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Preface

This volume constitutes the proceedings of the 10th International Conference
on Artificial Intelligence and Soft Computing, ICAISC 2010, held in Zakopane,
Poland during June 13-17, 2010. The conference was organized by the Polish Neu-
ral Network Society in cooperation with the Academy of Management in �Lódź
(SWSPiZ), the Department of Computer Engineering at the Czestochowa Uni-
versity of Technology, and the IEEE Computational Intelligence Society, Poland
Chapter. The previous conferences took place in Kule (1994), Szczyrk (1996),
Kule (1997) and Zakopane (1999, 2000, 2002, 2004, 2006, 2008) and attracted a
large number of papers and internationally recognized speakers: Lotfi A. Zadeh,
Shun-ichi Amari, Daniel Amit, Piero P. Bonissone, Zdzislaw Bubnicki, Andrzej
Cichocki, Wlodzislaw Duch, Pablo A. Estévez, Jerzy Grzymala-Busse, Kaoru Hi-
rota, Janusz Kacprzyk, Laszlo T. Koczy, Soo-Young Lee, Robert Marks, Evan-
gelia Micheli-Tzanakou, Erkki Oja, Witold Pedrycz, Sarunas Raudys, Enrique
Ruspini, Jorg Siekman, Roman Slowinski, Ryszard Tadeusiewicz, Shiro Usui,
Ronald Y. Yager, Syozo Yasui and Jacek Zurada. The aim of this conference
is to build a bridge between traditional artificial intelligence techniques and
recently developed soft computing techniques. It was pointed out by Lotfi A.
Zadeh that “Soft Computing (SC) is a coalition of methodologies which are ori-
ented toward the conception and design of information/intelligent systems. The
principal members of the coalition are: fuzzy logic (FL), neurocomputing (NC),
evolutionary computing (EC), probabilistic computing (PC), chaotic computing
(CC), and machine learning (ML). The constituent methodologies of SC are, for
the most part, complementary and synergistic rather than competitive.”This vol-
ume presents both traditional artificial intelligence methods and soft computing
techniques. Our goal is to bring together scientists representing both traditional
artificial intelligence approaches and soft computing techniques. This volume is
divided into four parts:

– Fuzzy Systems and Their Applications
– Data Mining, Classification and Forecasting
– Image and Speech Analysis
– Bioinformatics and Medical Applications

The conference attracted a total of 385 submissions from 44 countries and after
the review process, 169 papers were accepted for publication. I would like to
thank our participants, invited speakers and reviewers of the papers for their
scientific and personal contribution to the conference. several reviewers were
very helpful in reviewing the papers and are listed later.

Finally, I thank my co-workers �Lukasz Bartczuk, Agnieszka Cpa�lka, Piotr
Dziwiński, Marcin Gabryel, Marcin Korytkowski and the conference secretary
Rafa�l Scherer for their enormous efforts to make the conference a very success-
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ful event. Moreover, I would appreciate the work of Marcin Korytkowski, who
designed the Internet submission system.

June 2010 Leszek Rutkowski
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Nikola Kasabov, New Zealand
Okyay Kaynak, Turkey
Vojislav Kecman, New Zealand
James M. Keller, USA
Etienne Kerre, Belgium
Frank Klawonn, Germany
Jacek Kluska, Poland
Leonid Kompanets, Poland
Przemys�law Korohoda, Poland
Jacek Koronacki, Poland
Witold Kosiński, Poland
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P. Dziwiński
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T. Smolinski
C. Smutnicki
J. Starczewski
P. Strumi�l�lo
J. Swacha
E. Szmidt
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Pruning Classification Rules with Reference Vector Selection
Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
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Decision Tree Approach to Rules Extraction for Human Gait
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 597

Marcin Derlatka and Mikhail Ihnatouski

Data Mining Approaches for Intelligent E-Social Care Decision Support
System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 605

Darius Drungilas, Antanas Andrius Bielskis, Vitalij Denisov, and
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Classification of Stabilometric Time-Series Using an Adaptive Fuzzy
Inference Neural Network System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 635

Juan A. Lara, Pari Jahankhani, Aurora Pérez,
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Complex-Valued Neurons with Phase-Dependent 
Activation Functions 

Igor Aizenberg 

Department of Computer Science,  
Texas A&M University-Texarkana,  

P.O. Box 5518, Texarkana, TX 75505-5518, USA 
igor.aizenberg@tamut.edu 

Abstract. In this paper, we observe two artificial neurons with complex-valued 
weights. There are a multi-valued neuron and a universal binary neuron. Both 
neurons have activation functions depending on the argument (phase) of the 
weighted sum. A multi-valued neuron may learn multiple-valued threshold 
functions. A universal binary neuron may learn arbitrary (not only linearly-
separable) Boolean functions. It is shown that a multi-valued neuron with a pe-
riodic activation function may learn non-threshold functions by their projection 
to the space corresponding to the larger valued logic. A feedforward neural 
network with multi-valued neurons and its learning are also considered. 

Keywords: complex-valued neural networks, derivative-free learning, multi-
valued neuron. 

1   Introduction 

Complex-valued neural networks become increasingly popular. The use of com-
plex-valued inputs/outputs, weights and activation functions make it possible to 
increase the functionality of a single neuron and of a neural network, to improve 
their performance and to reduce the training time [1]. There are different specific 
types of complex-valued neurons and complex-valued activation functions [1]. We 
will consider here two neurons that have been proposed first among complex-
valued neurons, a multi-valued neuron (MVN) and a Universal Binary Neuron 
(UBN). This is an overview paper based on work published recently by the author 
(sole and in collaboration with other colleagues), and on works published by other 
researchers. Specifically we focus on [2-5]. The main concepts behind both men-
tioned neurons are use of complex-valued weights, location of neurons inputs/  
outputs on the unit circle, and activation functions, which depend on the argument 
(phase) of the weighted sum. These ideas were introduced in by N. Aizenberg et. al. 
in their seminal paper [6], where a concept of multiple-valued logic over the field of 
complex numbers and the first complex-valued activation function were proposed. 
The discrete MVN was introduced in [7]. This neuron is based on the concept of 
multiple-valued logic over the field of complex numbers, which was introduced in 
[6], then presented in detail in 8], and further developed in [9]. The new approach 
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significantly increased the functionality of a single neuron (compared to the tradi-
tional sigmoidal neuron) and simplified its learning. The continuous MVN was 
introduced in [10] and then developed in [2]. Recently, a periodic activation func-
tion was suggested for the MVN in [5]. This function increases the MVN’s func-
tionality even more, making it possible to learn k-valued functions, which are not 
threshold, using a single neuron. 

The UBN was introduced in [11], then its theory was presented in detail in [9], and 
its modified learning algorithm is considered in [4]. The UBN is a Boolean neuron, its 
inputs and output are binary, thus it implements those input/output mappings, which 
are Boolean functions. The most important advantage of the UBN over traditional 
neurons is its ability to learn nonlinearly separable Boolean functions.  

2   Multi-Valued Neuron (MVN) 

2.1   Discrete and Continuous MVN 

The discrete MVN was proposed in [7]. It is based on the principles of multiple-
valued threshold logic over the field of complex numbers. The discrete MVN per-
forms a mapping between n inputs and a single output. This mapping is described by 

a multiple-valued (k-valued) threshold function of n variables 1(   )nf x , ..., x . It is 

important to specify that we consider here multiple-valued logic over the field of 
complex numbers [8, 9]. While in traditional multiple-valued logic its values are en-

coded by the integers from the set { }0,1,..., 1K k= − , in the one over the field of 

complex numbers they are encoded by the kth roots of unity 

{ }0 2 1, , ,..., k
kE ε ε ε ε −= , where 2j i j / ke πε = , 0 ..., 1j , k -= , (i is an imaginary 

unity). A k-valued threshold function describing the MVN input/output mapping, can 
be represented using n+ 1 complex-valued weight as follows 

)()( 1101 nnn xw...xwwPx ..., ,xf +++= , (1) 

where nx ..., ,x1  are the variables (neuron inputs) and n  , ...,w,ww 10  are the 

weights. The values of the function and of the neuron inputs are the kth roots of unity: 
2j i  j / ke πε = , {0 1,..., 1}j , k -∈ , i is an imaginary unity. P is the activation function  

2( )  if 2 arg  2 ( 1) ,i j / kP z =e ,   j / k z  j+ / kπ π π≤ <  (2)

where j=0, 1, ..., k-1 are values of k-valued logic, nn xw...xwwz +++= 110  is the 

weighted sum, arg z is the argument of the complex number z. It is important to men-
tion that function (2), which was introduced in [6], is historically the first known  
complex-valued activation function. Function (2) divides a complex plane into k  
equal sectors and maps the whole complex plane into a set of kth roots of unity (see 
Fig. 1). 
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( )( ) exp 2 /P z j i kπ= ⋅  

Fig. 1. Geometrical interpretation of the 
discrete MVN activation function 

 
 

Fig. 2. Geometrical interpretation of the 
continuous MVN activation function 

The continuous MVN has been proposed in [10] and then developed in [2]. The con-
tinuous case corresponds to k → ∞ in (2). If the number of sectors k → ∞  (see 
Fig. 1), then the angular size of a sector tends to 0. Hence, an activation function in 
this case becomes simply a projection of the weighted sum 

0 1 1 n nz w w x ... w x= + + +  onto the unit circle: 

 ( ) exp(  (arg )) / | |iArg zP z i z e z z= = = , (3)

where z is the weighted sum, Arg z is a main value of its argument (phase) and |z| is 
the absolute value of the complex number z. Activation function (3) is illustrated in 
Fig. 2. It maps the whole complex plane into the unit circle. Evidently, a hybrid MVN 
(with continuous inputs/discrete output, discrete inputs/continuous output, hybrid 
inputs and discrete or continuous output can also be easily considered. 

2.2   MVN Learning 

MVN learning algorithm is identical for both discrete and continuous neurons. The 
most important property of MVN learning is that it is derivative-free. There are two 
MVN learning algorithms. One of them, which was proposed in [9], is computation-
ally more efficient. It is based on the error-correction learning rule. If T is the desired 
neuron’s output and Y is the actual one, then T Yδ = −  is the error (see Fig. 3) that 
determines that adjustment of the weights, which is performed as follows: 

( )1 1
r

r r

C
W W X

n
δ+ = +

+
, (4)

or, as it was suggested in [2], as follows 

i 

0 

1 

k-2 Z 

J-

J J+1 

k-1 



6 I. Aizenberg 

 

( )1 1
r

r r
r

C
W W X

n z
δ+ = +

+
, (5)

where X  is the vector of inputs with the components complex-conjugated, n is the 
number of neuron inputs, δ is the neuron’s error, r is the number of the learning itera-

tion, rW  is the current weighting vector (to be corrected), 1rW +  is the following 

weighting vector (after correction), Cr is the constant part of the learning rate (it may 

always be equal to 1), and rz  is the absolute value of the weighted sum obtained on 

the rth iteration. A factor 1/ rz  in (5) is a variable part of the learning rate. The use of 

it can be important for learning highly nonlinear input/output mappings.  

2.3   Multilayer Neural Network with Multi-Valued Neurons (MLMVN) 

Multiple applications of MVN have been proposed including cellular neural networks 
[9], associative memories [7], [9], [12-17], classifiers [15], [17], [18], and multi-
valued nonlinear filter (MVF) [9] One of the most impressive applications of MVN is 
a multilayer neural network based on multi-valued neurons (MLMVN). 

It was suggested in [10] to use the MVN as a basic neuron in a feedforward neural 
network. This network (MLMVN), which can consist of both continuous and discrete 
MVNs, and its derivative-free backpropagation learning algorithm were explicitly 
presented in [2]. This learning algorithm was generalized in [3] for a network with an 
arbitrary amount of output neurons. The MLMVN learns faster and generalizes better 
than a traditional feedforward network and different kernel-based networks when 
solving both benchmark and real world problems [2], [3]. 

 

 
Fig. 3. Geometrical interpretation of the 
MVN learning rule 

Fig. 4. Geometrical interpretation of the UBN  
activation function 

i 

Y T δ 
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The MLMVN’s topology is identical to the one of classical feedforward neural 
networks. The network consists of m layers: one input layer, m-1 hidden layers and 
one output layer. The outputs of each neuron from a given layer are connected to the 
corresponding inputs of each neuron from the following layer. A backpropagation 
learning algorithm for the MLMVN is derivative-free. It is shown in [2], [3] that the 
MLMVN learning (as well as the MVN learning) depends only on the global error of 
the network and the adjustment of the weights is also determined only by this error. 

Given that kmT  is a desired output of the kth neuron from the output layer and kmY  is 

an actual output of the kth neuron from the output layer, the global error of the net-
work taken from the kth neuron of the mth (output) layer is calculated as follows: 

*
km km kmT Yδ = − . (6)

Based on such formulation of error, backpropagation learning algorithm for the 

MLMVN has been proposed in [2]. Let kj
iw  be the weight corresponding to the ith 

input of the kjth neuron (kth neuron of the jth layer), ijY  be the actual output of the ith 

neuron from the jth layer (j=1,…,m), and jN  be the number of the neurons in the jth 

layer. Let 1,..., nx x  be the inputs of the network. The errors of the neurons from lay-

ers 1 to m-1 are obtained according to (7) and the errors of the neurons from the out-
put (m-th) layer are obtained according to (8): 

In (7) and (8), kj indicates the kth neuron in the jth layer and 1 1j js N −= + is the num-

ber of all neurons in layer j-1 incremented by 1 ( 1 1s = ). Given errors assigned to 

each neuron, the weights of neurons are adjusted using the learning rule (4) for the 
hidden neurons and (5) for the output neurons. The MLMVN training can stop when 
the mean square error reaches a certain low level. 

3   Universal Binary Neuron (UBN) and Multi-Valued Neuron with 
a Periodic Activation Function (MVN-P) 

The UBN was introduced in [11]. It is presented in detail in [9], and its modified 
learning algorithm was recently considered in [4]. A key idea behind the UBN is the 
use of complex-valued weights and an original activation function for learning 
nonlinearly separable Boolean functions.  

1

1 1
1

1

1
( )

jN
ij

kj ij k
ij

w
s

δ δ
+

+ −
+

=

= ∑ , 
(7)

*1
km km

ms
δ δ=  (8)
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If k=2 in (2) then the complex domain is divided into two parts as well (the top se-
miplane (“1”) and the bottom semiplane (“-1”):  

( ) 1,   0 arg( )

1,  arg( ) 2 .

z
P z

z

π
π π

≤ <⎧
= ⎨− ≤ <⎩

 

However, this activation function does not increase the neuron’s functionality: al-
though the weights are complex, the neuron still can only learn linearly separable 
Boolean functions. It was suggested in [11] to use an l-repetitive activation function 

( ) ( 1) if 2 arg( ) 2 ( 1) ; 2 ,j
BP z = ,   j / m z j + / m   m = l, lπ π− ≤ < ∈N  (9)

where l is some positive integer, j is a non-negative integer mj <0 ≤ . Activation 

function (9) is illustrated in Fig. 4. It separates the complex plane into m =2l equal 
sectors and determines the neuron’s output by the alternating sequence of 1, -1, 1, -
1,…1, -1 depending on the parity of the sector’s number. 

The most important advantage of the UBN is its ability to learn nonlinearly separa-
ble Boolean functions. XOR and Parity n become nearly the simplest problems, which 
can be learned by a single UBN. For example, Table 1 shows how the XOR problem 
can be solved using a single UBN  

Table 1. Solving the XOR problem using a single UBN with the weighting vector (0, i, 1) 

# 1x  2x  22110 xwxwwz ++=  )(zPB  XOR= 1 2
mod 2

x x= ⊕  

1) 1 1 1 + i 1 1 
2) 1 -1 -1 + i -1 -1 
3) -1 1 1 - i -1 -1 
4) -1 -1 -1 - i 1 1 

with the activation function (9) ( 2, 4l m= = ).The UBN learning algorithm is pre-

sented in detail in [4]. It is based on the same learning rules (4) and (5) as the MVN 
learning algorithm. The choice of the desired output is based on the closeness of the 
current weighted sum to the right or left adjacent sector.  

The multi-valued neuron with a periodic activation function (MVN-P) was recently 
introduced in [5]. This activation function is defined as follows: 

( ) mod  if 2 arg  2 ( 1) ,

0,1,..., 1;  , 2.
lP z = j k,   j / m z  j+ / m

j m m kl l

π π≤ <
= − = ≥

 (10)

It is illustrated in Fig. 5. Evidently, for k=2 function (10) coincides with function (9) 
and in this case the MVN-P coincides with the UBN.  

The most important property of the MVN-P is its ability to learn those k-valued in-
put/output mappings, which are not threshold in k-valued logic and cannot be learned 
using a single MVN with activation function (2), but which are partially defined thre-
shold functions in m-valued logic. 
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For example, such a multi-
ple-valued function, as a 
mod k addition of n k-
valued variables (a multiple-
valued analog of the Parity 
n function) cannot be 
learned by a single MVN 
with activation function (2), 
but can be learned by a 
single MVN-P with activa-
tion function (10) [5]. The 
MVN-P learning algorithm 
is similar to the UBN learn-
ing algorithm [5]. Suppose 
that the current MVN-P’s 
output is not correct and the 
current weighted sum is 
located in the sector 

{ }0,1,..., 1s M m∈ = − . 

There are l sectors on the complex plane, where function (10) takes the correct value. 
Two of them are the closest ones to sector s (from right and left sides). A sector 
whose border is closest to the current weighted sum z is chosen as a desired sector q. 
Then either of learning rules (4) or (5) can be applied. 

4   Conclusions 

We observed in this paper in detail complex-valued neurons with the phase-dependent 
activation functions – the multi-valued neuron and the universal binary neuron. 
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Abstract. In recent years wind energy is the fastest growing branch of

the power generation industry. The largest cost for the wind turbine is

its maintenance. A common technique to decrease this cost is a remote

monitoring based on vibration analysis. Growing number of monitored

turbines requires an automated way of support for diagnostic experts.

As full fault detection and identification is still a very challenging task,

it is necessary to prepare an ”early warning” tool, which would focus the

attention on cases which are potentially dangerous. There were several

attempts to develop such tools, in most cases based on various classifi-

cation methods (predominantly neural networks). Due to very common

lack of sufficient data to perform training of a method, the important

problem is the need for creation of new states when there are data dif-

ferent from all known states.

As the ART neural networks are capable to perform efficient classifi-

cation and to recognize new states when necessary, they seems to be a

proper tool for classification of operational states in wind turbines. The

verification of ART and fuzzy-ART networks efficiency in this task is the

topic of this paper.

1 Introduction

In recent years wind energy is the fastest growing branch of the power generation
industry. The average yearly growth in the years 1997-2003 achieved 32% in the
United States and 22% in the European Union [2] and these figures will hold
for at least the next decade. The distribution of costs during the life cycle of
� The paper was supported by the Polish Ministry of Science and Higher Education

under Grant No. N504 147838.
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the unit for wind energy is significantly different from that of traditional, fossil
fired units [2]. First of all, initial investment costs are relatively higher, whereas
in traditional units cost of fuel plays important role (usually it is the second
largest cost). After commissioning, the largest cost for the wind turbine (WT for
abbreviation) is maintenance. With proper maintenance policies, wind turbines
can achieve the highest level of availability in the power generation sector -
even up to 98%. The basis of proper maintenance is continuous monitoring of
the transmission of the wind turbine. There were several attempts to develop
various classification tools, in most cases based on various classification methods
(predominantly neural networks). Due to very common lack of sufficient data to
perform training of a method, the important problem is the need for creation of
new states when there are data different from all known states.

In most types of artificial neural networks (ANNs for abbreviation) the learn-
ing process is unsuitable for cases of continuous machinery intelligence monitor-
ing. This means, among others, that adding a new patterns as inputs requires
repetition of the learning process. In ART networks, introduced by Carpenter
and Grossberg [3,4], the learning process is not separated from its operation.
Furthermore, ART neural networks are capable to add new states when neces-
sary [8,9,12]. Therefore, this sort of ANNs were tested as a tool for classification
of operational states in continuous monitoring of wind turbines.

The paper is organized in the following way. In section 2 the problem of clas-
sification of wind turbine states is discussed. The used ART networks - classical
ART-2 network and fuzzy ART network are briefly described in section 3. The
obtained results are presented in section 4.

2 Classification Problem of Wind Turbine States

In recent years large development of monitoring and diagnostic technologies for
WTs has taken place. The growing number of installed systems created the
need for analysis of gigabytes of data created every day by these systems. Apart
from the development of several advanced diagnostic methods for this type of
machinery there is a need for a group of methods, which will act as an ”early
warning”. The idea of this approach could be based on a data driven algorithm,
which would decide on a similarity of current data to the data, which are already
known. In other words, the data from the turbine should be accounted for one
of known states. If this is a state describing a failure, the human expert should
be alarmed. If this is an unknown state, the expert should be informed about
the situation and asked for a definition of such a new state.

This approach could be called ”the blunt expert”, which maybe sounds strange,
but gives the most important feature of the proposed method. This approach may
brake the biggest barrier of application of artificial neural networks (ANNs) in
diagnostics, which is availability of significant amount of training data. As in real
cases it is not possible to acquire it, it is only possible to train ANNs for a few
cases covered by available data.



ART-Type ANNs Applications for Classification of Operational States in WT 13

The problem of classification was investigated by several authors. One of the
first works was research by Shuhui et al. [11], who compared classification tech-
niques for the wind curve estimation. This work was often referenced by others,
but from the ANN point of view it only multilayered feed-forward types of net-
works. Another important contribution was given by Kim [6], who compared
performance of several classification methods. His experiments showed that un-
less the number of independent variables in the system is low, ANNs perform
better than other methods. Again, the investigated network was the multi-layer
feed-forward network trained by the back-propagation algorithm.

There are no works, known to us, which would consider application of ART
networks for the classification of WT states. There were also works applying
wind turbines for wind and power generation prediction, but this issue is outside
the scope of this paper.

As the ART networks are capable to perform efficient classification and to
recognize new states when necessary [3,4], we performed research of initial clas-
sification task. The goal of the experiment was verification of ART classification
capabilities with comparison to the human expert. This type of data is acquired
in the majority of cases and the successful classifier should create a reasonable
number of classes, similar to these by a human expert. This task is the main
goal of the following paper.

As such a classification was shown, it is thus possible to filter out states, which
are known to be correct. The expert can then focus only on ”suspicious” states
returned by the algorithm.

3 Characteristics of the Applied Neural Networks

3.1 ART-2 Network

Let us briefly recall ART-2 neural network properties tracing [10].
The ART-2 is an unsupervised neural network with based on adaptive res-

onance theory (ART). A typical ART-2 architecture, introduced in Carpenter
and Grossberg (1987), is presented in Fig.1 (only one unit of each type is shown
here). In the attentional sub-system, an input pattern s is first presented to the
F1 layer, which consists of six kinds of units - the W, X, U, V, P and Q cells.
It then undergoes a process of activation, including normalization, noise sup-
pression and updating. This results in an output pattern p from the F1 layer.
Responding to this output pattern, an activation is produced across F2 layer
through bottom-up weights bij . As the F2 layer is a competitive layer with a
winner-takes-all mode, only one stored pattern is a winner. It also represents
the best matching pattern for the input pattern at the F1 layer. Furthermore,
the pattern of activation on the F2 layer brings about an output pattern that is
sent back to the F1 layer via top-down weights tji. For the orienting sub-system,
it contains a reset mechanism R and a vigilance parameter q to check for the
similarity between the output pattern from the F2 layer and the original input
pattern from the F1 layer. If both patterns are concordant, the neural network
enters a resonant state where the adaptation of the stored pattern is conducted.
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Otherwise, the neural network will assign an uncommitted (inhibitory) node on
the F2 layer for this input pattern, and thereafter, learn and transform it into a
new stored pattern.

Fig. 1. ART-2 architecture

3.2 Fuzzy ART Network

The organization of a fuzzy ART network, introduced by Carpenter et all. [5],
is presented in Fig.2. In comparison with a classical ART-2 network, the fuzzy
ART network has an additional layer F0 which transforms input vectors using
so called complement coding.

The fuzzy ART network has a single weights matrix Z, which processes signals
being sent both from F1 to F2 layer and vice versa. Operations done by the
network are based on the fuzzy logic. The operator fuzzy AND is used for two
vectors comparison - see [7].

Signal processing in fuzzy ART network is similar to processing in ART-2
network. The input signal vector, say X, is transformed by F0 and F1 layers
producing signals Tj which are put to inputs of the F2 layer. For the neuron
which is excited most strongly a vigilance parameter q is used to check the
similarity between the output pattern from the F2 layer and the input pattern.
If p < ρ then the winner neuron is inhibited and other neuron in F2 layer is
searched. Otherwise, the weights matrix Z is modified in order to store the
recognized vector features. The learning process is continued until the values of
the matrix Z are stabilized.
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Fig. 2. Fuzzy ART architecture

4 Results

The practical case study was performed on data from one of wind turbines. The
data covering the period from 11.09.2009 till 30.09.2009 were recorded every 10
minutes by the online monitoring system. The recorded data were current values
and were not averaged. The data set included 2869 measurements. As the main
goal of the work was to test applicability of ART-type ANNs for classification,
in the first step we tried to use the network to achieve results similar to a human
expert. Other training was not possible, as this type of networks performs only
unsupervised learning.

The data set contained the most fundamental values, deciding about the op-
erational state of the machine. These were: wind speed, rotational speed of the
generator and the generated power. They are related, but only to some extent

Table 1. A number of classes recognized by ART-2 and fuzzy ART networks in de-

pendence on the vigilance parameter. Used abbreviations: PW - Power and Wind (2D

model), SW - Speed and Wind (2D model), PSW - Power, Speed and Wind (3D model).

Vigilance ART-2 network Fuzzy ART network

parameter PW SW PSW PW SW PSW

0.4 1 1 1 1 2 2

0.5 1 1 1 2 4 2

0.6 1 1 1 2 4 4

0.65 1 1 1 2 5 5

0.7 1 1 1 3 7 5

0.75 1 1 1 4 8 9

0.8 1 1 1 6 10 11

0.9 1 2 2 14 24 16

0.9497 2 2 4 - - -

0.95 2 2 5 - - -

0.97 3 2 8 - - -

0.98 3 5 9 - - -

0,99 4 8 10 - - -
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Fig. 3. Results for fuzzy ART, 3D model, vigilance parameter is equal to 0.55. Ac-

cording to a human expert’s opinion 20 measurements were classified incorrectly which

makes an error equal to 20
2869

= 0.70%.

Fig. 4. Results for ART-2, 3D model, vigilance parameter is equal to 0.9497. According

to a human expert’s opinion 27 measurements were classified incorrectly which makes

an error equal to 27
2869

= 0.94%.

and in fact they are all independent variables. The selection of variables is the
same as the human expert would use. Typically the operation of the WT can
be divided in a few distinct states: stopped, transient between 0 and 1000 rpm,
idle load (rpm about 1000 rpm, no load), low power, high power. Sometimes
it is not necessary to distinguish all of them and the first two pairs are some-
times regarded as only two states (i.e. ”stopped or transient” and ”low power”
including also idle mode). Very important advantage of chosen set is that it has
only 3 variables and can be presented in a graphical way. Thus, it can be easily
understood and compared with a human expert. Results create the basis and
give some intuition for more advanced research.

The main idea of the research was to apply recorded data to the ART network
and to investigate what is its behavior (i.e. how many states will be created) and
how does this depends on the network parameters. The research was performed
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for two types of networks: ART-2 and fuzzy ART. It was found that the single
most important parameter is the vigilance. Table 1 presents how the number
of created states depends on this parameter. It can be seen that for the ART-2
network reasonable results are obtained for vigilance in the vicinity of 0.95. For
fuzzy ART the optimum vigilance is around 0.6.

Apart from the number of states it was very important to check how the
networks actually divide the data into states. It can be seen that both networks
gave very interesting results, creating regions very similar to ”natural” ones. In
a few cases created regions stretched across a larger area than a human would
create. This was most probably result of normalization and should be further
investigated.

There are sight differences between the networks, but at this stage one can
say that both are performing well and could be the basis for further research.

5 Concluding Remarks

Presented results belong to a broader research activity, aimed at automatic mo-
nitoring of rotating machinery. We are interested in investigation of several ap-
proaches, which can be applied in the engineering practice. Thus, one has to
assume that learning sets are not available or cover only a part of machine
states.The problem becomes much more the classification of the current state to
one of previously known states or detection of a new state. Ideally, such a new
state should be included for further classifications.

The initial attempt to the problem was investigation of PNN networks [1]. The
study revealed classification capabilities much better than MLP, but handling of
new states required retraining of the network.

The approach presented in this paper is much more interesting. To start with
simple problems, we showed that ART-2 networks are capable to classify typical
states of a wind turbine with efficacy very close to the human expert. Such a
result is, in our opinion, very interesting and encouraging for further research.
Further works will be conducted in two directions. Firstly, the dimensionality
of the problem will be increased (i.e. more measurement channels will be taken
into account). Secondly, the data with faults will be used to train the network.
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Abstract. The aim of this paper is to present a parallel architecture

of Elman Recurrent Network learning algorithm. The solution is based

on the high parallel cuboid structure to speed up computation. Parallel

neural network structures are explicitly presented and the performance

discussion is included.

1 Introduction

The Elman network proposed in 1990 by Jeffrey L. Elman [3] is an example of
recurrent neural networks. The gradient method [8] is used to train the network.
Dynamical neural networks have been researched by many scientists for the last
decade [4], [5] . Typically neural networks learning algorithms are implemented
on serial computer. They are required to use high computational load. Therefore
high performance parallel structure was discussed in several papers, eg. [1], [2],
[6], [7]. This paper presents a new concept of the parallel realisation of the
Elman learning algorithm. The high performance of this new architecture is
very promising for Elman neural networks. A single iteration of the parallel
architecture requires much less computation cycles than a serial implementation.
The final part of this work explains efficiency of the proposed architecture. The
structure of the Elman network is shown in Fig. 1.

The Elman network contains N inputs and K neurons in hidden layer and M
neurons in the network output. Moreover, all signals from outputs of neurons are
connected as network inputs through unit time delay z−1. Therefore the network
input vector [

1, x(1)
1

(t), ..., x(1)
N

(t), x(1)
N+1

(t), ..., x(1)
N+K

(t)
]T

(1)

in the Elman network takes the form[
1, x(1)

1
(t), ..., x(1)

N
(t), y(1)

1
(t− 1), ..., y(1)

K
(t− 1)

]T

(2)

In the recall phase the network is described by

s
(1)
k =

N+K∑
i=0

w
(1)
ki x

(1)
i (3)
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Fig. 1. Structure of the Elman network

y
(1)
k (t) = f1(s

(1)
k (t)) (4)

We denote by w(1)
k = [w(1)

k0 , ....w
(1)
k,N+K ] vector of weights of the k − th neuron

and W(1) = [w(1)
1 , ...,w(1)

K ]. In the second layer:

s
(2)
j =

K∑
k=0

w
(2)
jk x

(2)
k =

K∑
k=0

w
(2)
jk y

(1)
k (5)

y
(2)
j (t) = f2(s

(2)
j (t)) (6)

To learn the Elman neural network we minimise the following criterion

J (t) = 1
2

∑M

j=1
ε
(2)2

j (t) = 1
2

∑M

j=1

(
d
(2)
j (t)− y

(2)
j (t)

)2
(7)

where ε
(2)
j (t) is defined as

ε
(2)
j (t) = d

(2)
j (t)− y

(2)
j (t). (8)

Weights in the l-th layer are updated by

w
(l)
αβ(t + 1) = w

(l)
αβ(t)− η∇(l)

αβJ (t) (9)

where w
(l)
αβ is β − th weight for α− th neuron in l − th layer and

∇(l)
αβJ (t) =

dJ(t)

w
(l)
αβ(t)

=
d1

2

∑M
j=1 ε

(2)2

j (t)

dw
(l)
αβ

= −
∑M

j=1
ε
(2)
j (t)

dy2 (t)

dw
(l)
αβ

(10)
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By minimising equation (7) for the second layer weights we obtain

∇(2)
αβJ (t) = −

∑M
j=1 ε

(2)
j (t)

df2

(
s
(2)
j (t)

)
dw

(2)
αβ

=

= −
∑M

j=1 ε
(2)
j (t)

df2

(
s
(2)
j (t)

)
ds

(2)
j (t)

∑K
k=0

dw
(2)
jk (t)

dw
(2)
αβ

y
(1)
k (t) =

= −ε
(2)
α (t)

df2(s(2)
α (t))

ds
(2)
α (t)

y
(1)
β (t) = −ε

(2)
α (t) f

′
2,α (t) y

(1)
β (t)

(11)

By minimising equation (7) for the first layer weights we obtain

∇(1)
αβJ (t) = −

∑M
j=1 ε

(2)
j (t)

df2

(
s
(2)
j (t)

)
ds

(2)
j (t)

∑K
k=1

dy
(1)
k (t)

dw
(1)
αβ

w
(2)
jk (t) =

= −
∑K

k=1
∑M

j=1 ε
(2)
j (t)

df2

(
s
(2)
j (t)

)
ds

(2)
j (t)

dy
(1)
k (t)

dw
(1)
αβ

w
(2)
jk (t) =

= −
∑K

k=1
dy

(1)
k (t)

dw
(1)
αβ

∑M
j=1 ε

(2)
j (t)

df2

(
s
(2)
j (t)

)
ds

(2)
j (t)

w
(2)
jk (t)

(12)

By defining

ε
(1)
k

def
=
∑M

j=1
ε
(2)
j (t)

df2

(
s
(2)
j (t)

)
ds

(2)
j (t)

w
(2)
jk (t) =

∑M

j=1
ε
(2)
j (t) f

′
2,j (t)w

(2)
jk (t) (13)

we obtain

∇(1)
αβJ (t) = −

∑K

k=1

dy
(1)
k (t)

dw
(1)
αβ

ε
(1)
k (t) (14)

The derivative

dy
(1)
k (t)

dw
(1)
αβ

= f ′
1

(
s
(1)
k (t)

)N+K∑
i=0

d(w(1)
ki x

(1)
i (t))

dw
(1)
αβ

(15)

can be calculated

dy
(1)
k (t)

dw
(1)
αβ

= f ′
1

(
s
(1)
k (t)

)(
δkαx

(1)
β +

N+K∑
i=N+1

w
(1)
ki

dx
(1)
i (t)

dw
(1)
αβ

)
=

= f ′
1

(
s
(1)
k (t)

)(
δkαx

(1)
β +

N+K∑
i=N+1

w
(1)
ki

dy
(1)
i−N (t−1)

dw
(1)
αβ

)
=

= f ′
1

(
s
(1)
k (t)

)(
δkαx

(1)
β +

K∑
i=1

w
(1)
k,i+N

dy
(1)
i (t−1)

dw
(1)
αβ

) (16)

and the weights can be updated as follows

w
(1)
αβ (t + 1) = w

(1)
αβ (t)− η

K∑
i=1

ε
(1)
i (t)

dy
(1)
i (t)

dw
(1)
αβ

(17)
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2 Parallel Realisation

The second layer is the simple feedforward layer and can be trained by using
equations (9) and (11). The structure realising training phase for this layer is
presented in Fig. 2. It updates all weights in one step and produces error signals
ε
(1)
i (t) for first layer in M steps. The structure of single processing element is

shown in Fig. 3.
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The main idea of the parallel realisation of the Elman learning algorithm is
based on the cuboid computational matrix for the first layer (see Fig. 4). The
matrix contains processor elements realising operations given in equations (16)
and (17). The cuboid matrix dimensions are K × K × (K + N + 1). To make
it clear in all figures dimension K is set to 3. Any element of the cuboid matrix
for indexes i and αβ is obtained by multiplication of vector of cuboid matrix
elements with index αβ by the i−th weight subvector (see Eqn. 16). At the same
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time the whole vector of cuboid elements for index αβ can be multiplied by the
weight submatrix K ×K. In Fig. 5 accurate data flow is presented. The weight
submatrix is entered parallely to all elements of the cuboid matrix. The signals
f ′ and x are simultaneously delivered. Figure 7 shows horizontal section of the
cuboid matrix. Note that weights and first derivatives lead to all elements but
input xβ leads only to elements on the main diagonal. The sum in equation (16)
is computed in K steps and its subtotal circles between i−th elements with index
αβ. All elements are computed at the same time. Figure 6 shows the structure of
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one processor element. It computes in K steps new derivative d(y(1)
i (t))

dw
(1)
αβ

and in the

next K steps values of weights’ changes described by equation (16). The dotted
lines appear only in the elements of the main diagonal. Figure 7 depicts the
distribution of weights during learning phase. Note that columns of submatrix of
W are placed diagonally. The elements are simultaneously enabled to compute.

3 Conclusion

In this paper the parallel realisation of the Elman neural network was presented.
We assume that all multiplications and additions operations take the same time
unit. We can compare computational performance of the Elman parallel imple-
mentation with sequential architectures up to 10 inputs (N) and 10 neurons (K)
in the hidden layer of neural network. For simplicity the number of output neu-
rons (M) is equal to the number of hidden neurons. Computational complexity
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Fig. 8. Number of times cycles in a) classical, b) parallel implementation and c) per-

formance factor parallel/classical

of Elman learning is of order O(K4) and equals 2K4 + K3(2N + 5) + K2(3N +
4) + 2K + 4KM + 2M . In the proposed parallel solution each iteration requires
only 2K + M + 3 time units (see Fig. 8).

Performance factor of parallel realisation of the Elman algorithm achieves
nearly 1500 for 10 inputs and 10 output neurons and it grows fast when the
number of network inputs or outputs grows. We observed that the performance
of the proposed solution is promising.
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Abstract. In the paper global modeling of complex systems with re-

gard to quality of local models of simple plants are discussed. Complex

systems consist of several sub-systems. As a global model multilayer feed-

forward neural networks were used. It is desirable to obtain an optimal

global model, as well as optimal local models. A synthetic quality index

as a sum of a global quality criterion and local quality indexes is de-

fined. By optimization of the synthetic quality index the global model

is obtained with regard to the quality of local models of sub-systems.

The quality index of the global model contains coefficients which define

the participation of the local criteria in the synthetic quality criterion.

The investigation of influence of these coefficients on the quality of the

global model of the complex static system is discussed. The investigation

is examined by a complex system which consists of two nonlinear simple

plants.

Keywords: complex system, neural networks, global model.

1 Introduction

The numerous problems of projecting of complex systems steering are related to
suitable constructing the models of complex systems. The regard of the complex
system as the whole model is one of principal problem of the global model study
as well as the suitable quality assurance of approximation of individual elements
of system.

The classic task of modeling the complex system depends on finding the op-
timum values of parameters of received mathematical model in support deter-
mined quality criterion. The mathematical methods of identification of complex
systems depend on their decomposition into component parts. The next step is
to build local models of particular parts of the complex system (simple plants)
and search their optimal parameters. Then the complex model is composed of
optimal local models. Such model is not globally optimal because, during the ad-
justing process of local models parameters, the interactions of component parts
of complex system are not taken into account [1]. The neural networks which
possess the ability to approximate each non-linear function allow to construct
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and to settle of parameters of global models. In foundation a global model has
to reflect the structure of a complex system during his work, and also to reflect
the mutual interactions of component parts of complex system during adjusting
of parameters of the global model. Generally, neural networks allow to construct
more exact models than decomposition methods [4], [5].

2 Modeling of Static Complex Systems

The most known modeling method of complex systems depends on its decom-
position on simple plants [1]. The simple plants can be modeled by arbitrary
method as independent simple plants without regard of fact, that they are the
parts of a complex system. After obtainment of the optimal parameters of sim-
ple models, the complex model is composed the same as the complex system. In
this way a locally optimal complex model is built, but it is not globally optimal
model. However, to get a globally optimal model multilayer neural networks can
be applied. The neural networks permit to build a global model because an in-
ternal structure of the complex model is adequate to the complex system. The
learning process of neural networks allows to achieve satisfactory parameters
of a global model for which the quality of model is good sufficiently. Complex
systems can have varied structure [1] ,[2], [6]. In the paper a complex system is
cascade connected simple plants, which is often present in industrial plants.

2.1 Global Modeling

In global modeling global models have the same structure as complex systems
and parameters of global models are sought. The complex system as simple
plants connected in series (appointed as O1 .. OR) is shown in Figure 1. The
complex model is divided into R simple models. In the complex model it is
possible to indicate simple models denote as Mr (r=1,2,...,R), which correspond
to the suitable simple plants. The output ŷ(r) of the r -th simple model is the
input to the next simple model (Mr+1) similarly how it is in the complex system.
The simple models can be also local models. This fallows when the input of r -th
local model is taken form the r -1 simple plant. Then output of r -th local model
is denoted as ȳ(r). Thus Mr is the r -th simple model as a part of global model
but Mr is also the r -th local model.

On the basis of the difference between the output of the global model and
the output complex system quality index of the global model is formulated the
following:

Q(W) =
1
2

(
ŷ(R) − y(R)

)2
=

1
2

K∑
k=1

JR∑
j=1

(
ŷ
(R),k
j − y

(R),k
j

)2
. (1)

where: W are the parameters (the weights) of the global model, K - the number
of data elements of the output vector y(R), JR - the number of outputs signals
in the output vector y(R).
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Fig. 1. Global and local models of a complex system

On the difference basis between the output r -th local model and the output
suitable simple plant a quality index of the r -th local model is defined:

Qr(w(r)) =
1
2

(
ȳ(r) − y(r)

)2
=

1
2

K∑
k=1

Jr∑
j=1

(
ȳ
(r),k
j − y

(r),k
j

)2
. (2)

where: w(r)- the parameters (weights) the r -th simple (local) model, Jr - the
number of outputs the r -th simple plant.

The performance index of the global model with regard to the quality of R
local models is accept as weighed sum of the global quality indexes (1) and the
local quality indexes (2):

Qs(W) = α0 Q(W) + α1 Q1(w(1)) + · · ·+ αR QR(w(R)). (3)

The performance index (3) is named the synthetic quality index and it is shown
in detail form as:

Qs(W) =
1
2

α0

K∑
k=1

JR∑
j=1

(
ŷ
(R),k
j − y

(R),k
j

)2
+

1
2

R∑
r=1

αr

K∑
k=1

Jr∑
j=1

(
ȳ
(r),k
j − y

(r),k
j

)2
.

(4)
where: W=[w(1) w(2) . . . w(R)] is the matrix of parameters (weights) of the
global model, α = [α0 α1 . . . αR] - weighted coefficients, 0 < αr < 1 and∑R

r=1 αr = 1 .
The synthetic quality criterion (4) allow us to achieve a compromise between

a global optimal model of a complex system and local optimal models of subsys-
tems (simple plants). The minimization of the Qs index leads to obtaining the
global model with regard to local models. The coefficient α0 defines the influence
of the global quality criterion (1) on the index Qs. The coefficients α define the
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influence of the local quality criteria (2) on the synthetic quality criterion Qs.
By appropriate choice of the α values we can point out to the meaning of local
models in a complex system model.

2.2 Learning Algorithm

The quality index Qs is the sum of squares of errors of local models and the
global model. It is differentiable and has continuous derivative, which is necessary
condition in calculation of gradient algorithms. In order to minimise the error
function Qs(W), the gradient descend method is applied. In order to learn neural
network the following weight increment is calculated:

� wji = −η
∂Qs(W)

∂wji
. (5)

The changes of weights in the output layer of net after gradient calculations of
the formula (5) are computed as the following:

� w
(R),M
ji = −η

K∑
k=1

f ′(zM,k
j )

(
α0

(
ŷ
(R),k
j − y

(R),k
j

)
+ αR

(
ȳ
(R),k
j − y

(R),k
j

))
× uM−1,k

i . (6)

in the hidden layers ( where zm,k
j =

∑Im−1
i=0 wm

ji u
m−1,k
i )

� w
(r),m
ji = −η

K∑
k=1

f ′(zm,k
j )

⎛⎝Lm+1∑
l=1

δ
(r),m+1,k
l w

(r),m+1
lj

⎞⎠ um−1,k
i . (7)

in the ’binding’ hidden layers (the notion ’binding’ is explained in section 3)

� w
(r),m
ji = −η

K∑
k=1

f ′(zm,k
j )×⎛⎝Lm+1∑

l=1

δ
(r+1),m+1,k
l w

(r+1),m+1
lj + αr

(
ȳ
(r),k
j − y

(r),k
j

)⎞⎠ um−1,k
i . (8)

Formulas (6), (7) and (8) are the complex gradient backpropagation learning
algorithm for the global model with regard to quality local models. Moreover, a
faster learning algorithm called the complex Rprop was also developed [3], [7].

3 Simulations

The complex system used to simulations is shown in Figure 2. It consists of two
nonlinear simple plants connected in series. The input signal vector is appointed
as u. The signal v is the output of the first simple plant and it is the input to
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Fig. 2. The complex system as two connected nonlinear simple plants

the second simple plant. The signal y is the output of the second simple plant
and it is the external output of the complex system.

The global model for the complex system in Figure 2 was accepted as the six
layers’ neural network shown in Figure 3. It has following structure: 1-4T-2T-1L-
4T-2T-1L (6 layers). In this model it can be distinguished two simple models as
4T-2T-1L, connected in series, which are suitable with simple objects. The simple
models have two hidden layers with nonlinear functions of activation (hyperb.
tangent (T)), and the linear (L) activation functions in the output layers. The
’binding’ hidden layer is the layer which connects (binds) simple models in a
complex model. The output of this layer corresponds to the output of suitable
simple plant. In this model the ’binding’ hidden layer is the third layer (as 1L).
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Fig. 3. The multilayer neural network as the global complex model

Random generated teaching vector contains 101 points of data from the range
0..5. Testing data contains 101 points spread in range 0 to 5 with step 0.05. The
initial weights e.g. the initial parameters of models were generated according to
Nguyen−Widrow rule [3]. For the complex gradient algorithm the learning rate
η = 0.005 was accepted. The learning process after 10000 epochs was stopped.

The values of local quality criteria Q1 and Q2, the global criterion Q and
the synthetic quality criterion Qs for the testing data for coefficients α0 = 1
and α0 = 0.1 are shown in Table 1 and for α0 = 0.5 in Table 2. The change of
coefficients every time carried out α1 + α2 = 1. Values of the quality indexes for
the complex gradient learning algorithm are shown in Figure 4 and Figure 5. In
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Table 1. Investigation performance indexes for testing data for α0 = 1 and α0 = 0.1

α0 = 1 α0 = 0.1

α1 Q1 Q2 Q Qs Q1 Q2 Q Qs

0.001 15.700 0.790000 0.720000 1.5249 7.05000 0.116000 0.12300 0.2459

0.01 14.000 1.540000 1.370000 3.0346 1.61600 0.001850 0.08670 0.1047

0.1 0.1460 0.001170 0.005870 0.0215 0.18100 0.000165 0.01550 0.0337

0.2 0.0978 0.001520 0.003370 0.0241 0.10200 0.000167 0.00514 0.0257

0.4 0.0443 0.000553 0.002060 0.0201 0.04470 0.000183 0.00420 0.0222

0.5 0.0313 0.000241 0.001670 0.0174 0.03310 0.000225 0.00351 0.0202

0.6 0.0223 0.000095 0.001270 0.0147 0.02530 0.000312 0.00294 0.0182

0.8 0.0143 0.000049 0.000753 0.0122 0.01610 0.000788 0.00280 0.0158

0.9 0.0119 0.000063 0.000620 0.0113 0.01330 0.000134 0.00333 0.0153

0.99 0.0106 0.000079 0.000569 0.0111 0.01170 0.000256 0.00478 0.0164

0.999 0.0105 0.000081 0.000586 0.0111 0.01160 0.000303 0.00529 0.0169

Table 2. Investigation performance indexes for testing data for α0 = 0.5

α0 = 0.5

α1 Q1 Q2 Q Qs

0.001 14.7000 1.790000 1.72000 3.5229

0.01 1.47200 0.006870 0.03650 0.0580

0.1 0.15900 0.001140 0.00767 0.0246

0.2 0.09820 0.000878 0.00362 0.0240

0.4 0.04390 0.000339 0.00282 0.0206

0.5 0.03180 0.000212 0.00231 0.0183

0.6 0.02400 0.000151 0.00184 0.0163

0.8 0.01560 0.000145 0.00126 0.0138

0.9 0.01260 0.000178 0.00114 0.0125

0.99 0.01110 0.000248 0.00118 0.0122

0.999 0.01100 0.000258 0.00119 0.0122
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Fig. 4. Values of Q1 and Q2 indexes after 10000 epochs for testing data

Figure 4 is shown the influence of the coefficients α0 on the local quality criteria
Q1 and Q2. In Figure 5 is shown the influence the α0 coefficients on the global
quality index Q and the synthetic index Qs.

The synthetic quality index Qs directly depends on all α coefficients. However,
α coefficients indirectly impact by the model’s parameters W on local indexes
Q1, Q2 and the global index Q. The increase of the value coefficient α1 (the
same the fall α2) produces the monotonic fall of quality index Q1. The smallest
value of index Q1 is achieved for the maximum value of coefficient α1 which is
equal 0.999 (see Figure 4)). When the coefficient α2 grows the value of index Q2
has minimum which depends on value of α0 (see Figure 4)).
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Fig. 5. Values of Q and Qs indexes after 10000 epochs for testing data

Small values of Q index can be achieved for high values of α1 coefficient
(see Figure 5). The synthetic quality index Qs also falls when coefficient α1 is
growing. The increase of α0 coefficient leads to lower values of Q and Qs indexes.

The best local models can be obtained in other points than the global model
especially for high α1. But the best global model with regard to quality of local
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models can be achieved especially around half range of α1 coefficient. During the
learning process the local models affect on the synthetic quality index Qs and
the global quality index Q. The learning process can be stopped when chosen
quality index achieves a determined small value. This makes possible the tuning
of the global model parameters until achievement of satisfactory exactitude of
the model with regard to quality of local models. The learning process of the
network can be also finished if the global quality index Q reaches a determined
low value.

4 Conclusions

The global model of the static complex system with with taking into account
the quality of local models was discussed. As the models the multilayer neural
networks were introduced. The multi-layer neural networks are useful tool for
complex systems modeling. The influence of the coefficients on the local models
quality and the global model quality was investigated. Results of the investiga-
tion were shown for the testing data. Obtained results show that, by suitable
selection of α coefficients we have the influence on the quality of local models
and the quality of the global model. Because now we know the course of changes
of local and global quality indexes so we can choose the values of α coefficients
to obtain an optimal global model with regard to quality of local models. The
good quality of local models fosters the good quality of a global model.
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Abstract. In the paper we recover a Hammerstein system nonlinearity.

Hammerstein systems, incorporating nonlinearity and dynamics, play an

important role in various applications, and effective algorithms determin-

ing their characteristics are not only of theoretical but also of practical

interest. The proposed algorithm is quasi-parametric, that is, there are

several parametric model candidates and we assume that the target non-

linearity belongs to the one of the classes represented by the models. The

algorithm has two stages. In the first, the neural network is used to re-

cursively filter (estimate) the nonlinearity from the noisy measurements.

The network serves as a teacher/trainer for the model candidates, and

the appropriate model is selected in a simple tournament-like routine.

The main advantage of the algorithm over a traditional one stage ap-

proach (in which models are determined directly from measurements),

is its small computational overhead (as computational complexity and

memory occupation are both greatly reduced).

Keywords: system identification, structure detection, Hammerstein sys-

tem, wavelet neural network.

1 Introduction

1.1 Types of Knowledge: Classification of Approaches

In the paper we propose the cooperation between parametric and nonparamet-
ric methods for system modeling. The term ’parametric’ means that estimated
nonlinearity can be described with the use of finite number of parameters. The
nonparametric approach is applied for smart selection of the best parametric
model of nonlinear characteristic from a given finite class of models. First, non-
parametric estimates are continuously (recursively) computed from the learning
pairs on the grid of N0 input points and support selection of one from competing
models. The parameters of the best model in the selected class are then obtained
by the nonlinear least squares, and broad variety of optimization algorithms (also
soft methods, e.g. genetic, tabu search, simulated annealing, particle swarming)
can be applied in this stage, depending on the specifics of the optimization crite-
rion. If the resulting parametric approximation is not satisfying, and the number
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of measurements is large enough, the residuum between the system output and
the model output is used for its nonparametric refinement.

2 Statement of the Problem

2.1 Class of Systems

The Hammerstein system is built of a static non-linearity, μ(), and a linear dy-
namics, with the impulse response {γi}∞i=0, connected in a cascade and described
by the following set of equations: yk = vk + zk, vk =

∑∞
i=0 γiwk−i, wk = μ(uk),

or equivalently

yk =
∞∑

i=0

γiμ(uk−i) + zk, (1)

where uk and yk denote the system input and output at time k, respectively,
and zk is the output noise (see Fig.1)

ku ky

kz

kw
0i i

kv

Fig. 1. The identified Hammerstein system

2.2 Assumptions / a Priori Knowledge

1. The input signal {uk} is for k = ...,−1, 0, 1, ... an i.i.d. bounded random
process |uk| � umax, some umax > 0, and there exists a probability density
of uk, say ν(u).

2. The nonlinear characteristic μ(u) is a bounded function on the interval
[−umax, umax], i.e.

|μ(u)| � wmax (2)

where wmax is some positive constant.
3. The linear dynamics is an asymptotically stable IIR filter

vk =
∞∑

i=0

γiwk−i (3)

with the unknown impulse response {γi}∞i=0 (such that
∑∞

i=0 |γi| < ∞).
4. The output noise {zk} is a random, arbitrarily correlated process, governed

by the general equation

zk =
∞∑

i=0

ωiεk−i (4)
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where {εk}, k = ...,−1, 0, 1, ..., is a bounded stationary zero-mean white
noise (Eεk = 0, |εk| � εmax), independent of the input signal {uk}, and
{ωi}∞i=0 is unknown;

∑∞
i=0 |ωi| < ∞. Hence the noise {zk} is a stationary

zero-mean and bounded process |zk| � zmax, where zmax = εmax
∑∞

i=0 |ωi|.
5. μ(u0) is known at some point u0 and γ0 = 1.

As it was explained in detail in [1] and [2], the input-output pair (u0, μ(u0))
assumed to be known can refer to arbitrary u0 ∈ [−umax, umax], and hence we
shall further assume for convenience that u0 = 0 and μ(0) = 0, without loss of
generality.

2.3 Preliminaries

A fundamental meaning for the methods elaborated in this paper has the de-
pendence between the regression and the nonlinear characteristic

R(u) = E{yk|uk = u} = γ0μ(u) + d where d = Eμ(uk) ·
∑
i>0

γi = const .

Since under assumption μ(0) = 0, it holds that R(0) = d and

R(u)−R(0) = γ0μ(u) (5)

The equivalence (5) allows to recover the nonlinear characteristic μ() under lack
of prior knowledge about the linear dynamic subsystem. This observation was
successfully utilized in eighties by Greblicki and Pawlak in nonparametric meth-
ods, when the parametric form of μ() is also unknown, but was never explored
in parametric identification framework, when some prior knowledge of only μ()
is given.

In this paper we show that the regression-based approach to nonlinearity re-
covering in Hammerstein system can also be applied when some, even uncertain,
parametric prior knowledge of the static characteristic is given.

3 Parametric Approximation of the Regression Function

The methods presented in section 4 recover the true regression function from
the input-output measurements. Here we accept the parametric class of model
and try to find the best approximation in this class.

3.1 Regression-Based Parametric Approach

In the traditional (purely parametric) approach we suspect that the nonlinear
characteristic μ(u) can be well approximated by the model from the given class

μ(u, c), (6)



Quasi-parametric Recovery of Hammerstein System Nonlinearity 37

where c = (c1, c2, ..., cm)T includes finite number of parameters. The function
μ(u, c) is assumed to be differentiable with respect to c. Let c∗ = (c∗1, c

∗
2, ..., c

∗
m)T

be the best choice of c in the sense that

c∗ = arg min
c

E (μ(u)− μ(u, c))2 . (7)

Further, we will explore the generalized version of (6)

μ(u, ϑ) = cαμ(u, c) + cβ ,

where ϑ =
(
cT , cα, cβ

)T is the extended model vector enriched with the scale cα

and the offset cβ. Obviously for cα = 1 and cβ = 0 equation (7) can be rewritten
in the form

arg min
ϑ

E (μ(u)− μ(u, ϑ))2 =
(
c∗T , 1, 0

)T � ϑ∗. (8)

Remark 1. For functions which are linear in the parameters and has additive
constant the classes μ(u, c) and μ(u, ϑ) are indistinguishable. For example the
polynomial model of order m (see [3])

μ(u, c) = cmum−1 + ... + c2u + c1

leads to the same class of

μ(u, ϑ) = cαcmum−1 + ... + cαc2u + cαc1 + cβ .

Remark 2. If E (μ(u)− μ(u, ϑ))2 is minimized by
(
c∗T , 1, 0

)T , then

E
(
R(u)−R(u, θ)

)2
is minimized by

(
c∗T , γ0, d

)T .

3.2 Approximation

By rewriting (1) in the form yk = γ0μ(uk) +
∑∞

i=1 γiμ(uk−i) + zk, and taking
into account that R(uk) = γ0μ(uk) +

∑∞
i=1 γiEμ(u1), we obtain the equivalent

(cardinal) description yk = R(uk)+ δk of the Hammerstein system, in which the
total noise

δk � yk −R(uk) =
∞∑

i=1

γi (μ(uk−i)− Eμ(u1)) + zk

is zero-mean (Eδk = 0) and independent of uk. We want to find the vector θ∗

for which the model R(uk, θ) fits to data the best, in the sense of the following
criterion

E
(
yk −R(uk, θ)

)2
= var δk + E

(
R(uk)−R(uk, θ)

)2
. (9)

From (9) we conclude that

argmin
θ

E
(
yk −R(uk, θ)

)2
= arg min

θ
E
(
R(uk)−R(uk, θ)

)2
,

which is fundamental for the least squares approximation

θ̂N = argmin
θ

N∑
k=1

(
yk −R(uk, θ)

)2
.
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4 Nonparametric Neural Network Trainer/Teacher

To evaluate R̂N (u) we use a neural network, denoted further by Rk(u), and
based on either radial basis [4,5,6], [7, Ch. 17] and [8,9], or wavelet [10,11,12,7,
Ch. 18], or classic kernel [13,7, Ch. 5] regression function estimates.

For each pair of the learning sequence, (uk, yk), k = 1, 2, . . ., and for each
point u from some training set {ue}N0

e=1, the network learning formula is given
recursively as:

R̂k (u) = R̂k−1 (u) +

correction︷ ︸︸ ︷
κk (u)︸ ︷︷ ︸
weight

·
[
yk − R̂k (u)

]
︸ ︷︷ ︸

error

, for all u = ue, (10)

where (we take 0/0 = 0 when necessary)

κk (u) =
φk (u)

f̂k (u)
with f̂k (u) = f̂k−1 (u) + φk (u)

and where φk (u) is a shorthand of the selected kernel function φK(k) (u, uk), and
where, finally, f̂k (u) is the recursive estimate of the density of the inputs in the
learning sequence. The initial conditions are R̂0 (u) = f̂0 (u) = 0). The following
lemma characterizes the limit properties of the proposed neural network; cf. [14].

Lemma 1. Let the nonlinearity R (u) and the input signal density function have
�νR� and �νf� derivatives, respectively (for some νR, νf > 0). If the kernel
function φK(k) (u, v) has p vanishing moments and its bandwidth parameter is
governed by the rule K (k) = (2ν + 1)−1 log2 k, where ν = min {νR, νf , p}, then,
in all training points u ∈ {ue}N0

e=1 the network error vanishes and∣∣∣R̂k (u)−R (u)
∣∣∣ = O

(
k−ν/(2ν+1)

)
, in probability. (11)

Proof. See [15] for the proof in case of wavelet network and [14] for the proof for
other networks.

5 Model Training and Competition

Let’s split the set of training set {ue} into two disjoint parts containing {ul}
and {ut}, being the learning and testing points, respectively. After each new
measurement arrival and application of the recursive update procedure (10))
the training/testing routine is performed on the models

{
R

(l)
(u, θl)

}
.

In this phase, the models are trained, i.e. their parameters {θM} are evaluated
using learning part, {ul} , of the training points set {ue}.
Remark 3. The evaluation routine is particularly simple when the models are
linear in parameters and the functions the model is built upon are pairwise
orthogonal. Then it actually reduces to solving the linear equation system.
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Each model R
(l)

(u, θl) collects its own number of wins Wl. The following two
strategies can be now used to model the nonlinearity μ (u):

1. the winner-take-all approach, in which the model with the largest number of
wins Wl is selected as the model of the nonlinearity (the ”winner-takes-all”
approach), i.e.

R (u, θ) = R
(lmax)

(u, θlmax) , such that lmax = max
l
{Wl}

or
2. the soft approach, in which a convex combination of the models is used as

the nonlinearity model, i.e.

R (u, θ) =
M∑
l=1

wl · R
(l)

(u, θl)

where wl = Wl/k. Clearly,
∑M

l=1 wl = 1.

The following theorem describes the limit properties of the proposed model se-
lection algorithm:

Theorem 1. If the neural network trainer R̂k (u) converges to the nonlinearity
R (u) in all points of the training set, {xe}, then the proposed smart model selec-
tion algorithm picks (in probability) eventually the best model of the nonlinearity.

Proof. The proof is immediate. The neural network trainer R̂k (u) approaches the
actual nonlinearity R (u) by virtue of the Lemma 1. Since each model R

(l)
(u, θl)

is evaluated to minimize the distance (the error) between models and the esti-
mate, then the convergence rate is determined by the estimate rate, otherwise,
the best model converges to the best approximation of the nonlinearity with the
same rate.

The theorem says that in both winner-takes-all and soft strategy, the best non-
linearity model is chosen. Indeed, one can expect that with the growing size
of the processed learning sequence pairs (uk, yk) the neural network trainer be-
comes the better-and-better estimate of the unknown nonlinearity, and hence
the model closest to the estimate is simultaneously the closest to the nonlinear-
ity, and eventually it ’overwhelms’ its rivals. With the number of learning pairs
growing to infinity, the weight, wl, of this model tends to 1 (and the weights of
other vanishes).

Remark 4. Clearly, the training set needs to be split into learning and testing
parts. If, for instance, we had used use the same set for learning and testing we
would have obtained the zero error (the best match) for all models. Consider
for example three models utilizing the first N0 = 2η, η = 1, 2, . . . , terms of the
Haar wavelet, Fourier trigonometric or Legendre polynomial orthogonal series.
Assume now that the {xl}N0

l=1 are equidistant, i.e. they form a binary grid. In
such a setting, all these series are orthogonal bases on such a discrete grid and
hence are able to represent exactly (recover) any function defined in training
points {xl}.
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6 Simulation Examples

Due to limited number of pages the results of simulation examples are accessible
in the full version of the paper, see http://staff.iiar.pwr.wroc.pl/grzegorz.mzyk

7 Final Remarks

In the paper we proposed the new algorithms which combines the parametric
and nonparametric approaches to recover the Hammerstein system nonlinear-
ity under quasi-parametric prior knowledge. The nonparametric neural network
trainer is used first to filter (smooth) the noisy learning sequence, and then to
train the model candidates. In the competition phase, the winner is the model
which matches best the neural network trainer.

It is shown that in the proposed winner-take-all approach, the model which
collects the largest number of wins, is selected as the nonlinearity model. Other-
wise, in the alternative soft strategy, the convex combination of all competitor
models is taken as the model. Note, however, that asymptotically both strategies
lead to the selection of the single model.

One can point out the following advantages of the algorithm:

1. No need of storing the measurements in memory.
2. Fast model training – the random learning points are replaced by the deter-

ministic ones, i.e., the active experiment techniques (e.g. orthogonal plans)
can be used in model training in place of the passive ones.

3. Flexible model selection routine – the examine routines, i.e. the model com-
petitions can be performed in the user-defined regions of interests, e.g. in
the working points.

4. The list of model candidates can be open – the new models can join the
competition at any time (with a ”wild card”), and win, if they are actually
the proper ones – since all the information about the nonlinearity used to
train the models is maintained by the neural network trainer.

Clearly, there are also some weaknesses:

1. The main disadvantage of the proposal consists in its slower convergence
rate. It is of nonparametric order, O(k−1/2+γ), where γ = 1/2 (2ν + 1), and
in fact, is a toll we pay for a smaller prior knowledge. Recall however (cf.
(11) in the Lemma 1) that, in general, ν grows with the smoothness of the
nonlinearity. That is, the smoother the nonlinearity, the smaller γ, and the
convergence rate is closer to the typical parametric rate O(k−1/2).

2. The set of model class candidates has to be complete in the sense that the
nonlinearity has to belong to the one of them. Otherwise, the nonlinearity
can be of any shape and neither model considered in the section 3.2 can be
its reasonable approximation.

Remark 5. The algorithm can also be seen as a pattern recognition algorithm
classifying the system nonlinearity to the one of the predefined model classes.
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The wavelet neural network trainer plays there a role of the raw learning data
preprocessor and the tournament routine is an implementation of a nearest-
neighbor algorithm; cf. [17].
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Abstract. In this keynote speech, we present recent progress in the complex-
valued neural networks by focusing on their applications.

The most significant advantage of complex-valued neural networks originates not from
the two-dimensionality of the complex plane, but from the fact that the multiplication
of the synaptic weights, which is the elemental process at the synapses of neurons that
construct the whole network, produces the modulation in two types of signal entities,
that is, phase rotation and amplitude increase / decrease [9] [11] [10]. In other words,
the function of the whole network consists of the phase rotation as well as the amplitude
modulation. This fact reduces the degree of freedom in learning and self-organization,
in comparison with a double-dimensional real-valued neural network, so that the net-
work yields learning or self-organization results that agree with phase-rotational phe-
nomenon or information.

Accordingly, the complex-valued neural networks are most suitable for robotics hav-
ing rotational articulation, wave information processing where the phase carries primary
information, etc. Complex-valued neural networks (CVNNs), therefore, extend the ap-
plication fields steadily [8] . We have various application systems employing CVNNs in
the field of, for example, ultrasonic fault detection to find defects in metals and other ma-
terials [2] , blind separation based on principal component analysis (PCA) in sonar [31]
and voice processing [23] , radars including ground penetrating radars to visualize plas-
tic landmines [6] [7] [30] [19] [20] [21] and satellite radars to estimate landscape infor-
mation [29] and / or land-use classification [24] , blur-compensation image processing
[1] , filtering and other time-sequential signal processing [4] [5], frequency-domain mul-
tiplexed microwave signal processing [13] and pulse beamforming in ultra-wideband
(UWB) communications [25], frequency-domainmultiplexed neural networks and learn-
ing logic circuits using lightwave [8] [14] [16] and fast adaptive three-dimensional holo-
graphic movie generation for optical tweezers [15] [27] , and developmental learning
of motion control in combination with reinforcement learning [12] . In parallel, general
associative memories [17] and independent component analysis (ICA) neural networks
[22] [18] are also making progress in their improvement.

We often use the complex-valued least mean square (LMS) algorithm in linear pro-
cessing with a simple network structure [28] . Neural networks in general conduct
nonlinear processing. Regarding the nonlinearity to be employed, we have a series
of discussions including several milestone papers [3] . The pros and cons of respec-
tive nonlinearities basically depend on the nature of the signal to be treated. We often
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f  increases

Fig. 1. Multi-frequency observation data for the plastic landmine buried in the ground at the
center of 30×30 cm2 area. In this early-stage experiment to find a plastic landmine buried very
shallowly, the radar frequency f was stepped from 30GHz (top left) to 40GHz (bottom right)
with a constant interval of about 0.16GHz. Brightness shows intensity, while hue presents phase
[6].
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Amplitude Phase
Classified

CSOM

(a) (b)

Fig. 2. (a)Sample amplitude and phase data at a frequency out of ten frequency-point data fed to
the CSOM, shown in gray scale separately, and (b)CSOM classification result of the plastic mine
buried near the ground surface at the center of the area [6].

Amplitude
Classified

Real SOM

(a) (b)

Fig. 3. (a)Sample amplitude data at a frequency out of ten frequency-point data fed to the real-
SOM, shown in gray scale, and (b)real-SOM classification result of the plastic mine buried near
the ground surface at the center of the area, for comparison with the CSOM case [6].

deal with wave-related complex signals [9] . When we observe a wave signal by using
coherent detection, or a baseband complex signal generated through Hilbert transform,
we obtain the complex-amplitude, i.e., the phasor, inevitably. The CVNNs are compat-
ible with such wave phenomena. This is the most significant feature of the CVNNs.
Actually, in the very early stage of the CVNN research, a pioneering idea and a basic
experiment was reported concerning this important feature. That is, in 1992, M.Takeda
& T.Kishigami pointed out the fact that the electromagnetic field in a phase-conjugate
resonator is formulated in the same manner as that of an associative memory, and that
the resonant system realizes a quite fast recall [26] . In this case, the limitation in the
energy supply causes amplitude saturation, which realizes the neural nonliearity in the
signal amplitude in a natural way.

In such wave-information processing or wave control, it is essentially important to
deal directly with phase (or phase difference) and amplitude. The reason lies in the
facts that the amplitude corresponds to the wave energy (e.g., number of photons of
lightwave), and that the phase difference represents time course and/or position change.
From this viewpoint, the so-called amplitude-phase-type nonlinearity is consistent with
the wave [3] [8] [9] , as is often the case in signal processing widely in electronics.
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Signal processing in radar imaging is an important example of applications. Figures
1, 2 and 3 illustrate the image processing in a plastic landmine visualization system we
developed previously [6]. Every square in Fig.1 shows 30cm×30cm two-dimensional
image of electromagnetic wave scattered and/or reflected by soil, that contains a plas-
tic landmine as well as stones and clods, measured at multiple frequencies. Brightness
shows the intensity, while hue represents the phase. In this raw data, we cannot tell the lo-
cation where the landmine is buried. In the system, we first extract local textural features,
i.e., textures in space and frequency domains, by calculating correlation coefficients in
the space and frequency domains locally. Then we feed a set of obtained feature vec-
tors to a complex-valued self-organizing map (CSOM) so that the CSOM classifies the
feature vectors adaptively. By mapping back the obtained classes onto two-dimensional
square in the space domain, we acquire a segmented map as shown in Fig.2, where we
find a landmine at the center. When we employ a real-valued self-organizing map, the
result is very different as shown in Fig.3, in which we find that the visualization failed.

In this keynote speech, we review the recent progress in the complex-valued neural
networks with emphasis on applications. We find that many applications exhibit respec-
tive strength specific to complex-valued neural networks where the phase information
plays an important role in the learning and self-organizing dynamics.

References

1. Aizenberg, I., Paliy, D.V., Zurada, J.M., Astola, J.T.: Blur identification by multilayer neural
network based on multivalued neurons. IEEE Transactions on Neural Networks 19(5), 883–
898 (2008)

2. Birx, D.L., Pipenberg, S.J.: A complex mapping network for phase sensitive classification.
IEEE Transactions on Neural Networks 4(1), 127–135 (1993)

3. Georgiou, G.M., Koutsougeras, C.: Complex domain backpropagation. IEEE Transactions
on Circuits and Systems II 39(5), 330–334 (1992)

4. Goh, S., Mandic, D.P.: Nonlinear adaptive prediction of complex valued nonstationary sig-
nals. IEEE Transactions on Signal Processing 53(5), 1827–1836 (2005)

5. Goh, S., Mandic, D.P.: An augmented extended kalman filter algorithm for complex-valued
recurrent neural networks. Neural Computation 19(4), 1–17 (2007)

6. Hara, T., Hirose, A.: Plastic mine detecting radar system using complex-valued self-
organizing map that deals with multiple-frequency interferometric images. Neural Net-
works 17(8-9), 1201–1210 (2004)

7. Hara, T., Hirose, A.: Adaptive plastic-landmine visualizing radar system: effects of aperture
synthesis and feature-vector dimension reduction. IEICE Transactions on Electronics E88-
C(12), 2282–2288 (2005)

8. Hirose, A.: Applications of complex-valued neural networks to coherent optical comput-
ing using phase-sensitive detection scheme. Information Sciences –Applications–2, 103–117
(1994)

9. Hirose, A.: Complex-Valued Neural Networks. Springer, Heidelberg (2006)
10. Hirose, A.: Complex-valued neural network. Video archive (June 14, 2009),

http://sites.google.com/site/ciseducationsite/home/
video-tutorials-produced-by-cis/

11. Hirose, A.: Complex-valued neural networks: The merits and their origins. In: Proceedings
of the Internatinal Joint Conference on Neural Networks (IJCNN), Atlanta, June 14–19, pp.
1237–1244. IEEE / INNS (2009)

http://sites.google.com/site/ciseducationsite/home/video-tutorials-produced-by-cis/
http://sites.google.com/site/ciseducationsite/home/video-tutorials-produced-by-cis/


46 A. Hirose

12. Hirose, A., Asano, Y., Hamano, T.: Developmental learning with behavioral mode tuning
by carrier-frequency modulation in coherent neural networks. IEEE Transactions on Neural
Networks 17(6), 1532–1543 (2006)

13. Hirose, A., Eckmiller, R.: Behavior control of coherent-type neural networks by carrier-
frequency modulation. IEEE Transactions on Neural Networks 7(4), 1032–1034 (1996)

14. Hirose, A., Eckmiller, R.: Coherent optical neural networks that have optical-frequency-
controlled behavior and generalization ability in the frequency domain. Applied Optics 35(5),
836–843 (1996)

15. Hirose, A., Higo, T., Tanizawa, K.: Efficient generation of holographic movies with frame
interpolation using a coherent neural network. IEICE Electronics Express 3(19), 417–423
(2006)

16. Kawata, S., Hirose, A.: Frequency-multiplexing ability of complex-valued Hebbian learning
in logic gates. International Journal of Neural Systems 12(1), 43–51 (2008)

17. Lee, D.L.: Improvements of complex-valued Hopfield associative memory by using general-
ized projection rules. IEEE Transactions on Neural Networks 17(5), 1341–1347 (2006)

18. Li, H., Adali, T.: A class of complex ICA algorithms based on the kurtosis cost function.
IEEE Transactions on Neural Networks 19(3), 408–420 (2008)

19. Masuyama, S., Hirose, A.: Walled LTSA array for rapid, high spatial resolution, and phase
sensitive imaging to visualize plastic landmines. IEEE Transactions on Geoscience and Re-
mote Sensing 45(8), 2536–2543 (2007)

20. Masuyama, S., Yasuda, K., Hirose, A.: Multiple mode selection of walled-ltsa array elements
for high resolution imaging to visualize antipersonnel plastic landmines. IEEE Geoscience
and Remote Sensing Letters 5(4), 745–749 (2008)

21. Nakano, Y., Hirose, A.: Improvement of plastic landmine visualization performance by use of
ring-csom and frequency-domain local correlation. IEICE Transactions on Electronics E92-
C(1), 102–108 (2009)

22. Novey, M., Adali, T.: Complex ICA by negentropy maximization. IEEE Transactions on
Neural Networks 19(4), 596–609 (2008)

23. Sawada, H., Mukai, R., Araki, S., Makino, S.: Polar coordinate based nonlinear function for
frequency-domain blind source separation. IEICE Transactions on Fundamentals of Elec-
tronics, Communications, and Computer Sciences E86A, 590–596 (2003)

24. Suksmono, A.B., Hirose, A.: Adaptive complex-amplitude texture classifier that deals with
both height and reflectance for interferometric sar images. IEICE Transaction on Electron-
ics E83-C(12), 1905–1911 (2000)

25. Suksmono, A.B., Hirose, A.: Beamforming of ultra-wideband pulses by a complex-valued
spatio-temporal multilayer neural network. International Journal of Neural Systems 15(1),
1–7 (2005)

26. Takeda, M., Kishigami, T.: Complex neural fields with a hopfield-like energy function and an
analogy to optical fields generated in phase-conjugate resonators. Journal of Optical Society
of America A 9(12), 2182–2191 (1992)

27. Tay, C.S., Tanizawa, K., Hirose, A.: Error reduction in holographic movies using a hybrid
learning method in coherent neural networks. Applied Optics 47(28), 5221–5228 (2008)

28. Widrow, B., McCool, J., Ball, M.: The complex lms algorithm. Proceedings of the IEEE 63,
719–720 (1975)

29. Yamaki, R., Hirose, A.: Singular unit restoration in interferograms based on complex-valued
Markov random field model for phase unwrapping. IEEE Geoscience and Remote Sensing
Letters 6(1), 18–22 (2009)

30. Yang, C.C., Bose, N.: Landmine detection and classification with complex-valued hybrid
neural network using scattering parameters dataset. IEEE Transactions on Neural Net-
works 16(3), 743–753 (2005)

31. Zhang, Y., Ma, Y.: CGHA for principal component extraction in the complex domain. IEEE
Transactions on Neural Networks 8(5), 1031–1036 (1997)



Hybrid-Maximum Neural Network for Depth
Analysis from Stereo-Image

�Lukasz Laskowski

Technical University of Czestochowa, Department of Computer Engineering,

Al. A.K. 36, 42-200 Czestochowa, Poland

Abstract. In present paper, we describe completely innovation archi-

tecture of artificial neural nets based on Hopfield structure for solving

of stereo matching problem. Hybrid neural network consists of classi-

cal analogue Hopfield neural network and maximal neural network. The

role of analogue Hopfield network is to find of attraction area of global

minimum, whereas maximum network is to find accurate location of this

minimum. Presented network characterizes by extremely high rate of

working with the same accuracy as classical Hopfield-like network. It

is very important as far as application and system of visually impaired

people supporting are concerned. Considered network was taken under

experimental tests with using real stereo pictures as well simulated stereo

images. This allows on calculation of errors and direct comparison to clas-

sic analogue Hopfield neural network. Results of tests have shown, that

the same accuracy of solution as for continuous Hopfield-like network,

can be reached by described here structure in half number of classical

Hopfield net iteration.

Keywords: Hopfield, neural networks, stereovision, depth analysis, hy-

brid network.

1 Introduction

Sight is the sense that people make most use of it in everyday life. Eyes give
us possibility to estimating distance to nearby object, recognizing, reading, pre-
dicting of moving object position and so on. All of these guarantee safe and
convenient life. People, who lost or damaged this sense are not able to live in-
dependently. It is a multi-disciplinary effort to develop devices for individuals
whom happened to loose their sight. One of solution can be portable binocular
vision system, which makes possible in orientation and mobility for blind users.
The system can be based on stereovision [1]. The advantages of stereovision in-
clude ease of use, non-contact, non-emission, low cost and flexibility. For these
reasons, it focuses attention of scientists to develop of stereo-vision methods.

Stereovision is natural way of determination of distance by human. The sim-
plified model of human sight can be present as two parallel cameras, and this
model (named parallel stereovision system) is going to be considered in present
paper. In stereovision system (two displaced parallel cameras) expression on
distance to given world point can be written as eqn.1.
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z =
df

x′
l − x′

r

. (1)

Where x′
l and x′

r are positions of point’s image on planes of left and right cameras,
f denotes the focal length of the cameras, and d represents the distance between
two cameras.

Depth analysis [2] depends on determination of third dimension of each point
in observed scene. Third dimension of point is inversely proportional to difference
in position of image of this point on plane left and right (disparity). Problem
seems to be trivial and is trivial for one point. Real scene contains from large
amounts of points, and the complexity of the correspondence problem depends
on the complexity of the scene. There are constraints and schemes that can
help reduce the number of false matches, but many unsolved problems still exist
in stereo matching [3]. Main problems are occlusion, discontinuity of depth,
discontinuity of periphery as well as regularity and repetitivity. For this reasons
stereo matching problem is one of the most complex problems in computer vision.

There were purposed few types of algorithms for solving this problem [4]. Main
of this was: Feature based algorithms, Phase based algorithms, energy based
algorithms and area based algorithms. Nowadays algorithms in original form are
used rarely only to very basic problems. Scientists try to merge different types
of solution in order to pull out as many advantages from all types of algorithms
as possible and avoid disadvantages. Energy can be minimized also by using
Hopfield-like Neural Nets [5], [6]. The ability of the Hopfield network to solve
optimization problems relies on its steepest descent dynamics and guaranteed
convergence to local minima of the energy landscape. This kind of system was
used in stereo-matching problem. Both types of Hopfield-like network were used:
continuous and discrete.

Looking on the state-of-the-art-of stereovision matching with using of Hopfield-
like networks one can has the impression that this domain is well investigated.
However this subject is so wide and complicated, that there are still possibility of
improve efficiency such systems or working out better architecture of nets. Author
tried to use mentioned above solutions to stereo matching process. Each time er-
ror of network working (calculation of errors was described in farther chapters of
present work) and number of iteration were noted. Unfortunately neither of pre-
sented above network works correctly. Error of working was very high (each time
above 30%) what practically eliminate those methods to solving of stereo match-
ing problem. It is the reason of looking for new solution and new architecture of
neural networks. Author tried to increase of working ratio with no loosing of so-
lution accuracy.

In present paper completely innovative architecture of network to solving
stereo matching problem is presented. Due to using of two types of networks:
classical analogue Hopfield like network and maximum network described here
structure is working much faster then classical Hopfield net with satisfied accu-
racy. Its efficiency was confirmed in tests on real and simulated pictures (what
allowed on error calculation).
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2 Analogue Hopfield Neural Network for Stereo
Matching Problem

Stereo matching problem can be casted as an optimization task, where an en-
ergy function, representing constrains on the solution, has to be minimized. The
optimization problem then can be performed by means of the Hopfield neural
network. The most accurate solution can be obtained by analogue Hopfield-like
neural net. The proposed network consists of n×n neurons for one epipolar line
in image. It is easy to note that target system will consist of n networks working
pararely - each network will realize stereo-matching problem for one epipolar
line. n is dimension of images (width = height = n). Each neuron neuik with
potential vik is responsible for fitting i-point in right image to k-point in left
image. The highest external potential of neuik is, the better fittingo of points.
In final configuration only for corresponding points, i in right image to k in left
image potential of neuik will be equal 1, for rest point external potential of neu-
rons will be equal 0. Very convenient is to represent neurons an a matrix, named
Fitting Matrix (FM), where number of row represent i index, and number of
column represents k index.

The equation of motion of the Hopfield model must be discretized by means
of a numerical method. In this case Euler discretization was used:

uik(t + 1) = uik(t) + Δt
(∑

j

∑
l

tik,jlvjl(t) + Iik −
uik(t)

τ

)
(2)

where Δt is time step, τ is a positive constant (interpreted as neuron relax-
ation time). In presented design value Δ = 10−3 have been chosen, which
have been determined to be small enough for the Euler rule to provide enough
accuracy.

3 The Energy Function

In presented here method crucial is the energy function [7]. Network proceeds
minimization of this function until it finds minimum. This means that solution
of problem was found.

Minimization of energy function must secure following criterions:

1. For couples of correlated points (i, k) and (j, l) in given epipolar line, where
i and j are numbers of point in right image, k and l are numbers of point
in left image, Correlation Coefficient Cik,jl should have as high value, as
possible - term of Correlation;

2. Assigning must be reciprocally unique - term of Uniqueness ;
3. Sequence of assigning in areas must be kept - term of Area Sequence;
4. Continuity of assigning in areas must be kept - term of Continuity;
5. Global sequence of assigning must be kept - term of Global Sequence;
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Taking all these terms into consideration, energy function can be expressed in
form of equation:

E= −a
∑

i

∑
k

∑
j

∑
l Cik,jlvikvvjl

+b
(∑

i

∑
k

∑
l �=k vikvjl +

∑
i

∑
k

∑
j �=i vikvjl

)
+c

∑
i

∑
k

∑
l≤k vikv(i+1)lσi,i+1 + d

∑
i

∑
k

∑
l vikv(i+1)lσi,i+1ξik,jl

(3)

where a, b, c, d, e are weight coefficients of each energy components. Having an
energy function given as eqn. 3 interconnection weights and external currents
are given following equation:⎧⎪⎨⎪⎩

tik,jl = aCik,jl − bδij(1− δkl)− bδkl(1− δij)− cρl<kδ(i+1)jσi,i+1

−dδ(i+1)jσi,i+1ξik,jl

Iik = 0
(4)

where δij is Kronecker delta, sign ρl<k is defined by following equation:

ρi<k =

{
0 for l > k;
1 for l ≤ k;

(5)

Values, given by eqn. 4, are basis of working of continuous Hopfield neural
network.

4 Architecture of Hybrid-Maximum Neural Network

Disadvantage of analogue Hopfield neural network is long time of computation.
Rapidity of working is very important as far as target system is concerned - it
should work in real-time. Much faster is a maximum neural network. Additional
advantage of maximum network is automatically meeting of term of uniqueness.
This type of neural structure was introduced by Takefuji and al in [8]. Maximum
neural network was defined as discrete Hopfield-like network with specific activa-
tion function: only neuron with the highest value of internal potential (in some
group) is activated, rest of neurons have low potential. The maximum activation
function for stereo matching problem can be formulated as follow:

f(uij) =

{
1 if uij = max(ui1, ui2, ..., uin)
0 otherwise;

i, j = 1, ..., n. (6)

This kind of neural network found application in optimization problems [9].
Unfortunately in original form maximum network is not fit to solving of stereo-
matching problem. The reason is the same as for discrete Hopfield neural network
- stereo matching problem is too complex and network is trapped in local minima.

However it is possible to join precision of working of analogue Hopfield net-
work with rapidity of maximum neural network’s working. Presented here hybrid
neural network contains of analogue Hopfield network and maximum neural net-
work. An architecture of discussed here neural network was depicted on fig. 1.
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Fig. 1. An architecture of hybrid - maximum neural network

In first stage of working analogue Hopfield neural network is looking for attrac-
tion area of global minimum. After finding attraction area of global minimum,
network is switched to maximum mode thanks to block of switched function
S (see fig. 1). Switching follows after given number of iteration (determined
empirically). In maximum mode network evaluates fast towards towards global
minimum and term of uniqueness is kept automatically thanks to maximum
activation function. It must be stressed, that the form of energy function for
maximum network is little different, as on eqn. 4 - there is only one term of
uniqueness, second is realized by activation function.

5 Experimental Results

The proposed method was implemented on a Personal Computer with Pentium
IV-2.80 GHz CPU and 2 GB SDRAM.

Helpful to analysis of network working is the neurons activity map. It can
be interpreted as a graphical form of fitting matrix for investigated line - white
points mean neurons with high potentials, black points correspond to neurons
with low potentials. Intermediate colors correspond to values between 0 and 1.
Thanks to neurons activity map the dynamics of neural network can be observed
(map is updated with each iteration).

The resolution of input stereo-images is 100 �100. Images are calibrated in
order to find corresponding lines, before starting stereo matching procedure. This
process allows on scanning of pictures line-by-line, what decreases complexity of
method.

To verify the efficiency of the proposed method, an experiment was performed
using both simulated and real images. Using simulated images allowed on error
calculation (only in this case error is calculated).



52 �L. Laskowski

An operational procedure for solving the stereo matching problem is summa-
rized as follows:

1. Assume number of image epipolar line h = 0;
2. Assume maximum number of iteration itmax enough to finding attraction

area of global minimum;
3. IEF mapping into Analogue Hopfield Network:

(a) Compute external inputs of neurons and their interconnection strengths
using eqn. 4 (with keeping of symmetrical interconnection strength’s
matrix);

(b) Initialize states of neurons in heuristic way - assume potentials vik pro-
portional to correlation coefficients Cik;

4. Continuous Hopfield Network updating procedure for energy minimization
(working in continuous Hopfield mode):
(a) For each neuron compute the internal potential, with using of eqn. 2;
(b) For each neuron compute the external potential using sigmoidal activa-

tion function;
(c) If number of iteration is equal itmax, go to (5), else go to (a);

5. Energy function mapping into Maximum Network:
(a) Compute external inputs of neurons and their interconnection strengths

(with keeping of symmetrical interconnection strength’s matrix);
(b) Assume states of neurons the same as at the end of working of continuous

Hopfield network;
6. Maximum Network updating procedure for energy minimization (working in

maximum mode):
(a) For each neuron compute the internal potential;
(b) For each neuron compute the external potential using eqn. 6;
(c) If changes of internal potentials for each neurons are equal zero go to

(7), else go to (a);
7. If present epipolar line is not last one, increment number of line h = h + 1

and go to (2), else go to (8);
8. End simulation.

There was assumed, that attraction area of global minimum usually reached after
50 iterations (empirically confirmed). In maximum mode stable state is reached
after at most 20 iterations, and this limit of iteration was assumed in order to
have possibility of confirmation of results reached for different stereo-images.

Results of stereo matching process carried out by Hybrid Maximum Network
can be seen below, for simulated images (fig. 2), and for real images (fig. 3).

In first row stereo pictures, used for stereo matching process and obtained
depth map were shown. Second row shows neurons activity maps for 80 scanning
line (arbitrary assumed) in iterations (number of ”n”) of neural net working in
analogue Hopfield mode. The last row presents the same sequence, repeated for
network working in maximum mode.

The error of stereo matching process can be calculated only for simulated
pictures (possibility of neurons activity map determination). Results of Hybrid
Maximum Network’s working was juxtaposed with results of stereo matching
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Fig. 2. The result of stereo matching process caried out by Hybrid-Maximum Neural

Network for simulated stereo-images

process done by analogue Hopfield-like network and Maximum network. Con-
sidered here network types worked in the same conditions, with using the same
fitting coefficients. Errors of working (δd) and iteration numbers, necessary to
reaching stable state amounted:

– δd = 20.04%, 60 iterations for Hybrid Maximum network,
– δd = 19.89%, 83 iterations for analogue Hopfield-like network,
– δd = 68.52%, 54 iterations for Maximum Network.

Analyzing of network working (fig. 2 and fig. 3) one can notice, that in analogue
Hopfield mode fitting is ununiqueness. This can be concluded by analyzing of
neurons activity maps. In the case of uniqueness of stereo matching in each
row and each column of fitting matrix (its graphical form is neurons activity
map) should be at very most one non-zero element, whereas in stable state few
non-vanishing elements can be observed in columns and rows of fitting matrix.
Because of ununiqueness it is different to stay anything about sequence in areas.
Also term of keeping of depth continuity in areas can not be stayed. This mis-
take can be corrected in maximum working mode. Maximum activation function
involve meeting of uniqueness term, what can be seen in iterations of network
in maximum mode. In each line of FM only on non-zero element can be seen.
Stable state is reached very fast thanks to limitation of possible neuron states
configuration (maximum activation function). In comparison to analogue Hop-
field network, Hybrid Maximum Network is working with the same efficiency
(error about 20% in both cases), but much faster. Results of stereo matching
obtained by maximum network can not be accepted for the sake of large error -
above 68% what discredit this kind of network to solving stereo matching task.
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Fig. 3. The result of stereo matching process caried out by Hybrid-Maximum Neural

Network for real stereo-images

6 Conclusion

This study presents using of innovative architecture of Hopfield based neural
network-Hybrid Maximum Network. Introduced here network has been used to
stereo matching process. The stereo correspondence problem has been formu-
lated as an optimization task where an energy function of network is minimized.
The advantage of using a Hopfield neural network is that a global match is auto-
matically achieved because all the neurons are interconnected in a feedback loop
so that the output of one affects the input of all the others. The convergence to
stable state is guaranteed for continuous Hopfield-like network with continuous
activation function. The parallel execution capability of this structure is also a
powerful reason taking under consideration target system assisting aged people
and/or visually impaired. Additionally thanks to using of maximum mode, time
of computation significantly decreases.

The experimental results indicate significant gains from using of maximum
mode after finding of global minimum’s attraction area. A comparative analysis,
performed with the classical Hopfield network, maximum network and Hybrid
Maximal Network indicated beter performance of last type of network. Obtained
solution of stereo correspondence problem was similar to obtained by analogue
Hopfield-like network, but reached in less amount of iterations.
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Abstract. The paper presents preliminary results of data analysis and

discusses the application of soft computing methods in the field of non-

destructive tests. The main objective of developed diagnostic system are

the automatic detection and evaluation of damage. Thus the system is

composed of two signal processing techniques known as novelty detection

and pattern recognition. For this purpose autoassociative as well as feed-

forward neural networks are used. All the signals used for training the

system are obtained from laboratory tests of strip specimens, where phe-

nomenon of elastic wave propagation in solids was utilized. Computed

parameters of time signals defines various types of input vectors used for

training neural networks. The results finally obtained prove that the pro-

posed diagnostic system made automation of structure testing possible

and can be applied to Structural Health Monitoring.

Keywords: Neural networks, novelty detection, damage evaluation, elas-

tic waves, signal processing, structural health monitoring.

1 Introduction

The assessment of structural integrity and early failure detection are essen-
tial concerns for engineers from many branches of industry. Improved struc-
ture safety, reduction of maintenance costs and increased structure efficiency are
possible nowadays thanks to the continuous development of Structural Health
Monitoring (SHM) systems [1,2]. Such systems transform information related
to quantitative variation in the parameters measured and should indicate the
current state of the monitored structure. The amount of data is usually quite
large and its analysis requires application of efficient algorithms consisting of
signal processing, feature extraction and inference rules. At present it is very
important, especially with regards to aircraft structures, to satisfy the demand
for diagnostic systems operating on-line.

An equally important issue during the inspection of large structures is the
human factor, since lengthy and tiresome tests may result in undetected damage.
This is why SHM system integrated with the monitored structure is invaluable,
allowing inspection frequency to be increased.

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 56–63, 2010.
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One method that effects automatic analysis of the signals measured is related
to soft computing [3] and neural networks (NNs) are most commonly used for
this purpose. Their success is due to their ability to learn an unknown relation
between the input and output vectors. Each input and output vector pair de-
fines a pattern, while the complete set of patterns defines the database used for
learning, testing and validation of the NN. Another important feature of NNs is
an ability to generalize which manifests itself in the production of a meaningful
output for data previously unseen in the training process. In this manner the
trained NN can then predict damage parameters for new samples that were not
included in the learning sample set.

After successful training the NN can be used as a hardware unit for the pur-
pose of structure diagnosis. Structures or their elements may be equipped with
such units and analysis of the measured signals can be performed automati-
cally, eliminating tedious and time-consuming inspections. Miniaturization of
electronic devices, solutions for energy harvesting and modern NDT techniques
have all contributed to the recent development of SHM systems.

2 Intelligent Damage Detection

Damage identification is recognized as a hierarchical structure of certain preci-
sion levels consisting of detection, localization, assessment, etc. [1]. The first level
indicates qualitatively that damage may be present in the structure and it can
be detected without prior knowledge of how the system will behave when dam-
aged. Further levels provide information about probable position of the damage
and estimate its type or extent.

One approach to damage identification is based on the idea of pattern recog-
nition. Such an algorithm assigns a class label to a sample of measured data. The
appropriate class labels encode damage type, location, etc. Each possible fault
class will usually have a training set of measurement vectors that are associated
uniquely with it. An algorithm that works by training are NNs. The type of learn-
ing procedure in which the diagnostic is trained by showing it the desired label
for each data set is called supervised learning. Typically it requires many presen-
tations of data, and the definition of such data involves a huge effort in both com-
putational and experimental investigations. Obviously it is very convenient when
the patterns used for the learning diagnosis are computed numerically and then
the system is validated using patterns obtained from real structures or laboratory
specimens. There are some situations in which the numerical model of the struc-
ture does not exist or lacks the necessary precision to investigate certain phenom-
ena (e.g. composite materials, fatigue, corrosion or breathing damage). In such
situations the patterns generation based on real tests or laboratory experiments
is required. However, the limited number of models, their cost and the length of
time needed mean that the number of patterns generated in this way is usually
very low and may not be sufficient for a diagnosis to be properly established.

Fortunately an unsupervised learning technique may be applied for damage
detection which uses novelty detection methods [1,4]. The principle governing
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Fig. 1. Flow diagram illustrating the system for damage detection and evaluation

novelty detection is that only training data from the normal operating condition
of the structure is used to establish the diagnostics. A model of the normal
condition is created and newly acquired data is compared with that of the model.
If there are any significant deviations the algorithm indicates novelty. This means
that the system has departed from the normal condition and may be damaged.
If the training data is generated from a model, only the undamaged condition
is required and it will simplify numerical computations. From an experimental
point of view there is no need to damage the structure being investigated.

A diagnosis system flow diagram and possible applications of NNs are shown
in Fig. 1. All the steps in the system are briefly discussed in the next subsections.

2.1 Elastic Waves

One very promising nondestructive technique that is suitable for the SHM sys-
tems under discussion utilizes the phenomenon of elastic wave propagation in
solids [5]. For wave excitation and sensing the structure is usually equipped with
piezoelectric transducers which can be used as waves actuators and sensors. Al-
ternatively, non-contact methods like laser vibrometry can be used for elastic
wave sensing and their multidimensional analysis [6].

Fig. 2. Idea of elastic waves utilization
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The principle governing the use of the elastic wave propagation phenomenon
(Fig. 2) rests on the assumption that any obstacles will cause wave reflections
and affect theirs transition through a damaged area. The signals received can
be subjected to a procedure which pinpoints the location of the disturbance and
predicts its nature and extent.

2.2 Signal Processing

The first stage of the SHM system, beyond sensor level, is signal cleansing. It
was found that both environmental conditions and equipment precision may sig-
nificantly affect the elastic wave signals measured. It is usually related to sensor
and cable noise, structure’s ambient vibration, environmental effects, incidental
events, etc. Fortunately, thanks to a wide range of data processing techniques,
the influence of signal noise can be decreased.

In the algorithm proposed the application of 1-D wavelet denoising reduced
signals’ digital nature, while a high-pass Chebyshev filter attenuated low fre-
quency bins. Then feature extraction was achieved by determining various wave
parameters such as amplitude, spectral density, correlation factor, etc. Alterna-
tively a statistical algorithm of Principal Component Analysis (PCA) [7] was
used in order to reduce signal dimension. As a result signal length was decreased
from 2501 values to 16 principal components. This number of components en-
sured that reconstruction of the elastic wave signals could be performed with
99.5% accuracy.

2.3 Novelty Detection

The idea upon which novelty detection is based is that only training data ob-
tained from the normal operating condition of the structure is used to establish
the diagnostics [1,4]. First a model in normal condition is created and then newly
acquired data is compared with that of the model. If there are any significant de-
viations, the algorithm indicates novelty. It means that the system has departed
from its normal condition and may be damaged. This procedure is recognized
as a damage detection algorithm and gives a mainly qualitative indication that
damage may be present in the structure.

Here, for the purpose of novelty detection, autoassociative NNs were applied
and learned using the Levenberg-Marquardt algorithm. When the trained net-
work is fed with inputs obtained from a damaged state of the system, the novelty
index NI(x) = ‖x− x̄‖ (defined as the Euclidean distance between the target
outputs x and the NN outputs x̄) will increase [4]. If the learning was successful,
the index will satisfy NI(x) ≈ 0 for data obtained from the undamaged state.
However, if data is obtained from a damaged structure, the novelty index will
indicate an abnormal condition providing a non-zero value.

Although in general the novelty detection provides a two level classification
(damaged, undamaged), it can be considered also as a multilevel classification
indicating e.g. damage type, severity or number of damages. Obviously improved
classification accuracy involves the application of a NN designed for multilevel
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classification. However, such an approach requires prior knowledge of the possible
damage scenarios since the algorithm is based on class labels assigned to samples
of measured data.

2.4 Damage Evaluation

Damage evaluation is often related to a regression problem and provides an ap-
proximation of the extent of damage, its location, etc. In the procedure proposed,
feedforward NNs were used to predict the extent of damage in laboratory models
of strip elements.

Based on the laboratory tests performed a damage pattern database, corre-
sponding to both healthy and damaged structures, was defined. Then the NN
architecture was designed and customized by minimizing a test Mean Square
Error (MSE). The end results were preceded by many repetitions of NN training
with various input vectors related to the extracted wave parameters, signal type
(continuous or impulse sine wave – CSW or ISW), frequencies, sources, etc.

Unfortunately a number of patterns obtained from studied specimens is rel-
atively small and the diagnostic had been established using only 26 patterns
corresponding to one damage scenario. Due to this fact the number of NN pa-
rameters should be lower than the number of patterns used for learning.

3 Tests on Damage Identification

Let us consider a specimen steel strip (808x32x2 mm) where damages were in-
troduced by notching across the width of the specimen for 20 mm from an outer
edge to the opposite one. Two piezoelectric transducers served as actuators and
sensors of elastic waves. Time signals measured at the actuator position for se-
lected extents of damage are shown in Fig. 3. Unfortunately the disturbances
introduced by damage are visually undetectable so that all three graphs in Fig. 3
appear identical. In addition most of the procedures described in the literature
refer to analysis of much simpler signals [5,6].
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Fig. 3. Time signals recorded in steel strip (6 impulse sine waves 50 kHz)
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As the measured signals were quite complex, advanced signal processing tech-
niques were used for data cleansing and computing parameters for further anal-
ysis, chiefly wavelet denoising, data filtering, Fourier transformation and PCA.
Next, the damage database obtained was used for training the designed diagno-
sis system to detect damage and evaluate its extent. It is worth mentioning that
a huge computational effort was made to improve the training procedure with
particular attention paid to various definitions of the input vectors, tuning the
architecture of the NNs, parameter adjustment and repetitions of the learning
algorithm, etc. The main objective of this was to decrease damage identification
error and improve the generalization ability of the system.

3.1 Training Novelty Detection

The first identification level of the proposed diagnosis system was novelty detec-
tion. Autoassociative NNs and a novelty index were used for this purpose. From
the 31 patterns obtained from laboratory tests the following specimen classes
were assigned: undamaged and damaged (one or two damages).

280 780

undameged 

damaged 

Novelty detection (16−5−16)

true classes

un
da

m
ag

ed

damage 1

da
m

ag
e 

2

(a) Novelty detection.

280 780

undamaged 

damage 1 

damage 2 

Multilevel classification (16−5−16)

true classes

un
da

m
ag

ed

damage 1 da
m

ag
e 

2
(b) Multilevel classification.

Fig. 4. Results of testing pattern classification using NN (16-5-16) and novelty index
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Since the number of patterns was relatively low it was increased by adding
to the source signals various time histories of measurement noise. In such a way
1120 patterns corresponding to the undamaged case were used for learning the
autoassociative NN while a further 880 patterns were used for NN testing. It
may be seen in Fig. 4(a) that, through the application of PCA and NNs, ex-
tremely accurate pattern classification was achieved, even for patterns relating
to incipient damage. It was proved that the NN with architecture 16-5-16 could
correctly separate the classes of damaged and undamaged structures for all the
damage scenarios considered. Next, a novelty index was used for multilevel clas-
sification and separation of particular structure classes (undamaged, one dam-
age, two damages). The results obtained are shown in Fig. 4(b). The biggest
classification errors were associated with the separation of inter-classes. Novelty
index accuracy in this case was approximately 90% for one damage, whereas
the undamaged and the 2 damage cases were classified with excellent (100%)
accuracy.

3.2 Training Damage Evaluation

In the case when the diagnosis system has warned that an anomaly has been
detected, another type of NN can be applied to evaluate the damage parameters.
Since the position of any damage was considered constant, the only parameter
which it was necessary to identify here was damage extent (height and width).

The input vectors consisted mainly of spectrum magnitudes and threshold
amplitudes were defined. Damage prediction was established based on 26 pat-
terns related to an undamaged structure and to a structure with one area of
increasing damage extent. After several repetitions of NN training, the best re-
sults obtained at the present stage of the performed tests are shown in Fig. 5 for
both learning (circle) and testing (triangle) damage evaluation. It can be seen
from these plots that the testing accuracy of damage extent varied between 0.10
and 1.13 mm. In comparison with the other results relating to the wide range
of signals studied and their parameters, the accuracy obtained was good and
remained at a similar level (Table 1). Taking into account the mean accuracy
obtained (computed for all testing patterns) it emerges that the most suitable
data, among all the experiments performed, were impulse signals consisting of 4
and 6 sine waves and theirs dynamic amplitudes Ad or magnitudes M .

Table 1. Error values of predicted damage extent in case of the NNs testing

Signal Input Damage width error [mm] Damage height error [mm]

type vector mean min max mean min max

CSW 38 kHz Af (1×N) 0.37 0.003 1.35 0.57 0.09 1.26

CSW 18-38-44 kHz Ad (3×N) 0.21 0.007 0.48 0.51 0.17 0.99

ISWx1 38 kHz A8A9 (2×N) 0.28 0.002 0.85 0.52 0.02 1.66

ISWx4 42 kHz M1 (1×N) 0.12 0.011 0.55 0.51 0.10 1.13

ISWx6 38 kHz Ad 1to3 (3×N) 0.22 0.001 0.88 0.26 0.03 0.55
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4 Conclusions and Final Remarks

The application of NNs in the field of structural test and health monitoring
was investigated. They were used here as a tool of automatic signal analysis
of elastic waves. The case study concerned laboratory specimens of damaged
and undamaged steel strips. Classical analysis of the signals measured appeared
impossible due to limitations such as the relatively short model length, damage
located close to the site of excitation, superposition of many reflections, operating
constraints of the piezoelectric transducers and testing equipment. However NNs
have been shown to be useful for the analysis of such complex signals. The
procedure presented here allows automation of structure testing and can be
used for on-line SHM systems.

The number of damage patterns used for novelty detection was increased here
by adding measurement noise to the measured signals. Although the training
data was noised the trained NNs retained the same accuracy of prediction. It
proves the generalization ability of a trained NN.

Further work in the field of SHM should be focused on system validation
during laboratory tests performed on real structures or their elements. It is
also worth studying the application of other soft computing methods, such as
Support Vector Machines or Bayesian NN, in order to improve the accuracy of
both pattern classification and prediction of damage parameters.
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Abstract. Short range excitation, long range inhibition sometimes re-

ferred to as mexican hat connectivity seems to play important role in

organization of the cortex, leading to fairly well delineated sites of ac-

tivation. In this paper we study a computational model of a grid filled

with rather simple spiking neurons with mexican hat connectivity. The

simulation shows, that when stimulated with small amount of random

noise, the model results in a stable activated state in which the spikes

are organized into persistent blobs of activity. Furthermore, these blobs

exhibit significant lifetime, and stable movement across the domain. We

analyze lifetimes and trajectories of the spots, arguing that they can

be interpreted as basic computational charge units of the so called spike
flow model introduced in earlier work.

Keywords: spikingnetworks,mexican hat connectivity, spike flowmodel.

1 Introduction

It is a subject of ongoing discussion of what is the elementary computational
unit of the brain, whether this important role should be attributed to a neuron
and an action potential, or rather a group of neurons, possibly a polychronous
group of spikes [1] or maybe some bigger ensemble with more complex dynamics
(microcolumn etc.). In our previous work [2,3,4,5] we studied the so called spike
flow model in which neuron-like units exchange quants of some persistent charge
(that is conserved by the dynamics), leading eventually to a winner-take-all dy-
namics and scale-free (power law) connectivity of the resulting charge transfer
graph. The study was motivated by experimental results, which showed that
functional brain networks have certain connectivity properties [6,7]. The model,
though leading to similar properties of the charge exchange graph (power law
degree distribution with exponent γ = 2), lacked exact biological interpretation
in terms of single neurons since single neuronal spikes are not persistent and fur-
thermore a single neuron cannot hold obtained spikes for later. Such a property

� This work is supported by the Polish Minister of Scientific Research and Higher

Education grant N N201 385234 (2008-2010).
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could be however attributed to larger ensembles of neurons, particularly those
having recurrent connections. In such case the local excitation can be preserved
via loopback connections (in a way, stored). In this paper we show, that a grid of
spiking neurons with short range excitation, long range inhibition stimulated via
small amount of random noise converges to a homeostatic state, in which well
delineated, persistent activity blobs emerge. Furthermore these blobs are able
to travel significant distances across the domain. The total number of blobs is
preserved (though some blobs vanish, and new are born) resembling the charge
flow of the spike flow model.

2 The Model

The model consists of a grid of Eugene M. Izhikevich phenomenological simple
neurons [8,9,10] governed by{

v′ = 0.04v2 + 5v + 140− u + I

u′ = a(bv − u)
(1)

the parameters are set as in the sample Matlab program in section IV of [8].
The connectivity is shown on figure 1. Neurons are organized into grid (torus
topology), connected locally with mexican hat like weights computed from 50 ·
(e−d2 − 0.5 · e−0.5·d2

) where d = 0.5
√

dx2 + dy2 is the grid distance (grid step
is assumed to be 1). The inhibitory to excitatory weight was -20, while the
excitatory to inhibitory weight was 10

# neurons . We neglect conduction delays,
since the connectivity is by definition local. The program was implemented in
Matlab1 in a fashion similar to that of original E. Izhikevich script. Various sizes

E E E

E E E

E E E

E E E

E E E

E E E

E E E

E E E

E E E

E E E

E E E

E E E

...

......

...

I

Fig. 1. The model consists of a grid of excitatory neurons connected to one inhibitory

neuron, which has feedback inhibitory connections. Excitatory neurons excite their

nearest neighbors but inhibit those at larger distances as 50 ·(e−d2 −0.5 ·e−0.5·d2
) (left)

where d = 0.5
√

dx2 + dy2. The grid step is assumed to be 1.

1 The script is available http://www.mat.umk.pl/~philip/papers/MH_grid.m

http://www.mat.umk.pl/~philip/papers/MH_grid.m
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of the model were simulated, here we present figures obtained from 50x50 (1s -
1000 steps) and 80x80 (5s - 5000 steps) simulations.

In order to analyze the behavior of the blobs a following methodology was
used:

– The voltage field was thresholded at fairly high value v = −30
– The resulting bitmap was cleaned with Matlabs bwmorph2 function (single

isolated pixels were removed)
– The bitmap was decomposed with Matlabs bwlabel funtion into individual

blobs.
– Each blob was attributed a blob center in its center of mass.
– The list of existing blobs was looked up in search for nearest blobs to those

found in current iteration.
– If previously existing blob was found within the distance of 3 units from any

newly found, then the new one was resolved as the existing one that must
have moved from previous time step. In that case the center of the existing
blob gets updated (simple movement tracking).

– If there were no previously existing blobs within the range of 3 units, the
blob was pronounced a new.

– After that step if some blob was neither updated nor created, it was removed
from the list.

3 The Spike Flow Model

The spike flow model has been introduced in [2,3] to comprehend with scale-free
connectivity that has been found in some functional fMRI based networks [6,7]
(none of the preexisting scale-free networks model was suitable to explain these
phenomena).

The model consists of nodes σi, i = 1 . . .N . Each node’s state is described
by a natural number from some fixed interval [0, Mi]. The network is built on
a complete graph in that there is a connection between each pair of neurons
σi, σj , i 
= j, carrying a real-valued weight wij ∈ R satisfying the usual symme-
try condition wij = wji, moreover wii := 0. The values of wij are drawn inde-
pendently from the standard Gaussian distribution N (0, 1) and are assumed to
remain fixed in the course of the network dynamics. The model is equipped with
the Hamiltonian of the form:

H(σ̄) :=
1
2

∑
i�=j

wij |σi − σj | (2)

if 0 ≤ σi ≤ Mi, i = 1, . . . , N, and H(σ̄) = +∞ in the other case. Here σ̄ denotes
of the state of the whole system. The dynamics of the network is defined as fol-
lows: at each step we randomly choose a pair of ”neurons” (units) (σi, σj), i 
= j,
and denote by σ̄∗ the network configuration resulting from the original config-
uration σ̄ by decreasing σi by one and increasing σj by one, that is to say by
2 bwmorph and bwlabel are supplied with the image processing toolbox.
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letting a unit charge transfer from σi to σj , whenever σi > 0 and σj < Mj .
Next, if H(σ̄∗) ≤ H(σ̄) we accept σ̄∗ as the new configuration of the network
whereas if H(σ̄∗) > H(σ̄) we accept the new configuration σ̄∗ with probability
exp(−β[H(σ̄∗)−H(σ̄)]), β > 0, and reject it keeping the original configuration
σ̄ otherwise, with β > 0 standing for an extra parameter of the dynamics, in the
sequel referred to as the inverse temperature conforming to the usual language
of statistical mechanics.

The model results in a scale-free charge transfer graph with exponent γ = 2
(in agreement with empirical data), where the weight of each edge corresponds
to the frequency of charge exchange events that were conducted along that edge
(see [3] for details). The weak point of that model (though quite universal from
mathematical point of view) is that it did not have an exact interpretation in
terms of neurobiology, since it is not clear what the computational units and
charge quants correspond to. The present paper is aimed to provide a direct3

link between biologically feasible spiking networks and the spike flow model.

Fig. 2. Firing activity and the emergence of blobs on 50x50 domain. It takes some time

before the model ignites the homeostatic blob dynamics (and it depends on the initial

conditions). Nevertheless once the blobs emerge, they are persistent and firing activity

levels off at some medium magnitude. The right figure shows the spike raster.

4 Results

At the beginning of the simulation the system fires single spikes in a unorganized
manner, reflecting the random stimulation. At some point more spikes appear
to synchronize. Eventually a number of activity blobs emerge and start to move
across the domain. Soon after the initial activity jump (see figure 2 left), the sys-
tem levels off in a homeostatic state in which the blobs are persistently emerging
and moving (see figure 3).

The rate at which the system arrives at the homeostatic regime depends some-
what on the initial conditions. It seems that the system requires some time to
3 There are also other possible spike flow model interpretations, in terms of times

spent by units in a certain dynamic attractor and so on. In this paper however, we

show a rather straightforward interpretation.
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Fig. 3. 50x50 neuron domain. The voltage v is plotted on the top left subfigure. Bottom

left shows the recovery variable u. Bottom right plot shows the thresholded voltage

value divided into individual blobs. Each blob’s center of a mass is shown with a circle

on top right subfigure. The dots are spikes, the black lines are trajectories left by each

blob as it moves. A realtime movie of the simulation of 80x80 domain is available

http://www.mat.umk.pl/~philip/ICAISC2009/80_realtime.mov , and slowed down 8

times http://www.mat.umk.pl/~philip/ICAISC2009/80_8xslower.mov.

synchronize. Artificially firing all neurons at the first step leads to faster con-
vergence4. Nevertheless once the blobs emerge, they stay forever5, and so the
initial conditions don’t seem to be very important for blob features. An impor-
tant question addressed in this paper is whether the blobs satisfy the conditions
which allow them to be considered as the charge packets exchanged in the spike
flow model, that is:

– Is the average blob lifetime long?
– Do blobs manage to travel long distances?
– Are blobs similar in sizes and activations they carry?

These questions will be answered in paragraphs below.

4 Artificial firing of all neurons is the initial condition used in this paper.
5 Existence of blobs is very stable in the model with local mexican hat connectivity

(presented here). However addition of random edges may introduce time periodicity

(caused by desynchronization) and cause blobs to vanish and reappear and so on.

http://www.mat.umk.pl/~philip/ICAISC2009/80_realtime.mov
http://www.mat.umk.pl/~philip/ICAISC2009/80_8xslower.mov
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Fig. 4. The distribution of timespans among the blobs on 50x50 domain. As previously

the left figure shows all timespans, while the right one only those which persisted for

more than 2ms.

Lifespan. The blobs are rather persistent. As seen in figure 4 for the 50x50
domain some blobs are able to survive nearly 600ms. The distribution however
is concentrated on short living blobs. This is due to the properties of blob finding
algorithm - many blobs are only pinpointed in a single time step. This happens
frequently, whenever two or three random spikes appear nearby. Such random
fluctuations do not give a rise to a ”real” blob, but instead mess the statistics
with false positives. Since due to short lifetime these false positive blobs do not
move, we compute some statistics after throwing away blobs living less than
some threshold (2-10 time steps). Median timespan of ”true” blobs is between
40-70ms (depending on the size of the domain and time of simulation). The
oldest blobs at 80x80 domain arrive near 1s life, which is exactly the timescale
expected with the spike flow model.

Distances. While alive, blobs move across the domain. It turns out their move-
ment is not like a random walk in which they would constantly change the

Fig. 5. The distribution of distances traveled by blobs on 50x50 domain during 4000ms

simulation. The left figure shows all distances including those, traveled by flase positive

blobs (which survive only one time step), the right one shows only those which persisted

at least 2 ms.
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Fig. 6. The distribution of an average number of spikes firing within the blob per time

step. After neglecting false positives (blobs that only emerged for very short time, in

this case < 10) one obtains a fairly centered distribution. This shows that all persistent

blobs are rather equally active.

direction of movement and eventually drifted in brownian manner. Instead it
seems like the blobs have true velocities which are changed rarely (see sample
trajectories on figure 3 top right). The best blobs managed to travel nearly 400
distance units on 50x50 domain. With 80x80 domain some blobs traveled nearly
2000 units (with median near 100)! Furthermore these statistics can be dimin-
ished by the methodology - since the domain is a torus some blobs disappear
at one side and reappear at the other. With the current algorithm such spots
are treated separately, whereas in fact they are the same blob. Nevertheless,
even with the imperfect statistics the conclusion is that blobs manage to travel
significant distances.

Activities. The figure 3 (bottom right) might suggest that the blobs are of various
sizes and shapes. This is a rather false conviction, since the spots constantly
change, at one frame the blob appears as large while a few steps later it is very
small. To obtain a trustworthy statistics about the blobs activity a following
method was used:

– Whenever a neuron spiked, an algorithm looked for a blob within a distance
of 6 units from the spike

– If it found one, the spike was attributed as coming from that particular blob.
In other case it was ignored.

– When the spot was at the end of its life, the total number of spikes it collected
was divided by its lifetime, to obtain average spiking activity. These averages
were saved to obtain a histogram in figure 6.

The results are shown in figure 6. Again the statistics are corrupted with false
positive transient blobs. After throwing away any spot that survived less that
10 steps, one obtains a fairly well centered distribution with a majority of blobs
having 5-7 spikes/ms. This shows that in fact most of the blobs are much alike,
and carry the same amount of ”activity”.
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5 Conclusions

The presented model is aimed at bridging biologically plausible dynamical spik-
ing neural networks with the spike flow model which itself is aimed at showing
where the scale-free connectivity in functional brain networks might come from.
The persistent activity blobs described here seem to be right candidates for the
charge units that are being exchanged in the spike flow model. As shown by
simulations, the blobs are persistent, travel significant distances, operate on the
right timescale and on average carry the same amount of ”activity”. The ”neu-
rons” of the spike flow model can in this context be interpreted as subsets of
the domain. In this simple case the domain in 2d (resembling the cortex), but
such blobs should also appear with higher dimensionality. In particular the long
range myelinated cortico-cortical connections can form wormholes that teleport
a blob from one cortical area to another, giving them more freedom (the spike
flow model in the original setup is a mean field model, but many of its properties
remain valid when it is submerged in rich enough topology).
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(2008-2010). The author also appreciates fruitful collaboration with Dr Tomasz
Schreiber.
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2. Piȩkniewski, F., Schreiber, T.: Emergence of scale-free spike flow graphs in recur-

rent neural networks. In: Proc. IEEE FOCI 2007, pp. 357–362 (2007)
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Abstract. Dynamic programming has provided a powerful approach to

solve optimization problems, but its applicability has sometimes been

limited because of the high computational effort required by the conven-

tional algorithms. This paper presents an association between Hopfield

networks and genetic algorithms, which cover extensive search spaces

and guarantee the convergence of the system to the equilibrium points

that represent feasible solutions for dynamic programming problems.

Keywords: Dynamic programming, genetic algorithms, Hopfield net-

work.

1 Introduction

The parallel nature of artificial neural networks makes them suitable for solv-
ing several classes of optimization problems, such as combinatorial [1], linear
programming [2], nonlinear optimization [3] and dynamic programming [4].

Usually, the solution of optimization problems by dynamic programming in-
volves the recurrence relations developed by Bellman [5]. Although the dynamic
programming has been used for solving several classes of optimization problems,
it has computational inefficiency (e.g. CPU time, memory), so the neural net-
works become an interesting approach that can be applied in these problems.

Another approach that has been applied to optimization problems and has
shown promise for solving such problems efficiently is Genetic Algorithm (GA).
In this paper, we perform an analysis of a neurogenetic architecture, not depend-
ing on weighting and/or penalty parameters, for dynamic programming.

2 Shortest Path Problem

A typical dynamic programming problem can be modeled as a set of source and
destination nodes with n intermediate stages, m states in each stage, and metric
data dxi,(x+1)j , where x is the index of the stages, and i and j are the indices of
the states in each stage, as shown in Fig. 1.
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Fig. 1. Shortest path problem

The goal of the dynamic programming considered here is to find a valid path,
which starts at the source node, visits one and only one state node in each stage,
reaches the destination node, and has a minimum total length (cost).

3 The NeuroGenetic Approach (NGA)

As introduced in [1], the node equation for the continuous-time network with
N -neurons is given by:

u̇i(t) = −η · ui(t) +
N∑

j=1

Tij · vj(t) + ibi (1)

vi(t) = g(ui(t)) (2)

where ui(t) is the current state of the i-th neuron, vj(t) is the output of the j-th
neuron, ibi is the offset bias of the i-th neuron, η · ui(t) is a passive decay term,
and Tij is the weight connecting the j-th neuron to i-th neuron. It is shown in
[1] that the network equilibrium points correspond to values v(t) for which the
energy function (3) associated with the network is minimized:

E(t) = −1
2
v(t)T · T · v(t)− v(t)T · ib (3)

The mapping of programming problems using a Hopfield network consists of
determining the weight matrix T and the bias vector ib to compute equilibrium
points. A modified energy function Em(t) is used here, which is defined by:

Em(t) = Econf(t) + Eop(t) (4)

where Econf(t) is a confinement term that groups all structural constraints as-
sociated with the problem, and Eop(t) is an optimization term that conducts
the network output to the equilibrium points corresponding to a cost constraint.
Thus, the minimization of Em(t) is conducted in two stages:
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i) Minimization of the Term Econf(t):

Econf (t) = −1
2
v(t)T · T conf · v(t)− v(t)T · iconf (5)

where: v(t) is the network output, T conf is weight matrix and iconf is bias
vector belonging to Econf . This corresponds to confinement of v(t) into a valid
subspace generated from structural constraints imposed by the problem. An
investigation associating the equilibrium points with respect to the eigenvalues
and eigenvectors of the matrix T conf shows that all feasible solutions can be
grouped in a unique subspace of solutions [4,6]. As consequence of the application
of this approach, which is named by valid-subspace method, a unique energy term
can be used to represent all constraints associated with the optimization.

ii) Minimization of the Term Eop(t):

Eop(t) = −1
2
v(t)T · T op · v(t)− v(t)T · iop (6)

After confinement of all feasible solutions to the valid subspace, a GA is applied
to optimize Eop(t) by inserting the values v(t) into the chromosomes population.
Thus, the operation of this hybrid system consists of three steps:

Step (I): Minimization of Econf , corresponding to the projection of v(t) in the
valid subspace defined by:

v(t + 1) = T val · v(t) + s ⇐⇒ v ← v = T val · v + s (7)

where: T val is a projection matrix (T val ·T val = T val) and the vector s is orthog-
onal to this subspace (T val · s = 0). This operation corresponds to an indirect
minimization process [4] of Econf(t), i.e. T conf = T val and iconf = s.

Step (II): Application of a symmetric-ramp activation function constraining
v(t) in a hypercube, i.e.

g(vi(t)) =

⎧⎨⎩
1 , if vi(t) > 1

vi(t) , if 0 ≤ vi(t) ≤ 1
0 , if vi(t) < 0

, where vi(t) ∈ [0, 1] (8)

Step (III): Minimization of Eop, which involves the application of a genetic
algorithm to move v(t) towards an optimal solution that corresponds to network
equilibrium points, which are the solutions for the optimization problem.

As seen in Fig. 2, each iteration represented by the above steps has two distinct
stages. First, as described in Step (III), v is updated using the GA. Second, after
each updating given in Step (III), v is projected directly in the valid subspace
by the modified Hopfield network. This second stage is an iterative process, in
which v is first orthogonally projected in the valid subspace by applying Step (I)
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Fig. 2. The neurogenetic approach

and then thresholded in Step (II), so that its elements lie in the range defined
by [0,1]. This process moves the network output to the equilibrium point that
corresponds to the optimal solution for the optimization problem. The conver-
gence is concluded when the values of vout during two successive loops remain
practically constant, where vout in this case is equal to v.

4 Mapping of the Shortest Path Problem

Notation and Definitions

• The vector p ∈ �n represents the solution set of an optimization problem
consisted of n nodes (neurons). Thus, the elements belonging to p have in-
teger elements defined by:

pi ∈ {1, . . . , n} , where i ∈ {1 . . . n} (9)

The vector p can be represented by a vector v, composed of ones and zeros,
which represents the output of the network. In the notation using Kronecher
products [7], we have:

• δ ∈ �nxn is a matrix defined by:

δij =
{

1 , if i = j
0 , if i 
= j

(10)

δ(k) ∈ �n is a column vector corresponding to k-th column of δ.
• v(p) is an n ·m dimensional vector representing the final form of the network

output vector v, which corresponds to the problem solution denoted by p.
The vector v(p) is defined by:

v(p) =

⎡⎢⎢⎢⎣
δ(p1)
δ(p2)

...
δ(pn)

⎤⎥⎥⎥⎦ (11)
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• vec(U) is a function which maps the mxn matrix to the (n · m)-element
vector v. This function is defined by:

v = vec(U) =
[
U11U21 · · ·Um1 U12U22 · · ·Um2 U1nU2n · · ·Umn

]
(12)

• V (p) is an nxm dimensional matrix defined by:

V (p) =

⎡⎢⎢⎢⎣
δ(p1)T

δ(p2)T

...
δ(pn)T

⎤⎥⎥⎥⎦ (13)

where [V (p)]ij = [δ(pi)]j .
• P ⊗Q denotes the Kronecher product of two matrices. If P is an nxn matrix,

and Q is an mxm matrix, then P ⊗Q is an (n ·m)x(n ·m) matrix given by:

P ⊗Q =

⎡⎢⎢⎢⎣
P11Q P12Q · · · P1nQ
P21Q P22Q · · · P2nQ

...
...

. . .
...

Pn1Q Pn2Q · · · PnnQ

⎤⎥⎥⎥⎦ (14)

• on and On are respectively the n-element vector and the nxn matrix of ones,
i.e.

[o]i = 1
[O]ij = 1

}
for i, j ∈ {1, . . . , n} (15)

• Rn is an nxn projection matrix, i.e. Rn · Rn = Rn, which is given by:

Rn = In − 1
n
·On (16)

The multiplication by Rn transforms the column sums of a matrix to zero.
• Another property of Kronecher products used here is the following one:

vec(Q · V · PT ) = (P ⊗Q) · vec(V ) (17)

Defining Parameters for Econf(t) and Eop(t)
The equations of T val and s are developed to force the validity of the structural

constraints. These constraints, for dynamic programming problems, mean that
one and only one state in each stage can be actived. Thus, the matrix [V (p)]ij ∈
{1, 0} is defined by:

m∑
j=1

[V (p)]ij = 1 (18)

By using (7), a valid subspace (V = T val ·V + S) for the dynamic programming
problem can be represented by:

S = V =
1
m

on · (om)T (19)
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Equation (19) guarantees that the sum of the elements of each line of the matrix
V takes values equal to 1. Therefore, the term T val ·V must also guarantee that
the sum of the elements of each line of the matrix V takes value equal to zero.
Using the properties of the matrix Rn, we have:

V ·Rm = T val · V ⇐⇒ In · V · Rm = T val · V (20)

Using (19) and (20) in matrix equation of the valid subspace (V = T val ·V +S),

V = In · V · Rm +
1
m

on · (om)T (21)

Applying operator vec(.), which is given by (17), in (21), we have:

vec(V ) = (In ⊗Rm) · vec(V ) +
1
m

(on ⊗ om) (22)

Converting vec(V ) to v, the parameters T val and s, which are belonging to valid
subspace defined in (7), can now be extracted as follows:

v = (In ⊗Rm)︸ ︷︷ ︸
T val

·v +
1
m

(on ⊗ om)︸ ︷︷ ︸
s

(23)

The energy function Eop of the modified Hopfield network for the shortest path
problem is projected to find a minimum path among all possible paths. When
Eop is minimized, the optimal solution corresponds to the minimum energy state
of the network. For this purpose, the function Eop is defined by:

Eop
=

1

4
[

n−1∑
x=1

m∑
i=1

m∑
j=1

dxi,(x+1)j · vxi · v(x+1)j +

n∑
x=2

m∑
i=1

m∑
j=1

d(x−1)j,xi · vxi · v(x−1)j ] +

+

1∑
x=1

m∑
i=1

dsource,xi · vxi +

n∑
x=n

m∑
i=1

dxi,destination · vxi (24)

Therefore, optimization of Eop corresponds to minimize each term given by (24)
in relation to vxi.

5 Genetic Algorithm for Objective Function Optimization

In GA, potential solutions to a problem are represented as a population of chro-
mosomes and each chromosome stands for a possible solution.

Codification: The size of the chromosomes is equal n ·m and each chromosome
is encoded as a vector of floating point numbers, in which each m components
of the vector are the states of each stage, as illustrated in Fig. 3.

Initial Population: The population size used here was 100 individuals. The
initial population is generated by introducing a chromosome that represents the
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1 m... 1 m... 1 m...

Stage 1 Stage 2 Stage n...

Ci =

Fig. 3. Codification of chromosomes

values v(t) previously obtained from Steps (I) and (II) described in Section 2.
A total of 10% of the chromosomes are generated around v(t), i.e., a random
number between 0.001 and 0.5 is added or subtracted to v(t). The remaining
chromosomes are generated randomly.

Fitness Function: The fitness function evaluates each chromosome by verifying
its environment adaptation. The fitness function to be here minimized is that
given in (24) and the most adapted individual will have the minimum fitness
value.

Intermediate Population: The selection method used here to separate the
intermediate population was the N -Way Tournament selection [8]. The selected
individuals will constitute a population called intermediate population. The cross-
ing and mutation methods used were the BLX-α crossing and uniform mutation,
with rates defined, respectively, at 85% and 1%, as suggested in literature [8].

6 Simulation Results

The number of stages and the number of states in each stage were increased
step by step. These numbers were obtained by using the values of the integer
set defined by {2, 4, 8, 16, 32, 64}. The values of the weights dxi,(x+1)j , which
link the i-th state of stage x to the j-th state of the following stage (x + 1)
were randomly selected of the integer set defined by {1, 3, 5, 7, 9}. For those
instances with number of stages and states less than 32, each experiment has
been simulated 20 times with random initial conditions and metric data. Other
cases have been simulated ten times. Table 1 lists the simulation results. The
columns n and m describe the number of stages and the number of state in each
stage, respectively. The columns assigned as DNGA, DMHA and DDPN show the
average normalized path length obtained by the neurogenetic approach proposed

Table 1. Simulation results and comparative analysis

n m DNGA DMHA DDPN n m DNGA DMHA DDPN

2 2 3.67 3.13 3.25 4 4 2.60 2.03 3.12

8 8 1.50 1.34 2.00 16 16 1.35 1.06 1.85

64 64 1.73 1.02 1.39 16 2 3.71 3.14 3.21

16 4 1.45 1.79 2.98 16 8 1.54 1.26 1.85

16 32 1.35 1.13 1.79 2 16 1.67 1.17 1.53

4 16 1.16 1.02 1.60 8 16 1.33 1.09 1.76
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in previous sections and the results obtained by [4] and [9], respectively. The
average normalized path length is defined by:

D =
Sc

ns · (n + 1)
(25)

where Sc is the sum of the selected paths, ns is the number of simulations e n
is the number of stages.

7 Conclusions

The main advantages of using the neurogenetic approach proposed in this paper
are the following ones: i) the internal parameters of the network are explicitly
obtained by the valid-subspace technique of solutions, ii) the valid-subspace tech-
nique groups all feasible solutions to the dynamic programming problem, iii) lack
of need for adjustment of weighting constants for initialization, iv) for all classes
of dynamic programming problems, a same methodology is adopted to derive
the internal parameters of the network, and v) for industrial application, the
neurogenetic approach offers simplicity of implementation in analog hardware.
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Abstract. The paper presents application of bio-inspired optimization proce-
dures to the problem of image segmentation of material microstructures. The 
method used for image processing was Feed-Back Pulse Coupled Neural Net-
work (FBPCNN), which is very flexible in the case of highly diversified  
images, offering interesting results of segmentation. However, six input pa-
rameters of FBPCNN have to be adjusted dependently on image content to ob-
tain optimal results. This was the main objective of the paper. Therefore, the 
procedure of image segmentation assessment was proposed on the basis of 
number of segments, their size, entropy and fractal dimension. The proposed 
evaluation was used as objective function in optimization algorithms. The re-
sults obtained for Simple Genetic Algorithms, Particle Swarm Optimization and 
Simulated Annealing are presented. 

Keywords: FBPCNN, optimization, image processing, material microstructure. 

1   Introduction 

Analysis of metals behaviour in micro scale is important in the process of production 
technology design, especially in the case of highly advanced materials like modern 
steel grades e.g. TRIP, IF, DP. Such analysis requires innovative computational tools, 
which support numerical simulations of a single production processes as well as so-
phisticated production cycles. The recently developed approaches applied for these 
purposes are based on the concept of Digital Material Representation (DMR) [1], 
where modelling of microstructure phenomena plays crucial role. To obtain realistic 
results of simulations a material microstructure has to be represented explicitly with 
all its features like grains, subgrains, inclusions, etc. Generation of a microstructure 
representation, also called the ‘artificial microstructure generation’, is one of the most 
important algorithmic parts of the methodology based on the DMR. Various ap-
proaches are used for the purpose of artificial microstructure generation. The most 
commonly used method is Voronoi Tessellation, however other methods like Cellular 
Automata, Monte Carlo, Sphere Growth or Image Processing can also be found [2]. 
The proposed in the paper method of the artificial microstructure generation is based 
on the segmentation of a real microstructure photograph (image). Image segmentation 
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algorithms offer the highest reliability by mapping real material microstructure di-
rectly onto virtual geometry. Nevertheless, final quality of created structures depends 
on quality of input images, while most of them are noised, corrupted or blurred. These 
visible picture distortions affect performance of segmentation algorithms as well as 
further reliability of numerical simulations. 

There are numerous image segmentation techniques (Section 2), however the 
FBPCNN [3] technique has been chosen in the present work. FBPCNN procedure is 
flexible in case of highly diversified images, which makes it competitive to other 
segmentation methods. The most demanding part of this approach is necessity of 
adjustment of the FBPCNN main parameters described in Section 3.2. These parame-
ters have strong influence on the quality of the FBPCNN final results and simultane-
ously they depend nonlinearly on the analyzed image content. The proposed in the 
paper adjustment procedure of these parameters is based on the bio-inspired optimiza-
tion methods, which cope well with the nonlinear problems and multimodal objective 
functions. Additionally, the new measure of segmentation quality is proposed. 

The following Sections of the paper present the brief review of commonly used 
approaches to image segmentation, description of the FBPCNN architecture, applied 
optimization methods and obtained results. 

2   Review of Image Segmentation Methods 

The image segmentation algorithms are the most explored methods in the field of 
image processing. There are many publications in this research area. Existing  
approaches can be divided into several subgroups depending on the type of the algo-
rithms e.g. template matching, edge detection, tracing as well as depending on the 
type of implemented numerical techniques e.g. matrices convolution, artificial intelli-
gence or bio-inspired (neural networks, content-based processing, cognitive recogni-
tion), clustering, statistical approaches, nonlinear diffusion analysis. Such algorithms 
play important role not only in the analysis of the 2D pictures, but also in the signals, 
images and multidimensional data processing. However, their complexity grows re-
spectively to increase of data dimensionality. In a case of the analysis of microstruc-
ture photographs, application of any of the mentioned above methods can be more or 
less successful. Thus, the review of the most recent papers regarding this field of 
research can be enumerated as follows: 

• Convolution – in practice, well-known and widely applied methods based on de-
rivative operators. Such methods are flexible and simple in implementation by  
using special kernel matrices e.g. Prewitt or Sobel to obtain effect of edge detec-
tion [4]. 

• Bio-inspired – one of the most popular methods is Watershed algorithm, which 
originates from natural solution of landscape and watersheds [5,6]. The idea of this 
method is based on the initial segmentation of data into disjoint areas, which in the 
next steps are filled successively with water puddles until two of them meet. The 
Authors proposed also the application of special type of Watershed method imple-
mented by using CA [7], which offers high flexibility in case of various images, 
their shapes, colours, etc. 
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• Nonlinear diffusion – technique of image processing based on nonlinear diffusion 
and popularized by Perona and Malik [8]. This method was further modified and 
improved for applications in the area of texture-based segmentation. The example 
of such approach is presented in [9], where author proposed to measure the scale of 
texture by using nonlinear diffusion followed by the multi-channel statistical re-
gion active contour adaptation. The method can be seen as a kind of unsupervised 
segmentation, because parameters are not sensitive to different texture images. 

• Clustering-based – these approaches are sufficient mainly for images without addi-
tional distortions, however their efficiency in case of even slightly noised data is 
very poor [10]. Thus, the modifications of such methods with other computational 
techniques like optimization procedures are often proposed [11]. The main advan-
tage of this solution is insensibility for distortions, which offers much more reliable 
results. 

The process of segmentation is very sophisticated and obtained results can be highly 
diversified even for the same input data and algorithms. This phenomenon depends 
mainly on the parameters established for the selected algorithm. Moreover, the auto-
mated assessment of the results is difficult, thus it is hard to design the unified seg-
mentation method able to work on various types of images. It is often required in 
algorithms used during reconstruction of 3D artificial microstructure, which is based 
on the sequence of hundreds of microscopic pictures. The proposition of a method 
dedicated to assess segmentation results is presented in [12]. This approach consists 
of the framework based on Bayesian network, which determines optimal segmenta-
tion algorithm through a specific learning process. Another assessment method was 
proposed by Authors in [7], which is based on the calculation of fractal dimension 
offering slightly different quality measure of the results. In this paper the approach 
based on fractal dimension was enhanced with the entropies and sizes of image seg-
ments. The description of new measure is presented in Section 4. 

3   Image Segmentation Using FBPCNN 

3.1   FBPCNN Architecture 

The FBPCNN networks are characterized by unique architecture. The neurons are 
organized in a cellular way as 2D matrix and each neuron is connected with set of 
neighbouring neurons. Such architecture originates directly from the PCNN networks 
proposed by Eckhorn, who observed oscillatory activities stimulated by external 
stimulus in cat’s primary visual cortex [3]. The main result of this research was crea-
tion of neural model able to simulate mechanism of simplified visualization. Proposed 
model was recognized as having significant application potential in image processing 
and was finally adapted for the purpose of more sophisticated approaches. Each  
neuron, being the fundamental element of complex neural network, is made of three 
basic elements i.e. Linking Field, Feeding Field (Stimulus) and Pulse Generator  
(Figure 1). 
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Fig. 1. The model of neuron applied in FBPCNN 

The Linking and Feeding Fields are responsible for gathering signals generated by 
adjacent neurons. The role of Pulse Generator is similar to typical activation functio-
nality, which generates Heaviside signal on the basis of input value and threshold. All 
variables presented in Figure 1 i.e. Lij, , Uij, Yij, , Sij, Aij are defined by proper equa-

tions [3], which requires the following parameters: , , , , , , . 

These parameters due to influence on FBPCNN performance and results are the main 
subject of the further optimization. 

3.2   FBPCNN in Image Segmentation 

FBPCNN architecture, because of its cellular character, can be easily mapped onto the 
structure of neighbouring pixels of an analyzed image. In that case, amount of  
neurons reflects the amount of pixels inside such image (Figure 2). 

 

Fig. 2. Scheme of FBPCNN application in image segmentation 

The network does not require learning process. It runs iteratively, activating or de-
activating neurons in each iteration. Thus, the following results are presented in form 
of binary image. The basic challenge in application of the FBPCNN is the preprocess-
ing stage, aiming at the establishment of proper values of mentioned earlier network 
parameters. The sensitivity analysis of such networks regarding the variation of 
weight parameters was presented by Authors in [13]. As the result of this work opti-
mal solution for  parameter was determined for FBPCNN dedicated to processing 

ijθ

θα θV Lα LV Aα AV β

β

INPUT IMAGE FBPCNN SEGMENTS 
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of pictures of material microstructures. Those calculations offered the best results in 
case of  established dynamically for each neuron separately. The previous solution 

with  assumed to be constant was proved to be inefficient. Therefore, six remain-

ing parameters still require to be adjusted i.e. , , , , , . 

The adjustment of the network parameters can be solved by application of optimi-
zation procedures. On the purposes of this work, Authors selected bio-inspired meth-
ods. The input data is composed of the set of six parameters and original image, while 
the objective function is based on evaluation of results obtained from FBPCNN. 

4   Optimization of FBPCNN Parameters 

As mentioned in Section 2, the evaluation of segmentation is difficult, especially in 
case, when hundreds of results have to be assessed and the evaluation has to be done 
automatically (subjective assessment). The solution presented in this paper is based 
on calculations of entropy, fractal dimension as well as number and sizes of the seg-
ments. At first all the segments detected on the images are arranged into the list of N 
separated objects. Each of these objects is characterized by its entropy (Ej) and fractal 
dimension (FDj). The entropy is calculated according to the following equation: 

 (1)

where pi is a number of pixels in cluster i related to specific colour and N is a number 
of pixels in segment j. FDj is approximated by algorithm proposed by Gonzato [14]. 
The area of the segment is extended to square shape and iteratively covered by shorter 
side squares starting from large figures. The side of the square figure in ith iteration (

) and the number of segments containing pixels ( ), form the following relation: 

 (2)

where FDj is calculated as the slope of the regression line. The final evaluation of the 
segmentation process is composed of entropy (Ej), fractal dimension (FDj), image size 
(I), size of segment (Sj) and weights (we, wfd) and can be defined as follows: 

 
(3)

The evaluation of segmentation quality is used further as the objective function in 
optimization algorithm. Three optimization techniques were selected to find the best 
values of six parameters of implemented FBPCNN model i.e. Simple Genetic Algo-
rithm (SGA), Particle Swarm Optimization (PSO) and Simulated Annealing (SA). 
The bio-inspired optimization strategies were selected, because of multimodality and 
highly nonlinear character of the objective function as well as no information about its 
derivatives. The reliability of selected methods were proved in other material engi-
neering applications [15]. During the optimization process the block limitations were 
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5   Results 

The proposed methodology
tested using sets of various
 

Table 1. The FBP
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DP   
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    SA 0.000 4.0
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    SGA 0.410 2.7
    PSO 8.957 0.7
    SA 7.420 -3.3
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and bainitic steels. For each set of microscopic pictures the optimization calculations 
were performed using each of selected methods. The FBPCNN parameters deter-
mined for each set are presented in table 1. 

In most cases the tested optimization procedures were able to find optimal solu-
tions. The best results were determined by SGA and PSO, while SA always required 
much more iteration and time to find results with comparable quality. The results 
obtained from optimized FBPCNN were passed as input data to Watershed algorithm 
[7] to perform final stage of segmentation. FBPCNN results were used as starting 
points for flooding procedure. The examples of FBPCNN and Watershed results are 
presented in Figure 3. 

6   Conclusions 

The paper presents approach to image segmentation based on FBPCNN combined 
with optimization algorithms. Three different optimization procedures were used to 
determine the best values of the FBPCNN parameters i.e. SGA, PSO and SA. The 
parameters were established for different sets of microscopic pictures of different 
steel grades. The segmentation quality (eq. 3) was proposed as the optimization objec-
tive function. This measure was created on the basis of segments’ entropy, fractal 
dimension and average size. 

The obtained results proved satisfactory reliability of FBPCNN as the first stage of 
segmentation. Pixels activated by FBPCNN were passed as input signals to the Wa-
tershed algorithm and used for final segmentation. Obtained segments can be further 
applied in numerical simulation of digital material representation, which offers inter-
esting information about material behaviour in micro scale. Thus, the future objec-
tives of the work will be focused on detailed analysis of segmented images of other 
materials e.g. determination of micro inclusions, scratches, etc. 
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Abstract. The paper presents hybrid neural networks as prediction

models for water intake in water supply system. Previous research

concerned establishing prediction models in the form of single neural

networks: linear network (L), multi-layer network with error back propa-

gation (MLP) and Radial Basis Function network (RBF). Currently, the

models in the form of hybrid neural networks (L-MLP, L-RBF, MLP-

RBF and L-MLP-RBF) were created. The prediction models were com-

pared for obtaining optimal prognosis. Prediction models were done for

working days, Saturdays and Sundays. The research was done for se-

lected nodes of water supply system: detached house node and nodes

for 4 hydrophore stations from different pressure areas of water supply

system. Models for Sundays were presented in detail.

Keywords: prediction model, hybrid neural network, water supply

system.

1 Introduction

Current monitoring systems of water supply system lack the models for forecast-
ing network load. The network load changes in cycles, depending on the season
of the year, day of the week or time of day. These influence the way the water
supply system is managed, especially as regards the filling or emptying of im-
pounding tanks located in the network. When predicting greater network load,
the tanks have to be filled accordingly, or could be emptied in the case of a lesser
need for water.

Water network is central to the municipal system of water supply and sewage.
The load of water network influences the work of pumps in the water intake and
treatment station, the load of sewage system and the load of sewage treatment
plant [1].

Accurate forecasting of load and operation of the water supply system will
allow energy efficient operation of pumps at the water intake, as well as effec-
tive management of the technological process in the sewage treatment plant by
preparing it for a certain load of sewage and pollution. That is why the most
important issue is the long term forecast of the load of water supply system.
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In the contemporary world, people, as well as enterprises are flooded by data
or information from many sources. Unfortunately this valuable data, the ac-
cumulation and processing of which costs millions, is usually lost in databases
and data warehouses. The problem stems form the lack of qualified analysts
who could convert data into knowledge. Detailed analysis of information might
prove very useful in establishing a relation with a client, and adapting an offer
for the client’s special needs. In this case, traditional forecasting methods are
insufficient. That is why data mining is essential nowadays [2].

Earlier research done by the author, concerned construction of prediction
models in the form of single neural networks: linear network (L), multi-layer
network with error backpropagation (MLP) and Radial Basis Function network
(RBF).

In papers we meet the different applications of hybrid neural networks [3], [4],
[5], [6]. They give better solutions than simple neural networks. Therefore the
author created forecasting models in the form of hybrid neural networks .

In the paper, different types of hybrid neural networks were applied to forecast
the load of water network. The experiments had two aims. Firstly, the paper
presents and compares forecasting models in the form of selected types of hybrid
neural network: L-MLP, L-RBF, MLP-RBF and L-MLP-RBF. After comparison,
we can say which type of neural network is the best for prediction of load of water
network. Secondly, the research was done for selected nodes of water supply
system: a detached house node and nodes for 4 hydrophore stations from different
pressure areas of water supply system. Specific nodes were selected for checking
whether different networks nodes require different prognosis models, or whether
one shall suffice.

2 Hybrid Neural Network as a Forecasting Model

Neural networks return continuous value at the output, hence they are excellent
for estimating and forecasting. Such networks may analyze many variables at
a time. It is possible to create a model even if the solution is very complex.
The drawbacks of neural networks are the difficulties in setting architectural
parameters, falling into local minima, long learning process and the lack of clear
interpretation [7].

Hybrid models constructed of different neural networks were drawn up (linear
neural network, multi-layer neural network network with error backpropaga-
tion and Radial Basis Function network). The output for the hybrid model is
composed of different network outputs. Two types of neural network sets were
considered. In the first case, for classification purposes, the first prediction is
obtained through voting (the winner takes it all) - the most represented value
is the starting value for the set (a set with a winner). In the second case, the
component networks are limited to a certain constraint. The complex output is
formed on the level of output neurons. The sets of this kind average the outputs
in all component networks (a set with an average).
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Sets equipped with an important tool against the overlearning of the network;
these improve the generalisation possibilities for the model. Averaging of pre-
dictions obtained from the networks of different structure, taught in a different
way - on the basis of other cases, decreases the range of results. That is a simple
way of improving the generalization skills. Theory shows that the quality of the
set is better or at least equal to the quality of component networks. The quality
of hybrid neural networks was assessed by cross-validation. These models were
compared with a view to obtaining an optimal model to control the parameters
of the water networks. The prediction models were drawn up for predicting the
load of the water network in different time intervals: hour, day, week, month and
season. Each model was tested for the correct prediction.

The models were taught correct prediction on the basis of the real data ob-
tained from the water supply company from Rzeszow. The prediction models
and the generated decision rules allowed to predict the changes in the load of a
water network. These models allow for current corrections to the work of pumps,
in order to obtain the predicted demand for water. The correctness of prediction
models was assessed. The first phase of assessing models was completed during
construction of models in the form of neural networks, where RMS error was
checked as well as the coefficient of number of patterns above tolerance. The
results obtained from prediction models were also compared with the real values
of water network load.

3 Hybrid Neural Model for Prediction of Water Intake in
a Water Supply System Node

Experiments were conducted for selected water supply system nodes: detached
house node, nodes for 4 hydrophore stations from different pressure areas of
water supply system. For each node, three models were drawn: working day,
Saturday, Sunday, using hybrid neural networks (L-MLP, L-RBF, MLP-RBF,
L-MLP-RBF). For each type of network, a research examining which network
produced best results was done. Analysis and comparison of prediction models
for water intake was carried out. The paper was illustrated with graphs present-
ing data from a Sunday.

3.1 Data Preparation

The measured data presents the state of water supply system in the selected
measuring nodes. Presentation of data - measurement was taken every hour.
The data is transferred to database by PlusGSM mobile communications. Data
was processed through clearing and conversion. Data was divided into periods:
working day, Saturday and Sunday. The missing values were put. The data is
used as learning files for prediction models. Selection of learning data - data is
grouped according to month, day and hour. Separate learning files were created
for every node. Data includes real measurements of water flow from Rzeszow
water supply and sewage company. The file contained data for the water flow
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during 3 months. Knowing the model of the facility, the reaction to various input
violations should be analysed. Data were divided into the learning set (80% of
data) and the testing set (20% of data). Figure 1 gives a fragment of a learning
file. It is interesting to define the future state of the facility for the time t+n,
where n is the prediction horizon, t contains the input changes history up to
the present. In order to construct time sequences which are later used in the
forecasting model, the values of flow before the moment t (Flow t-1) and after
the moment t (Flow t+1) were added. Neural network inputs are the following:
flow t-1 and flow t with take into account month, day and hour. Output is value
of water flow t+1.

 
- - - input input output 
Month Day Hour Flow in t-1 Flow in t Flow in t+1 

1 14 0 0 6 3 
1 14 1 6 3 3 
1 14 2 3 3 3 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Learning file fragment

3.2 Drawing a Hybrid Neural Network Model for Forecasting

The stages of prognosis procedure are as follows: observation of time sequence
process, creating a model of the observed sequence and conversion of the time
sequence model into a shape which enables prognosis (construction of forecasting
algorithm).

The paper [8] presents earlier research concerning single models (L, MLP and
RBF). These models were tested on selected network nodes, and the Radial Basic
Function model proved to be the most accurate. Figure 2 shows that parameters
of RBF network are smallest.The next phase of research concerned drawing up
of hybrid neural network models.

 
Type of network 
structure 

Learning 
quality  

Testing 
quality  

Learning 
error  

Testing 
error  

Number 
of inputs  

Number of hidden 
layer neurons  

MLP      2-10-1 0,8362 0,8132 0,0637 0,0684 2 10
Linear    2-1 0,6951 0,6481 0,1217 0,1350 2 0
RBF      2-12-1 0,9743 0,9612 0,0571 0,0592 2 12
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Parameters describing experiments for the best MLP, Linear and RBF networks

The hybrid neural network models were drawn. The models are equipped with
two inputs (Flow t-1, Flow) and one output (Flow t+1).

These structures were taught with different conditions of ending the process,
i.e. the end after reaching the number of periods equal to 1000, 10000 or 100000.
To every combination, a RMS error was compared (Formula 1).
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RMS =

√√√√ 1
n

n−1∑
i=0

(Ti −Oi)2 (1)

where: n - number of instances, Ti - pattern value, Oi - real value.

Hybrid model of the linear (L) and MLP network. The following experi-
ments as regards the hybrid model constructed of a linear (L) and MLP network.
For the network set, the following parameters for description of the experiment
were obtained: learning quality (0,7657), testing quality (0,7307), learning error
(0,0927), testing error (0,1017).

Figure 3 illustrates the forecast using the hybrid network (L-MLP).
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Fig. 3. The forecast using the hybrid neural network (L-MLP) for the node of Budziwoj

- Rzeszow (X axis presents weeks, Y axis - values of water flow)

Hybrid model of the linear (L) and RBF network. The following experi-
ments as regards the hybrid model constructed of a linear (L) and RBF network.
For the network set, the following parameters for description of the experiment
were obtained: learning quality (0,8347), testing quality (0,8047), learning error
(0,0894), testing error (0,0971).

Hybrid model of the MLP and RBF network. The following experi-
ments as regards the hybrid model constructed of a MLP and RBF network.
For the network set, the following parameters for description of the experiment
were obtained: learning quality (0,9053), testing quality (0,8872), learning error
(0,0604), testing error (0,0638).

Figure 4 illustrates the forecast using the hybrid network (MLP-RBF).
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Fig. 4. The forecast using the hybrid neural network (MLP-RBF) for the node of

Budziwoj - Rzeszow (X axis presents weeks, Y axis - values of water flow)

Hybrid model of the linear (L), MLP and RBF network. The following
experiments as regards the hybrid model constructed of a linear (L), MLP and
RBF network. For the network set, the following parameters for description of
the experiment were obtained: learning quality (0,8352), testing quality (0,8075),
learning error (0,0803), testing error (0,0875).

Assessment of the prediction models. The assessment of the quality of
neural prediction models may be done by comparing the graphs: the real and
the forecast. It is a very common form of presenting research results. Yet the
quantitative methods for assessment of neural models are the ones which allow
to formulate more objective conclusions. The assessment of neural models is gen-
erally carried out in two phases. In the first phase, after having constructed the
taught networks, assessment is done through the so-called regressive statistics.
Figure 5 shows regressive statistics for weekly prediction models.

The quotient of standard deviation and correlation of real and forecasted
values are the most important for assessment of neural models [9]. The first
parameter for the constructed models should assume the values of 0,1-0,2.
The deviation quotient with a value close to zero testifies to a good value of
a given model. If this is greater than one (or close to one), then the designed
model may be rejected. It is difficult to clearly define the correctness of the
model if the deviation quotient falls within the range of 0,3-0,7. The quality
of the model must eventually be obtained form the obtained ex post errors, or
their acceptability in the particular case. The correlation between the real and
forecasted values assumes values form 0-1. It is best when close to one (the closer,
the better).

The quotient of standard deviation = quotient error deviation / standard
deviation of real data.
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MLP 
network 

RBF 
network 

Linear 
network 

MLP, 
RBF set 

L,  MLP 
set  

L, RBF 
set  

L, MLP,  
RBF set  

Average 8,804167 8,804167 8,804167 8,804167 8,804167 8,804167 8,804167 

Standard 
deviation 

3,868568 3,868568 3,868568 3,868568 3,868568 3,868568 3,868568 

Average 
error 

-0,040221 -0,018247 0,078841 -0,029234 0,019310 0,030297 0,006791 

Error 
deviation 

0,830072 0,938153 1,685077 0,806382 1,119936 1,166904 0,980706 

Mean 
absolute 
error 

0,645464 0,745790 1,336417 0,628515 0,879659 0,922474 0,764860 

Deviation 
quotient 

0,214568 0,242507 0,435582 0,208445 0,289496 0,301637 0,253506 

Correlation 0,976767 0,978160 0,900379 0,978180 0,957724 0,953838 0,967962 

 
 
 
 
 

Fig. 5. Regressive statistics for weekly prediction models

Correlation is practically standard Pearson correlation coefficient r
(Formula 2).

rxy =
∑n

i=1(xi − x)(yi − y)√∑n
i=1(xi − x)2

√∑n
i=1(yi − y)2

(2)

where: x, y - average values, xi, yi - values of random tests.
In the second phase, after having taught the network, the forecasting process

is carried out. Except the real values, the prediction of output variable for the
model is obtained. It allows to determine the ex post errors. The above defined
quality measurements of the neural model prediction errors were given in the ex-
periment phase. The value of the RMS errors of learning and testing were given
with the drawn up models. Neural networks generalized well, because answers
given by them were comprised in the range of error for testing file.

4 Conclusion

The general principle of science states that if there is a possibility to choose
between a complex and a basic model, the basic model should always be given
priority - unless of course the more complex one is significantly better for the
particular data than the basic one. This principle should also be applied to neu-
ral networks. Having analyzed various forecasting models, it was the MLP-RBF
network model which proved the most effective. Since these networks are simi-
lar in adjustment when it comes to choosing a network to create the forecasting
model, the complexity of a model should also be taken into account - the learning
time, calculation time and accuracy. We have selected the MLP-RBF network
model for further research. Further research concerning the creation of forecast-
ing models should be directed towards constructing models not only for weeks,
but also for the four seasons of the year: spring, summer, autumn and winter,
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and finally the entire year. Having constructed all these models, a full model
for forecasting the load of water network at any time shall be obtained. When
acquiring new models, these models should be taught in any moment in time.
Further research into when and how to teach these models should be done.
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Abstract. Robust neural network learning algorithms are often applied

to deal with the problem of gross errors and outliers. Unfortunately, such

methods suffer from high computational complexity, which makes them

ineffective. In this paper, we propose a new robust learning algorithm

based on the LMLS (Least Mean Log Squares) error criterion. It can

be considered, as a good trade-off between robustness to outliers and

learning efficiency. As it was experimentally demonstrated, the novel

method is not only faster but also more robust than the LMLS algorithm.

Results of implementation and simulation of nets trained with the new

algorithm, the traditional backpropagation (BP) algorithm and robust

LMLS method are presented and compared.

1 Introduction

Feedforward neural networks (FFNs), considered as universal and model-free
approximators [7], very often find their application in areas such as pattern
recognition, function approximation, or signal and image processing. They are
valued for the simple use, because they do not require prior analytical knowledge
about the modelled system. FFNs can be trained by minimizing an error function
on the training set, to fit the data as close as possible. Many authors noted
however, that the performance of such learning methods depends strongly on
the quality of the training data [5,8,11]. If the data set is corrupted by the large
noise, or if outliers and gross errors appear, the network builds a model that can
be very distant form the desired one. It happens because the backpropagation
learning algorithm (and many of its variations) uses an error function based
on the least mean squares method, which is optimal only for the normal error
distribution.

Unfortunately, in many real-world cases, the assumption that the errors are
normal and iid doesn’t hold. Because of measurement errors, long-tailed noise,
or human mistakes, data obtained from the environment are often affected by
the large noise of unknown form or different types of gross errors. In fact, the
quantity of such outliers ranges from 1 to even 10% [5]. Outliers, in other words,
observations significantly deviating form the bulk of data, lie in the field of
interest of so-called robust statistics [5,8]. Robust statistical methods and robust
estimators are designed to act well when true underlying model deviates from
the assumed parametric model.

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 96–103, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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To deal with the problem of outliers several robust neural network learning
algorithms have been proposed. Many of them make use of the idea of robust
estimators [8], replacing quadratic function with a new loss error function, which
helps in reducing the impact of outliers on the network training process without
changing the idea of the backpropagation method.

Probably the first and the most often cited robust learning algorithm is the
LMLS (Least Mean Log Squares) robust algorithm introduced by Liano [9]. He
proposed the logistic error function, derived from the assumption of the errors
generated with the Cauchy distribution. Other authors tried to use more sophis-
ticated functions. The Hampel’s hyperbolic tangent as a new error criterion was
used by Chen and Jain [1]. The error function contains here a special parame-
ter - scale estimator β, that defines the interval supposed to contain only clean
data, depending on the assumed quantity of outliers or current errors values.
Chunag and Su [2] combined the idea with the annealing concept applying the
annealing scheme to decrease the value of β, whereas Pernia-Espinoza et al. [12]
presented an error function based on robust tau-estimates. An approach based
on the MCD estimator was also proposed [13].

Robust learning algorithms may often improve the network performance for
corrupted training sets. However, they cannot be considered as universal tools,
because of the properties of the robust estimators, on which they are based.
Moreover, the error functions are often complex and difficult to compute [12,13]
this is why there is still a need for new solutions. The performance of new robust
learning methods is usually compared with the LMLS algorithm [1,2,12] because
of its simplicity and relatively good efficiency. Moreover, for this algorithm it is
not necessary (unlike some of the others) to use a few epochs of traditional
method at the beginning of the training process. For that reason the LMLS
method can be considered, as referential for robust learning algorithms. But also
for this method some improvements can be made. In this article, we propose a
new Levenberg-Marquardt-inspired robust learning algorithm, dedicated for the
LMLS error criterion. The novel method is faster and more effective than the
LMLS and simultaneously it is not as sophisticated as other existing algorithms.

2 Fast LMLS-Based Learning Algorithm

2.1 Robust LMLS Learning Algorithm

Liano [9] proposed a new loss function, called Least Mean Log Squares (LMLS),
to introduce a robust error measure. The LMLS function was given as:

ρ(ri) = log(1 +
1
2
ri

2), (1)

where ri is an error for the i-th training pattern. For the loss function, the
influence function, that measures how data errors can affect the training process,
is bounded and can be written as:

ψ(ri) =
ri

1 + 1
2ri

2
. (2)
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When the residuals are small, the function is close to linear but when they
increase, the function decreases asymptotically towards zero:

lim
r−>∞

ri

1 + 1
2ri

2
= 0, (3)

so the impact of the largest errors on the criterion function value is limited.
The LMLS algorithm was originally proposed for the on-line learning type,

where network weights are updated after presentation of each training pattern.
It can be easily generalized to the batch learning and in such case the whole
network error in a certain epoch can be written as:

E(w) =
N∑

k=1

m∑
i=1

log(1 +
1
2
rki

2(w)), (4)

where rki = (yki(w) − tki) is the error of i-th output for the k-th training set
element and m is the number of network outputs. For the error criterion function
defined by (4) one of the gradient learning algorithms can be used. Similarly
to other robust learning methods we can apply a simple (and slow) gradient-
descent learning algorithm or more sophisticated conjugate-gradient algorithm.
Nevertheless it is impossible to use here, one of the most effective, Levenberg-
Marquardt algorithm [10,4] because it is dedicated to quadratic error function.

2.2 Derivation of the Fast LMLS-Based Learning Algorithm

The algorithm is similar to the Levenberg-Marquardt in the process of computing
single learning step, based on the Jacobian matrix. However, the rest of the
method is significantly different and can be written as follows. To design a fast
optimization algorithm for the error function given by (4) we can write the
Jacobian matrix of output errors J :

J(w) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂r11
∂w1

∂r11
∂w2

. . . ∂r11
∂wn

∂r21
∂w1

∂r21
∂w2

. . . ∂r21
∂wn

...
...

...
...

∂rN1
∂w1

∂rN1
∂w2

. . . ∂rN1
∂wn

...
...

...
...

∂r1m

∂w1

∂r1m

∂w2
. . . ∂r1m

∂wn
∂r2m

∂w1

∂r2m

∂w2
. . . ∂r2m

∂wn

...
...

...
...

∂rNm

∂w1

∂rNm

∂w2
. . . ∂rNm

∂wn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5)

where
r(w) =

[
r11 . . . rN1 . . . r1m . . . rNm

]T
, (6)

and n is the number of network weights. The Jacobian matrix is also employed by
the original Levenberg-Marquardt method [4] because its computation involves
only slight modification to the backpropagation algorithm.
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Now, we introduce matrix p, defined as:

p(w) =
[

r11
1+ 1

2 r112
r21

1+ 1
2 r212 . . . rNm

1+ 1
2 rNm

2

]T

. (7)

As one can see, the matrix p is based on the vector of residuals after some simple
algebraic operations. For the Jacobian matrix defined by (5), we can write the
gradient of error function as:

∇E(w) = J(w)T
p(w). (8)

Then we define a new matrix based on the elements of the vector r:

q(w) = [ 1
1+ 1

2 r112 − r11
2

(1+ 1
2 r112)2

1
1+ 1

2 r212 − r21
2

(1+ 1
2 r212)2

. . . 1
1+ 1

2 rNm
2 − rNm

2

(1+ 1
2 rNm

2)2 ]T . (9)

We introduce matrix JQ by multiplying each row of the Jacobian matrix by the
corresponding element of q(w):

JQ(w) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (10)

Now, we are able to write the Hessian matrix:

H(w) = J(w)T
JQ(w) + S(w). (11)

The estimation of the Hessian is therefore:

H(w) ≈ J(w)T
JQ(w). (12)

The skipped element S depends on the second derivative and can be written as:

S(w) =
N∑

k=1

m∑
i=1

pki(w)∇2rki(w) (13)

Similarly to the Leveberg-Marquardt algorithm we introduce a regularisation
factor u and finally we can write the Hessian matrix as:

H(w) = J(w)T
JQ(w) + u(t)1. (14)
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In each training epoch t, parameter u(t) is multiplied by η whenever the error
would increase until it finally decreases. Then u(t) is divided by β for the next
epoch. Following [4] we set u(0) = 0.001, η = 10, and β = 10.

The network weights in every training epoch are then updated as follows:

wt+1 = wt −
[
J(wt)

T
JQ(wt) + u(t)1

]−1
∇E(wt). (15)

3 Simulation Results

Robust learning algorithms are particularly useful in function approximation.
To test the performance of the proposed learning algorithm we prepared many
examination tasks. Results obtained for two of them are presented below. The
first function to be approximated is y = x−2/3 proposed in [1]. Many authors
tested their algorithms on this function [9,2,12] because of its shape in the neigh-
bourhood of a point (0,0). The second one is a two-dimensional spiral given as
x = sin y, z = cos y.

To simulate large noise and outliers present in real data we used two models:

– Gross Error Model (Type 1): Clean data are corrupted with additive noise
F = (1 − δ)G + δH , where F is the error distribution, G ∼ N(0.0, 0.1) and
H ∼ N(0.0, 10.0) are Gaussin noise occurring with probability 1 − δ and
outliers with probability δ.

– High Value Random Outliers [12] (Type 2): Data are corrupted with outliers
of the form F = (1 − δ)G + δ(H1 + H2 + H3 + H4), where: H1 ∼ N(15, 2),
H2 ∼ N(−20, 3), H3 ∼ N(30, 1.5), H4 ∼ N(−12, 4).
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Fig. 1. Simulation results for the network trained with different algorithms (Data Type

1, δ = 0.2): backpropagation algorithm (dotted line), LMLS algorithm (dashed line),

FLMLS algorithm (solid line)

3.1 Results

We have compared the performance of traditional backpropagation algorithm
(BP), robust LMLS algorithm and our new fast LMLS-based robust learning
algorithm (FLMLS). Discussions and comparisons of the LMLS criterion with
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other, more complicated robust learning algorithms may be found in [2,12,13].
The tested algorithms were applied to the simple three-layer feedforward neural
network, having one or two inputs (for one- or two-dimensional problem), ten
neurons in the hidden layer and one output. To make the comparison reliable
the batch-type learning for the LMLS algorithm was used. As the optimization
method we’ve employed here the conjugate gradient method [3]. Testing data
were generated simply as points lying on the approximated curves. The net-
work performance was tested 500 times for each problem - probability of outliers
combination. The simulation results: the average MSE and standard deviation
over 500 randomly generated initial weights sets and outlying points sets were
gathered in tables.

Looking at the Table 1 and 2 one may notice, that whereas for the clean data
all tested algorithms act relatively well (though the FLMLS causes the highest
error level), when the training data contained noise and outliers, as it was ex-
pected, the backpropagation algorithm is definitely worse than two variations of
the method with LMLS error function (an example of the network response can
be found in the Fig. 1). What is interesting, is that the errors of the networks
trained with our novel FLMLS method are in each case slightly lower than for the
classic LMLS algorithm. The situation is similar for the data contaminated with
high value outliers (Table 2). Here, the performance of the BP algorithm is intol-
erable. After analysing results obtained for the two-dimensional approximation
(Table 3), we can see that the difference between the LMLS and FLMLS method
is even larger. The Table 3 and Fig. 1 also show that for the training data with high
value outliers, the results for the conjugate gradient method for the LMLS crite-
rion are rather poor when comparedwith the FLMLS. The explanation for such re-
sults is quite simple. As we noticed, in many cases the FMLS algorithm converges

Table 1. The mean MSE for the 500 trials for the networks trained to approximate

function of one variable and two-dimensional spiral (Clean Data)

Function of one variable Function of two variables

Algorithm Mean S.D. Mean S.D.

LMLS 0.0007 0.0001 0.0004 0.0002

FLMLS 0.0014 0.0013 0.0006 0.0003

BP 0.0007 0.0001 0.0003 0.0002

Table 2. The mean MSE for the 500 trials for the networks trained to approximate

function of one variable

Data with gross errors (Type 1) Data with high value outliers (Type 2)

δ = 0.1 δ = 0.2 δ = 0.3 δ = 0.1 δ = 0.2 δ = 0.3

Algorithm Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D.

LMLS 0.0061 0.0019 0.0088 0.0035 0.0114 0.0046 0.0050 0.0015 0.0053 0.0016 0.0056 0.0021

FLMLS 0.0054 0.0022 0.0070 0.0030 0.0087 0.0042 0.0043 0.0019 0.0048 0.0018 0.0054 0.0021

BP 0.0398 0.0195 0.0809 0.0351 0.1096 0.0416 1.7929 0.6893 4.0996 1.6899 5.9862 2.5492
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Table 3. The mean MSE for the 500 trials for the networks trained to approximate

two-dimensional spiral (Data Type 1)

Data with gross errors (Type 1) Data with high value outliers (Type 2)

δ = 0.1 δ = 0.2 δ = 0.3 δ = 0.1 δ = 0.2 δ = 0.3

Algorithm Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D.

LMLS 0.0584 0.0441 0.1442 0.1882 0.0579 0.0331 0.0326 0.0439 0.0140 0.0061 0.0889 0.1575

FLMLS 0.0171 0.0076 0.0259 0.0172 0.0382 0.0208 0.0152 0.0066 0.0161 0.0057 0.0194 0.0089

BP 0.3967 0.2990 0.7722 0.3739 45.5307 12.7130 23.6145 8.6535 36.6818 11.8470 46.2942 12.1067

better than other optimization methods applied for the LMLS error criterion.
Lower value of the robust criterion means better performance for the contami-
nated data and slightly higher error for the clean data. This is why the FLMLS
seems to be more robust method than simple LMLS. Simultaneously its perfor-
mance for the clean data is, as might be seen, acceptable.

In the figure 2 the convergence of tested algorithms was compared. For the clean
training data (Fig. 2), the FLMLS algorithm achieves definitely the lowest error
criterion (LMLS) level. The error goal obtained after 150 epochs of the conjugate
gradient algorithm, the novel FLMLS method achieves in about 10 epochs. For the
training data containing gross errors (Fig. 2), the difference between two faster al-
gorithms becomes smaller. However, the LMLS error level is lower for the FLMLS
method. Also in this case, the error after 150 epochs of the conjugate gradient is
approximately equal to the error after 10 epochs of the FLMLS. It is worth men-
tioning, that for robust error measures, even slight changes in the obtained error
value may have large impact on the final network performance.
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Fig. 2. Convergence of three algorithms with LMLS error criterion (training on the

clean data - left, on the data with gross errors, δ = 0.2 - right): gradient-descent

algorithm (dotted line), conjugate gradient algorithm (dashed line), FLMLS algorithm

(solid line)

4 Conclusion

The novel fast learning algorithm dedicated to the LMLS error criterion was
proposed in this article. The idea of the training method was inspired by the
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Levenberg-Marquardt algorithm, though, because the error function was not of
the quadratic form, a new way of gradient calculation and Hessian approximation
was designed. As it was demonstrated by many simulations, the FLMLS not only
converges faster than the conjugated gradient method combined with the LMLS
criterion, but also acts better in the presence of gross errors in the training data.
It may be considered as universal and efficient tool to increase the robustness to
outliers. Moreover, it is currently the fastest robust learning algorithm because
it uses very simple and well-known modification of the error criterion combined
with new optimization method.
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Abstract. Neural Networks are often used for solving practical problems and
are known and appreciated as an effective soft computing tool. Nevertheless we
cannot forget that neural networks are models of parts of the biological brain.
Very simplified models, but similar in general behavior to some psychological
phenomena. Therefore sometimes we can obtain interesting observations during
study of neural network behavior and we can discover on this basis some new
psychological ideas. Paper presents an example of such approach. Self-learning
process (called also unsupervised learning) is an interesting form of neural net-
work application, slightly different from other neural networks issues. During this
process the network ought to discover new knowledge instead of registration of
existing knowledge performed by the network during normal supervised learning.
This process is described and discussed in many papers, but all of them are goal
oriented ones: the main goal of the research is how to obtain the best self learning
result e.g., in term of input data classification or similarity measurement. Mean-
while, during the self-learning process some phenomena can be encountered, very
interesting from the psychological point of view, when the neural network self-
learning process is considered as a model of cognitive processes occurring in our
mind during self-learning or thinking. Such phenomena, observed during neural
networks self-learning processes are described in the paper. Their psychological
interpretation lead to hypothesis of artificial dreams, which can be discovered in
neural networks and first time reported in this paper. In the paper, examples of
such artificial dreams are presented and discussed. The problem under consider-
ation is definitely controversial one, but the phenomena itself is interesting as a
new interpretation of processes observed in neural networks.

1 Introduction

Neural networks are usually regarded only as a tool for intelligent computations. Among
these applications neural networks (NN) are known and used also by the people, who
definitely are not interested in neurocybernetics, and consider NN only as a compu-
tational tool for solving practical problems. Such approach is represented in figure 1,
where the common used schema of neural network application is presented in a very
condensed form [1]. Most important element in fig. 1, as everybody knows, is knowl-
edge collected in neural network structure during learning process. This element will be
considered in further discussions in this paper. Dynamic of the learning processes and
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Fig. 1. Typical view of neural network application

unusual phenomena encountered during this process will be one of the most important
connections with the psychological phenomena which is mentioned in the title of this
paper.

Possibility of the use NN as a model for psychological processes discovery is a con-
sequence of the neural network origin. As can be observed in fig. 2, neural networks are
models of some properties of the brain. The way leading to current artificial (technical)
neural networks started many years ago from curiosity of the brain researchers (see the
element described by letter A in fig. 2). Because of such curiosity many generations of
brain researchers have been collecting more and more knowledge about this mysteri-
ous organ (B) year by year. Results of biological investigations can be transformed -
by biocybernetic researchers (C) - into mathematical models (D), where such models
programmed for digital computers can be used as widely known neural networks (E).
This path is well known. But there is a question: Are the results of the neural networks
observations useful for understanding of the real brain mechanisms? This element is
represented in Fig. 2 as the arrow with question mark.

Fig. 2. The way of neural networks development and possible use neural networks as a models of
brain functioning and psychological processes as a result of such its biological activity
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The main goal of this paper is to show arguments for removing such question mark
and for acceptance of the truth, that neural networks as models of parts of biological
brain can be useful also for discovery of the brain properties.

Somebody can claim, that neural networks are very simplified models of the real
biological neural systems. It is obviously truth. In fact, the relation between complexity
of the brain and simplicity of typical artificial neural network is the same, as the relation
between mass of the Earth and mass (or volume) of a pinhead (Fig. 3)! Is there a chance
(hope?) that so much reduced and simplified model can really help us to understand
processes in the whole complex brain?

The answer is positive. In scientific discovery volume is not important factor. We
must take into account such circumstance: If something is proven in a small drop, it
works also in huge ocean (Fig. 4). Moreover, in complex system, discovery simplicity

Fig. 3. Relation between complexity of the brain and simplicity of a neural network

Fig. 4. In scientific discovery dimension is not so important. Rules proven in a small drop work
also in huge ocean.
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of a model used can be in fact main advantage (Fig. 5) because we cannot understand
whole brain as a complex, multi-element and multi-function system. But simple models,
which are built on the base of neural networks, can give us understanding of everything
without difficulty. There is also another argument for use neural networks for interpreta-
tion of brain research results. Nowadays, science brings us a lot of information about the
brain structure and functioning through many kinds of investigations (fig. 6). But in this
model of knowledge development, every collected result must be considered separately:
in this place we have a collection of morphological observations, in another places elec-
trophysiology, biochemical results, clinical observations. . . Everything is complete but
describes only a part of the knowledge about the brain. But who and where does recon-
struct the whole? Such separate collections of particular data can be integrated only on
the base of a holistic model. Until we are not able to build better model of the brain

Fig. 5. We can investigate and understand processes in neural networks whereas understanding
the same processes in the brain is out of our possibilities

Fig. 6. Particular branches of science collect knowledge about the brain separately
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– neural networks could not serve as a framework for integration of data, which are
derived from many types of research. Of course, in the case of pursue toward the whole
brain model.

The problem under consideration is generally very complicated, but we can show
in this paper example, how to use neural networks for simulating very simple systems,
similar in general behavior to some psychological phenomena. The system presented in
this paper is reduced to some simple elements working on the base of very simplified
set of rules, but nevertheless we can obtain interesting observations during the study
which suggest that learning neural network behavior allows us to discover some new
psychological ideas.

2 General Presentation of the Idea

This paper is focused on phenomena, occurring during neural network self-learning
process (called also unsupervised learning [3]), which still are not yet fully character-
ized and understood. It seems that machine learning and self-learning algorithms are
already well known and a possibility of new interesting scientific discoveries in this
area is very small. Such a statement is true, but only if we consider learning as a goal
oriented optimization processes. If we return to the most basic definition of learning,
as a knowledge building process both in a human mind and in machines – we can
observe interesting and not yet discovered phenomena. It seems that the most inter-
esting observations are related to the self-learning process. Because of a similarity to
the psychological processes observed in the biological brain we call such phenomena
”artificial dreams” [4]. This name is similar to the title of Hamid Ekbia’s book [2], but
the meaning of this term in our paper is slightly different. In Ekbia’s book ”artificial
dreams” are presented as unrealized and unrealizable projects related to the Artificial
Intelligence. In our research we observe the ”artificial dreams” as spontaneous and un-
expected processes, automatically emerging from the natural self learning procedures.

The phenomena under consideration are very interesting and exciting. Therefore it
is quite surprising, why they are so rarely reported by the Artificial Intelligence re-
searchers? If so many people perform self-learning processes for many purposes – why
such phenomena are still not discovered and described?

The answer is simple. Most papers describing methods and results of the self-learning
(even in neural networks, which are considered in this work) are definitely goal-oriented.
Researchers or practitioners are concentrated on the applications, not on the tool and
its behavior. First, authors of almost all papers try to obtain the best result in terms
of solving specific problems (e.g., building of neural network based model of some
processes or finding a neural solution of a pattern recognition problem). For this pur-
pose researchers think about problem statement, best network architecture selection,
fast learning for receiving results and detail analysis of these results (Fig. 7). Almost
nobody tries to study learning processes not as the way to the goal, but as a goal itself.
These research, dealing with learning and self-learning itself, are also mainly dedicated
to the speeding of the learning process or to increasing the quality of final results (e.g.
in terms of avoiding the local minima problem). They usually do not take into account
what can happen in the network during the learning process.
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Fig. 7. Using of neural networks in goal-oriented works. Nobody has time for careful observation
of transitory processes during network learning.

In this paper we try to take into account such neglected phenomena observed during
the self-learning process and we try to provide a psychological interpretation to such
phenomena. The unexpected outcome of our research seems to be really surprising: we
can look at amazing process of machine dreaming. . . .

3 Self-learning and Learning (or Supervised and Unsupervised
Learning)

In this paper we take into consideration self-learning processes, instead of better known
and more useful (from technical point of view) machine learning processes. Under-
standing of this difference will be crucial to the main thesis of this paper. Short
additional remark of these issues is done in figures 8 and 9 on the base of a gender
recognition problem. It is obvious that the problem under consideration is known for
most readers, but the figures can be helpful for readers not familiarized with machine
learning.

During the regular learning process we have the ”teacher”, who teaches a ”pupil”
(in fact it is a machine) on the base of examples of properly solved tasks. In the ma-
chine learning the teacher is an algorithm, powered with examples database, but the
main idea of teaching is based on a simple scheme: get the knowledge from the teacher
and put it in the pupil. After learning process, the ”artificial pupil” can take an exam,
where the quality of learned knowledge can be evaluated and assessed. Fig. 8 presents
this idea. In contrast to the previous scheme, the self-learning process is based on the
”knowledge discovery” methods. The pupil (in fact it is still a machine) can accept input
data, but there is no teacher who can explain what the information means. Therefore,
self-learning not only has to accumulate knowledge, but it must discover this knowl-
edge without any external help. In general, it is a difficult task, but many successful
applications prove this way to be effective.
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Fig. 8. Learning and exam in the supervised learning

Fig. 9. Learning and exam in unsupervised learning (self-learning)

The self-learning process on the base of gender recognition problem is presented in
Fig. 9. The self-learning system after connecting with many input data can differentiate
men from women, but of course it cannot give the proper names for the genders. Dur-
ing the exam, the self-learning system can classify a new person (sometimes properly,
and sometimes not – as every artificial classification system) using symbols of classes
instead of names.
The question is:
Why and where unsupervised learning systems are necessary?

Let us take into account unmanned distant and not known planet. The computer
located on board must register and classify the extraterrestrial aliens which will be
observed by spaceship sensors, when the researchers cannot forecast in advance, which
and how many species of such aliens could be registered (Fig. 10). In the situation
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described above the best solution is to use a self-learning system, which could register
observed aliens, collect it according to their similarity and discover on this base new
species and new classification methods, absolutely not predictable in advance. Content
of the memory of the self-learning spacecraft main computer after discovery of an alien
planet is shown in Fig. 11. This presents useful and nice self-learning process results.
Let us consider that in this hypothetical situation, the application of self-learning system
is the only possible solution and in fact can be very effective. There are many learning
and self-learning systems, but for purpose of this paper we selected neural networks
[5] as a tool, in which the ”artificial dreams” phenomena are observed [2]. General
concepts of neural networks are well-known. However, we will try to tell more about a
simple (and interesting!) application of a self-learning neural network, which will be a
base for further discussion.

Fig. 10. Hypothetical application of a self learning system. Discussion in the text.

Fig. 11. Content of the memory of a self-learning spacecraft after alien planet discovery
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4 Considered Neural Network

The phenomena described in this paper can be discovered, as mentioned above, in al-
most all types of neural networks and for almost all methods of learning (both super-
vised and unsupervised). In this paper we decided to take into account the following
situation: Let us have a one-layer linear neural network (Fig. 12). It means that n-
dimensional vector X =< x1, x2, . . . , xn > is passed as the input to the network and
is processed using the knowledge of the network which is represented by a collection
of weight vectors Wj =< w1j , w2j , . . . , wnj > for all neurons (j = 1, 2, . . . , k).

Fig. 12. Structure of a neural network in which self-learning processes can be observed

Fig. 13. For some input vectors, the answer yi given by the neuron is positive and for others could
be negative
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The output yi produced by each neural node can be obtained by means of the simplest
and well known equation:

yj =
n∑

i=1

wijxi (1)

As everybody knows, this equation causes differentiation between objects described by
vectors X =< x1, x2, . . . , xn >. For certain input vector XA the answer yi given by
the neuron is positive and for other XB may be negative (Fig. 13).

It is absolutely clear from equation (1) that the neuron answer depends on weight
vector Wj =< w1j , w2j , . . . , wnj >. Taking into account different weight distribu-
tions we can expect different neuron answers for the same input (Fig. 14).

Fig. 14. For the same object the answer of a neuron can vary depending on weights assigned to
particular components of input vector

5 Learning of Considered Neural Network

The network learns on the base of a simple Hebbian rule (Fig. 15): If on step p one
obtains the input vector Xp =< x1p, x2p, . . . , xnp > than the correction of the weight
vector ΔWj(p) depends on the output value yjp calculated by the j-th neuron for Xp

according to the equation (1), and on the value of input vector Xp according to the
formula

ΔWj(p) = ηyjpXp (2)

where η is the learning rate coefficient (η < 1). Of course a new value of the weight
vector Wj at the next step (p + 1) of the self-learning process can be calculated by
means of formula:

Wj(p + 1) = Wj(p) + δWj(p) = Wj(p) + ηyjpXp (3)

which must be applied for all neurons (for all j = 1, 2, . . . , k). It is easy to find out,
that the result of such calculations are different for neurons with positive output yjp
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Fig. 15. Foundations of self-learning are based on Hebb’s research on learning processes in animal
brains

Fig. 16. When output of neuron for given input signal is positive the result of the self-learning
step is the attraction of the neuron weight vector toward the input signal position

calculated as the answer for input signal Xp (Fig. 16), and different for neurons with
negative output. In the first case the weight vector of the neuron Wj(p) is changed to-
ward the position of the actual input signal Xp (attraction), while in the second case
the weight vector of the neuron Wj(p) is changed backward to the position of the ac-
tual input signal Xp (repulsion – Fig. 17). This process for big set of neurons is pre-
sented on Fig. 18, where a big green ring denotes position of the input signal Xp and
small squares denote positions of weight vectors of the neurons. The ”migration” of the
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Fig. 17. When the output of neuron for given input signal is negative the result of the self-learning
step is the repulsion of the neuron weight vector toward input signal position

Fig. 18. Migration of the weight vectors in the biggest self-learned network

weight vectors can be observed on this plot – some are attracted toward the input sig-
nal, whereas the other are pushed in the opposite direction. Initial position of the weight
vectors of neurons with positive output are plotted as red points whereas weight vec-
tors of neurons with negative output are plotted as light blue points. The final position
of the weight vectors for both type neurons are marked dark blue. One can see that the
red points are attracted toward the input signal position, where the other are pushed
(slightly) in the opposite direction (See also comments to Fig. 16 and 17). It is well
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Fig. 19. Different objects are located in different regions in neuron weight space

Fig. 20. Similar objects are located in a compact region

known what is the result of such a self learning process after many steps performed by
the network connected to a real data stream. If the data are not uniformly distributed,
the neurons are divided (spontaneously!) onto groups, when every group is dedicated to
the one cluster of the input data. It can be observed on the result window presented by
the program developed by the author for research of the self learning process in simple
neural networks (Fig. 19). Let me remark, that both plot for Fig. 18 and the next fig-
ures were produced using the same program. The program itself is available (free) on
the page http://home.agh.edu.pl/˜tad//index.php?page=programy&lang=en . Moreover,
the values of the weight vectors of the neurons belonging to each group are more or
less focused and located in the center of selected cluster of the data (Fig. 20). It means,
that after the self-learning process there are neurons inside the neural network, which can
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be used as detectors (or sentinels) for every cluster (group of similar signals), present in
the observed data stream and that they can be automatically discovered by the network.

6 How It Works after Learning Process?

When the learning process is finished, every neuron can act as a detector of some type
of input object. Let us consider the network learned using many images of women (Fig.
21). After learning process, when a new woman image appears at last one neuron from
the women-trained group gives large positive answer (output signal), what can be inter-
preted as recognition of such a not known object as belonging to the class of women
(Fig. 22). Self learning neural network can be considered as a self formatting classifica-
tion tool, which can be used for the recognition of new objects and their categorization
as belonging to classes which are not known a priori.

Fig. 21. After learning process, different neurons can recognize different women images, but they
are grouped together in a small subarea of the input signal space

Fig. 22. Learned network can recognize new objects belonging to the given classes
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The process described above is not ideal, because, as everybody knows, spontaneous
migration of the weight vector for every independent neuron leads to many pathologies,
such as: i) when every attractor has many neurons as the detectors (over-representation),
and ii) when some important attractors can be omitted (none of neurons decides to point
out this region of input space). Everybody knows also how to solve such a problem: the
much better solution is to use the Kohonen network and methodology of self-organizing
maps.

However in this work we do not try to make the best self-organized representation of
the data. Our goal is entirely different: we are looking for a very simple model of learn-
ing of neural network, because on the base of such a model we are going to show, how
(and why) the trained network sometimes exhibits behavior, which can be interpreted
as the ”artificial dreams”.

7 How and Where Artificial Dreams Phenomena Can Be
Discovered?

Let us see Fig. 23. The starting point of the self learning process is known (chaotic
distribution of weights in all considered neurons). The ending point after learning is
also known: we observe clusters of neurons, which are sentinels of particular classes
discovered after spontaneous cauterization performed during self-learning process. But
which interpretation can be bound with characteristic conformation of weights coeffi-
cients (Fig. 23), observed in transition states during the self learning process? Such phe-
nomena can be discovered long time after the start of learning, when the network knows
nothing because of random values assigned to all its weights. Self-learning process goes
then automatically, so typical researcher starts to uptake another job or goes home. At
the same time, considered in this paper ”unusual phenomena” can be observed long
time before a final point of learning process is reached, i.e. when the network knows
(almost) everything and can be exploited according to the plan. Such phenomena can be

Fig. 23. When self-learning is in progress – we can observe something strange. . .
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classified as simple errors or more subtle imperfections of not matured enough self-
learning neural network and than can be disregarded. But such phenomena can be stud-
ied and found interesting, when we can give them some psychological interpretations.

8 How Artificial Dreams Are Manifested?

This observed phenomena can be disregarded as learning imperfections, but some of
them can also be interpreted as ”artificial dreams” performed by artificial neural net-
works. It can give us a new interpretation of human ability of imagination, fantasy and
also poetry. It can be presented even on the base of very simple neural network models,
but of course the most interesting results can be investigated by means of the networks
deployed with a high level of similarity to the real brain structures. That means a huge
level of complication of the neural structure and also complicated forms of observed
phenomena. Before considered phenomena are shown and discussed, a short descrip-
tion of the example problem needs to be provided, in which ”artificial dreams” can be
very easy encountered.

Let us take a very simple problem, which should be solved by the neural network dur-
ing the self-learning process. There are four clusters in the input data. Let assume for
clear and easy graphical presentation of the results, that the attractors preset in the data
(most typical examples) are localized exactly at the centers of four subparts (quarter)
of the input space (Fig. 24). The base of this space is defined by two parameters: body
form and body shape (whatever it means). In such space one can observe a process of
differentiation of four various groups of living beings (women, birds, fishes and snakes)
shown (one example for every class) in Fig. 24. In this case, the self-learning process
in the simulated neural network after some thousands of learning steps leads to the

Fig. 24. The example problem. Detailed description in the text.
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situation, when almost every neuron becomes a member of one of the four separate
groups, located (in the sense of localization of the weight vectors) at the points cor-
responding with the centers of the clusters discovered in the input data stream. Three
snapshots from the learning process are presented in the Fig. 23.

Typical user of the neural network takes into account mainly last snapshot, present-
ing, how many neurons are located in the proper positions after the learning process
and how precisely the real values of attractors coordinates are reproduced by the neu-
rons parameters. For our consideration the middle snapshot will be the most interesting,
because it presents something strange: a situation, when knowledge of the network is
definitely not complete, but also the initial chaos was partially removed. This stage of
learning process is usually skipped by neural network researchers, because apparently
one cannot find anything interesting in this plots: the learning process is not ready yet,
that is all.

In fact, what we see on the central plot of Fig. 23 is an evidence of ”artificial dream”
appearance. We must only think in terms of special interpretation. . .

9 Special Interpretation of the Intermediate Stages of the
Learning Process

In all goal-oriented investigations of neural networks researchers are interested in the fi-
nal result of learning process, which must be useful and accurate. Almost nobody takes
into consideration intermediate stages shown in Fig. 23. However, if one tries to pro-
vide interpretation to the form of the plotting, repeated in Fig. 25 – one may say that
although it is not a real dream, it can be interpreted as a very exciting model of the
artificial dream. In fact, on the plotting presented in Fig. 25 we can point out the local-
izations of the neurons, which can recognize some (named) objects from a real world.
After training of all neurons they can be attributed to the real world objects, like girls,
fishes and birds. However, on a very early stage of the learning process, one can find
in the population of neurons both real-world related detectors and fantasy-world related
detectors. On the line connecting points representing for example girls with the point
representing fishes we can find neurons, which are ready to recognize objects, which
parameters (features) are partially similar to the girls shapes, and partially include fea-
tures taken from the other real objects, for example fishes. Another hybrid imagination
is a creature having features taken from girls and birds. Perhaps it can be an angel? Isn’t
it something like ”dreams” observed in the plots shown in Fig. 25? Obviously in the real
world, some objects like that plotted here cannot exist. The objects of such weird prop-
erties cannot be the element of the learning data stream, because the input information
for the network is taken every time from the real world examples. Nevertheless, in the
neural network structure, the learning process formed neurons, which want to observe
and recognize such not-so-real objects.

Isn’t it some kind of the ”artificial dreams”?
Very interesting is a fact, that the fantasy-oriented objects, like presented in Fig. 25,

encountered during the learning process, are never unrestricted or simply random. It is
only possible to find such neurons, which are able to recognize some fantastic hybrids,
but build from the real elements. It seems to be an analogy to stories or myths.
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Fig. 25. Parameters of a self learning neural network show after encoding, that some of neurons
spontaneously produce imaginations of non existing beings. There are the ”artificial dreams”!

Due to a limited volume of this paper it is not possible to provide many other exam-
ples of the ”artificial dreams” encountered during neural networks learning processes.
Nevertheless, one more example can be also beneficial and interesting, as it shows an-
other kind of fantasy identified in the neural network behavior. This form of fantasy
can be called ”giants making”. Example of such behavior of the trained network is pre-
sented in the Fig. 26. When the network is trained by means of examples from real
world objects – in the neural structures the prototypes of such objects are formed and
enhanced. This process goes over the big population of neurons and leads to the for-
mation of the internal representation (in neural structures) of particular real objects.
Neurons belonging to these representations can recognize every real object of the type
under consideration. It is a well known and regular process. But sometimes, in contrast
to this regular pattern, we can observe single neurons, which parameters are formed in
such way, leading to a surprise after interpretation. Let us assume, that the network was
trained based on ”lions” as real objects (Fig. 26). The network can ”see” many lions (of
course as a collections of parameters, representing selected data about lions – e.g. how
tall is lion, how long and sharp are lion’s teeth and so on). After some learning period,
inside the network there is some kind of an imagination of the real lion. This imagina-
tion, given as collection of parameters (neurons weights), enable us to recognize every
real lion. But some neurons have parameters, which enable to recognize a surreal lion,
much bigger than the real one, with bigger teeth and with much more dangerous claws.
The relations and proportions between parameters are the same, as for real lions (see
Fig. 10 for relations between parameters of real objects and relations between parame-
ters of the imprinted in weights of refugee neuron imagination of the ”giant” – both
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Fig. 26. Another form of an ”artificial dream”. Description in the text

belonging to the same line, coming from the root of coordination system), but such a
big lion cannot exist. Nevertheless, one can find neurons ready for recognition of such
a giant, although it does not exist!

10 Concluding Remarks

Facts and comments presented in this paper definitely are not so very important from the
scientific point of view. They are also not applicable to the practical problem solving
using neural networks. However, as long as we use neural networks as the artificial
systems very similar to the structures discovered in the human brain, we still think
about analogies between processes in our minds and in neurocomputers. Results of
simulations presented in this paper gives us a new perspective to such considerations
and we hope can be interesting for many neural network researchers bored with new
learning paradigms, new network structures and new neurocomputing applications and
looking for something absolutely different from the serious and boring standards. This
paper is something for them!
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Abstract. Regularization theory presents a sound framework to solving super-
vised learning problems. However, the regularization networks have a large size
corresponding to the size of training data. In this work we study a relationship
between network complexity, i.e. number of hidden units, and approximation and
generalization ability. We propose an incremental hybrid learning algorithm that
produces smaller networks with performance similar to original regularization
networks.

1 Introduction

The problem of supervised learning is extensively studied both in theory and applica-
tions. Consider the situation when we are given a set of examples {(xi, yi) ∈ Rd ×
R}N

i=1 obtained by random sampling of some real function f , generally in presence of
noise. To this set we refer as a training set. The goal is to recover the function f from
data, or find the best estimate of it. It is not necessary that the function exactly interpo-
lates all the given data points, but we need a function with good generalization. That is
a function that gives relevant outputs also for the data not included in the training set.

In Section 2 we will study the problem of learning from examples as a function ap-
proximation problem and show how the regularization network (RN) is derived from
regularization theory. In Section 3 we discuss the relation between the network com-
plexity (number of hidden units) and its approximation and generalization ability. We
demonstrate the relation between the number of units and training and testing errors on
experiments, and derive several recommendations for choosing number of units. Based
on these recommendations, we introduce in Section 4 the hybrid learning algorithm
combining global search by genetic algorithm and a local search by a gradient descent
method. The algorithm is demonstrated on experiments in Section 5.

2 Approximation via Regularization Network

We are given a set of examples {(xi, yi) ∈ Rd × R}N
i=1 obtained by random sampling

of some real function f and we would like to find this function. Since this problem
is ill-posed, we have to add some a priori knowledge about the function. We usually
assume that the function is smooth, in the sense that two similar inputs corresponds to
two similar outputs and the function does not oscillate too much. This is the main idea of
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the regularization theory, where the solution is found by minimizing the functional (1)
containing both the data and smoothness information.

H [f ] =
1
N

N∑
i=1

(f(xi)− yi)2 + γΦ[f ], (1)

where Φ is called a stabilizer and γ > 0 is the regularization parameter controlling the
trade-off between the closeness to data and the smoothness of the solution. The regu-
larization scheme (1) was first introduced by Tikhonov [1] and therefore it is called a
Tikhonov regularization. The regularization approach has good theoretical background,
it was shown that for a wide class of stabilizers the solution has a form of feed-forward
neural network with one hidden layer, called regularization network, and that different
types of stabilizers lead to different types of regularization networks [2,3].

Poggio and Smale in [3] proposed a learning algorithm (Alg. 2.1) derived from the
regularization scheme (1). They choose the hypothesis space as a Reproducing Kernel
Hilbert Space (RKHS)HK defined by an explicitly chosen, symmetric, positive-definite
kernel function Kx(x′) = K(x,x′). The stabilizer is defined by means of norm inHK ,
so the problem is formulated as follows:

min
f∈HK

H [f ], where H [f ] =
1
N

N∑
i=1

(yi − f(xi))2 + γ||f ||2K . (2)

The solution of minimization (2) is unique and has the form

f(x) =
N∑

i=1

wiKxi
(x), (NγI + K)w = y, (3)

where I is the identity matrix, K is the matrix Ki,j =K(xi,xj), and y=(y1, . . . , yN ).

Input: Data set {xi, yi}N
i=1 ⊆ X × Y Output: Function f .

1. Choose a symmetric, positive-definite function Kx(x′), continuous on X × X.
2. Create f : X → Y as f(x) =

∑N
i=1 ciKxi(x) and compute w = (w1, . . . , wN ) by

solving
(NγI + K)w = y, (4)

where I is the identity matrix, Ki,j = K(xi , xj ), and y = (y1, . . . , yN), γ > 0.

Algorithm 2.1

The solution (3) can be represented by a neural network with one hidden layer and
output linear layer. The most commonly used kernel function is Gaussian K(x,x′) =

e
−
( ‖x−x′‖

b

)2

.
The power of the Alg. 2.1 is in its simplicity and effectiveness. However, its real

performance depends significantly on the choice of parameter γ and kernel function



126 P. Vidnerová and R. Neruda

type. Optimal choice of these parameters depends on a particular data set and there is
no general heuristics for setting them.

3 On the Number of Hidden Units

The solution derived in the previous section contains as many hidden units as is the
number of data samples. Such solution is unfeasible for most real life problems. There-
fore solutions with lower number of hidden units are considered.

There are two ways how to create such a network of smaller size. The first one starts
with the solution obtained by the Algorithm 2.1 and prunes the network. The second
approach tries to build smaller networks from scratch.

Our experience suggests that the former approach is not very efficient for RN net-
works. Table 1 lists the number of units with weights higher than certain threshold,
which is 0.001 in our case. Let us consider that the units with weights than the thresh-
old are adepts for pruning, while the rest can be seen as relevant units. We can see that
only small fraction (in case of the glass task even none) of units can be directly pruned.
This makes the first approach rather unfeasible.

Table 1. Number of hidden units with weights higher than 0.001

Task Relevant units Total units
cancer1 513 525
cancer2 499 525
cancer3 507 525
glass1 161 161
glass2 161 161
glass3 161 161
heart1 669 690
heart2 659 690
heart3 663 690

Concerning the latter approach, we are interested in the relationship between the
number of hidden units and approximation accuracy. This relationship has been ex-
tensively studied and bounds on convergence rate of solutions with limited number of
hidden units to optimal solution (3) (e.g. [4,5,6]) have been derived. Most of the results
agree on convergence rate close to 1√

h
, where h is the number of hidden units.

We studied the relation between the network size (i.e. number of hidden units) and
approximation accuracy and generalization by experimental means [7]. With respect to
theoretical results, we expect the approximation accuracy to improve with increasing
number of hidden units. Reasonable approximation accuracy should be achieved al-
ready with small networks. In addition, high number of hidden units makes the learning
task more difficult, which can influence the results.

In our experiments, we applied gradient learning on data from Proben1 repository [8].
Fig. 1 shows the results for cancer task. It shows the error achieved on the training
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Fig. 1. Testing and training errors depending on the number of network units

set (median of 10 computations) and corresponding error on testing set. It can be seen
that for small numbers of hidden units the training error increases rapidly, while for
networks with more than 100 units there is no significant improvement. The situation
for generalization ability represented by testing error is similar. However, the increase
stops earlier, the minimal errors are achieved for networks with about 40 units.

Since the convergence is quite fast, we can suggest that small networks provide suffi-
ciently good solutions. The theoretically estimated convergence rates justify using net-
work of smaller complexity in real-life applications. Smaller networks have also smaller
number of parameters that has to be tuned during the training process. Therefore, they
are more easily trained.

4 Hybrid Learning Algorithm

In this section we propose hybrid learning algorithm creating regularization networks
with small number of hidden units. It is based on a combination of evolutionary algo-
rithms and gradient descent method.

Evolutionary algorithms have been used as a very robust and efficient search proce-
dure in various tasks, including neural networks training [9,10]. In [11] we have shown
that in the case of RBF networks, the evolutionary learning has both certain advan-
tages and drawbacks. On one hand, evolutionary algorithms are prone to local minima
stucking problem, but on the other hand, they are less computationally efficient in find-
ing best global solution. That is the main motivation behind hybrid approaches that
combine the evolutionary framework with local fine tuning operations, such as various
gradient algorithms.
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Our proposed hybrid algorithm (see Algorithm 4.1) works with the population of in-
dividuals which represent encoded parameterizations of regularization networks. By an
individual I we understand a vector of floating-point encoded values
(c11, . . . , c1n b1, w1, . . . ch1, . . . , chnbh, wh), where h is a number of units, n is an input
dimension, wi ∈ R are weights of linear combination, bi ∈ R are widths, and cij ∈ R
are centroid positions of every unit. Such an individual I corresponds to a regularization
network computing function FI(x) : Rn → R

FI(x) =
h∑

i=1

wiKbi(ci, x)

The fitness fI of an individual I is computed by means of an performance error over a
given training set {(x1, d1), . . . (xT , dT )}, e.g.

fI = 100− 100
1
T

T∑
t=1

(FI(xt)− dt)
2 .

New populations are created using genetic operations of selection, mutation and
crossover types. The selection operator is a fairly standard tournament selection with a
small elitist rate. There are three different operators of a mutation type: a small random
change of parameterization, a unit addition and a unit deletion. The first operator (cf.
mutate) performs a small random change of individual parameters:

Ii = Ii + N(−1, 1),

The unit deletion operator (cf. delete) selects a substring of parameterization corre-
sponding to randomly chosen unit in a network, and deletes a this substring. The unit
addition operator (cf. insert) randomly generates a substring of a size of one unit in a
regularization network, and inserts it into a random position on the unit borders of the
original parameterization. It is clear to see that the last two operations alter the network
size in a opposite manner. The crossover operator is a simple 1-point crossover on a
floating point vector.

Before the fitness is evaluated, the gradient local search (cf. gradient) for an individ-
ual I performs ng steps of gradient algorithm starting from the current parameterization
value I . It uses the error partial derivative values to compute the gradient and then per-
form a small change of parameters accordingly (for details cf. [11])

Ii = Ii − α
∂E

∂Ii

where α > 0 is a learning rate parameter.
The whole scheme of the hybrid algorithm is sketched in Algorithm 4.1. The starting

population consists of networks with one unit only letting the evolution freedom to
create bigger networks by mutation operator.
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1. Create randomly an initial population P0 of M individuals.
2. i ← 0

3. For each individual I ∈ Pi:
(a) gradient(I) : perform local search by gradient descent algorithm.
(b) evaluate fitness fI .

4. Pi+1 ← empty set
5. I1 ← selection(Pi); I2 ← selection(Pi)

6. with probability pcross: (I1, I2) ← crossover(I1, I2)

7. with probability pmutate: Ik ← mutate(Ik), k = 1, 2
8. with probability pdelete: Ik ← delete(Ik), k = 1, 2
9. with probability pinsert: Ik ← insert(Ik), k = 1, 2

10. insert I1, I2 into Pi+1

11. if Pi+1 has less then M individuals goto 5
12. i ← i + 1

13. goto 4 and iterate until the fitness stops increasing

Algorithm 4.1

5 Experiments

The hybrid algorithm was tested on tasks from Proben1 data repository [8], which con-
tains benchmark data sets used for neural network testing. The algorithm was run 10
times and average performance was evaluated.

Table 2 lists error on training and testing set achieved by the hybrid algorithm and by
Algorithm 2.1. In the terms of training errors the hybrid algorithm performed better in
4 cases, in the rest 5 cases the error is slightly higher than for regularization networks.
Regarding the generalization capability, i.e. the testing error, the hybrid algorithm per-
formed better in 6 cases. Note that the number of hidden units needed by regularization
networks is much higher than the one needed by the hybrid algorithm.

Figure 2 shows the flow of error function during the run of the hybrid algorithm.
Figure 3 demonstrates an evolution of the number of hidden units.

Table 2. Error values of hybrid learning algorithm compared to regularization network results

Hybrid algorithm RN
Task Etrain Etest units Etrain Etest units
cancer1 1.85 1.49 8 2.28 1.75 525
cancer2 1.68 2.97 8 1.86 3.01 525
cancer3 1.77 2.78 8 2.11 2.79 525
card1 8.88 9.82 9 8.75 10.01 518
card2 7.15 13.39 15 7.55 12.53 518
card3 8.14 12.48 13 6.52 12.35 518
diabetes1 14.52 16.01 7 13.97 16.02 576
diabetes2 14.40 18.02 5 14.00 16.77 576
diabetes3 14.86 15.33 5 13.69 16.01 576



130 P. Vidnerová and R. Neruda
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Fig. 3. The number of hidden units during evolution

6 Conclusion

Most of the learning algorithms work with networks of fixed architectures. Those op-
timizing also the number of hidden units can be divided into two groups – incremental
and pruning. Pruning algorithm starts with large networks and tries to eliminate the ir-
relevant units, while incremental algorithms start with small network and add units as
long as the network performance improves. The mentioned theoretical results speaks
in favor of incremental algorithms. First, learning of small networks is fast since small
numbers of parameters has to be optimized. Second, it is quite probable that reasonable
solution will be found among smaller networks. Based on our experiments, we recom-
mend to start with small number of hidden units and increase the network size only as
long as also generalization ability improves.
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The hybrid learning algorithm proposed in this work goes along the lines of previ-
ously mentioned results. The algorithm combines global optimization by widely explor-
ing evolutionary algorithm with local exploiting search by gradient descent procedure.
It has been designed as an incremental algorithm starting with minimalistic network
sizes and stochastically growing the evolved networks in the course of learning. The
performance of the algorithm is demonstrated on a set of experiments on the bench-
mark data. It can be seen that this approach achieves solutions comparable to full-size
regularization networks, yet the evolved networks have typically much smaller numbers
of hidden units.
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6. Kůrková, V., Sanguineti, M.: Learning with generalization capability by kernel methods of
bounded complexity. J. Complex 21(3), 350–367 (2005)
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1 FMP Berlin, Robert-Rössle-Str. 10, D-13125 Berlin, Germany
wichard@fmp-berlin.de

http://www.fmp-berlin.de
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Abstract. We propose a non-standard neural network called TPNN which of-
fers the direct mapping from a peptide sequence to a property of interest in order
to model the quantitative structure activity relation. The peptide sequence serves
as a template for the network topology. The building blocks of the network are
single cells which correspond one-to-one to the amino acids of the peptide. The
network training is based on gradient descent techniques, which rely on the effi-
cient calculation of the gradient by back-propagation. The TPNN together with
a GA-based exploration of the combinatorial peptide space is a new method for
peptide design and optimization. We demonstrate the feasibility of this method in
the drug discovery process.

1 Introduction

An important task in modern drug discovery is to understand the quantitative structure
activity relation (QSAR). QSAR problems can be divided into a coding and learning
part. The learning part could be solved with standard machine learning tools. Artificial
neural networks are commonly used in this context as nonlinear regression models that
correlate the biological activities with the physiochemical or structural properties of
those chemical compounds that were tested in a specific assay.

The most important part in QSAR analysis is the identification of molecular de-
scriptors which encode the essential properties of the compounds under investigation.
Alternative approaches of the classical machine-learning-based QSAR circumvent the
problem of computing and selecting a representative set of molecular descriptors.
Therefore the molecules are considered as structured data - represented as graphs -
wherein each atom is a node and each bond is an edge. This is the main concept of the
Molecular Graph Network [1, 2, 3] and of the Graph Machines [4] which translate a
chemical structure into a graph that works as topology-template for the connections of
a neural network.

In this work, we follow the idea of translating the chemical structure of a compound
directly into the topology of a learning machine. Our strategy is focused on peptides
which are chains of amino acids. Each cell in the network corresponds one-to-one to an
amino acid in the peptide. Hence the amino acid sequence of a peptide determines the
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topology of the network. We call this architecture Topology Preserving Neural Network
(TPNN) and we propose a learning strategy that adapts the weights of the cells with
respect to the the assay data. The adapted cells are used to build models for the QSAR
of new virtual peptides in order to optimize the desired property in silico. We explore
the high dimensional space of all possible peptides with a genetic algorithm wherein
the output of TPNN-model defines the fitness function. Only the top ranking in silico
peptides are selected for synthesis and in vitro testing in the assay.

The fully connected TPNN is described in the next section and the training and reg-
ularization follows in section 3. The use of TPNN models in peptide design is reported
in section 4 and first results are presented in section 5.

2 Network Representation of Peptides

Peptides are short linear polymers built from amino acids that are linked with an amide
bond. The 20 proteinogenic amino acids are the most important ones and they are the
building blocks of almost all proteins in nature. The string representation of the peptide
S is called the peptide sequence and it is given by the order in which the amino acid
lie in the chain. We further assume that the peptides are composed of amino acids from
a pool of M different individuals called the alphabet. In a TPNN each amino acid
from the alphabet is represented as a particular cell with individual weights that are
adjusted during the network training. The internal weight of the cell is ϕ, the inputs
from the neighboring cells are connected with the weights ω−N,...,N and the feedback
is controlled by ω0. The weights are combined in the weight vector ω. The cells are
connected to form a chain as shown in figure 1 with an one-to-one correspondence

Fig. 1. This is an example of the translation process from a peptide starting with the amino acids
Ser-Cys-Phe into a fully connected TPNN. Note the one-to-one correspondence between the
amino acids of the peptide and the elementary cells of the TPNN.
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between the amino acids in the alphabet that build the peptides and the cells in the
network. The TPNN is iterated several times which governs the system dynamics. The
internal states of the network are denoted in the state vector y with respect to their order.
The state of the i-th TPNN cell yt

i evolves for iterations t = 0, . . . , T − 1 according to

xt+1
i = ϕi + ytωi

yt+1
i = σ(xt+1

i ), (1)

wherein the activation function σ(x) is a hyperbolic tangent with an additional linear
term that leads to non-vanishing derivatives of the training error

σ(x) = tanh(x) + λx with λ� 1. (2)

The number of iterations T is set to be the average length of the sequences under inves-
tigation. The final output of the network is simply the sum over all internal states yT

i

after the final iteration.

3 Training TPNN Models

The training procedure of a TPNN is a combination of stochastic gradient descend
and back propagation with several improvements that make the training of the shared
weights feasible. The true gradient is approximated by the gradient of the loss function
which is evaluated on single training samples. The network weights are adjusted by an
amount proportional to this approximate gradient. A training sample consists of two
parts: The first part is the peptide sequence S that is a composition of the M possible
amino acids taken from the alphabet. The second part is the measured activity that
could be a continuous value or a class label, for example the classes active, weak-
active or non-active. Let’s assume that we have a collection of K training samples
{Sn, an}n=1,...,K and the weights ωj = (ϕj , ωj

−N , . . . , ωj
N )j=1,...,M of the individual

cells that correspond to the M different amino acids in the alphabet are organized in
the weight vector Ω = (ω1, . . . ,ωM ). Let f(Si, Ω) denote the output of the TPNN
for a given sequence Si with respect to the network weights Ω. This output value has
to be compared to the training label ai by means of a loss function. The loss function
measures the deviation of the TPNN output from the desired value ai. In optimization
usually a quadratic loss function is used, basically due to the simplicity of the resulting
derivatives. We propose the use of an ε–insensitive squared loss function

λε(ξ) :=
{

0 : ξ ≤ ε
(ξ − ε)2 : ξ > ε.

(3)

The output of the TPNN has zero loss and gradient if it lies inside the ε–margin of
the desired output. This forces the training algorithm to focus on the training samples
that are not properly explained by the current model rather than adjusting the network
weights by gradient steps of already correctly learned samples. We choose an ε that is
close to the mean of the single measurement variances.
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Thus the training error E(Ω, ε) is simply the loss averaged over the entire training
set

E(Ω, ε) :=
K∑

i=1

λε(ai − f(Si, Ω)). (4)

Furthermore we need regularization in order to prevent overfitting. Weight decay is
a regularization method that penalizes large weights in the network and forces the in-
significant weights to converge to zero. This results in a model with a minimum number
of free parameters, according to the principle of Occam’s razor also known as the law
of parsimony. It tells us to prefer the simplest of all equally good models. The weight
decay penalty term is defined as

P (Ω) = γ

N∑
i=1

ω2
i

1 + ω2
i

, (5)

where Ω denotes the weight vector of the TPNN and the regularization parameter γ =
0.001 is small. The penalty term is added to the training error and contributes to the
gradient.

3.1 Stochastic Gradient Descent

Training a learning machine is put to effect by minimizing the training error as defined
in equ. 4 with respect to the network weights Ω. The method of training a TPNN is
based on stochastic gradient descend. The gradient of the entire training error from
equ. 4 and the penalty term from equ. 5 is a sum of terms of the form

∂

∂Ω
[λε(ai − f(Si, Ω)) + P (Ω)] . (6)

The stochastic gradient descent performs a series of very small consecutive steps, deter-
mining each step direction from the gradient of an individual term only. After each step,
the new parameter set Ω is re–inserted into the loss function before the next gradient is
computed. This defines an update rule for the parameters of the form

Ωi = Ωi−1 − δΩi, (7)

with i = 1 . . .K , wherein K is the number of training samples. The update δΩi depends
on the i-th training sample only and is given by

δΩi = μ
∂

∂Ω
[λε(ai − f(Si, Ωi−1)) + P (Ωi−1)] . (8)

We calculate the update δΩi with the standard error back-propagation technique as it is
used for the common feed-forward multilayer perceptron [5].

The parameter μ controls the stepsize of the gradient descend. The initial step size
is already small (around μ = 0.01) and it is decreased after each training epoch with
a constant factor. This is necessary to achieve a slow convergence of the weights. Note
that in each training step only a few selected values of the entire weight vector Ω are
adjusted, namely the ones that correspond to amino acids that appear in the sequence of
the training sample.
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3.2 Building TPNN-Ensembles

A common way to improve the performance of neural networks in regression or classi-
fication tasks is ensemble building [6]. It is well known, that neural network ensembles
perform better in terms of generalization than single models would do [7, 8]. An en-
semble of TPNNs consists of several single TPNN models that are trained on randomly
chosen subsets of the training data and the training starts with random weight initial-
izations. This ensures the diversity of the resulting models which is the key issue in
ensemble building. To compute the output of the ensemble for one input sequence, the
output variables of all TPNNs belonging to the ensemble are averaged. We build en-
sembles with 20-30 individual trained TPNN models.

4 Computer Assisted Peptide Design with TPNN Models

The main objective in building a TPNN model is to recover the fundamental charac-
teristics of the structure activity relation. Therefore a start population of peptides is
selected. The sequence strings of the peptides together with the measurements from the
biological assay deliver the data for TPNN training as described in section 3. Training
the network means adapting the weights of the cells that correspond to the amino acids
of the peptides in the training set. The adapted cells work as building blocks of new
virtual peptides which are generated by rearranging the order of the cells and calculat-
ing the output of the network according to equ. 1. The resulting TPNN-model defines
the fitness function in a genetic algorithm (GA) that is generating new suggestions for
peptide synthesis based on the learned structure activity relation. The reason for the GA
approach is the huge dimension of the ”peptide space” that we have to explore. In this

Fig. 2. The example shows how the TPNN model works in computer assisted peptide design: The
model learns the properties of the peptides in the training set and the adopted cells build virtual
peptides that are evaluated in the GA-optimization
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study we investigate 9-mer peptides from an alphabet that consists of the 20 natural
amino acids and 15 non-natural D-amino-acids. We include D-amino acids in order to
increase the metabolic stability of the peptides. This leads to combinatorial library of
359 ≈ 7.8× 1013 possible peptides.

The GA represents each chromosome as amino acid sequence following the build-
ing block theory introduced by Holland [9] and Goldberg [10]. We perform mutation
and 2-point crossover on the sequence level. The start population consists of 2000 ran-
domly generated 9-mer peptides and evolves over 5000 generations. We prefer to use
elitist selection by keeping the best performing individuals of the population unchanged.
The new GA-based peptide suggestions are synthesized and tested in the biological
assay and the results are included in the next TPNN training cycle. This process is re-
peated several times and improves the peptides in each round with respect to the desired
properties.

5 Results

The first target to test our approach was a human G-protein-coupled receptor (GPCR)
from the rhodopsin family. G-protein-coupled receptors are a protein family of trans-
membrane receptors that modulate several vital physiological events and comprise one
of the largest families in the human genome with more than 800 identified sequences
[11]. The involvement in many biological processes has the consequence that GPCRs
play a key role in several pathological conditions, which has led to GPCRs being the tar-
get of up to 40% of today’s marketed drugs [12, 13]. Nevertheless very little is known
about the structure and structure-function relationship of this important target family
because up to now there are only three mammalian GPCR crystal structures published1.
The lack of structural knowledge is the reason why the common structure based mod-
elling techniques cannot be used without difficulties. The advantage of the TPNN ap-
proach is that it makes no assumption about the structural features of the drug target.
This method works without any explicit structural information.

The goal of our approach was the development of a 9-mer peptide with high activ-
ity and metabolic stability. The activity of the peptides was measured in a functional
Cellux-assay on Ca2+ mobilization using stably transfected HEK293tet cells express-
ing the human GPCR. We applied eleven different concentrations of the peptides to
obtain concentration response curves for EC50 calculations. All EC50 values are results
of 3 experiments made in duplicates. The metabolic stability was measured via reverse
phase HPLC with a ZORBAX Eclipse XDB-C18, 4, 6 × 150 mm, 5 μm column. For
that the peptides had been incubated in 25% human serum at 37°C. Samples were an-
alyzed at different time points to determine the half life (in minutes) of the peptides in
the human serum.

We started with a random population of 29 peptides followed by three optimization
cycles with 30-50 peptides each. The results with respect to the EC50 values of the
activity and the metabolic stability of the compounds are shown in figure 3.

1 The GPCR crystal structures so far are the inactive conformation of bovine-rhodopsin [14,15],
the human β2-adrenergic receptor [16] and the human A2A adenosine receptor [17].
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Fig. 3. This figure shows the metabolic stability (negative logarithm of the half life in minutes)
versus the log(EC50) values of the activity for the first three optimization rounds. The trend points
to the lower left corner of the diagram, i.e. peptides that combine activity with high metabolic
stability.

6 Conclusion

We introduced a new topology preserving cellular neural network that operates on sin-
gle cells as building blocks with a one-to-one correspondence to the amino acids of
the peptide. The TPNN mimics the chain structure of a peptide and translates a chem-
ical structure directly into the topology of a learning machine. This overcomes the ob-
stacle of designing and computing molecular descriptors for the QSAR. Furthermore
the TPNN does not rely on the availability of structural information about the drug
target.

The concept of TPNN together with the GA-based exploration of the combinatorial
peptide space is the core concept of a novel peptide optimization process in drug dis-
covery. The feasibility of the design approach was demonstrated for the construction
and optimization of peptidic GPCR ligands in an iterative process of 3 design cycles of
computer assisted optimization with respect to the activity and the metabolic stability.
Synthesis and experimental fitness determination of less than 160 different compounds
from a virtual combinatorial library of more than 7.8×1013 peptides were necessary to
achieve this goal.

This is work in process. We plan to run further optimization cycles in order to im-
prove activity and metabolic stability of the compounds. We cannot disclose the target
and the peptide sequences before the investigation is finished and the patent situation is
clarified.
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Abstract. In this paper we present a method for designing the logic-

type fuzzy system. In this kind of fuzzy systems antecedents and conse-

quences, in the individual rules, are connected by a fuzzy implication. In

our method, the whole system is designed by an evolutionary algorithm,

including learning of parameters of membership functions and selection

of an appopriate fuzzy implication and triangular norms. The results of

simulations illustrate efficiency of our method.

1 Introduction

In the literature various architectures of neuro-fuzzy systems have been stud-
ied [8][9][11]. The Takagi-Sugeno scheme involves a functional dependence be-
tween consequents and inputs. In the Mamdani approach antecedents and con-
sequences, in the individual rules, are connected by a t-norm. In the case of
the logical approach antecedents and consequences are connected by a fuzzy
implication, and the most popular are S, R and Q fuzzy implications [11].

In recent works on the evolutionary design of fuzzy systems [1][2][4] Mamdani-
type fuzzy systems are studied. In this paper we show the result of research on the
evolutionary learning of logic-type fuzzy systems. Besides the learning method
applied to find parameters of membership functions, we propose a new approach
to designing structure of the fuzzy system. In particular, by an evolutionary
method we select a fuzzy implication and t-norms describing the fuzzy system.
In view of a great number of available fuzzy implications it is possible to build
various systems. A challenging problem is to choose an appropriate system for
the specific task. Fortunately, we can successfully use the evolutionary strategy
to optimize the structure of the whole system, that is to choose the appropriate

� This work was partly supported by the Foundation for Polish Science (TEAM project

for the years 2010-2014) and the Polish Ministry of Science and Higher Education

(Polish-Singapore research project for the years 2008-2010, research project for the

years 2008-2011).

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 143–148, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



144 M. Gabryel and L. Rutkowski

fuzzy implication, t-norms and parameters of the system. Our method completely
relieves the designer of the monotonous construction of the system.

Our paper is divided into three main sections. In the next section we will give
a short description of the logic-type fuzzy system. Next, we will present details
of evolutionary designing method. In the last section the results of simulations
are shown.

2 Logic-Type Fuzzy System

In this paper, we consider a multi input, single output fuzzy system mapping
X→ Y where X ⊂ Rn and Y ⊂ R. The fuzzy rule base consists of a collection
of N fuzzy IF-THEN rules in the form:

R(r) : IF x1 is Ar
1 AND . . . AND xn is Ar

n THEN y is Br, (1)

where x = [x1, . . . , xn] are input variables, n - number of inputs, y - output value,
fuzzy sets Ar

1, A
r
2, . . . , A

r
n and Br are characterized by membership functions

μAr
i
(xi) and μBr (y), respectively, r = 1, ..., N , i = 1, ..., n. We use the most

common singleton fuzzyfier for mapping crisp values of inputs variables into
fuzzy sets [10]. The defuzzyfication process was made by the COA (center of the
area method)

y =

N∑
r=1

yr · μB′(yr)

N∑
r=1

μB′(yr)

(2)

where yr is a centre of gravity (centroid) of fuzzy set Bk, and

B′ =
N⋂

k=1

Bk, μB′(y) =
N

T
k=1

{μBk(y)} (3)

Antecedents and consequences in the individual rules are connected by a fuzzy
implication denoted by Ifuzzy(·). The aggregation of sets Bk ⊆ Y is made using
a t-norm

μB′(yr) =
N

T
k=1

{
μ

B
k(yr)

}
=

N

T
k=1

{Ifuzzy (μAk(x), μBk(yr))} , (4)

x = [x1, . . . , xn] is the input signal. Antecedents are connected by a t-norm

μAk(x) =
n

T
k=1

{
μAk

i
(xi)

}
. (5)

Combining formulas (2)-(5) we obtain the following description

y =

N∑
r=1

yr ·
N

T
k=1

{
Ifuzzy

(
n

T
i=1

(
μAk

i
(xi)

)
, μBk(yr)

)}
N∑

r=1

N

T
k=1

{
Ifuzzy

(
n

T
i=1

(
μAk

i
(xi)

)
, μBk(yr)

)} , (6)
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In the sequel the following implications will be used [10]:
1) Kleene-Dienes (binary)

I(a, b) = max {1− a, b} , (7)

2) Lukaszewicz
I(a, b) = max {1, 1− a + b} , (8)

3) Reichenbach
I(a, b) = 1− a + a · b, (9)

4) Fodor

I(a, b) =

{
1 a ≤ b

max{1− a, b} a > b
, (10)

5) Goguen

I(a, b) =

{
1 a = 0
max{1, b

a} a > 0
, (11)

6) Gödel

I(a, b) =

{
1 a ≤ b

b a > b
, (12)

6) Zadeh
I(a, b) = max {min(a, b), 1− a} , (13)

7) Rescher

I(a, b) =

{
1 a ≤ b

0 a > b
, (14)

8) Yager
I(a, b) = ba, (15)

9) Willmott

I(a, b) = max {max(1− a, b),max(a, 1− b,min(1− a, b))} , (16)

10) Dubois-Prade

I(a, b) =

⎧⎪⎨⎪⎩
1− a b = 0
b a = 1
1 other case

. (17)

We chose as membership functions μAk
i
(xi) and μBk(y) the Gaussian functions

μAk
i
(xi) = exp

[
−(xi − xk

i )2/σk
i
2
]
, μBk

i
(y) = exp

[
−(y − yk)2/σk2

]
.

The system described by formula (6) has been trained using the idea of the
backpropagation method [11]. In the next section we will describe an evolution-
ary algorithm to train and design such system.
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3 Evolutionary Learning and Designing of Logic-Type
Fuzzy Systems

3.1 Parameters Learning

Let x ∈ X ⊂ Rn. Let y(t) ∈ Y ⊂ R, d(t) ∈ Y ⊂ R, t = 1, ...,K, be a sequence of
inputs and desirable output signals, respectively. Based on the learning sequence
((x(1), d(1)), (x(2), d(2)), ..., (x(K), d(K))) we wish to determine all parameters
xk

i , σk
i , yk, σk, i = 1, ..., n, k = 1, ..., N , such that e(t) = 1

2 [y(t)− d(t)]2 is
minimized, where y is given by formula (6).

We will solve the above problem by using an evolutionary strategy (μ, λ)
[3]. This method consists in selection of system parameters describing shapes of
membership functions. Parameters xk

i , σk
i , yk, σk are encoded in a chromosome

as the real-value numbers. After using genetic operators and determining values
of fitness functions, which reflect the effectiveness of the coded systems, the
evolutionary algorithm selects the best individuals to the next generation.

The learning metod of fuzzy systems needs to initiate the primary population
of individuals. It usually consists in random drawing of values of respective genes.
In this paper a method that allows to initiate both the chromosomes coding
system parameters and a chromosome describing values of the range of mutation
has been used. The method accelerates the process of optimization. In some cases
the method makes possibile to complete this process in a reasonable time what
is not assured by previous methods of evolutionary alorithms initialization [3][7].
The learning algorithm and the algorithm of initialization of primary population
are presented in detail in our previous works [5][6].

In the fuzzy system given by formula (6) membership functions are described
by parameters (xk

i , σ
k
i ) and (yk, σk), respectively. Thus each of the rules will be

encoded in a piece of the chromosome Xj denoted by Xj,k =
(
xk

1 , σ
k
1 , x

k
2 , σ

k
2 , . . . ,

xk
n, σ

k
n, y

k, σk
)
, where k = 1, . . . , N and j is a number of the chromosome. The

complete rule base is represented by chromosome Xj = (Xj,1,Xj,2, . . . , Xj,N ).
Details are presented in [4].

3.2 Designing the Structure of the Logic-Type Fuzzy System

The encoding method outlined in the previous subsection will be extended by
using an additional chromosome which encodes information about t-norms and
fuzzy implications used in the logic type fuzzy system. It may be noted that
due to the different combinations of these functions, there can occur quite a
number of different systems. Ten implications (7)-(17) and two t-norms (prod-
uct and minimum) create 30 different combinations of systems. For a designer,
who chooses the logical reasoning model, it is time consuming to test the perfor-
mance of all combinations. Therefore, we propose the appropriate evolutionary
algorithm, which is able to select the most appropriate structure of the system
and also to choose the parameters of membership functions.

Schematic process of encoding is shown in Figure 1. New chromosome, de-
noted by kj , has 3 genes, which take integer values. The first gen is responsible
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Fig. 1. Schematic process of encoding

for encoding t-norms combining antecedents (5). The second gene encodes a t-
norm which is used to aggregate fuzzy sets Bk in formula (3). The last gene is
responsible for encoding the type of fuzzy implication Ifuzzy(·).

Each type of function is encoded using a numeric value. The product t-norm is
marked by 0 wheras the minimum t-norm by 1. In the case of fuzzy implications
(7)–(17), the implications are sequentially numbered: Kleene-Dienes is marked
by 0, Lukasiewicz by 1, etc. and Dubois-Prade by 10. During the evolution on
the new chromosome kj is performed only one genetic operation – a mutation.
The mutation occurs with some probability pm and results in an increase of the
gene value by one. In case when the gene value is equal to the number of the last
encoded function (t-norm or fuzzy implication), then it takes the value equal to
zero.

4 Symulation Results

Our evolutionary method for learning and designing logic-type fuzzy systems was
simulated on the Glass problem, Monk1 problem and Wine recognition problem
[12]. We assume the following parameters for simulations: μ = 100, λ = 500, and
maximum number of generations is 500. The experimental results are shown in
Table 1. Subsequent colums contain information about: problem name, selected
fuzzy implication, selected t-norms for conneccting antecedents in formula (5)
and aggregation of sets Bk in formula (3) and effectiveness of the classification
(percentage of correctly classified samples) obtained in the learning and testing
processes. We obtained the full effectiveness of the Monk1 classification and good
results for the glass and wine classification.

Table 1. The experimental results

problem implication t-norm t-norm training testing

Glass Goguen product product 100.0% 85.9%

Monk1 Goguen min min 100.0% 100.0%

Wine Gödel product min 100.0% 94.23%
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5 Final Remarks

In logic-type systems, the antecedents and consequences of rules are connected
by fuzzy implications. Combining fuzzy implications (7)–(17) with appopriate t-
norms, performing operations (3) and (5), we obtain various fuzzy systems. In the
paper the evolutionary method of choosing the best fuzzy system for a specific
solved problem was presented. Simulation results confirm the effectiveness of our
method. By making use of the evolutionary aproach we designed the structure
of a fuzzy system and learned its parameters.

References

1. Cordon, O., Herrera, F., Hoffman, F., Magdalena, L.: Genetic Fuzzy System. Evo-

lutionary Tunning and Learning of Fuzzy Knowledge Bases. World Scientific, Sin-

gapore (2000)

2. Cordon, O., Gomide, F., Herrera, F., Hoffmann, F., Magdalena, L.: Ten years of

genetic fuzzy systems: current framework and new trends. Fuzzy sets and sys-

tems 141, 5–31 (2004)

3. Eiben, A.E., Smith, J.E.: Introduction to Evolutionary Computing. Springer, Hei-

delberg (2003)

4. Gabryel, M., Cpalka, K., Rutkowski, L.: Evolutionary strategies for learning of

neuro-fuzzy systems. In: I Workshop on Genetic Fuzzy Systems, Genewa, pp. 119–

123 (2005)

5. Gabryel, M., Rutkowski, L.: Evolutionary Learning of Mamdani-type Neuro-Fuzzy

Systems. In: Rutkowski, L., Tadeusiewicz, R., Zadeh, L.A., Żurada, J.M. (eds.)

ICAISC 2006. LNCS (LNAI), vol. 4029, pp. 354–359. Springer, Heidelberg (2006)

6. Korytkowski, M., Gabryel, M., Rutkowski, L., Drozda, S.: Evolutionary Methods to

Create Interpretable Modular System. In: Rutkowski, L., Tadeusiewicz, R., Zadeh,

L.A., Zurada, J.M. (eds.) ICAISC 2008. LNCS (LNAI), vol. 5097, pp. 405–413.

Springer, Heidelberg (2008)

7. Michalewicz, Z.: Genetic Algorithms + Data Structures = Evolution Programs,

3rd edn. Springer, Heidelberg (1996)

8. Rutkowska, D., Nowicki, R.: Implication-Based Neuro-Fuzzy Architectures. Inten-

rational Journal of Applied Mathematics and Computer Science 10(4) (2000)

9. Rutkowska, D.: Neuro Fuzzy Architectures and Hybrid Learning. Springer, Heidel-

berg (2002)

10. Rutkowski, L.: Computational Inteligence. Methods and Techniques. Springer, Hei-

delberg (2008)

11. Rutkowski, L.: Flexible Neuro Fuzzy Systems. Kluwer Academic Publishers, Dor-

drecht (2004)

12. Mertz, C.J., Murphy, P.M.: UCI respository of machine learning databases,

http://www.ics.uci.edu/pub/machine-learning-databases

http://www.ics.uci.edu/pub/machine-learning-databases


Combining Evolutionary and Sequential Search
Strategies for Unsupervised Feature Selection

Artur Klepaczko and Andrzej Materka

Technical University of Lodz, Institute of Electronics

ul. Wolczanska 211/215, 90-924 Lodz, Lodz

{aklepaczko,amaterka}@p.lodz.pl

Abstract. The research presented in this paper aimed at development

of a robust feature space exploration technique for unsupervised selec-

tion of its subspace for feature vectors classification. Experiments with

synthetic and textured image data sets show that current sequential and

evolutionary strategies are inefficient in the cases of large feature vec-

tor dimensions (reaching the order of 102) and multiple-class problems.

Thus, the proposed approach utilizes the concept of hybrid genetic algo-

rithm and adopts it for specific requirements of unsupervised learning.

Keywords: Unsupervised feature selection, hybrid genetic algorithm,

texture analysis.

1 Introduction

Literature describes two general approaches to the feature selection problem
[1]. In the filter strategy an attribute saliency is estimated individually accord-
ing to some evaluation measure. The main advantage of these methods is their
low computational complexity as they avoid time-consuming feature space ex-
ploration. However, it is often observed that discriminative power of a single
feature emerges only when it is accompanied by some other attributes.

The second option is the wrapper approach, in which performance of a classi-
fier is iteratively evaluated across different feature subsets. This in turn suggests
how a certain combination of attributes is useful to discriminate classes. Effi-
ciency of wrapper-type selection strongly depends the strategy of constructing
subsequent feature subsets. Especially for high-dimensional patterns, testing all
possible feature combinations is intractable. Hence, a search algorithm should
intelligently decide which feature subspaces should be examined to ensure con-
vergence near optimum without performing a complete browse.

This paper focuses on wrapper-type feature selection in unsupervised learn-
ing. The reasons that motivate research in this area are twofold. First of all,
existing search strategies which proved effective in the supervised feature selec-
tion often occur inefficient in the unsupervised mode. Secondly, some feature
space exploration techniques demand target dimensionality to be determined
in advance. However, in the case of unsupervised learning ambiguity concern-
ing number of clusters involves uncertainty about minimal number of features
required to properly discriminate them.
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2 Unsupervised Feature Selection

2.1 Problem Formulation

Let N denote dimension of data vectors whose components correspond to fea-
tures ξj , j = 1, . . . , N . Feature selection constructs a subset Ξ̂ of the most sig-
nificant attributes from Ω = {ξ1, . . . , ξN} of all N features. Formally:

Ξ̂ = arg max
Ξl⊂Ω

J(Ξl), (1)

where J denotes a criterion function used to evaluate feature subset significance,
Ξl ∈MΩ — the collection of all subsets of Ω, and l = 1, . . . , |MΩ|.

In the case of unsupervised learning — due to the lack of class labels in
the training data set — the common choice for J are various clustering quality
measures, like DB index [2] or silhouette value [3]. Such inference assumes that
high quality clusters are feasible only in a subspace of relevant attributes.

Apart from a chosen quality index, a decisive element of the wrapper approach
is a search strategy that constructs feature subsets Ξl — candidates for selection.
There are three general groups of feature space exploration schemes: complete,
sequential and evolutionary [4]. In the following we concentrate on evolutionary
techniques which appear particulary useful in unsupervised mode. This is mainly
due to their ability to escape from local optima of the objective function which
are very common for clustering evaluation measures [5,3].

2.2 Evolutionary Search Strategies

The paradigm of evolutionary optimization algorithms assumes that candidate
solutions are represented by population of chromosomes (or agents). In the fea-
ture selection problem, agents can be viewed as binary vectors composed of genes
corresponding to all attributes in Ω. If a bit (gene) is set, then its corresponding
feature is treated as significant and vice versa. Each chromosome is associated
with its fitness value proportional to classification quality obtained in attribute
subspace selected by unit genes. In order to browse through feature space, evo-
lutionary techniques utilize operations which imitate natural genetic processes
of living organisms — parent-chromosomes selection, cross-over, mutation and
replacement (see Fig. 1 for the general outline of the Simple Genetic Algorithm
— SGA) — refer e.g. to [6].

According to earlier remarks, unsupervised learning mode raises additional
challenge for the feature selection problem. In majority of real-life applications
the number of clusters is unknown and needs to be determined together with
features significance. In [5] and [7] this issue is addressed by enlarging a chromo-
some with extra genes responsible for encoding number of clusters K. The length
of this second bit string equals Kmax−Kmin, where Kmin and Kmax denote low
and top bound settled a priori for K. Each unit gene in this part of an agent
increases the number of clusters by one in relation to the low bound.
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Moreover, in many approaches the task of unsupervised feature selection is
considered as a multi-optimization problem. Apart from clustering quality maxi-
mization, they try to minimize feature space dimensionality and cluster complex-
ity. However, multi-criterion optimization requires a more sophisticated search
strategy than SGA. Morita et al. [7] adopt the Nondominated Sorting Genetic
Algorithm (NSGA) [8], while [5] introduces original approach of feature space
exploration — the Evolutionary Local Selection Algorithm (ELSA).

3 Hybrid Genetic Algorithms

An important drawback of evolutionary strategies is low convergence rate near
the best solution. The same reasons which allow a genetic algorithm escape
from a local optimum can cause the algorithm to abandon the global one. A
hybrid approach, that combines sequential and random search schemes, provide
a trade-off between the need of fast convergence and resistance to local optima.

The concept of Hybrid Genetic Algorithm (HGA) in the context of super-
vised learning is described in [9]. It introduces local sequential search operator
invoked between mutation and replacement. The aim of this operator is to ex-
plore solution space in the neighborhood of the offspring obtained after mutation,
and substitute it with a higher fitness chromosome. Below, we first describe the
approach proposed in [9]. It will be referred to as fixed-dimensionality HGA
(F-HGA), as it demands cardinality d of target feature subspace to be fixed a
priori. Then, we introduce our variant of HGA, which relaxes the requirements
for d — only its top bound dmax needs to be assumed. Thus, it will be called
constrained-dimensionality HGA (C-HGA).

3.1 Fixed-Dimensionality HGA

As mentioned earlier, the mutated offspring-chromosome is passed to the local
improvement operator. In F-HGA this stage consists of two basic operations, the
so-called ripple removal (ripple rem) and ripple addition (ripple add), both de-
pendent on an integer parameter r. Before local improvement starts, all features

START

Set Gmax, j = 1

Initiate population

Select parent

chromosomes

Parents

cross-over

Offspring

mutation

Replacement,

j = j + 1

j = Gmax? STOP
NO YES

Fig. 1. Simple Genetic Algorithm with steady-state replacement method. Gmax denotes

maximal number of generations.
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1. Ξ0 = Ξ; Δ0 = Δ

2. for t = 1 to r // additions loop

3. δ̂ = arg max
δ∈Δt−1

J(Ξt−1 ∪ {δ});

4. Ξt = Ξt−1 ∪ {δ̂}; Δt = Δt−1 \ {δ̂};
5. Ξ0 = Ξt; Δ0 = Δt;

6. for t = 1 to r − 1 // removals loop
7. ξ̂ = arg max

ξ∈Ξt−1

J(Ξt−1 \ {ξ});

8. Ξt = Ξt−1 \ {ξ̂}; Δt = Δt−1 ∪ {ξ̂};
9. Ξ = Ξt; Δ = Δt;

1. if nc = d then

2. ripple rem(r);

3. ripple add(r);

4. else if nc < d then

5. for i = 1 to (d− nc)

6. ripple add(r);

7. else if nc > d then

8. for i = 1 to (nc − d)

9. ripple rem(r);

(a) (b)

Fig. 2. Pseudo-code of (a) the ripple add operation and (b) the local improvement

operator in F-HGA

whose corresponding genes in the offspring equal to one, are put into a signifi-
cant feature subset Ξ. All the remaining attributes form insignificant subset Δ.
Then, the ripple add operation proceeds as depicted in Fig. 2a.

The ripple rem procedure consists of similar loops as ripple add, but in reverse
order. It starts with r consecutive removals and is followed by r − 1 additions.
Basing on these two generic procedures the local improvement operation depends
on the relation between number of significant features after offspring mutation
nc and presumed target dimensionality d (see Fig. 2b). After local improvement
terminates, all offspring genes whose corresponding attributes belong to the up-
dated subset Ξ are set to one, the other are assigned zeros.

3.2 Constrained-Dimensionality HGA

The most intense argument against F-HGA is the requirement to determine di-
mensionality of target feature subspace prior to algorithm execution. However,
feature subsets of some particular cardinality may not contain optimal or even
suboptimal solution. Therefore, we propose another concept of the local search
operator — apart from improving clustering quality, it allows finding optimal
number of relevant features. In order to achieve that, it incorporates two extra
procedures: conditional removal and addition (rem incr and add incr respec-
tively — cf. Fig. 3a). These operations increase or decrease number of features
in the current solution if only it improves objective function.

Each loop of rem incr and rem incr alters the size of Ξ (denoted by nc)
by one. Although the proposed local improvement mechanism does not demand
fixing the value for target dimensionality d, lower and upper bounds have to
be imposed (dmin and dmax respectively). Figure 3b depicts local improvement
method in the C-HGA strategy.

In the above, we have made a tacit assumption that number of clusters K is
known a priori. In order to determine it automatically, we propose to perform
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Conditional addition (add incr):

1. do
2. δ̂ = arg max

δ∈Δ
J(Ξ ∪ {δ});

3. if J(Ξ ∪ {δ̂}) > J(Ξ) then

4. Ξ = Ξ ∪ {δ̂}; Δ = Δ \ {δ̂};
5. whileJ(Ξ ∪ {δ̂}) > J(Ξ)

Conditional removal (rem incr):

1. do
2. ξ̂ = arg max

ξ∈Ξ
J(Ξ \ {ξ});

3. if J(Ξ \ {ξ̂}) > J(Ξ) then

4. Ξ = Ξ \ {ξ̂}; Δ = Δ ∪ {ξ̂};
5. whileJ(Ξ \ {ξ̂}) > J(Ξ)

1. nc = ‖Ξ‖;
2. switch
3. case nc < dmin

4. for i = 1 to (dmin − nc)
5. ripple add(r);
6. while nc < dmax

7. add incr ;
8. case nc = dmin

9. while nc < dmax

10. add incr ;
11. case nc > dmin and nc ≤ dmax

12. while nc > dmin

13. rem incr ;
14. while nc < dmax

15. add incr ;
16. case nc > dmax

17. for i = 1 to (nc − dmax)
18. ripple rem(r);
19. while nc > dmin

20. rem incr ;

(a) (b)

Fig. 3. Pseudo-code of conditional addition and removal operations (a) and the local

improvement operator in C-HGA (b)

several runs of HGA, each time with different presumption concerning K. Solu-
tion which gives the highest clustering quality over all runs indicates the most
probable value of K.

4 Experiments

4.1 Experimental Framework

Evaluating effectiveness of feature space exploration methods involves consider-
ing different aspects of the unsupervised feature selection task. The comparison
presented below examines three search strategies — both versions of HGA and
NSGA — in 4 test areas 1) localizing feature subspaces ensuring high quality
partitioning, 2) minimizing number of significant features, 3) finding optimal so-
lution with high convergence rate, and 4) identifying correct number of clusters.
In the case of NSGA, similarly to experiments reported by [7], there are two
optimized objectives: clustering quality and feature space dimension. F-HGA is
excluded from test area 2 (as it requires fixed target dimensionality) and also
from test area 4 (its behaviour shall not remarkably differ from C-HGA in this re-
spect). Independently from search strategy, clustering quality is evaluated using
global silhouette value [3].
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The data sets used in the experiments were constructed using a series of
eight Brodatz album natural texture images (tree bark, brick wall, beach sand,
calf leather, herringbone weave, plastic bubbles, rafia and woolen clothe) [10].
Every texture image was divided into 56 non-overlapping square-shaped regions
of interest (ROI), each of the size 64×64 pixels. Next, all ROIs were submitted to
texture analysis. This stage was accomplished by the help of MaZda software [11].
Each ROI was described by 270 texture parameters derived from co-occurrence
and run-length matrices, autoregressive model, wavelet transform and absolute
gradient. Feature vectors corresponding to different textures were then combined
into various sets of 2, 3, 4 and 5 classes (10 data sets were formed in each case).

4.2 Results

Table 1 presents clustering quality of the best solutions (test area 1) obtained by
the analyzed search strategies, averaged within each group of data sets. Indepen-
dently from a data set, it was assumed that target dimension d (or its maximal
value dmax in the case of C-HGA) equals to 10. It can be seen that C-HGA
performs better than other techniques. Its supremacy reveals mainly for data
sets containing more than two classes. The proposed strategy allows obtaining
highest quality clusters within each data set group. NSGA in this aspect appears
to be the worst choice.

In the test area 2, two NSGA solutions are taken into account. The first
chromosome maximizes quality of clustering, while the second one minimizes
number of relevant features. The averaged results obtained for each class-group
and depicted in Table 2 show that NSGA is capable of finding lowest-dimensional
feature subspaces. However, if the clustering quality is concerned, dimensions of
the best NSGA solutions surpass the size of C-HGA-selected subsets.

In order to estimate computational effort (test area 3) associated with each
of analyzed evolutionary search strategies we measure number of generations
necessary to achieve final solution. The averaged results, gathered in Table 3
show that both C-HGA and F-HGA are superior to NSGA.

In the test area 4 we analyze two approaches which will be referred to as
mode I and mode II. Mode I refers to the idea of identifying number of clusters
simultaneously with features relevance by encoding K on dedicated chromosome
genes, as described by [5]. On the other hand, mode II realizes the concept which

Table 1. Global silhouette values averaged over data sets within class-groups

Ka NSGA F-HGA C-HGA

2 0,93 0,94 0,95

3 0,89 0,92 0,93

4 0,86 0,88 0,89

5 0,83 0,87 0,89
aK — number of classes in a data set group.
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Table 2. Final feature space dimension and global silhouette values averaged over all

data sets within each class-group

NSGA-Nb NSGA-SVc C-HGA
Ka

N Υ N Υ N Υ

2 2,5 0,89 6,6 0,93 1,9 0,95

3 3,0 0,85 5,9 0,89 2,8 0,93

4 4,8 0,83 9,0 0,86 5,4 0,89

5 4,7 0,78 8,6 0,83 6,1 0,89

aK — number of classes in a data set group.
bNSGA-N — NSGA solution best at feature space dimension.
cNSGA-SV — NSGA solution best at clustering quality.

Table 3. Average number of generations necessary to achieve optimal solution

Ka NSGA F-HGA C-HGA

2 31 15 11

3 54 15 11

4 86 28 15

5 130 35 16

aK — number of classes in a data set group.

involves running feature selection with K set a priori separately for every K from
the feasible range of values. We apply mode II to C-HGA and NSGA strategies,
while mode I is used only with NSGA. Table 4 shows percentage of accurate
estimates obtained by the analyzed methods. It can be observed that C-HGA
gains the best results for each data set class-group, whereas NSGA in mode I
achieves the poorest performance. NSGA fails since optimization procedure can
be biased towards irrelevant feature subsets if for a given set of attributes wrong
number of clusters ensures better estimates of clustering quality than some true
partitioning.

Table 4. Percentage of accurately determined number of clusters [%]

Mode I Mode II
Ka

NSGA NSGA C-HGA

2 100 100 100

3 70 80 100

4 50 80 100

5 30 70 90

aK — number of classes in a data set group.



156 A. Klepaczko and A. Materka

5 Conclusions

In this study we introduced a novel hybrid genetic algorithm (HGA) for unsuper-
vised feature selection. We call our approach constrained-dimensionality HGA
(C-HGA), as it searches for feature subsets whose size falls into the predefined
range of feasible target dimensions. In contradiction to the strategy previously
described in the literature [9], to which we refer as fixed-dimensionality HGA
(F-HGA), local sequential search operator is effective only when it improves eval-
uation function. Otherwise, candidate feature subsets remain unchanged. Exper-
imental results prove robustness of the proposed approach in various aspects of
unsupervised knowledge discovery.
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Abstract. In the paper a new evolutionary algorithm for induction of

univariate regression trees is proposed. In contrast to typical top-down

approaches it globally searches for the best tree structure and tests in

internal nodes. The population of initial trees is created with diverse top-

down methods on randomly chosen sub-samples of the training data.

Specialized genetic operators allow the algorithm to efficiently evolve

regression trees. The complexity term introduced in the fitness function

helps to mitigate the over-fitting problem. The preliminary experimental

validation is promising as the resulting trees can be significantly less

complex with at least comparable performance to the classical top-down

counterpart.

1 Introduction

Regression is beside classification the most common predictive task in data min-
ing applications [4]. It relies on associating numeric outcomes to objects based
on their feature values. Regression trees are now popular alternatives to classical
statistical techniques like standard regression or logistic regression [6]. The popu-
larity of the tree-based approaches can be explained by their ease of application,
fast operation and what may be the most important, their effectiveness. Further-
more, the hierarchical tree structure, where appropriate tests from consecutive
nodes are sequentially applied, closely resembles a human way of decision mak-
ing which makes regression trees natural and easy to understand even for not
experienced analyst.

There exists a lot of regression tree systems. One of the first solutions was
presented in the seminal book describing the CART system [2]. CART uses
the sum of squared residuals as an impurity function and builds a piecewise-
constant model with each terminal node fitted by the training sample mean. A
lot of effort was then placed in developing model trees, which extend standard
regression trees by replacing in leaves single predicted values by more advanced
models (e.g. linear). M5 [13] proposed by Quinlan, RT [14] developed by Torgo
or SECRET [3] are good examples of such model trees. Recently, another model
tree system SMOTI [11] was introduced and it enables associating multiple linear
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model with a leaf by combining straight-line regressions reported along the path
from the root.

It should be noticed that all aforementioned systems induce regression trees in
a top-down manner. Starting from the root node they search for the locally opti-
mal split (test) according to the given optimality measure and then the training
data is redirected to newly created nodes. This procedure is recursively repeated
until the stopping criteria is not met. Finally, the post-pruning is applied to im-
prove the generalization power of the predictive model. Such a greedy technique
is fast and generally efficient in many practical problem, but obviously does not
guarantee the globally optimal solution. It can be expected that more global
induction could be more adequate in certain situations.

In this paper we want to investigate a global approach to regression tree
induction based on a specialized evolutionary algorithm. In our previous works
we showed that evolutionary inducers are capable to efficiently induce various
types of classification trees: univariate [8], oblique [9] and mixed [10]. In this
paper we want to show that similar approach can be applied to obtain accurate
and compact regression trees.

The rest of the paper is organized as follows. In the next section a new evolu-
tionary algorithm for global induction of univariate regression trees is described.
Experimental validation of the proposed approach on artificial and real-life data
is presented in section 3. In the last section, the paper is concluded and possible
future works are sketched.

2 Evolutionary Induction of Regression Trees

The general structure of the system follows a typical framework of evolutionary
algorithms [12] with an unstructured population and a generational selection.

2.1 Representation, Initialization and Termination Condition

Representation. In the presented system, regression trees are represented in
their actual form as classical univariate trees1. Each test in a non-terminal node
concerns only one attribute (nominal or continuous valued). Additionally, in
every node information about learning vectors associated with the node is stored.
This enables the algorithm to perform more efficiently local structure and tests
modifications during applications of genetic operators. Every leaf is associated
with the predicted value estimated as a mean of dependent variable values from
training objects in this leaf.

In case of a nominal attribute at least one value is associated with each branch.
It means that an inner disjunction is built-in into the induction algorithm. For a
continuous-valued feature typical inequality tests are applied. As potential splits
only precalculated candidate thresholds are considered. A candidate threshold
for the given attribute is defined as a midpoint between such a successive pair
1 Tree-based representation is typical for genetic programming and for the first idea

of evolving decision trees was proposed by Koza [7].
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of examples in the sequence sorted by the increasing value of the attribute,
in which the examples are characterized by different predicted values. Such a
solution significantly limits the number of possible splits and focuses the search
process.

Initialization. In the proposed approach, initial individuals are created by ap-
plying the classical top-down algorithm to randomly chosen sub-samples of the
original training data (arbitrary default: 10% of data, but not more than 500
examples). Additionally, for every initial tree one of three test search strategies
in non-terminal nodes is applied. Two strategies come from the very well-known
regression tree systems i.e. CART [2] and M5 [13] and they are based on Least
Squares or Least Absolute Deviation. The last strategy is called dipolar, where a
pair of feature vectors (dipole) is selected and then a test is constructed which
splits this dipole. Selection of the dipole is randomized but longer (with bigger
difference between dependent variable values) dipoles are preferred and mecha-
nism similar to the ranking linear selection [12] is applied. The recursive parti-
tioning is finished when all training objects in a node are characterized by the
same predicted value, the number of objects in a node is lower than the pre-
defined value (default value: 5) or the maximum tree depth is reached (default
value: 10).

Terminationcondition. The evolution terminates classicallywhen the fitness of
the best individual in the population does not improve during the fixed number
of generations [12] (default value is equal 1000). Additionally maximum number
of generations is specified, which allows limiting the computation time in case of a
slow convergence (default value: 5000).

2.2 Genetic Operators

There are two specialized genetic operators corresponding to the classical muta-
tion and cross-over. Application of both operators can result in changes of the
tree structure and tests in non-terminal nodes. After applying any operator it is
usually necessary to relocate learning vectors between parts of the tree rooted in
the altered node. This can cause that certain parts of the tree does not contain
any learning vectors and has to be pruned.

Mutation operator. A mutation-like operator is applied with a given prob-
ability to a tree (default value is 0.8) and it guarantees that at least one node
of the selected individual is mutated. Firstly, the type of the node (leaf or in-
ternal node) is randomly chosen with equal probability and if a mutation of a
node of this type is not possible, the other node type is chosen. A ranked list of
nodes of the selected type is created and a mechanism analogous to ranking lin-
ear selection is applied to decide which node will be affected. While concerning
internal nodes, the location (the level) of the node in the tree and the quality
of the subtree starting in the considered node are taken into account. It is ev-
ident that modification of the test in the root node affects whole tree and has
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a great impact, whereas mutation of an internal node in lower parts of the tree
has only a local impact. In the proposed method, nodes on higher levels of the
tree are mutated with lower probability and among nodes on the same level the
absolute error calculated on the learning vectors located in the subtree is used
to sort them. As for leaves, only absolute error is used to put them in order, but
homogenous leaves are not included. As a result, leaves which are worse in terms
of accuracy are mutated with higher probability.

Modifications performed by mutation operator depend on the node type (i.e.
if the considered node is a leaf node or an internal node). For a non-terminal
node a few possibilities exist:

– A completely new test can be found by means of the dipolar method used
for the initialization;

– The existing test can be altered by shifting the splitting threshold (continuous-
valued feature) or re-grouping feature values (nominal features);

– A test can be replaced by another test or tests can be interchanged;
– One sub-tree can be replaced by another sub-tree from the same node;
– A node can be transformed (pruned) into a leaf.

Modifying a leaf makes sense only if it contains objects with different dependent
variable values. The leaf is transformed into an internal node and a new test is
chosen in the aforementioned way.

Cross-over operator. There are also three variants of recombination. All of
them start with selecting of cross-over positions in two affected individuals. One
node is randomly chosen in each of two trees. In the most straightforward variant,
the subtrees starting in the selected nodes are exchanged. This corresponds to the
classical cross-over from genetic programming. In the second variant, which can
be applied only when non-internal nodes are randomly chosen and the numbers
of outcomes are equal, only tests associated with the nodes are exchanged. The
third variant is also applicable only when non-internal nodes are drawn and the
numbers of descendants are equal. Branches which start from the selected nodes
are exchanged in random order.

2.3 Selection

As a selection mechanism the ranking linear selection is applied. Additionally,
the individual with the highest value of the fitness function in the iteration is
copied to the next population (elitist strategy).

2.4 Fitness Function

A fitness function drives the evolutionary search process and is very important
and sensitive component of the algorithm. When concerning any prediction task
it is well-known that the direct minimization of the prediction error measured on
the learning set leads to an over-fitting problem. In a typical top-down induction
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of decision trees, the over-specialization problem is partially mitigated by defin-
ing a stopping condition and by applying a post-pruning. In our approach, the
search for an optimal structure is embedded into the evolutionary algorithm by
incorporating a complexity term into the fitness. This term works as a penalty
for increasing the tree size.

The fitness function is minimized and has the following form:

Fitness(T ) =
MAE(T )
MAEMax

+ α · (S(T )− 1.0), (1)

where MAE(T ) - Mean Absolute Error of the tree T measured on the learning
set and S(T ) - tree size. Subtracting 1.0 eliminates the penalty when the tree is
composed of only one leaf. MAEMax is the maximal MAE(T ) for the learning
set. It can be easily calculated, as it is observed when the tree is composed of
only one leaf. For any (more complex) tree T MAE(T ) ≤ MAEMax. α is the
relative importance of the complexity term (default value is 0.001) and a user
supplied parameter.

It should be noticed that there is no optimal value of α for all possible datasets
and tuning it may lead to the improvement of results for the specific problem.

3 Experimental Validation

Two groups of experiments are performed to validate the global approach to
induction of regression trees (denoted in tables as GRT). For the purpose of
comparison, results obtained by the classical top-down inducer REPTree, which
is publicly available in the Weka system [5], are also presented. REPTree builds
a regression tree using variance and prunes it using reduced-error pruning (with
backfitting). Both systems were run with default values of parameters. All results
presented in the table correspond to averages of 10 runs and were obtained
by using test sets (when available) or by 10-fold cross-validation. The average
number of nodes is given as a complexity measure of regression trees.

Synthetical datasets. In the first group, two simple artificially generated
datasets with analytically defined decision borders are analyzed. Both datasets
contain two independent features and one dependent feature with only a few
distinct values. Number of feature vectors in the learning sets is 1000.

In figure 1 three-dimensional visualization of the datasets with the correspond-
ing regression trees generated by the global method are presented. It should be
noticed that in both cases trees obtained by GRT have optimal structure (only
9 and 4 leaves correspondingly) and gain very small error (RMSE equal to 0.139
for chess and 0.102 for armchair) on the testing set.

For the top-down inducer both problem are too difficult. For the first dataset
REPTree generates an overgrown tree with 21 leaves and as a result the testing
error is significantly higher (0.288). For the armchair problem the solution found
by the REPTree is also not completely optimal (6 leaves and error=0.149), as
the first split (x < 2.02) is not the best.
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Fig. 1. Examples of artificial datasets (chess - top, armchair - bottom) and the corre-

sponding regression trees generated by GRT

Real-life datasets. In the second series of experiments, several datasets taken
from UCI Machine Learning Repository [1] or provided by L. Torgo on his web-
site are analyzed to assess the performance of the proposed system in solving
real-life problems. Table 1 presents characteristics of investigated datasets and
obtained results.

It can be observed that the prediction accuracy of both analyzed system is
comparable. It should be however noticed that globally induced trees can be
significantly less complex. It is especially visible for the biggest trees generated
by REPTree, where GRT is able to find smaller solutions (eg. 67.2 nodes as
opposed to 819 nodes or 53 to 553).

It should be underline that the results collected in Table 1 were obtained with
the default value of α parameter. In order to verify the impact of this parameter
on the results, a series of experiments with varying α was prepared (see Fig.
2) on two exemplar datasets. As it could be expected, along with a decrease of
α an increase of trees complexity can be observed. As for RMSE after initial
quick decrease the error rate begins to rise slightly. It can be also observed that
for both datasets the default setting of this parameter is not really optimal and
smaller errors can easily obtained.
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Table 1. Characteristics of the real-life datasets (number of objects/number of numeric

features/number of nominal features) and obtained results. Root mean squared error

(RMSE) is given as the error measure and number of nodes as the tree size.

GRT REPTree
Dataset Properties RMSE Tree size RMSE Tree size

Abalone 4177/7/1 2.30 49.3 2.36 201

Ailerons 13750/40/0 0.00022 53.3 0.00020 553

Auto-Mpg 392/4/3 3.59 145.6 3.65 94

Auto-Price 159/17/10 2505 91.2 2760 32

Delta Ailerons 7129/6/0 0.000182 29.8 0.000175 291

Delta Elevators 9517/6/0 0.00156 25.0 0.0015 319

Elevators 16559/40/0 0.0044 65.9 0.0040 503

Housing 506/14/0 4.29 88.6 4.84 41

Kinematics 8192/8/0 0.193 67.2 0.191 819

Machine CPU 209/7/0 60.4 75.8 92.3 15

Pole 15000/48/0 10.23 47.8 8.26 223

Pyrimidines 74/28/0 0.101 81.5 0.136 1

Stock 950/10/0 1.317 59.2 1.186 137

Triazines 186/61/0 0.149 159.0 0.152 7
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Fig. 2. Influence of α parameter on the performance of the GRT algorithm on two

datasets

4 Conclusion

In the paper a new global approach to regression tree learning is presented. In
contrast to classical top-down inducers, where locally optimal tests are sequen-
tially chosen, both the tree structure and tests in internal nodes are searched
in the same time by specialized evolutionary algorithm. This way the inducer is
able to avoid local optima and to generate better predictive model. Even prelim-
inary experimental results show that the globally evolved regression trees could
be competitive compared to the top-down based counterparts, especially in term
of tree size.
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The presented approach is constantly improved and currently we are working
on introducing oblique tests in the non-terminal nodes. On the other hand, we
plan to extend the knowledge representation by evolving model trees.
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10. Krȩtowski, M., Grześ, M.: Evolutionary induction of mixed decision trees. Inter-

national Journal of Data Warehousing and Mining 3(4), 68–82 (2007)

11. Malerba, D., Esposito, F., Ceci, M., Appice, A.: Top-down induction of model trees

with regression and splitting nodes. IEEE Trans. on PAMI 26(5), 612–625 (2004)

12. Michalewicz, Z.: Genetic Algorithms + Data Structures = Evolution Programs,

3rd edn. Springer, Heidelberg (1996)

13. Quinlan, J.: Learning with continuous classes. In: Proc. AI 1992, pp. 343–348.

World Scientific, Singapore (1992)

14. Torgo, L.: Inductive learning of tree-based regression models. Ph.D. Thesis, Uni-

versity of Porto (1999)

http://www.ics.uci.edu/~mlearn/MLRepository.html
http://www.cs.waikato.ac.nz/~ml/weka


Using Genetic Algorithm for Selection of Initial
Cluster Centers for the K-Means Method

Wojciech Kwedlo and Piotr Iwanowicz

Faculty of Computer Science

Bia�lystok University of Technology

Wiejska 45a, 15-351 Bia�lystok, Poland

w.kwedlo@pb.edu.pl

Abstract. The K-means algorithm is one of the most widely used clus-

tering methods. However, solutions obtained by it are strongly dependent

on initialization of cluster centers. In the paper a novel genetic algorithm,

called GAKMI (Genetic Algorithm for the K-Means Initialization), for

the selection of initial cluster centers is proposed. Contrary to most of

the approaches described in the literature, which encode coordinates of

cluster centers directly in a chromosome, our method uses binary encod-

ing. In this encoding bits set to one select elements of the learning set

as initial cluster centers. Since in our approach not every binary chro-

mosome encodes a feasible solution, we propose two repair algorithms

to convert infeasible chromosomes into feasible ones. GAKMI was tested

on three datasets, using varying number of clusters. The experimental

results are encouraging.

1 Introduction

Clustering [12] is an unsupervised classification technique, which has applications
in many areas, such as social sciences, biology, medicine and signal processing.
The aim of clustering can be described as dividing a set of objects into K disjoint
groups, called clusters, in such a way, that objects within one cluster are very
similar and objects in different clusters are very distinct. Given the learning set
of feature vectors X = {x1, . . . , xi . . . , xN}, where xi ∈ �d its partition G can
be defined as G = {C1, C2, . . . , CK}, where ∀i�=jCi ∩ Cj = ∅,

⋃K
i=1 Ci = X ,

∀iCi 
= ∅. The clustering problem can be then formulated as the problem of
searching for a partition, which minimizes a certain criterion function. One of
the most popular criterion functions is sum of squared error (SSE), which can
be defined as:

SSE(X,G) =
K∑

i=1

∑
xj∈Ci

||xj −mi||2, (1)

where mi is the center of the cluster Ci, which can be computed as the sample
mean.

The most popular clustering algorithm minimizing (1) is the K-means algo-
rithm [7]. It is an iterative algorithm, which can be described by the following
steps.

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 165–172, 2010.
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1. Choose initial centers {m1, . . . ,mK} of the clusters {C1, . . . , CK}.
2. Calculate new cluster membership. A feature vector xj is assigned to the

cluster Ci if and only if

i = argmin
k=1,...,K

||xj −mk||2.

3. Recalculate the centers of the clusters.
4. If all the cluster centers have not changed in this iteration finish the algo-

rithm. Otherwise goto Step 2.

The K-means algorithm is easy to implement and computationally efficient.
However it has has an important deficiency. Although it converges in finite num-
ber of iterations, it can be easily trapped in a local minimum of the SSE func-
tion (1). Consequently, the quality of the solutions obtained by the algorithm is
strongly dependent on the starting conditions (the initial cluster centers).

There are several methods for initializing the K-means algorithm. In the most
popular approach referred to as the Forgy method [1], K randomly selected
feature vectors serve as initial cluster centers. To alleviate somehow the problem
of local minima the algorithm can be run many times, each time starting with
different random set of feature vectors as the initial conditions. The result of the
best (with the lowest SSE) run is reported as the result of the whole method.
We call this approach Multiple Random Restart (MRR). Obviously MRR does
not guarantee the globally optimal solution.

Some researchers suggest, that the performance of the K-means algorithm can
be improved, if the initial centers are provided by another clustering method.
Milligan [9] suggests the use of the Ward’s hierarchical clustering algorithm [11]
for that purpose. We call this method Ward+K-Means (WKM).

In the paper a novel approach for the selection of initial cluster centers for
the K-means procedure is proposed. The approach is based on the Genetic Al-
gorithm (GA) [5]. GAs, which belong to the broader class of the Evolutionary
Algorithms (EAs), are stochastic search techniques inspired by the process of bio-
logical evolution. Unlike local optimization methods they simultaneously process
a population of problem solutions, which gives them the ability to escape from
local optima.

The idea of using an EA for the initialization of the K-means is not new.
The main difference between our approach and those described in the literature
(e.g. [3]) lies in the representation of the problem solution i.e. the set of initial
cluster centers. Most of the methods use so called centroid-based representation
[6], in which the coordinates of the cluster centers are encoded in a chromosome,
usually a real-valued string of length dK, where d is the dimension of the feature
space. The first d real numbers in a chromosome represent coordinates of the first
cluster center, the next d numbers represent coordinates of the second cluster
center and so forth. This method suffers from the so called redundancy problem,
since each partition can be encoded by K! different chromosomes.

In our approach, which we call GAKMI (GAKMI, for Genetic Algorithm for
the K-Means Initialization), the set of initial cluster centers is represented by a
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binary string of length N , where N is the number of feature vectors. If and only
if the i-th bit is set, then the feature vector xi is used as a cluster center in the
initialization of the K-means. Contrary to the centroid-based representation this
method is not redundant. However it requires the modification of the standard
GA, since only a chromosome with exactly K bits set encodes a feasible solution.
Our modification consists in introduction of a chromosome repair algorithm [8],
which is run on each infeasible chromosome before fitness evaluation.

2 Description of GAKMI

GAKMI is based on the standard scheme of Genetic Algorithm [5,8], in which
multiple iterations of three consecutive steps (computation of the fitness func-
tion, selection and reproduction) are conducted. As selection we use the pro-
portional method with the sigma truncation scaling [5], where the value of the
scaling parameter is set to 2. Reproduction employs standard bit-flip mutation
and two-point crossover.

2.1 Encoding of Solutions

A chromosome S represents a set of feature vectors U = {u1, u2, . . . , uK}, where
ui ∈ X . The K elements of U are used as the initial cluster centers for the
run of the K-means algorithm, which is performed during the fitness evaluation.
The chromosome encoding U is a binary string of length N , where N is the
size of the learning set X . The i-th bit of the chromosome corresponds to the
i-th feature vector xi. Denote by the S(i), i = 1, 2, . . . , N the value of the i− th
bit in the chromosome. If and only if S(i) = 1, then xi ∈ U . For instance, if
X = {x1, x2, x3, x4, x5, x6}, then the chromosome S = 100010 represents the set
U = {x1, x5}.

It is important to notice, that not every binary string represents a valid so-
lution to the K-means initialization problem. Since we need exactly K initial
centers i.e |U | = K, only a string with exactly K bits set and N −K bits not
set represents a feasible solution. Formally a chromosome S is feasible if and
only if

∑N
i=1 S(i) = K. If this condition is not met the chromosome is called

infeasible. It is possible, that an infeasible chromosome will appear in the popu-
lation as a result of crossover and mutation operators. In such case the infeasible
chromosome is converted into feasible one by a repair algorithm.

2.2 Fitness Function

Because the aim of the GA is to find the best initial conditions for the K-
means algorithm, the most natural way for evaluating the chromosome S consists
in running the K-means algorithm initialized by the subset of feature vectors
represented by S. The K-means algorithm is run until the convergence and the
fitness of the chromosome is based on the value of SSE (1) of the final clustering
solution. Since the proportional selection method is based on the assumption of
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a maximization problem with nonnegative values of the fitness function whereas
clustering problem with SSE as the criterion function is a minimization problem,
the SSE of a chromosome is converted to its fitness according to the equation

f(S) = −SSE(S) + SSEmax + SSEmin.

In this equation f(S) is the fitness of the chromosome S, SSE(S) is the SSE
obtained by the run of K-means initialized by feature vectors selected by S,
SSEmax and SSEmin denote the maximal and minimal values of SSE, respectively,
in the population of chromosomes.

2.3 Repair Algorithms

A repair algorithm is run before fitness evaluation. It is applied to each infeasible
chromosome created by crossover and mutation operators. Then, the repaired
chromosome replaces original one in the population. After the replacement of
infeasible chromosomes by feasible ones the fitness evaluation is performed. De-
note by S+ and S− sets of bit positions in a chromosome S, which have corre-
sponding bits set and not set, respectively. Formally S+ = {i : S(i) = 1} and
S− = {i : S(i) = 0}.

Random Repair. The random repair algorithm, denoted in the paper as RR,
flips randomly chosen bits in an infeasible chromosome in order to convert it
into feasible one. If too few bits are set i.e. |S+| < K, then K − |S+| bits at
the positions randomly chosen from S− are set. Otherwise, if too many bits are
set i.e. |S+| > K, |S+| −K bits at the positions randomly chosen from S+ are
unset.

Distance-Based Repair. The distance-based repair algorithm is denoted in
the paper as DBR. When |S+| < K, i.e. chromosome S represents too few cen-
ters, DBR adds new feature vectors to the set of centers, paying more attention
to vectors, which are most far apart from the existing centers encoded by the
chromosome. The rationale behind this approach is the possibility of discover-
ing new clusters, which are not covered by the existing centers. The algorithm
repeats K − |S+| times the following steps:

1. Generate randomly a set Xr = {xr1 , xr2 , . . . , xrt}, where xri ∈ X∧ri ∈ S−, t
is a parameter of the algorithm (in all the experiments we used t = 50). The
elements of Xr are the candidates for inclusion into the set of chromosome
centers encoded by S. For each xri ∈ Xr compute the minimal squared
distance d1(xri) to the centers represented by the chromosome S:

d1(xri) = min
j∈S+

||xri − xj ||2

2. Select as the a new center the feature vector xr∗ with the maximal minimal
squared distance, i.e.

r∗ = argmax
k=r1,r2,...,rt

d1(xk).

Set S(r∗) = 1, S+ = S+ ∪ {r∗}, S− = S− \ {r∗}.
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When |S+| > K, i.e. chromosome represents too many centers, DBR prefers
removal of centers, which are situated close to other centers represented by the
chromosome. This approach is based on the assumption, that if two centers are
placed close from one another, they are likely to belong to the same cluster and
one of them can be removed from the set of initial centers. The removal of centers
is performed by repeating |S+| −K times the following procedure.

1. Generate randomly a set Xs = {xs1 , xs2 , . . . , xst}, where xsi ∈ X ∧ si ∈
S+. The elements of Xs are the candidates for removal from the set of
chromosome centers encoded by S.

2. For each xsi ∈ Xs compute the minimal squared distance d2(xsi ) to other
centers (excluding xsi ) represented by chromosome.

d2(xsi ) = min
k∈S+∧k �=si

||xsi − xk||2

3. Select for removal a feature vector xs∗ which is situated the most close from
other centers, i.e.

s∗ = argmin
k=s1,s2,...,st

d2(xk).

Set S(s∗) = 0, S+ = S+ \ {s∗}, S− = S− ∪ {s∗}.

3 Experimental Results

In this section the results of experiments, in which two variants of GAKMI were
compared to MRR and WKM initialization methods, are provided. Two versions
of GAKMI differed only by the repair algorithm. The version, which used ran-
dom repair is denoted as GAKMI-RR, whereas the version, which used distance-
based repair is denoted as GAKMI-DBR. In all the experiments GAKMI used
the population size equal to 50 and crossover probability equal to 0.9. The mu-
tation probability was always set to 1/N , which ensured that on average one
bit in a chromosome was changed by the mutation operator. The GAKMI re-
sults reported in this section were obtained by performing an average over 30
independent runs.

The algorithms GAKMI and MRR were compared on the basis of equal CPU
time i.e the number of K-means restarts in MRR was chosen in a way, which
ensured, that the runtime of MRR was equal to the runtime of GAKMI. For
the WKM method, which is a deterministic algorithm, i.e. there is no gain from
multiple runs, a comparison on the basis of equal runtime was not possible.

In all the tables in this section the first column shows the number of clusters
K, the second column presents the SSE of the solution obtained using GAKMI-
DBR method, whereas the following columns show % errors of the other three
methods relative to the GAKMI-DBR. The % error of a method m is computed as
(SSEm−SSEGAKMI-DBR)/SSEGAKMI-DBR ∗ 100. A negative % error corresponds
to the situation, in which the method m outperforms GAKMI-DBR.

The first experiment was performed on a synthetic dataset S1 described in
the paper by Fränti and Virmajoki [4]. The dataset, which was generated from
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mixture of 15 Gaussians, consists of 5000 two-dimensional feature vectors. The
data form 15 well-separated clusters. Table 1 shows the results of this experiment.

Table 1. Clustering results for the S1 dataset

K GAKMI-DBR (SSE) GAKMI-RR (%) WKM (%) MRR (%)

10 3.43913E+13 0.00 0.00 0.00

20 7.71325E+12 0.00 0.23 0.01

30 5.91630E+12 0.00 1.20 0.64

40 4.63544E+12 0.00 1.79 1.73

50 3.74154E+12 0.00 0.83 1.95

60 3.05558E+12 0.00 1.56 2.62

70 2.55656E+12 0.00 1.79 3.33

80 2.23762E+12 0.00 0.87 2.05

90 1.99427E+12 0.04 1.50 3.31

100 1.79620E+12 0.05 2.36 3.70

110 1.63415E+12 0.06 2.03 4.52

120 1.49530E+12 0.09 1.79 4.43

130 1.37413E+12 0.13 1.98 5.67

140 1.27004E+12 0.20 2.45 5.86

150 1.18188E+12 0.27 2.34 6.52

Average % error 0.06 1.51 3.09

The dataset used in the second experiment comes from the TSP-LIB library
[10]. It consists of 1060 two-dimensional feature vectors representing position of
the points in a plane. The clustering results for this dataset are shown in Table 2.

Table 2. Clustering results for the TSP-LIB dataset

K GAKMI-DBR (SSE) GAKMI-RR (%) WKM (%) MRR (%)

10 1.75484E+09 0.00 0.30 0.00

20 7.91795E+08 0.00 3.29 0.04

30 4.81252E+08 0.01 4.06 0.14

40 3.41343E+08 0.03 4.11 0.79

50 2.55528E+08 0.04 4.41 2.22

60 1.97273E+08 0.06 4.31 3.79

70 1.58451E+08 0.09 3.38 4.89

80 1.28893E+08 0.06 1.83 6.58

90 1.10428E+08 0.18 2.41 8.29

100 9.63662E+07 0.27 4.17 8.75

110 8.48667E+07 0.29 3.22 7.30

120 7.55625E+07 0.57 3.90 12.58

130 6.75738E+07 0.67 4.92 14.88

140 6.11824E+07 0.81 4.84 15.30

150 5.60013E+07 0.99 3.76 15.87

Average % error 0.27 3.53 6.76
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The third experiment was performed on the image segmentation dataset ob-
tained from the UCI machine learning repository [2]. This dataset consists of
2310 19-dimensional feature vectors. Each of them represents a pixel of a image.
The 19 features were extracted from 3x3 surrounding of the pixel. Table 3 shows
the results of this experiment.

Table 3. Clustering results for the segmentation dataset

K GAKMI-DBR (SSE) GAKMI-RR (%) WKM (%) MRR (%)

10 9.79519E+06 0.00 1.76 0.00

20 5.12830E+06 0.00 2.18 0.07

30 3.50776E+06 -0.02 1.76 7.35

40 2.74198E+06 0.25 2.93 9.66

50 2.22782E+06 1.06 2.02 12.76

60 1.87506E+06 1.70 2.63 16.08

70 1.61864E+06 3.37 3.30 20.89

80 1.41782E+06 3.08 2.25 23.40

90 1.26129E+06 9.16 1.56 28.45

100 1.13676E+06 6.77 2.40 31.01

110 1.03436E+06 12.83 1.64 30.45

120 9.49088E+05 10.28 0.83 37.14

130 8.73945E+05 9.19 1.11 43.92

140 8.10890E+05 14.52 0.97 44.21

150 7.54956E+05 13.67 1.54 49.25

Average % error 5.72 1.92 23.64

Tables 1–3 suggest the following conclusions:

– Overall, GAKMI-DBR is the best K-means initialization method. In all
cases, except one (the segmentation dataset, for K = 30), its performance
was better or equal than the performance of other three methods.

– When the number of clusters is large enough, the choice of a repair algo-
rithm has a considerable impact on the performance of our method. In such
situations the distance-based repair should be preferred.

– For small number of clusters the MRR method achieves better results than
the WKM method. For large number of clusters the opposite is true.

4 Conclusions and Future Work

In the paper we have described GAKMI, a new method based on a GA, for
the initialization of the K-means algorithm. The novelty of our method lies in
the representation of problem solutions by binary chromosomes, which select
the elements of the learning set to serve as initial cluster centers. Two version
of GAKMI, using two different repair algorithms were evaluated experimen-
tally. The results, show that GAKMI-DBR, the version using the distance-based
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repair, is able to outperform two standard methods for initialization of the K-
means: Multiple Random Restart using the Forgy approach and initialization by
the Ward’s hierarchical clustering method.

Several directions of the future research exist. One of them is development of a
parallel version of GAKMI. Currently the most of the runtime of the algorithm
is spent on the computation of the fitness function, which requires a run of
the K-means algorithm. It would be straightforward to parallelize this step, by
performing the fitness evaluation concurrently on processors of a parallel system.

Currently GAKMI uses the standard mutation and crossover, which may in-
troduce infeasible chromosomes into the population. We are planning to devel-
oped specialized crossover and mutation operators, which would always produce
feasible chromosomes. In this way the need for a repair algorithm in GAKMI
would be eliminated.
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Abstract. This research proposes a chime sound generation support

system to readily generate intercom chime sounds that are agreeable to

individual persons and to associate the chime sounds with visitors. In

the proposed system, an interactive genetic algorithm (IGA) is used.

Based on the melodies created by users, chime sounds are automatically

generated in accordance with rules. The effectiveness of the proposed

system is verified by an experiment using the system.

Keywords: Optimization, Interactive Genetic Algorithm, Chime sound.

1 Introduction

Most information is displayed by visual media in our daily lives. Recently, how-
ever, electronic devices are becoming smaller and more portable. The display
of visual information is restricted, because the size of visual displays is limited
[1]. At the same time, auditory information is not restricted by the display size.
Accordingly, it is not necessary to pay attention visually to the object and it is
possible to obtain auditory information in a paratactic manner, making infor-
mation propagation highly effective [2].

In this background, alarms using sound are becoming quite common in home
electric appliances. These auditory signals are often monotonous, however and
not all users like them. Therefore, it may be useful for users to create their own
melodies and use them as auditory signals. In addition, products that identify
individuals and classify them into categories using sounds have also increased
in recent years. For example, cell phone ringtones can be changed depending on
the caller, allowing the user to know who a caller is before answering the phone
and deal with the call in an appropriate manner. For intercoms, it is useful to be
informed of visitors by sound, as well as be informed of who a visitor is before
greeting them.

Visitors can be discriminated by using the latest intercom image processing
technology. Therefore, it is useful to compose and set different melodies for in-
dividual visitors according to the user’s taste, but this is difficult for people who
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do not know how to compose melody. It may impose a tremendous burden on
users to compose multiple chime sounds for visitors.

Therefore, this research proposes a chime sound generation support system
that generates chime sounds suiting individual tastes, recalling individual visitors
and bearing sounds with information that conveys a message using Interactive
Genetic Algorithm (IGA) [3], one of the possible optimization methods. The
authors of this paper have already developed a system to generate auditory
signals using IGA [4]. This research applies this approach for the generation of
auditory signals to the generation of chime sounds for intercoms and further
proposes a method to change chimes depending on the visitor category.

2 Interactive Genetic Algorithm

An Interactive Genetic Algorithm (IGA) [3] is a Genetic Algorithm (GA) [5]
which simulates evolution of organisms, where the evaluation part of the GA is
handled subjectively by a human being. In problems which cannot be numerically
quantified because they involve the impressions and tastes of human beings,
optimization is done based on evaluation according to human sensibility. IGA is
used for ”3-D CG Lighting” [6], ”Application of fashion design” [7] etc. In this
research, the aim is using IGA which allows even ordinary users, who cannot
create melodies using musical instruments, to simply create good chime sounds
simply by evaluating several candidate solutions based on their own subjectivity.
In this research, the aim is to develop a method based on IGA which allows even
ordinary users, who cannot create melodies using musical instruments, to simply
create good and purposeful sign sounds simply by evaluating several candidate
melodies based on their own subjectivity.

3 Chime Sound Generation Support System

3.1 Overview of Chime Sound Generation Support System

This system generates chime sounds matching user tastes by having users eval-
uate proposed melodies. IGA is used for the method. Furthermore, based on the
chime sounds prepared by a user, multiple chime sounds are automatically gener-
ated depending on the predetermined visitor category. Fig. 1 shows a conceptual
diagram of the system.

3.2 Category Classification

In the preparatory experiment of this system, the appropriateness of the number
of visitor categories necessary for the automated generation of melodies and the
importance of the visitor discrimination criteria were dealt with. As a result,
visitors were categorized into three categories, specifically family members, ac-
quaintances and strangers. For category classification, visitors are classified by
face recognition using the a camera in the intercom. Acquaintances are persons
other than family members whose faces are registered in advance. Strangers are
persons with no face data registered.
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User Display System

Evaluation

Chime sound
created by user

Chime sounds depending
on the visitor

Fig. 1. Conceptual diagram of the chime sound generation support system

3.3 Method of Representing Sound

The method of representing sound in the proposed system was determined as
follows by performing preliminary experiments from various standpoints, and
taking those results into consideration. In this system, one melody is expressed
as one individual. The notes which constitute a melody are quater note, quater
rest, eighth note, and eighth rest. The note length was determined by taking one
eighth note to be the basis for one note in this system. The length of the melody
was made into 2 bars by 3/4 meter, tempo set to 125 Beats Per Minute, and the
tone was taken as Vibraphone. The value expressing a quater note, and the value
of note pitch are stored in each gene. Note numbers defined using a Standard
MIDI File (SMF) were used to represent tone pitch. In the note numbers in the
SMF, 60 is taken to be middle C(C4) on the piano, and the numbers change by
1 for each semi-tone. The lowest tone is defined to be 0, and the highest tone is
defined to be 127. The note numbers used in the research were selected from the
C major scale, from which it is easy to generate melodies with a bright sound,
and the range of notes was set to note numbers 60 to 79 only. The rest was
defined as 128 which is not used by SMF, and the value expressing a quater note
was defined as 129 which is not used by SMF. Fig. 2 shows the relation among
tone pitches, note numbers and pitch names, and Fig. 3 shows the chromosome
structure.

60 6462 69 7965 67 72 74 7671 77Note Number

Pitch Name C4 E4D4 A5 G5F4 G4 C5 D5 E5B5 F5

Fig. 2. Relation among tone pitches, note

numbers and pitch names

79 6777 62 69 67 65 77129 129 129 128Tone
Pitch

One Gene quater note = 2 Genes

Fig. 3. Chromosome structure

3.4 Flow of Chime Sound Generation Support System

Fig. 4 shows the flow of melody generation in the system. The processes per-
formed in each block in Fig. 4 are as follows:
1. Generation of initial individuals

In IGA, optimized individuals are likely to depend on the initial individual.
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Yes

Human Operation

Start

Mutation

Crossover

Selection

Evaluation

Display

No
Terminal
Criterion

Generation of
initial individuals

Generation of classified-chime 
 sounds based on rules

Fig. 4. Flow of chime sound generation support system

Therefore, it is important to propose as many initial individuals as possible.
In this system, however, the number of individuals proposed at one time is
limited. As a result, this system uses the following method to propose as
many individuals as possible to users at an earlier stage.
A user evaluates 12 individuals randomly generated by the system using a
five point scale. The system chooses four individuals with higher scores and
adds two individuals newly generated in a random manner. The six individu-
als become the initial individual group. Individuals randomly generated have
tone values that are randomly determined within the range of definition.

2. Display
The system displays individuals as score corresponding to a melody like
Fig. 5 to a user. User can listen to melody by pushing Play button.

Reproduction and Stop of Melody

Select most 
Favorite MelodyMelody is Evaluated 

in Five Levels

Fig. 5. Display

3. Evaluation
The user listens to the melody, and evaluates it with a score of 1 to 5 points.
Also, user chooses one individual as the ”elite individual”.

4. Selection
The system is performes the designated selection (Roulette Selection and
Elite Preservation) based on evaluation conducted by the user.
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5. Crossover
Crossover is performed so that the phrase in a melody may not be destroyed.
Therefore, phrase size was set to one bar, and one-point crossover was per-
formed in phrase units. Fig. 6 shows an example of crossover.

64 76 79129 129 6964 71 74 67 62 129

60 711296560 7779 6777 62129 129 62 129 64 76 7969

129 12964 71 74 67

79 6777 62129 129

65 71129 7760 60

Note Number

Note Number

Fig. 6. Crossover

6. Mutation
Mutation is performed to tone pitches. When the object of mutation is rest,
tone pitch is varied randomly within the defined range. When it is not rest,
if variation is done uniformly without designating a range for tone pitch,
melody is uncomfortable, and thus variation is done randomly in a range of
three steps above or below the height of the original tone.

7. Terminal criterion
Search is ended when the chime sound which a user satisfies is able to be
created. The minimum number of generations is 3 and a maximum is 10.

8. Generation of classified-chime sounds based on rules
Based on the melodies created by users in operations 1 through 7, three types
of melodies are generated based on the rules. A preliminary experiment was
performed to determine the appropriateness of the rules for each category.
– Family members

The tone of the last three notes of the base melody is increased gradually
using the sounds of the primary triads of C major.

– Acquaintances
The tones of all the notes in the base melody are unchanged except that
they are changed into eighth notesD

Base melody

Family
members

Acquaintances

Strangers

Fig. 7. Example of the rules
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– Strangers
The primary triads of C minor are used for the tones of the last three
sounds of the base melody. The same tones are used for the last note
and the third last note, while higher tones are used for the second last
note.

Fig. 7 shows an example of the rules. The frames shown in Fig. 7 indicate
the parts changed from the base melody.

4 Evaluation Experiment

4.1 Overview of the Experiment

An experiment was performed to verify the effectiveness of the proposed system.
The subjects included 20 males and females in their 20s. In the experiment, the
number of individuals in one generation was set to six, the crossover rate was set
to 1.0 and the mutation rate was set to 0.16. In the experiment, subjects were
ordered to make chime sounds using the proposed system. After that, a question-
naire was performed regarding items (1) through (3) shown below. Furthermore,
subjects were asked to listen to chime sounds generated by the proposed sys-
tem that varied by visitor and were asked to answer questionnaire items (4) and
(5). The system generated melodies for the three categories of family members,
acquaintances and strangers. Subjects were blinded to each melody category.

mQuestionnairen
(1) Do you have any knowledge regarding music composition, etc.?
(2) How satisfied are you with the chime sounds generated by the system?
(3) How easy do you think it is to make chime sounds using the system?
(4) Can you guess which melody is for family members, acquaintances and

strangers, respectively?
(5) How much do you like each melody?

4.2 Experimental Results and Discussion

Fig. 8 through Fig. 12 show the results of questionnaire items (1) through (5),
respectively.

Fig. 8 shows that most of the subjects had no knowledge of music such as
composition. Fig. 9 shows that most of the subjects thought that they could
satisfactorily compose melodies using the system. Furthermore, in Fig. 10, most
of the subjects answered that it was easy to make melodies. As shown above, even
persons without knowledge of music could easily make satisfactory melodies.

As shown in Fig. 11, when a melody targeted for ”family members” is changed,
55% of subjects determined that the changed melody was for ”family members,”
while 45% of subjects determined that the changed melody was for ”acquain-
tances.” Discrimination between ”family members” and ”acquaintances” was
not easy. It is believed that the familiarity of a melody is one element in de-
termining the type of visitor that was different among subjects. Meanwhile, for



Classified-Chime Sound Generation Support System Using an IGA 179

25%

75%

Knowledgeable

No knowledge

Hard to decide

Fig. 8. Result of question-

naire item (1)

30%

55%

15%

Satisfactory

Satisfactory so-so

Dissatisfied

Rather dissatisfied

Can't really say

Fig. 9. Result of question-

naire item (2)

5%

40%

45%

10%

Easy so-so

Difficult

Easy

Rather difficult

Can't really say

Fig. 10. Result of question-

naire item (3)

35%

60%
55%45%

80%

20%

5%

Family members
Acquaintances
Strangers

Melody 1
(Object Family members)

Melody 2
(Object Acquaintances)

Melody 3
(Object Strangers)

Fig. 11. Result of questionnaire item (4)

45%

35%

20%
35%

30%

35%

5%

15%

30%40%

10%

Melody 1
(Object Family members)

Melody 2
(Object Acquaintances)

Melody 3
(Object Strangers)

Like

Can't really say
Like so-so

Don't like very much
Don't like

Fig. 12. Result of questionnaire item (5)

melodies targeted for ”acquaintances” and ”strangers” that were changed, more
than 60% of subjects correctly determined the discrimination of the melody. It
can be said that information that conveys a message was added to the melodies
to discriminate visitors based on the rules.

Fig. 12 shows that the favorability rating of changed melodies for ”family
members” and ”acquaintances” was very high. Meanwhile, subjects did not like
changed melodies for ”strangers.” It is believed that the subjects did not like
these melodies because the modified characteristics of the melody gave them an
uncomfortable feeling.

As shown above, the basic melodies made by the system were satisfactory.
Accordingly, rules for the melodies for each visitor category should be improved.
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Specifically, it is necessary to improve familiarity for melodies for ”family mem-
bers” in order to discriminate between melodies for ”family members” and ”ac-
quaintances.” In respect to ”strangers” on the other hand, information that
conveys a message in the melody should remain and the rules for changing the
melodies should be reviewed so that the melodies for ”strangers” better suit user
tastes.

5 Conclusion

In this research, a chime sound generation support system where favorite chime
sounds can be created for an intercom and automatically generated depending on
the category of visitor was constructed. The evaluation experiment showed that
even users who had no knowledge about music could make satisfactory chime
sounds easily by using the proposed system. In addition, it showed that melodies
with information that conveys a message could be made for acquaintances and
strangers and melodies for family members and acquaintances that highly suit
the subjects’ taste could be generated by the system based on the proposed rules.
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Abstract. In this paper the concept of multidimensional discrete spec-

tral measure is introduced in the context of its application to real-valued

evolutionary algorithms. The notion of discrete spectral measure makes

possible to uniquely define a class of multivariate heavy-tailed distribu-

tions, that have received more and more attention of evolutionary opti-

mization commynity , recently. Simple sample illustrates advantages of

such approach.

1 Introduction

Evolutionary algorithms (EAs) have been successfully applied to global opti-
mization problems in many areas of engineering [11]. Their advantage over many
other optimization techniques consists in the fact that EAs are based on only
function evaluations and comparisons [6]. Thus, EAs are able to deal successfully
with problems that cannot be easily solved by standard optimization procedures.
Unfortunately, the EAs also suffer from many serious drawbacks. The most se-
vere one is related with the appropriate choice of their control parameters, which
to a large extent determine their performance. Usually, control parameters such
as strength of mutation, population size, the selective pressure are chosen during
trial-and-error process or on the base of expert knowledge, which, unfortunately,
in usually inaccessible or the cost of its collection exceeds decidedly the compu-
tational cost of the optimization process itself. One way out of this difficulties
is applying algorithms, which make use of some heuristics and dedicated tech-
niques that aim at adjusting some of the control parameters automatically during
optimization process.

In spite of the fact that the problem of parameters adaptation has been at-
tacked from various angles by many authors and a number of relevant results
have already been reported in the literature, there is still a lack of an unified
theory that addresses the problem.

In the case of the EAs, most attention has been directed toward a normal
distribution so far. Thus, several relevant approaches to adaptation of its pa-
rameters have already reported in the literature [1,5,8]. On the other hand, it
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is noticeable that a normal distribution does not guarantee the highest perfor-
mance of EAs, so that other distributions have aroused evolutionary algorithms
community interest recently. In particular, a lot of attention has been drawn
to the heavy-tailed, α-stable distribution [4,13,14,17,21,22]. It turns out that
evolutionary algorithms which make use of distribution from this class gain abil-
ities that allow them to find a balanced compromise between exploitation and
exploration of the search space [16].

Till now, the application of the multidimensional stable distributions to global
optimization algorithms has been limited to the simplest cases: the mutation
of the base point has obtained by adding a random vector composed of stable,
independent, random variables [13,14,21,22], or a isotropic random vector [15,17].
This limitation causes that many properties of the stable distributions, which
can turn out valuable in the context of optimization processes, are not exploited.
In order to obtain the possibility of modeling of the complicated dependence
between decision variables, the Discrete Spectral Measure (DSM) is used to
generate a wide class of random vectors in this paper.

The paper is organized as follows. Multivariate α-stable distributions are
defined in section 2. Next section contains description of definition and main
properties of stable random vectors based on the discrete spectral measure. The
advantages of such multivariate random vectors application to mutation operator
is illustrated in section 4. The last section summarizes considerations.

2 Multivariate α-Stable Distribution

Let us start this section with a brief introduction of the concept of multivariate α-
stable distributions. Generally, a stable multivariate distribution can be defined
as follows.

Definition 1. The random vector X = [X1, X2, . . . , Xn]T is stable in Rn if,
and only if

∀A,B > 0 ∃C > 0 ∃D ∈ Rn : AX(1) + BX(2) d= CX + D, (1)

where X(1),X(2) are independent copies of the random vector X and d= means
that the left and right random vectors have the same distribution.

Above definition emphasis the most characteristic property of the stable random
vectors. The necessary and sufficient conditions of the random vector stability
are included in the form of its characteristic function.

Definition 2. The random vector X is stable if, and only if its characteristic
function
ϕ(k) = E[exp(−ikT X)] has the following form:

ϕ(k) = exp
(
−
∫

S(d)
|kT s|α

(
1− isign(kT s) tan

(πα

2

))
Γ (ds) + ikT μ

)
(2)

for α 
= 1, and
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ϕ(k) = exp
(
−
∫

S(d)
|kT s|

(
1− i

2
π

sign(kT s) ln |kT s|
)

Γ (ds) + ikT μ

)
(3)

for α = 1, where Γ (·) is the so-called spectral measure, and μ stands for shift
vector.

It turns out that a pair {Γ,μ} uniquely determine stable distribution [18]. It is
worth to notice that any linear combination of components of the stable vector
described by definition 2 is univariate α-stable variable Sα(σ, β, μ) [23], where
α ∈ (0, 2] is the so-called stability index, σ ∈ R+ stands for the scale parame-
ter, β ∈ [−1, 1] is skewness coefficient and μ ∈ R is a shift parameter. It must
to stressed, that the definition of stable vectors is not straightforward and the
presence of spectral measure Γ causes that the class is not an ordinary paramet-
ric family. In consequence, a direct definition in practical applications is used
rather occasionally. Indeed, in the subsequent part of the paper, our attention is
restricted only to the class of stable distributions with discrete spectral measure
which possess decidedly simpler form.

3 Stable Distributions with Discrete Spectral Measure

A DSM Γ can be defined by means of Delta Dirac distribution in the following
way:

Γ (·; ξ,γ) =
ns∑
i=1

γiδsi
(·), (4)

where ξ = {si}ns

i=1, si ∈ ∂S(d) is a set of support points concentrated on a surface
of a d-dimensional unit sphere, and γ = {γi}ns

i=1, γi ∈ R+ stands for the set of
their weights. In this way, for every set A ⊂ ∂S(d) its measure is given by:

Γ (A) =
ns∑
i=1

γiIA(si), (5)

where IA(·) is an indictor function of the set A. Characteristic functions (2) and
(3) in the case of spectral measure (4) has the form [12]:

ϕ(k) = exp

(
−

ns∑
i=1

γi|kT si|α
(
1− isign(kT si) tan

(πα

2

))
+ ikT μ

)
(6)

for α 
= 1, and

ϕ(k) = exp

(
−

ns∑
i=1

γi|kT si|
(

1− i
2
π

sign(kT si) ln |kT si|
)

+ ikT μ

)
(7)

for α = 1.
The definition of the DSM allows to use multivariate stable distributions in

the simpler way. It is worth to notice that application of the DSM does not limit
any properties of multivariate stable vectors. It can be proved the following
theorem [2].
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Theorem 1. Let p(x) be a density function of the stable distribution described
by the characteristic function (2) and (3), and p∗(x) is a density function of the
random vector described by the characteristic function (6) and (7). Than

∀ε > 0 ∃ns ∈ N ∃ξ,γ ∀x ∈ Rd : sup
x∈Rd

|p(x)− p∗(x)| < ε. (8)

In other words, each stable distribution can be approximated by some distribu-
tion based on the DSM with any accuracy. Especially, the existence of a proce-
dure of pseudo-random vectors generation is very important. It turns out, that
a simulation procedure of stable random vectors X defined by characteristic
functions (6) and (7) is straightforward, and can be implemented making use of
the following stochastic decomposition:

X
d=

{∑ns

i=1 γ
1/α
i Zisi for α 
= 1,∑ns

i=1 γ
1/α
i

(
Zi − 2

π ln(γi)
)
si for α = 1,

(9)

where Zi are i.i.d. stable random variables Sα(1, 1, 0) for which an effective
generator can be found in [18].

Random vectors (X = [X1, X2, . . . , Xn], Xi ∼ SαS(σ)) composed of indepen-
dent symmetric elements possess a special status in application to mutation op-
erators of EAs in the literature [9,13,14,15,21,22]. It occurs that random vectors
can be enriched by addition μ and β parameters, i.e. X = [X1, X2, . . . , Xn], Xi ∼
Sα(σ, β, μ) if the DSMs are applied. It means that each component acquires ad-
ditional degrees of freedom. This fact is very important in the context of applica-
tion of the above random vector to modeling complicated dependencies between
decision variables. It is easy to show that exploration such dependencies and their
including to a mutation operator accelerates the optimization process. In order
to illustrate the possibilities the DSM representation of the random vectors, it
can be mention that the vector with independent components Xi ∼ SαS(σ) have
the DSM focused in the points of orthogonal axes and surface of the unit sphere
intersection with a different weights. The versatility of the DSM representation
of the distribution is included in [18]

Theorem 2. The spectral measure of the stable vector X is described by a finite
number of the support vectors si if, and only if the vector X can be represented
by a linear combination of the independent stable random variables, i.e:

X = AZ, (10)

where A ∈ Rd×N , Z = [Z1, . . . , ZN ]T , Zi ∼ Sα(σ, β, μ).

Basing on the theorem 2, it can be shown that the DSM can be also applied to
represent vectors which are described by parameters σ, β, μ and by stochastic
dependencies between these vectors.

One of the important properties of the stable distribution based on the DSM
and a finite set of support vectors is that almost all probability mass remote
from the base point is focused around directions described by support vectors.
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Fig. 1. Distribution of the DSM support vectors and corresponded random realizations

: (a),(b) - α = 0.75, (c),(d) - α = 1.5

So, macromutations are took place only in direction parallel to DSM support
vectors. This effect is illustrated in Fig. 1 Summarizing, two main benefits ob-
tained by application the DSM representation of multivariate stable distribution
can be distinguished: macromutations which allows to simple cross saddles of
the searching environments, and possibility of modeling of complex stochastic
dependencies. Above benefits are illustrated by the sample described in the next
section.

4 Choice of the Optimal Stable Distribution -
Computation Sample

Let the 2-dimensional Rastringin’s function

φ(x) = (1 − x1)2 + 100(x2 − x2
1)

2 (11)

be chosen as a objective function for considered computation sample. Moreover,
we assume that the point xk = [0,−2]T (φ(xk) = 401) is the current approx-
imation of the optimum. The our goal is the correction of the current solution
by a perturbation using a stable random vector Xγ

ξ . The aim of this calculation
is the selection the optimal stable model from the class of multivariate distri-
butions described by the DSM. First, let us reduce the set of rival probabilistic
models to a set of four stable distributions Ω = {Xγ

ξ (α)|α = 0.5, 1.0, 1.5, 2.0}.
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Each random vector Xγ
ξ (α) is described by the DSM spread on 16 uniformly

distributed support points:

ξ =
{[ 1

0

]
,
[0.92
0.38

]
,
[ 0.7

0.7

]
,
[0.38
0.92

]
,
[0
1

]
,
[−0.38

0.92

]
,
[−0.7

0.7

]
,
[−0.92

0.38

]
, · · ·

· · · ,
[−1

0

]
,
[−0.92
−0.38

]
,
[−0.92

0.38

]
,
[−1

0

]
,
[−0.92
−0.38

]}
.

The criterion of the best model selection from the set Ω is chosen in the form:

γ∗ = arg min
γ∈R16

+

C(γ), (12)

where

C(γ) = E

[
min

{
φ(xk + Xγ

ξ (α))
φ(xk)

, 1

}]
. (13)

It occurs that the function (13) does not possess an analytical form, thus, the
problem (12) cannot be solved using standard optimization techniques. One of
the possible solutions is the Monte Carlo method application [7,10]. Law of large
numbers [3] allows to approximate the expectation value (13) using the following
estimator:

Ĉ(γ) =
1
N

N∑
i=1

min

{
φ(xk + Xγ

i,ξ(α))
φ(xk)

, 1

}
, (14)

where {Xγ
i,ξ(α))}N

i=1 stands for a sequence of independent realizations of the ran-
dom vector with the α-stable distribution. Using the estimator (14), the problem
(12) can rewritten into the form:

γ∗ = arg min
γ∈R16

Ĉ(γ). (15)

The important problem of such transformation of the optimization problems is
a suitable selection of the number N of samples. It is worth to stress that the
objective function possess a stochastic property, and the number N controls the
variance expectation (14). The large value of N seems to be the best solution.
But, on another hand, this solutions leads to a great calculation effort. In order
to rational controlling of the estimator (14) quality, the Chernoff’s inequality
can be applied [20].

Because the objective function possesses a stochastic properties and in order to
achieve the compromise between the computation complexity and the estimator
quality, the SPSA algorithm [19] is chosen for solving considered problem. This
algorithm is dedicated to optimization of the multivariate stochastic functions.
Obtained results are presented in Tab 1.

Results of the experiment presents the advantage of distributions with low
stability index α. It is surprising, they are more efficient for the unimodal Ras-
tringin’s function then the normal distribution (α = 2), in spite of their tendency
to macromutations. The main cause of this fact is spherical symmetry of the nor-
mal distribution. This property of normal distribution causes the fact, that the
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Table 1. Objective function values and, corresponding to them, probabilities of success

obtained for pseudo-random stable distributions

α 2.0 1.5 1.0 0.5

C(γ∗) 0.6683 0.4978 0.6522 0.5385

Ps 0.4852 0.6445 0.5145 0.6638

probability of success can not be higher the 0.5. In the case of α < 2, when the
distribution are non-isotropic, the probability of generation better solution then
the base point xk is over 0.6.

5 Conclussion

Till now, the application of the multidimensional stable distributions to global
optimization algorithms has been limited to the simplest cases: the mutation
of the base point has obtained by adding a random vector composed of stable,
independent, random variables, or a isotropic random vector. This limitation
causes that many properties of the stable distributions, which can turn out
valuable in the context of optimization processes, are not exploited. In order
to obtain the possibility of modeling of the complicated dependence between
decision variables, the discrete spectral measure is used to generate a wide class
of random vectors in this paper. The main properties of the multivariate stable
random vectors based on the DSM are presented in the work and a simple
experiment which illustrates that, for the given objective function, dependencies
between random components compliance in mutation operator accelerates the
efficiency of the optimum searching.
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Abstract. Thepaper considers partitioning time series into subsequences

which formhomogeneous groups.Todetermine the cut points an evolution-

ary optimization procedure based on multicriteria quality assessment of

the resulting clusters is applied. The problem is motivated by automatic

recognition of signed expressions, based on modeling gestures with sub-

units, which is similar to modeling speech by means of phonemes. In the

paper the problem is formulated, its solution method is proposed and ex-

perimentally verified.

Keywords: time series segmentation, multiobjective clustering, evolu-

tionary optimization, sign language recognition.

1 Introduction

Automatic sign language recognition is an important prospective application of
gesture-based human-computer interfaces. The aim of the research is a system
that properly interprets gestures, e.g. translates them into written or spoken
language. Most of such systems described in the literature (see e.g. [1], [2])
are based on word models where one sign represents one model in the model
database. They can achieve good performance only with small vocabularies or
gesture data sets. The training corpus and the training complexity increase with
vocabulary size. So, large-vocabulary systems require the modeling of signed
expressions in smaller units than words i.e. the words are modeled with subunits,
which is similar to modeling speech by means of phonemes. The main advantage
of this approach is that an enlargement of the vocabulary can be achieved by
composing new signs through concatenation of subunit models and by tuning
the composite models with only small sets of examples. However, an additional
knowledge of how to break down signs into subunits is needed.

Different vision-based subunit segmentation algorithms have been developed.
Following Liddell and Johnson’s movement-hold model the authors of [3] propose
modeling each sign (word) as a series of movement and hold segments. Kraiss
et al. in [1] present an iterative process of data-driven extraction of subunits us-
ing hidden Markov models (HMMs). In all following steps, two state HMMs for

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 189–196, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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subunits determined in prior iteration step are concatenated to models of single
signs. The boundaries of subunits for the next step result from the alignment
of appropriate feature vector sequence to the states by the Vitterbi algorithm.
Han et al. in [4] define the subunit boundary using hand motion discontinu-
ity. Temporal clustering by dynamic time warping is adopted to merge similar
segments.

In this paper we propose a new approach where the subunits’ boundary points
are considered as decision variables in a multiobjective optimization problem.
The problem consists in finding subunits which can be grouped in clusters of
good quality. The quality is measured by two cluster validity indices, one based
on entropy [5] and another the Dunn’s index [6], [7]. The indices are optimized
simultaneously using lexicographic ordering [8] and an immune-based evolution-
ary algorithm [9], [10]. The approach refers to clustering of time series data [11],
[12], multiobjective clustering [13], [14], and cluster-based time series segmenta-
tion [15]. The contribution of the paper lies in (1) formulation of the problem
of determining subunits for sign language recognition as a multiobjective cluster
optimization, (2) proposition of a solution method, and (3) verification of the
approach by experiments on both synthetic and real data.

The rest of the paper is organized as follows. Section 2 contains formulation
of the problem. Section 3 gives the details of the proposed solution method.
The results of experiments using synthetic data, as well as data obtained for
isolated words of the Polish Sign Language (PSL) are given in section 4. Section
5 concludes the paper.

2 Problem Formulation

Let S = {X1, X2, . . . , Xn} denote a data set, where Xi = {xi(1), xi(2), . . . ,
xi(Ti)} is a sequence of real valued vectors representing a signed word. All feature
vectors xi(t), tε{1, 2, . . . , Ti}, iεI = {1, 2, . . . , n} have identical structures. The
integers t = 1, 2, . . . represent equidistant time points. Two time sequences Xi

and Xj �=i may represent different words or different realizations of the same
word.

Let us consider a decomposition D, which, for each iεI, defines a number ki =
ki(D) ≥ 1 and ki−1 cut points tji = tji (D), where 1 < t1i < t2i < . . . < tki−1

i < Ti.
The decomposition means that Xi is partitioned into ki subsequences. The first
subsequence s1

i (D) starts at t = 1 and ends at t = t1i , the next subsequence
s2

i (D) starts at t = t1i and ends at t = t2i , and so on until the last subse-
quence ski

i (D) which starts at t = tki−1
i and ends at Ti. The resulting data set

S′(D) = {s1
1(D),. . ., sk1(D)

1 (D), s1
2(D),. . ., sk2(D)

2 (D),. . ., s1
n(D),. . ., skn(D)

n (D)}=
{s′1, s′2, . . . , s′n′} contains n′ = n′(D) =

∑n
i=1 ki(D) sequences. The length of

each subsequence is constrained by the minimal lmin and the maximal lmax

number of points. We propose determining a good decomposition into sub-
sequences by solving a multicriteria decision problem, based on the following
main steps: (i) partition the set S′(D) into m (a given number) clusters, i.e.
S′(D) = {C1(D), C2(D), . . . , Cm(D)}, (ii) evaluation of the decomposition D
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using a vector of p > 1 criteria (indices) J(D) = [J1(D), J2(D), . . . , Jp(D)]
which characterizes the quality of the resulting clusters. In next sections we sug-
gest a solution method and we show the results of experiments on both synthetic
and real data sequences.

3 Basic Elements of the Solution Method

3.1 Distance Measure

To compare discrete sequences we use dynamic time warping (DTW) [6], [16].
Given two time series Q = {q(1), q(2), . . . , q(Tq)} and R = {r(1), r(2), . . . , r(Tr)}
DTW aligns the two series so that their difference is minimized. To this end, a
Tq × Tr matrix, where the (i, j) element of the matrix contains the distance
d(q(i), r(j)) between two points q(i), and r(j). Usually the Euclidean distance
is used. A warping path, W = w1, w2, . . . , wK where max(Tq, Tr) ≤ K ≤
Tq + Tr − 1, is a set of matrix elements that satisfies three constraints: bound-
ary condition, continuity and monotonicity. The boundary condition constraint
requires the warping path to start and finish in diagonally opposite corner cells
of the matrix. That is w1 = (1, 1), wK = (Tq, Tr). The continuity constraint re-
stricts the allowable steps to adjacent cells. The monotonicity constraint forces
the points in the warping path to be monotonically arranged in time. The warp-
ing path that has the minimum distance dDTW =

∑K
k=1

wk

K between the two
series is of interest. Dynamic programming is used to effectively find this path.
To prevent pathological warping, where a relatively small section of one sequence
maps to a much larger section of another, warping window constraints are ap-
plied which, additionally, speed up the computation [16]. The warping window
usually defines the search region as a narrow strip around the diagonal connect-
ing points w1, wK .

3.2 Clustering Procedure

As the clustering algorithm we propose minimum entropy clustering (MEC) de-
scribed in [5]. Entropy is a measure of information and the uncertainty of a ran-
dom variable. The method uses entropy measured on a posteriori probabilities as
the criterion of clustering. In fact, it is the conditional entropy of clusters given
the observations. The problem of clustering consists of two subproblems (1) es-
timating a posteriori probabilities and (2) minimizing the entropy. Experiments
presented in [5] show that MEC performs significantly better than k-means clus-
tering, hierarchical clustering, SOM and EM. Moreover, it can correctly reveal
the structure of data and effectively identify outliers simultaneously.

In our problem we used the Java package prepared by the authors of [5]
and accessible online [17]. As it performs clustering of vector defined data we
considered two approaches based on n′(D) similarity vectors representing the set
S′(D) of subsequences to be clustered. Each of the similarity vectors has n′(D)
elements where the j − th element of the i− th similarity vector is determined
as the DTW distance between the subsequences s′i and s′j in the set S′(D). In
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the first case MEC performs clustering of the similarity vectors. Alternatively,
shorter vectors obtained from the similarity vectors by the PCA can be used.

3.3 Clustering Results Evaluation

The vector index J(D) introduced in section 2 actually contains two elements.
The first, more important, is the conditional entropy minimized by MEC. The
second in the hierarchy is the Dunn’s index DI [6], [7]. It is defined by two pa-
rameters: the diameter diam(Ci) of the cluster Ci and the set distance δ(Ci, Cj)
between Ci and Cj , where

diamCi = maxx,yεCi{d(x, y)}, δ(Ci, Cj) = minxεCi,yεCj{d(x, y)} (1)

and d(x, y) indicates the distance between points x, y.

DI = min1≤j≤m{min1≤i≤m,i�=j{
δ(Ci, Cj)

max1≤k≤mdiamCk
}} (2)

Larger values of DI correspond to good clusters.
Note that the distances needed in DI can be considered as distances between

the similarity vectors or, alternatively, as distances between respective sequences.
Obviously, in the second approach necessary information is extracted from the
similarity vectors.

3.4 Optimization Algorithm

As follows from section 3.3 our problem is a multiobjective optimization problem
(MOP) with two criteria. To solve MOPs evolutionary algorithms are often used.
Evolutionary algorithms deal simultaneously with a set of possible solutions (the
so called population) which allow us to find several members of the Pareto
optimal set in single run of the algorithm [18].

Our approach to solve the MOP adopts the immune-based algorithm CLON-
ALG originally used for single-objective optimization [9], [10]. We use lexico-
graphic ordering [8]. Here the single objective J1 (considered the most impor-
tant) is optimized without considering J2. Then the J2 is optimized but without
decreasing the quality of the solution obtained for J1. In the sequel we shortly
describe the algorithm, the encoding method, and the mutation operator.

CLONALG. The main loop (repeated gen times, where gen is the number of
generations) consists of four main steps: one initial step where all the elements
of the population are evaluated and three transformation steps: clonal selection,
mutation, apoptosis.

1. Evaluation. For each element D in the population P compute Ji(D), i = 1, 2
and perform lexicographic ordering of the elements.

2. Clonal selection. Choose a reference set Pa ⊂ P consisting of h elements at
the top of the ranking obtained in step 1.

3. Mutation.
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3.1. For each DεPa make c mutated clones Dcj , j = 1, 2, . . . , c, compute their
values J1(Dcj), J2(Dcj), and place the clones in the clonal pool CP .

3.2. Lexicographically order the elements of P ∪ CP , choose a subset Pc ⊂
P ∪ CP containing N best elements, where N denotes the size of P .

4. Apoptosis. Replace b worst elements in Pc by randomly generated elements.
5. Set P ⊂ PC.

In the algorithm the current population P is mixed with the clonal pool CP
and the predefined number of best elements (i.e. at the top of the ranking) is
picked up to form new population. The last step of the main loop replaces b
worst solutions by randomly generated elements.

Encoding and mutation. Each element of the population P represents a de-
composition D of the set S into a set S′(see section 2). It has the form of the
integer valued vector D = [t11, t

2
1, . . . , t

k1−1
1 , t12, t

2
2, . . . , t

k2−1
2 , . . . , t1n, t

2
n, . . . , t

kn−1
n ]

composed of the cut points of the original sequences. The mutation process con-
sists of a given number M of mutations conducted on a population element. The
mutation means an operation randomly chosen from the following variants: (a)
add cut point (probability 1/4), (b) remove cut point (probability 1/4), (c) move
cut point (probability 1/2). In all cases a subsequence is randomly selected and,
depending on a drown variant, it is: (a) divided into two shorter subsequences,
(b) joined together with its preceding subsequence, (c) made shorter or longer by
shifting its initial point. The new cut point in (a) and (c) is placed in a position
randomly chosen from the corresponding set of feasible points, i.e. the points for
which the resulting subsequences satisfy the length constraints. Similarly, the
union in (b) is accepted if the resulting subsequence is not too long.

4 Experiments

In this section we present results of two experiments. In the first case synthetic
data are considered, the other experiment is based on real sequences obtained
for signed Polish words.

4.1 Synthetic Data

The set S consists of six sequences presented in fig.1. In each sequence one can
distinguish subsequences which are identical or mutually related by a nonlinear
time scale transform. We considered partitioning of the sequences into subse-
quences which can be grouped into (i) two clusters (m = 2), (ii) four clusters
(m = 4). In both cases the minimum (lmin) and the maximum (lmax) subse-
quence lengths (see section 2) are defined.

The following parameters of the optimization procedure were used in the
experiment: N = h = 100, c = 15, b = 10,M = 2, gen = 60, lmin = 6, lmax = 12
(2 clusters), lmin = 4, lmax = 8 (4 clusters). The best result obtained for m = 4
is characterized in fig. 1. Automatically obtained partitioning for m = 2 was also
consistent with the result expected by human.
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Fig. 1. Sequences X1 − X6 used in the experiment; automatically determined sub-

sequences’ boundaries for m = 4 are marked, resulting transcriptions based on four

subunits 0, . . . , 3 are given in brackets

Fig. 2. Sequences representing signed words; automatically determined subsequences’

boundaries for m = 5 are marked, resulting transcriptions based on five subunits

0, . . . , 4 are given in brackets



Determining Subunits 195

4.2 Real Data

Sequences used in this experiment represent 10 signed words of PSL. Each se-
quence was chosen as a medoid of 40 realizations of appropriate word performed
by two signers. Fig. 2. shows normalized (mean = 0, stdev = 1) values of the
horizontal placement of the right hand center vs. frame number, obtained from
pictures registered by the camera with the rate of 25 f/s. Parameters used in
this experiment are the same as in the experiment with four clusters in subsec-
tion 4.1. We solved the optimization task for 2, . . . , 6 clusters. The best result
(with the greatest value of the Dunn’s index) has been obtained for five clusters
(m = 5). Fig. 2. shows that the subunits with the same labels are quite similar,
although of different lengths, whereas the subunits with different labels differ.

5 Conclusions

Large-vocabulary systems of sign language recognition require the modeling of
signed expressions in smaller units than words. However, an additional knowl-
edge of how to break down signs into subunits is needed. In vision-based systems
the subunits are related to visual information. As linguistic knowledge about the
useful partition of signs in regard of sign recognition is not available, the con-
struction of an accordant partition is based on a data-driven process when signs
are divided into segments that have no semantic meaning, then similar segments
are grouped and labeled as a subunit. In this paper we propose a new approach to
determining the subunits. Subunits’ boundaries are considered as decision vari-
ables in a multiobjective optimization problem. We use two objective functions,
entropy and the Dunn’s index, as measures of cluster quality. These functions
are optimized simultaneously. The method has been successfully verified, but
there remain some open questions. The number of clusters is determined exper-
imentally. In the future it will be included as the additional decision variable in
the optimization task. Second question concerns including other cluster validity
indices and using other optimization approaches. We use lexicographic ordering
and an immune-based evolutionary algorithm, but other evolutionary optimiza-
tion methods may be considered, see e.g. [18]. We will consider these issues in
future research. A next step will be related to more advanced experimentation
including recognition words and sentences of the PSL.
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Abstract. The article presents the results of the analysis of the distri-

bution of individuals in a modified genetic algorithm for solving function

optimization problems. In the proposed modification of the genetic al-

gorithm, we use the fuzzy logic controller (FLC). The authors proposed

the FLC, which estimates all individuals in the population and modifies

the probability of the selection to the parents’ pool and the probability

of the mutation of their genes. In the article we present the results of

the analysis of the distribution of individuals in all generations of the

algorithm. We compared the results of the elementary algorithm and the

algorithm with the adaptation of the selection and mutation probabil-

ities. The new algorithm has been tested on a number of sophisticated

functions with satisfactory results.

Keywords: fuzzy logic, genetic algorithms, artificial intelligence, func-

tion optimization.

1 Introduction

Genetic algorithms are a group of evolutional algorithms which imitate the natu-
ral processes of evolution in the world of living organisms - i.e. mutation, genetic
recombination and natural selection, especially the rule of the ”survival of the
fittest”. The subject of genetic algorithms is considered in [2], [4]. In the pro-
cess of the evolution GA do not take advantage of the knowledge specific to
the task. The information collected in prior generations can help to set a trend
for the evolution process. This information allows to point the direction, which
can cause improved results of the evolution. The experts’ knowledge about the
evolution has a descriptive character and is often subjective. It is not possible
to express this knowledge with the aid of mathematical rules. For this reason, a
fuzzy logic controller (FLC) will set a trend of evolution [6].

The bases of fuzzy logic have been formulated by L. Zadeh. This theory enables
the description of a real system with the assistance of the fuzzy notion. The
subject of fuzzy logic is considered in [1], [5].

Genetic algorithms, fuzzy logic and neural networks joint in one system let us
build a computational intelligence [7], [8]. Such a system is able to fit itself to
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solve problems across the change of parameters of the algorithm so as to obtain
the best results.

2 The Principle of the Genetic Algorithm

Genetic algorithms (GA) can process data and information, the same way as
biological organisms do. They can solve sophisticated optimization problems,
so they are usually used for seeking approximate results of the NP-complete
problems. Genetic algorithms operate on a whole population of individuals. Each
individual represents a potential solution of the optimization problem and has
an associated fitness function to determine, which will be used to produce a new
offspring in the reproduction process.

The first generation is usually created randomly. The genetic algorithm seeks
for better and better solutions, creating subsequent generations of the individuals
in forthcoming iterations (generations). Every individual is evaluated by the
fitness function. In every generation a few individuals are selected to the parents’
pool (the process of selection). A greater probability of the selection is associated
to the individuals having a higher value of the fitness function. The individuals
in the parents’ pool are associated into couples. They exchange their genetic
material, so we receive a new generation of offspring. This part of the algorithm
is called the process of crossing-over.

During rewriting of the genetic information in biological systems, there exists
the risk of mutation: however, it seldom takes place. In genetic algorithms, fate
values will be inserted into some places of an individual’s code. A new generation
of offspring after the crossing-over and mutation establishes the next generation.
The algorithm is stopped when it reaches a satisfying result, when the prede-
termined number of generations has been created or when the time limit has
been reached. The solution is an individual with the highest value of the fitness
function, represented by the best chromosome in the final population.

An elementary genetic algorithm consists of the following steps:

1. the choice of the first generation,
2. the estimation of each individual’s fitness,
3. the check of the stop conditions,
4. the selection of individuals to the parents’ pool,
5. the creation of a new generation with the use of operators of crossing and

mutation,
6. the printing of the best solution.

Figure 1 shows the block diagram of the genetic algorithm.
There are two parameters in elementary genetic algorithms which determine

the evolution: the probability of the selection to the parents’ pool and the prob-
ability of the mutation. Genetic algorithms can be improved by the utilization
of the knowledge of experts to predict the course of the process of the evolution.
The experts’ knowledge about the evolution has a descriptive character and is
often subjective. That is why we utilize a fuzzy logic controller to set the trend
of evolution.
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Fig. 1. The block diagram of the genetic algorithm

2.1 Adaptation of the Probability of Selection

The probability of selection determines the ability of an individual to act as a
parent for the parents’ pool. The chances of the individual for transferring his
genetic material to the next generation increase with the probability of selection.
Well-adapted individuals are the most wanted ones in the parents’ pool: how-
ever, weak individuals should also find their way to the parents’ pool in order
to prevent violent loss of their genetic material and premature convergence. We
suggest the modification of the genetic algorithm for the realization of this strat-
egy relying on the introduction of the additional fuzzy logic controller (FLC) for
the evaluation of each individual in the population.

The FLC modifies the probability of selection using the following rules:

– enlarge the probability of selection for the individuals with the value of the
fitness function of above the average in generations in which the average
value of the fitness function grows with relation to the preceding generation,

– don’t change the probability of selection for individuals with the value of
the fitness function equal to the average in generations in which the average
value of the fitness function does not change the relation to the preceding
generation,

– diminish the probability of selection for individuals with the value of the
fitness function below the average in generations in which the average value
of the fitness function decreases with relation to of the preceding generation.

Figure 2. shows the block diagram of the modified genetic algorithm (the block
of the fuzzy logic controller is gray).
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Fig. 2. The block diagram of the modified genetic algorithm

2.2 Adaptation of the Probability of Mutation

The probability of mutation determines the ability of the algorithm to exploit
the search space. In the initial period, mutations are frequent in order to make
the search of the whole search space possible (exploration mode). In the final
period, mutations are rarer than at the start, which allows the algorithm to
concentrate on the searching of the earlier established areas (exploitation mode).
The mutation of a gene may cause a new well-adapted individual to shift the
algorithm from the local optimum. We suggest the use of the modification of
the genetic algorithm for the realization of this strategy which is based on the
introduction of the additional FLC for the evaluation of each individual in the
population.

The FLC modifies the probability of mutation using the following rules:

– enlarge the probability of mutation of individuals with the value of the fitness
function of less then the average in generations in which the average value
of the fitness function decreases with relation to the preceding generation,

– don’t change the probability of mutation of individuals with the value of
the fitness function equal to the average in generations in which the average
value of the fitness function does not change in relation to the preceding
generation,

– diminish the probability of mutation of individuals with the value of the
fitness function above the average in generations in which the average value
of the fitness function increases with relation to the preceding generation.
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Figure 3. shows the block diagram of the modified genetic algorithm (the block of
the fuzzy logic controller is gray). The construction of the fuzzy logic controller
in details is considered in [6].

Fig. 3. The block diagram of the modifed genetic algorithm

3 Computational Experiments

We chose the problem of the optimization of the continuous function for the
test. We used the function shown in Figure.4. This function is one of the func-
tions proposed in [3]. It is a sophisticated function with many local optima with
different values, which permits to estimate the ability of the algorithm to solve
difficult optimization problems. The first generation was placed in the local opti-
mum (point [5, 5]). The algorithm should find the total optimum (point [50, 50]),
avoiding the local optima. The algorithm’s parameters used in the experiment
are:

– the genes of individuals are represented by real numbers,
– the probability of crossover = 0,8,
– the probability of mutation = 0,15,
– the number of individuals in the population = 100,
– the algorithms were stopped after 1000 generations.
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Fig. 4. Surface plot and contour plot of the test function

Fig. 5. Differences between the mean value of the fitness function in the given gener-

ation and the maximum value thus far found by each algorithm

Fig. 6. Changes of the value of the standard deviation of the fitness function of indi-

viduals in all the generations of algorithms



Analysis of the Distribution of Individuals in Modified GA 203

The test problem was solved by the elementary algorithm and algorithms with
the modification of the probability of selection and mutation. In the experiment
we investigated the distribution of the value of the fitness function of individ-
uals in all the generations of the algorithm. All the algorithms were run 10
times. As the factor of the diversity we accepted the difference between the
mean value of the fitness function in the given generation and the maximum
value thus far found by the algorithm. Additionally, we evaluated the stan-
dard deviation of the value of the fitness function of all individuals in every
generation.

The graph on Figure 5. illustrates differences between the mean value of the
fitness function in the given generation and the maximum value thus far found
by each algorithm.

The graph on Figure 6. illustrates changes of the value of the standard devi-
ation of the fitness function of individuals in all the generations of algorithms.

4 Final Remarks

In the algorithm with an adaptation of the probability of the selection the stan-
dard deviation of individuals is smaller than in the elementary algorithm. The
algorithm found the area quicker, wherein appears the total optimum. The pop-
ulation of individuals is collected in this area. The values of the fitness function
of individuals are similar. The difference between the mean value of fitness in
the given generation and the maximum value obtained by the algorithm with a
modification of the selection is smaller than in the elementary algorithm. The
fuzzy adaptation of the probability of selection introduces ”harder” methods
of selection to the algorithm. The FLC increases the ability of the algorithm
to exploit the search space. Better adapted individuals are chosen to the par-
ents’ pool, which accelerates the algorithm’s convergence. Such a solution can
be useful in improving an algorithm’s convergence.

In the algorithm with a modification of the probability of mutation the stan-
dard deviation of individuals is greater than in the elementary algorithm. The
algorithm found the area, wherein appears the total optimum. The population
of individuals is collected in this area, but the number of individuals within it
is smaller than in the elementary algorithm. The population is more diverse in
the genetic sense. The difference between the mean value of the fitness function
in the given generation and the maximum value obtained by the algorithm with
the modification of mutation is greater than in the elementary algorithm. The
FLC enlarges the number of the mutations, holding the greater genetic variety
of individuals. The ability to create new, previously non-existent values of genes
is alos increased. The fuzzy adaptation improves the abilities of the algorithm to
explore the search space. Such a solution can be useful to broaden the searching
of all the search space and protect an algorithm from premature convergence to
local optima.
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Abstract. Genetic algorithms have proven their ability in detecting

optimal or closed-to-optimal solutions to hard combinational problems.

However, determining which crossover, mutation or selector operator is

best for a specific problem can be cumbersome. The possibilities for en-

hancing genetic operators are discussed herein, starting with an analysis

of their run-time performance. The contribution of this paper consist

of analyzing the performance gain from the dynamic adjustment of the

genetic operators, with respect to overall performance, as applied for

the task of quantum circuit synthesis. We provide experimental results

demonstrating the effectiveness of the approach by comparing our results

against a traditional GA, using statistical significance measurements.

1 Introduction

The pursuit for performance in computers is relentless. For the so-called classi-
cal computers the acquired experience is vast, developed over more than half a
century, whereas for quantum computers the race has started relatively recently,
in the 1980’s. Even from today’s perspective, it cannot exactly be foreseen that
in the next decade the quantum computer will be physically feasible. Evolu-
tionary search to seek circuit synthesis solutions in a search space was already
applied, with the focus being on the analysis of the genetic operators and their
performance.

An important view on the optimization problems, the benchmark, is empha-
sized by the ”No Free Lunch“ theorem, where it is considered that any elevated
performance over one class of problems is exactly paid in terms of performance
over another class [7]. The proposed adaptive parameter control algorithm out-
performs this limitation -proven by the statistical significance of the experimental
results- and highlights the obtained performance by comparison with a conven-
tional GA.

The task of implementing the Meta-Heuristic approach on Quantum Circuit
Synthesis (MH-QCS) makes use of ProGA [8] framework, that provides all the
necessary support for developing genetic algorithms. Our ProGA framework un-
derpins a robust and optimized environment, its architecture being extended to
handle the additional statistical information. The statistical data is processed
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on-the-fly by the adaptive algorithm and the results are used for adjusting ge-
netic operator’s rates during run-time. Our proposal focuses on the genetic al-
gorithm parameter control by involving the statistical information, from the
current state of the search into algorithm decision. Our experiments prove the
fact that a higher convergence rate is reported by genetic evolution and therefore
an important runtime speedup is achieved.

The automatic generation of a quantum circuit that will implement a given
function is not an easy task; in order to solve this problem the genetic algorithm
will evolve a possible solution that will be evaluated against other previous so-
lutions obtained, and eventually a close-to-optimal solution will be indicated.
It is hard, if not impossible, to guess the values used for the tuning of genetic
algorithm, because even a small change in the circuit topology will generate a
different quantum logic function; this is the main motivation for adopting an
adaptive genetic algorithm.

2 Background

Quantum computation is computation made with coherent atomic scale dynam-
ics. A quantum computer is a physical device able to perform computation driven
by quantum mechanical phenomena, such as entanglement and superposition of
basis states. For the classical computer, the unit of information is the bit, whereas
in quantum computation its counterpart is the so-called qubit. A quantum bit
may be represented by using the spin 1/2 particle. For example, a spin-down | ↓〉
and a spin-up | ↑〉 may be used to represent the binary information |0〉 and |1〉.
In Bra-Ket notation, a qubit is a normalized vector in a two dimensional Hilbert
space |ψ〉 = α|0〉 + β|1〉, |α|2 + |β|2 = 1 (α,β ∈ C), where |0〉 and |1〉 are the
basis states [2].

The Genetic Algorithms (GA) are adaptive heuristic search algorithms based
on evolutionary ideas of natural selection used to find solutions for optimization
and search problems. The reported results are, in many cases, more efficient,
more elegant, and more complex than the solutions discovered by the human
mind. The new field of Evolvable Quantum Information (EQI) has been estab-
lished as the merging of quantum computation and evolvable computation [1].

The problem of setting values for different control parameters is crucial in the
context of the algorithm performance. Each GA parameter is responsible with
controlling the evolution path towards the solution. There are two major forms
of setting the parameter values for a genetic algorithm [6]:

– Parameter tuning: the parameter values are fixed before the algorithm run
and remain as such during the algorithm run. There are several disadvan-
tages for the tuning: finding good parameters before the run may be time
consuming and it is possible not to get optimal values for all the phases.

– Parameter control: the initial parameter values are changed during the algo-
rithm run, keeping the dynamic spirit of evolution. The adaption algorithm
uses the feedback values from the process to adjust the parameters for better
performance.
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In Figure 1, the upper part of the hierarchy contains a method that aims at
finding optimal parameters for the GA, while the lower part is dedicated to
possible problem solutions on the application layer. Mainly, the same approach
on splitting the design into several layers is also applied within our paper. Thus,
the quantum circuit synthesis genetic algorithm will run in the application layer,
while the algorithm responsible with the dynamic adjustment of the operators
will run in the design layer.

(a) control flow (b) information flow

Fig. 1. The 3-layered hierarchy of parameter tuning [6]

3 Previous Work

In reference [3], Yao was the first one to investigate the effect of the genetic
operators, using several genetic algorithms as examples. Three metrics are pro-
posed (e.g. best and average tour length, population diversity) to understand
”when and why some operators are useful and how we can combine them to-
gether to improve the performance“. As conclusion, the study suggests the use
of the ”greedy“ crossover and the ”hard“ selection with a low mutation rate for
better performance. Fredrik [4] considers that different genetic operators may be
better suited to exploring the search space at different stages. In [5], Affenzeller
has identified that the selection is the ”driving force“ in GAs. Smit and Eiben
[6], consider the tuning for the algorithm parameters as a non-trivial problem,
which is essential for a good algorithm performance. It is expressed that is dif-
ficult to choose between a good crossover operator (defined in a finite domain)
and a good crossover rate pc (defined in a subset of R). The difference is es-
sential because for the given rates it is possible to apply heuristic search and
optimization techniques to find optimal values, while for the operators only the
enumeration values are possible.

4 Genetic Algorithm Details

A successful use of meta-heuristics to difficult optimization problems (like quan-
tum circuit synthesis) usually depends on problem specific encoding. Following
Nature, where a chromosome is composed of genes, within our chromosome the
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genes correspond to the circuit sections, thus allowing to represent any possible
solution for circuit synthesis (see Figure 2 a). Any gene will store the specific
characteristics of a particular section, and the genetic operators will be applied
at the gene level or inside the gene. The terminal set is composed of quan-
tum gates (randomly used in the chromosome encoding) and the function set is
composed of the mathematical functions necessary to evaluate the circuit out-
put function (tensor product, multiplication and equality). The fitness measure
specifies what the user expects from the synthesis algorithm. Therefore, the fit-
ness assignments to a chromosome indicate how close the individual output is to
the algorithm target. Considering the discrete search space X and the objective
function f : X → R, our scope is the find maxx∈Xf where x is a vector of decision
variables, f(x) = f(x1, ..., xn). It is a maximization problem, because the goal
is to find the optimum quantum circuit that implements a given input function.
The fitness function is defined as:

eval(x) = f(x) + W × penalty(x) (1)

where

f =
f(evolved circuit)
f(initial circuit)

(2)

and

penalty = 1− number of evolved gates− number of initial gates

number of initial gates
(3)

From a meta-heuristic point of view, it is considered that genetic algorithms
contain all necessary information for adaptive behavior. Two types of statistical
data are used as input for the adaptive algorithm (see Figure 2 b). The first type
is represented by the fitness results for each population corresponding to the best,
mean and worst chromosomes. The second type is represented by the operator
performance. Following an idea proposed by Gheorghies[12], the performance
records are essential in order to decide on operators reward (”absolute” when
the resulted offspring has a higher fitness than the best fitness from the previous
generation; ”relative” when the resulted offspring has a better fitness than its
parents, but it is not absolute; ”in range” when the resulted offspring has a
fitness situated between the fitness values of its parents; and ”worse” when the
resulted offspring has a fitness value that is lower than that of its parents).

From the adaptive algorithm it is not essential to know operator implemen-
tation details; instead, one has to be informed about the number of operators
because, for each of them, a separate statistical structure will be reserved. The
adaptive algorithm will receive breeding feedback from each operator and will
analyze the data, in order to compute the operator performance and decide on
its adjustment rate. The adaptive algorithm distinguishes between the quality of
solutions evolved by different operators and adjusts the rates, based on merits.

An important concept throughout the rest of the paper is related to the effi-
ciency of controlling the algorithm parameters; it implies additional computation
power. We will illustrate the feasibility of the control algorithms and their payoff
in terms of performance.
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gene 1 gene 2 gene m

1 ngene

encoding

chromosome

encoding

(a) encoding (b) control

Fig. 2. Chromosome Encoding (a) and Adaptive Control Layers (b)

5 Experiments

To eliminate the possibility of randomness messing of the experimental results,
the number of runs was set to 10, each run being independent. In the provided
graphics, the average results is used for comparison purposes. The experiments
were conducted on a computer with the following configuration: Intel Pentium
M processor at 1.862GHz, 1GB RAM memory and Open SuSe 10.3 as operating
system. During the experiments, several variables (see Table 1) were used to
measure, control and manipulate the application results (looking for possible
relationship situations between the sets of variables), and to create correlations
between the manipulated variables and those affected by manipulation.

Table 1. Configurations Used in the Performed Experiments

Variable Name Configuration 1 Configuration 2

Population/Generations size 100/150 150/200

Mutation type Multiple Single

Crossover type Two points One point

Selector type Roulette Wheel Rank

Elitism percent 0.1 0.05

Mutation/Crossover probability 0.03/0.3 0.05/0.4

Dynamic adjustment only MH-QCS only MH-QCS

We decided to use the ”Five-Qubit EXOR“[11] as benchmark quantum circuit
and to apply 4 instances for the genetic algorithm: two instances with meta-
heuristic parameter control, and two normal GA instances. Using the proposed
configurations, we have evolved solutions for the employed benchmark circuit. In
these graphics the results are presented by using plots: statistical values are in
the right-upper corner and the parameter adjustments for the genetic operators
is highlighted in the right-down corner (see Figure 3).
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Fig. 3. Experimental Statistic Results
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6 Statistical Significance

The quality of algorithm solutions is known as the best-of-run, and in most cases
it is necessary to evaluate all the intermediate results in order to render the
most appropriate one [9] [13]. Our goal is to demonstrate that, in many cases,
our technique (MH-QCS) performs better than a conventional GA approach,
with regard to best-of-run quality. The main goal is to determine, by applying
statistic significance, the highest expected best of run. Running tests for billion
times each is not possible, due to a large computational effort. Thus, we need to
prove our hypothesis using a small number of independent tests (in our case it
is defined as 10 runs) and comparing lots of parameter settings in order to find
which one performs better. Starting from the “null hypothesis” which claims that
there’s no difference between our algorithms, we have to compute the probability
for which the null hypothesis is wrong (and we need to achieve at least 95%).

Because the number of involved population individuals is different in the used
configurations, the Welch-Satterthwaite equations (see Equations 4 and 5) are
used to argue that the difference between the applied algorithms is statistically
significant and, at the same time, the difference value is important.

ttest =
X1 −X2√

s2
1

n1
+ s2

2
n2

(4)

and

degree of freedom =
(s2

1/n1 + s2
2/n2)

2

(s2
1/n1)2/(n1 − 1) + (s2

2/n2)2/(n2 − 1)
(5)

where X is the sample mean, n is the sample size and s2 is unbiased estimator
of the variance (s2 = 1

n

∑
(xi −X)).

By applying statistical significance over the analytical values (same values are
used to generate the plots from Figure 3), our MH-QCS technique is reported to
be successful in evolving quantum circuits solutions (see Table 2). The dynamic
parameters customization will properly handle the objective function, the en-
coding and the constraints. This approach leads to a flexible genetic algorithm,
where the tuning is automatically performed during the genetic evolution.

Table 2. Experimental Results

Statistical Results MH-QCS cfg1 GA cfg1 MH-QCS cfg2 GA cfg2

Number of solutions 6 3 5 3

Average time (clocks) 4.17e+09 3.45e+09 9.48e+09 9.47e+09

7 Conclusion

This paper has presented the performance analysis for the genetic operators used
by MH-QCS (the source code is available [10]), by applying statistical signifi-
cance methods. Overall, the results unconditionally proved the applicability and
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superior effectiveness of the genetic optimization algorithms to the quantum cir-
cuit synthesis problem. The computational power overhead, required by adapting
the mutation and crossover operators is reasonable small (as expressed within
Table 2); moreover, the experimental results have proven significant performance
improvements in comparison with a conventional GA approach in terms of con-
vergence and number of solutions evolved.
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Abstract. In this paper the novel selection method which can be used

in any evolutionary algorithm is presented. Proposed method is based on

steering between exploration and exploitation properties of evolutionary

algorithms. In presented approach, at the start of the algorithm oper-

ation the probability of selection of individuals for new population is

equal for all individuals. In such a case the algorithm possesses maxi-

mal value of pressure on global search of a solution space (exploration

of solution space). As number of generations increases, the algorithm

searches the solution space in more locally manner (exploitation of solu-

tion space) at expense of global search property. The results obtained us-

ing proposed method are compared with the results obtained using other

selection methods like: roulette selection, elitist selection, fan selection,

tournament selection, deterministic selection, and truncation selection.

The comparison is performed using test functions chosen from literature.

The results obtained using proposed selection method are better in many

cases than results obtained using other selection techniques.

1 Introduction

One of the most important elements of genetic or evolutionary algorithm op-
eration is a selection phase. Due to selection method, the new populations of
potential solutions (individuals) are created. In literature, we can find many
different kinds of selection techniques. Among them we can mention: roulette
selection [1, 2, 3], elitist selection [4], deterministic selection [5], tournament
selection [6], truncation selection [7], or fan selection [8]. Many authors try to
compare the existing selection methods; for example in paper [9] a compari-
son of elitist selection [4], rank selection [11] and tournament selection [10] is
presented. This comparison is performed with regard to selection intensity and
selection variance. In paper [8], a modification of roulette selection method is
presented. In this modification the survive probability of the best individual
(survive schemata existing in it) is increased without guarantee that the best
individual will be in the next population for sure (thus, we assure a certain
random factor during selection). This modification was named as fan selection.

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 213–220, 2010.
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The results of test functions minimization using fan selection (presented in pa-
per [8]) have been very good in relation to the results obtained using roulette
selection, and elitist selection. The fan selection presented in paper [8] depends
on increase of survive probability of the best individual to the next population
together with decrease of survive probability for others individuals (solutions).
However, such approach guarantee, that the best individual will be selected to
the new population more often than others individuals. Therefore, the strong
loss of solutions diversity occurs in the population. This negative effect is named
as super-individual problem, and can be accepted only in optimization of single-
modal functions, where the risk of stick in local extreme does not exist. Also, we
have noticed, that in the fan selection (for small values of parameter a) the value
of fitness function increases for worse individuals in expense of average quality
individuals [12], what is a negative effect. Nowadays, guarantee of balance be-
tween exploration property (whole solution space is searched), and exploitation
property (solution space near the best solution is searched) is important dur-
ing design of selection operators. Therefore, it is required to search the solution
space globally (at the start of algorithm), and together with increase of num-
ber of generations the factor of local search (around the best solution) is more
important.

In this paper, the mix selection is presented. In proposed selection the explo-
ration property and exploitation property are balanced using adaptive changes
of α parameter (see section 2). The proposed method has been tested using test
functions chosen from literature. The results obtained using mix selection are
compared with results obtained using other selection methods.

2 Mix Selection

The proposed selection method depends on modification of α parameter (α ∈
[-1; 1]) values of relative fitness rfitness for particular individuals:
• when α ≥ 0
- for the best individual

rfitness′max = rfitnessmax + (1− rfitnessmax) · α (1)

- for others individuals

rfitness′ = rfitness ·
(

rfitnessmax − rfitness′max∑M
i=1 rfitnessi − rfitnessmax

+ 1

)
(2)

• when α < 0
- for all individuals

rfitness′ = rfitness +
(
rfitness− 1

M

)
· α (3)

where: rfitness′max-new relative fitness of the best individual; rfitnessmax-old
relative fitness of the best individual; α-scaling factor α ∈ [−1; 1]; rfitness′-
new relative fitness of chosen individual; rfitness-old relative fitness of chosen
individual; M -number of individuals in population.
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In the mix selection, the best solution (individual) among all the best solutions
found hitherto is remembered. At the moment, when the best solution existing
in population is lost after selection process, then remembered solution is inserted
in the place of actual the best solution in population (in order to do not increase
the selection intensity). Inserting the best solution found so far into place of
the best solution in current population is needed in order to prevent the loss
diversity in the population. The loss of diversity in the population can be caused
when the best solution will be inserted in the place of the worst individual. This
operation also prevents destroying the best solution found so far.

In the proposed method of mix selection, the exploration and exploitation
properties are changed with respect to value of α parameter. When α = −1, then
all individuals possesses identical chances to be selected to the new population
(Fig. 1a). The selection intensity is equal to zero, and the proposed method
possesses exploration property (whole potential solution space is searched - the
diversity of individuals in the population is not lost). Together with increase of
α parameter value (Fig. 1b) up to the value α = 0 (Fig. 1c), the exploration
properties are decreased. When value of parameter α = 0, then all individuals
possess gradually unmodified values of relative fitness (identically as in roulette
selection method). Together with successive increasing of α values (Fig. 1d and

Fig. 1. Illustration of mix selection process for different values of α parameter: α = −1

(a), α = −0.3 (b), α = 0 (c), α = 0.1 (d), α = 0.3 (e)
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Fig. 1e) the exploitation properties are increased in proposed selection method
(searching of solutions space close to the best solution - the solution diversity
is decreased in population). For α = 1, the best individual is only selected to
the new population. Then the proposed method possesses maximal selection
intensity. Therefore, it can be seen, that together with changes of α parameter
values the properties of proposed selection method are changed too.

The additional advantage of proposed method is its generality. Due to mix
selection, we can determine the relations between global searching and local
searching (decreasing or increasing of selection intensity). In the mix selection
method, an adaptive change of parameter α value is introduced. Due to this op-
eration, we can vary the properties of proposed method and adapt mix selection
to the solving problem.

3 Adaptive Change of Parameter α Value

In the case of optimization tasks in continuous domain, it is necessary to use
specialized mutation operators (for example the non-uniform mutation [1, 13])
in genetic and evolutionary algorithms. These operators search a whole poten-
tial solution space at the start, and while the number of generation increases
the searching is more and more local (near the best solution). This conception
is also used in the adaptive changes of parameter α values in mix selection. It
is assumed, that evolutionary algorithm is operating by Tmax generations (iden-
tically as in non-uniform mutation [1, 13]), and at the beginning the solution
space should be globally searched and for generations near Tmax the solution
space should be locally searched (near the best solution). In presented in this
paper version of the mix selection, the linear variation of the parameter α is
assumed as follows:

α =
2

Tmax
· Iter − 1 (4)

where: Tmax−maximal number of iteration of the algorithm, Iter−current num-
ber of iteration.

The proposed mix selection possesses exploration property (more global search
of the solution space) in the range from 0 to Tmax/2 generations. For further
generations, the exploitation property (more local search of the solution space)
becomes more strong.

4 Assumed Test Functions

Following test function chosen from literature [14, 15] have been taken to quality
verification of proposed method (GM represents the global minimal value, n
represents number of variables in optimized function). These functions are widely
used as benchmarks to test the quality of evolutionary algorithms. In all test
functions minimization problems are considered.
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• De Jong function F1∑n
i=1 x2

i ; −100 ≤ xi ≤ 100; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 30

• Ackley function F2

20− 20 · exp

(
−0.2 ·

√
1
n
·
∑n

i=1 x2
i

)
+exp(1)−exp

(
1
n
·
∑n

i=1 cos (2 · π · xi)
)
; −100 ≤

xi ≤ 100; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 30

• Griewank function F3
1

4000
·
∑n

i=1 x2
i −

∏n
i=1cos

(
xi√

i

)
+1 −600 ≤ xi ≤ 600; GM=0 in (x1, x2, ..., x30) =

(0, 0, ..., 0); n = 30

• Rastrigin function F4 10 · n+
∑n

i=1

(
x2

i − 10 · cos (2 · π · xi)
)

−500 ≤ xi ≤ 500; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 20

• Schwefel function F5

418.9828872724339 · n−
∑n

i=1

(
xi · sin

(√
|xi|

))
−500 ≤ xi ≤ 500; GM=0 in (x1, x2, ..., x30) = (420.96874636, ..., 420.96874636); n = 30

• High Conditioned Elliptic function F6∑n
i=1

(
106

) i−1
n−1 · x2

i ;−5 ≤ xi ≤ 5; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 30

• Non-Continuous Rastrigin function F7∑n
i=1

(
y2 − 10 · cos (2 · π · yi) + 10

)
; yi =

{
xi, when |xi| < 0.5
round (2 · xi) /2, when |xi| ≥ 0.5

−500 ≤ xi ≤ 500; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 30

• Non-Continuous Expanded Schaffer function F8

F (y1, y2)+F (y2, y3)+...+F (yn−1, yn)+F (yn, y1) ; F (x, y)=0.5+

(
sin2

(√
x2+y2

)
−0.5

)
(1+0.001·(x2+y2))

2

yi =

{
xi, when |xi| < 0.5
round (2 · xi) /2, when |xi| ≥ 0.5

−500 ≤ xi ≤ 500; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 30

• Rotated Expanded Schaffer function F9

F (x1, x2)+F (x2, x3)+...+F (xn−1, xn)+F (xn, x1) ; F (x, y)=0.5+

(
sin2

(√
x2+y2

)
−0.5

)
(1+0.001·(x2+y2))

2

−500 ≤ xi ≤ 500; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 30

• De Jong function F10∑n
i=1 i · x4

i ; −100 ≤ xi ≤ 100; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 30

• Bohachevsky function F11∑n
i=1

(
x2

i + 2 · x2
i+1 − 0.3 · cos (3 · π · xi) − 0.4 · cos (4 · π · xi+1) + 0.7

)
−15 ≤ xi ≤ 15; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 30

• Rosenbrock function F12∑n
i=1

(
100 ·

(
x2

i − xi+1

)2
+ (xi − 1)

2
)

−5 ≤ xi ≤ 5; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 30

• Scaled Rastrigin function F13

10 · n +
∑n

i=1

((
10

i−1
n−1 · xi

)2

− 10 · cos
(
2 · π · 10

i−1
n−1 · xi

))
−5 ≤ xi ≤ 5; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 30

• Skew Rastrigin function F14

10 · n +
∑n

i=1

(
y2

i − 10 · cos (2 · π · yi)
)

; yi =

{
10 · xi, when xi > 0

xi, otherwise
−5 ≤ xi ≤ 5; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 30

• Schaffer function F15∑n−1
i=1

(
x2

i + x2
i+1

)0.25 ·
[
sin2

(
50 ·

(
x2

i + x2
i+1

)0.1
)

+ 1

]
−100 ≤ xi ≤ 100; GM=0 in (x1, x2, ..., x30) = (0, 0, ..., 0); n = 30
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5 Description of Experiments

The experiments were performed using test functions presented in section four.
In evolutionary algorithm, the following parameters were assumed: individu-
als were coded as a real-number strings (each gene represents one variable in
optimized function), Tmax=1000, M=50, probability of crossover = 0.7, proba-
bility of mutation = 1

n . The individuals in population were created randomly.
Simple one-point crossover [1] was taken as a crossover operator. The crossover
operator depend on cutting of two randomly chosen individuals from popula-
tion in one randomly chosen point, and then the cut fragments of chromosomes
are exchanged between them. The non-uniform mutation [1, 13] was taken as a
mutation operator. This operator is responsible for precise tuning up of the evo-
lutionary algorithm to potential solution; the value of mutated gene is computed
as follows:

x′
k =

{
xk + Δ (t, xk,max − xk) , when q < 0.5
xk −Δ (t, xk − xk,min) , when q ≥ 0.5 (5)

Δ (t, y) = y · r ·
(

1− t

Tmax

)b

(6)

where: xk−value of k−th gene randomly chosen for mutation xk ∈ [xk,min,
xk,max], x′

k−value of k−th gene after mutation, q and r− random values from
the range [0, 1], t−current number of generation, Tmax−maximal number of gen-
eration, b−level of inhomogeneity (typically b=2). Function Δ (t, y) takes values
from the range [0, y], and the probability, that Δ (t, y) ≈ 0 increases together
with increase of t value. This property causes, that this mutation operator is
searching the whole solution space uniformly at the start of its operation. In
next stages (when t is higher and higher) only local surrounding is searched
using this operator.

During the operation of the evolutionary algorithm only selection operator is
changed. The parameter a=0.3 is taken for fan selection (identically as in pa-
per [8]). The size of tournament group equal to 2 is assumed for tournament
selection. Truncation threshold equal to 0.5 is assumed for truncation selection.
In experiments, the evolutionary algorithm was executed 25 times for each test
function. In Table 1, average values and standard deviations for the best results
obtained after 25-fold repetition of evolutionary algorithm for particular selec-
tion methods are presented. The symbols in Table 1 are as follows: SM-chosen
selection method, RO-roulette selection, EL-elitist selection, FAN-fan selection,
TOU-tournament selection, DET-deterministic selection, TRU-truncation selec-
tion, MIX-mix selection.

It can be seen from Table 1, that in many cases results obtained using mix
selection are better than results obtained using other selection methods.

In order to check an importance of results presented in Table 1 t-Student
statistical test (with 48 degrees of freedom) has been performed for all combi-
nations between results obtained using mix selection and results obtained using
other selection methods. The obtained results are not presented in this paper
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Table 1. Average values of the best results obtained after 25-fold repetition of evolu-

tionary algorithm for each selection method

SM F1 F2 F3 F4 F5

RO 327.90±98.11 4.75±0.37 4.44±0.84 3600±1336 1161.83±361.00

EL 166.54±40.39 3.33±0.32 2.53±0.34 1524±430 259.13±96.72

FAN 0.96±0.32 0.31±0.05 0.79±0.14 77.19±18.08 2.64±1.32

TOU 94.64±23.57 3.36±0.31 1.84±0.15 878.53±213.78 383.29±170.21

DET 318.05±108.90 3.81±0.35 3.82±1.05 4379±3126 562.16±150.69

TRU 47.96±11.91 2.79±0.24 1.48±0.14 607.69±161.83 212.91±136.55

MIX 0.37±0.17 0.19±0.04 0.50±0.14 43.16±9.37 95.87±94.91

SM F6 F7 F8 F9 F10

RO 53715±19365 9938±2572 9.90±0.75 10.09±0.62 2280256±1106167

EL 6732±2516 4344±858 7.13±0.86 6.71±0.78 460723±268790

FAN 45.15±28.52 116.00±28.53 3.18±0.61 3.34±0.64 3.37±2.00

TOU 605±163 2760±741 7.57±0.63 7.57±0.52 33973.05±20173.35

DET 549057±4455 7670±3215 7.31±0.86 7.71±0.77 32067286±51090369

TRU 295±121 1443±321 6.78±0.98 6.57±0.70 10216.88±4766.51

MIX 16.12±9.77 65.22±14.73 2.81±0.43 2.93±0.69 0.29±0.18

SM F11 F12 F13 F14 F15

RO 40.74±7.35 347.57±91.61 137.54±18.96 129.10±18.71 65.33±8.65

EL 25.99±3.44 75.92±31.57 96.77±11.21 87.43±11.74 55.14±5.82

FAN 0.95±0.33 75.92±31.57 8.45±2.11 4.64±1.60 24.35±3.33

TOU 19.82±2.32 137.39±33.87 67.53±9.17 50.30±5.97 49.02±4.84

DET 38.41±7.72 615±568 180.23±97.36 233.48±98.43 49.49±4.21

TRU 14.27±2.37 147.16±42.15 53.82±8.21 42.67±8.09 44.36±4.26

MIX 0.49±0.29 58.96±36.64 5.12±1.89 3.57±1.54 18.37±2.46

with respect to space limitation. But in all cases (besides one case), the results
obtained using proposed method are statistically important (with 95% degree of
trust).

6 Conclusions

In this paper, the novel selection method named mix selection is presented. In
this method at the start of the algorithm operation the whole solution space is
searched globally, and together with increase of the number of generations the
solution space is searched more and more locally. Proposed method has been
tested using test functions chosen from literature. Results obtained using mix
selection have been compared with results obtained using other selection meth-
ods. In many cases, the results obtained using proposed approach are better or
comparable with the results obtained using other methods. Also, the results ob-
tained using mix selection are statistically important (their importance has been
confirmed using statistical t-Student test). The main advantage of the proposed
method is a possibility of defining relations between global and local searches of
potential solution space. Also, the disadvantage existing in fan selection (which
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has been described in introduction) has been eliminated in proposed method.
The mix selection can be used in combinatorial problems too.

References

1. Michalewicz, Z.: Genetic algorithms + data structures = evolution programs.

Springer, Heidelberg (1992)

2. Goldberg, D.E.: Genetic algorithms in search, optimization and machine learning.

Addison-Wesley Publishing Company Inc., New York (1989)

3. Arabas, J.: Lectures on evolutionary algorithms, WNT (2001) (in Polish)

4. Zen, S., Zhou Yang, C.T.: Comparison of steady state and elitist selection genetic

algorithms. In: Proceedings of 2004 International Conference on Intelligent Mecha-

tronics and Automation, August 26-31, pp. 495–499 (2004)

5. Takaaki, N., Takahiko, K., Keiichiro, Y.: Deterministic Genetic Algorithm. In: Pa-

pers of Technical Meeting on Industrial Instrumentation and Control, IEE Japan,

pp. 33–36 (2003)

6. Blickle, T., Thiele, L.: A Comparison of Selection Schemes used in Genetic Algo-

rithms. Computer Engineering and Communication Networks Lab, Swiss Federal

Institute of Technology, TIK Report, No. 11, Edition 2 (December 1995)

7. Muhlenbein, H., Schlierkamp-voosen, D.: Predictive Models for the Breeder Genetic

Algorithm. Evolutionary Computation 1(1), 2549 (1993)

8. Slowik, A., Bialko, M.: Modified Version of Roulette Selection for Evolution Algo-

rithm - The Fan Selection. In: Rutkowski, L., Siekmann, J.H., Tadeusiewicz, R.,

Zadeh, L.A. (eds.) ICAISC 2004. LNCS (LNAI), vol. 3070, pp. 474–479. Springer,

Heidelberg (2004)

9. Blickle, T., Thiele, L.: A Comparison of Selection Schemes used in Evolutionary

Algorithms. Evolutionary Computation 4(4), 361–394 (1996)

10. Miller, B.L., Goldberg, D.E.: Genetic algorithms, tournament selection and the

effects of noise. Complex Systems 9, 193–212 (1995)
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Bullinaria, J.A., Rowe, J.E., Tiňo, P., Kabán, A., Schwefel, H.-P. (eds.) PPSN

2004. LNCS, vol. 3242, pp. 282–291. Springer, Heidelberg (2004)



Extending Genetic Programming to Evolve
Perceptron-Like Learning Programs

Marcin Suchorzewski

West Pomeranian University of Technology

Faculty of Computer Science and Information Technology
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Abstract. We extend genetic programming (GP) with a local mem-

ory and vectorization to evolve simple, perceptron-like programs capable

of learning by error correction. The local memory allows for a scalar

value or vector to be stored and manipulated within a local scope of GP

tree. Vectorization consists in grouping input variables and processing

them as vectors. We demonstrate these extensions, along with an island

model, allow to evolve general perceptron-like programs, i.e. working for

any number of inputs. This is unlike in standard GP, where inputs are

represented explicitly as scalars, so that scaling up the problem would

require to evolve a new solution. Moreover, we find vectorization allows

to represent programs more compactly and facilitates the evolutionary

search.

Keywords: Genetic programming; evolutionary neural networks; learn-

ing programs; supervised learning.

1 Introduction

Genetic Programming (GP) is an evolutionary algorithm which evolves computer
programs. Since it’s formulation in early ’90, GP has delivered a number of
human-competitive results in various problem domains [4]. Yet, among a wide
range of innovative techniques and applications proposed for GP, we don’t find
many specifically concerned with evolving learning programs. A comprehensive
review of state of art in GP can be found in [7].

From a biological perspective, learning and evolution are both adaptations,
though operating on different time scales. Evolution adapts individuals to slowly
changing environmental conditions, along many generations. Learning in turn,
allows to adapt individuals to conditions changing during their lifetime. A com-
mon characteristic of biological and artificial adaptations is that stationary con-
ditions of the environment/problem are reflected in structure, while more dy-
namic changes are reflected in changing parameters. The vast majority of re-
search in GP concentrates on evolving structures only, which are capable of
solving static or dynamic problems, but not capable to learn, i.e. to solve either
new instances of the problem, or to respond quickly to changing conditions while
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solving their task. Perhaps the major obstacle to evolve learning programs using
GP lies in that learning parameters requires memory and memory constructs
in GP have a bad reputation of being tough to evolve. A recent critique of GP
[11] exposed some weaknesses of GP in evolving structures more complex than
arithmetic expressions, such as loops and modules. This is also relevant to mem-
ory. Perhaps that’s why so much more research has been devoted to evolving
neural networks, for which many learning algorithms are readily available, than
to evolve programs, which have to discover their own means to learn.

The concept of learning programs is in fact very closely related to evolu-
tionary neural networks, which has already attracted much attention. We find
many approaches here: evolving topologies, which further require external learn-
ing, evolving weighted topologies which do not learn, evolving learning rules
for predefined topologies or using evolutionary algorithm just to find weights
or fine-tune other parameters of neural networks. Seldom attempted, however,
is to evolve structure and learning algorithm simultaneously. See [12,5,2] for an
overview of the topic.

In this paper we propose two new extensions to GP which allow to evolve
“autonomously learning” programs, i.e. without any help of external learning
algorithm. Learning is embedded in the program and requires no “extra mode”
of execution. For now, we demonstrate the capabilities of the extended GP on a
supervised learning classification task, with two linearly separable classes. The
only requirement for the evolved solution to work properly is to include clas-
sification error of the previous sample in the inputs to the program. Evolved
solution programs discovered a simple rule to ignore the error when it’s zero,
and adapt parameters when the error is non-zero. GP extended with local mem-
ory can — and often does — evolve structures which are functionally equivalent
to perceptron neurons learned via delta rule [10].

2 Extending GP

2.1 Local Memory

Memory is a necessary ingredient of learning. There are three well known types
of memory in GP: named memory, automatically defined storage (ADS) [3] and
indexed memory [8], and each of them have some shortcomings. Named memory
requires inclusion of separate node types for each new memory cell to be used by
a program. The two other constructs also require some predefined parameters.
ADS and indexed memory function nodes require additional indexing arguments,
which increase the representational intricacy. And finally, all these constructs are
inherently global, i.e. the memory can be read and write from anywhere in the
program. The local memory proposed in this paper is a simple construct, which
neither requires indexing nor needs to be anyhow predefined. Although we didn’t
perform any empirical comparison yet, we suppose the property of locality might
also be beneficial for evolvability of the programs.

To implement the local memory in GP trees we use two special nodes: 1-
argument function SetM and the terminal GetM. Node SetM contains data, while
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GetM holds only a pointer to data. These nodes can be freely moved across the
program tree by mutation or crossover operators during reproduction phase,
but in order to work properly, the memory must be initialized before the first
evaluation. This is done in one traversal of the tree in prefix order (i.e. the root
first). Each GetM node is connected to its first SetM ancestor on the path to the
root, though only if there is any. All values held in SetM nodes are initialized to
0. After the memory has been connected and initialized, it works as follows. The
argument passed to the SetM node is returned unchanged, though it is stored.
GetM terminal node returns the value stored in a SetM to which it is connected,
or 0 if it’s not connected.

We called this construct a “local memory” because the SetM and GetM nodes
form a memory which is operational only in some fragment of the tree, i.e. it
has limited scope. Moving a subtree containing SetM node to another position or
another tree, automatically results in moving all the relevant GetM nodes also,
although the inverse is not necessarily true. Moreover, local memory doesn’t
need explicit addressing or indexing, as is the case with named memory, indexed
memory or ADSs.

2.2 Vector Processing

While memory is almost necessary for a program to learn, what makes the
evolved solutions general with respect to the dimensionality is vectorization, i.e.
conversion of a program from scalar into vector implementation, where single
instruction operates on multiple data. Vectorization is not always possible to
accomplish, however in our scenario we assume relatively specific problem and
the function set for it, and therefore it’s quite straightforward. First, we assume
we are solving a problem characterized by two groups of inputs: a single scalar
input and varying number of “ordinary” input variables. These ordinary input
variables are grouped into a vector of length N , which is a dimensionality of the
problem.

To obtain a system closed in terms of type consistency and evaluation safety
[7], it’s necessary for all functions used in the program to be well defined for
any combination of vector and scalar arguments. This condition is obviously
satisfied for addition and multiplication operations, assuming there is only a
single distinct vector dimensionality in the program. Also the local memory
nodes can be well defined for scalars and vectors, whatever happens to be the
argument of the SetM node.

A minor issue follows from the fact, that having a vector somewhere in the
leaves of the tree, we always have a vector on the output. An obvious workaround
would be to sum up the vector and to return scalar value as a proper classifica-
tion result. This would be a kind of wrapper put on the program. Much more
autonomous solution would be to allow for the program to convert vectors into
scalars itself, by means of summation (σ node). The program returning vector as
the output can be either assigned poor fitness, or the vector might be summed
up in a kind of wrapper. We prefer the first option by default.
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Vector processing is certainly not a completely new concept in GP. It’s closely
related to the strongly typed GP [6]. We are not aware, however, of any previous
research demonstrating its importance in achieving generality of the solution.
Perhaps the generality obtained with vectorization might also be obtained using
developmental GP. Yet still, we find vectorization is simpler and yields more
compact solutions than those possibly generated with developmental encoding.

2.3 A Note on Island Model

An important feature of vectorized programs is that they are more general than
scalar ones. This means, that program solution for N1-dimensional problem is
likely to be a solution for N2-dimensional, also. To verify this claim we use a
variant of an island model of population structure [9]. The special feature of
our variant is that each population in the “array of islands” solves a problem
of different dimensionality. Populations evolve in parallel and in each generation
some fraction of individuals is exchanged between two randomly selected islands.
The fraction is determined by the migration rate parameter. Obviously, when
the migration rate is 0, the island model is equivalent to standard GP with a
single population, except it’s run in parallel.

3 Experiment

3.1 Problem Setup

In order to demonstrate that extended GP system allows to evolve learning
programs, we use the following artificial test problem. Let x ∈ RN be a point
(vector) drawn from a multivariate normal distribution with mean 0 and stan-
dard deviation 1 in all dimensions. Let X = {xi; i = 1, . . . , 20} denote training
set of 20 points. Now, let draw another N -dimensional vector w from the same
multivariate normal distribution, which will act as a hyperplane bisecting the
space into 2 classes. For each vector xi calculate its class using scalar product:

yi = (w · xi > 0) , (1)

assigning 0 to points lying on the one side of hyperplane and 1 to those on
the other. Next, we draw a translation vector z from the same distribution and
translate all points from X by that vector. As a result we obtain a set of 20
randomly labeled, yet linearly separable points, distributed normally around
some point near the origin of a coordinate system.

To evaluate a candidate program, we proceed as follows:
For 8 epochs do

Permute points in X, and class labels in Y correspondingly

Set error e := 0

For each point xi in X do
Calculate the output of the program a := P (e,xi)

Calculate new error e := yi − (a > 0.5), which is either -1, 0, or 1
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The above algorithm makes a trial. From each trial we calculate the average
number of misclassifications, but taken from the last epoch only (not shown). If
the program classifies all inputs correctly in some epoch, the trial is interrupted
with perfect score 0. To fully evaluate the candidate program, we perform 10
trials, using new training sets each time. In each generation, the best individual
in the population is tested not for 10 trials, but 200 trials, whether it qualifies
as a solution. Note we do not perform any generalization tests or validation,
because we are only interested in basic learning capability, so it’s sufficient to
observe learning on the training set only.

Finally, we shall define what a solution is. Since the programs have limited
number of epochs to learn, some trials are likely to end with imperfect score,
and this is also relevant to conventional perceptron learning. Since we would
be satisfied having the performance of perceptron, we measured mean errors of
independent implementation of perceptron learning on our task and took them
as a standard fitness thresholds for a program to count as a solution. These
thresholds for N = [1 2 4 7 11 16] amount to [0.067 0.066 0.068 0.060 0.056 0.040]
respectively. It means for example, that in the 1-dimensional case, about 6.7%
of samples were still misclassified in the 8th epoch. Apparently, in terms of rate
of convergence the problem gets easier as N approaches the size of training set.

3.2 GP Setup

Although our GP algorithm implementation doesn’t strictly follow any canonical
algorithm, we believe it’s not necessary in our research. This is because we eval-
uate our approach in qualitative terms rather than quantitative. In particular,
we compare the increase of time complexity required to solve the problem as it
scales-up in the number of inputs. In Table 1 we list some basic GP parameters.

Table 1. GP parameters tableau

Objective Learn to classify 20 data points from N-dimensional space

Population 1024

Functions +, -, *, z-1 (1-step delay), SetM, GetM

Terminals e, ephemeral normal rand. const. c ∼ N(0, 1), inputs u1 . . . uN
Std fitness J Misclassification frequency per data point (minimization)

Eff fitness F Using parsimony: F = J + 0.001 ∗ tree size
Selection Tournament size 5, generational, non-elitist

Initialization Grow with probability 0.6, up to 5 levels

Mutation Pm = 0.4, random subtree, grown with prob. 0.6 up to 3 levels

Crossover Pc = 0.6, one-child, independent from mutation

Termination 200 generations or solution found

Migration rate 0% or 1%

In this paper we perform 9 experiments, counting 20 evolutionary runs each
(series). Each experiment corresponds to a bit different GP setup, though the
basic algorithm is fixed. Each run is performed using an array of 6 populations,
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each solving the classification problem having different dimensionality
N = 1, 2, 4, 7, 11, 16. We examine the following setups, which we explain below:

– Std — basic GP algorithm with no migration between populations,
– Std-m — basic GP with migration,
– H, H-m — GP using H function instead of z-1, SetM and GetM nodes,
– ADF, ADF-m — GP using automatically defined functions (ADFs),
– X, X-m — using vectorization, i.e. v terminal representing xi vectors, instead

of u1 . . . uN input nodes, using also S function to sum up vectors,
– X-m-S — like X-m, except if the result of the program is vector, it’s auto-

matically summed up (wrapped).

The H function node has two arguments and also internal storage for weight w
and for previous argument x, and is evaluated as follows:

wt := wt−1 + 0.1xt−1y (2)
H(x, y) := wtx . (3)

As we can see, the H function node implements Hebb’s rule of learning, which in
turn becomes delta rule, if we assume y is the error. Thus H function constitutes
almost a perfect module to be exploited by the algorithm. The reason we examine
this variant of GP is to see how the algorithm will behave when it has perfect
module at its disposal, while still using all the ui input nodes in scalar form.

The ADF and ADF-m variants of GP employ standard technique of creating
ADFs, described in [3]. The predefined number of ADFs is 1, with randomly
chosen number of arguments, and possible deletion by expansion. The aim of
these two experiments is to inquire how easy it is for GP with ADFs to discover
useful modules for the problem.

3.3 Results

The results of experiments are presented in Table 2, in terms of average number
of generations that must be evaluated to obtain a solution. The measure is very
similar to Koza’s computational effort, except simpler to calculate. Additionally,
we find it more stable, when the number of simulation runs is low (see [1]). For
a problem instance n:

En = #generations evaluated in all runs / #solutions found . (4)

As we can see, both standard GP setups found solutions only for the simplest
case of 1-dimensional problem. Having perfect module at hand, however, it can
find solutions much more easily, even for highest dimensionality. Note, however,
that time complexity grows faster than linearly here. Although GP can make
efficient use of the perfect module, it has a big trouble in finding it, which is
evident in ADF experiments. Finally, we note two interesting results regarding
vectorized GP with migration. First, finding the solution for all N > 1 problem
instances is almost equally difficult, and second, programs can take advantage
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Table 2. Average number of generations to yield a solution

Problem dimensionality N
GP setup 1 2 4 7 11 16

Std 139 – – – – –

Std-m 328 – – – – –

H 5 12 29 55 104 294

H-m 4 13 29 61 112 319

ADF 126 – – – – –

ADF-m 162 – – – – –

X 140 1273 – – – –

X-m 90 739 943 750 623 621

X-m-S 93 119 121 113 103 99

from communication between populations solving different problem instances.
In fact, the usual pattern we observed when migration was enabled, is that good
programs were usually found for 1-dimensional instance first, and then due to
migration they biased the search in other populations, resulting in quick im-
provements and finally the solution. Sometimes however, the order of succession
was opposite, and perhaps that’s why the effort is lower for 1-dimensional in-
stance when the migration is enabled. The last remark concerns the summation
function node. Evidently, the effort is several times higher, when programs have
to sum up vectors by themselves, although the time complexity grows equally
for X-m and X-m-S setups.

In Figure 1 we present an example of an evolved program. It comes from
a population solving 4-dimensional problem, yet it’s also a solution for all the
other instances. The program is probably the minimal general solution, though
even smaller solutions were observed for 11- and 16-dimensional instances. The
root of the tree is on the left. Branch denoted with (1) holds the parameter
(weight) vector and calculates its update. Branch (2) acts as a kind of bias,
and branch (3) is where inputs are actually weighted to perform classification.
The program has an obvious analogy to perceptron neuron, however it’s not
functionally identical.

S +

*(3)

SetM
(2)

SetM
(1)

v

+

GetM

*

e

z^-1 v

+

GetM

e

Fig. 1. Evolved program being a general solution for the classification problem
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4 Summary and Conclusions

In the paper we proposed a new kind of memory for GP, that allows programs
to store and manipulate parameters. We demonstrated how vectorization can be
utilized to evolve compactly represented solutions capable of learning to perform
binary classification task. Evolved solutions are general with respect to dimen-
sionality of the problem. Vectorized representation allowed the evolution to take
advantage of island model and communication between populations solving sev-
eral instances of the classification problem. We showed that the computational
effort required to solve the problem is constant with increasing problem dimen-
sionality, which is obviously in contrast to non-vectorized representation.

Benefits provided by vectorization were demonstrated for a problem in which
a single group of inputs was obviously susceptible to vector processing, i.e. the
inputs were indiscernible and each input required the same sequence of com-
putation for a program to work properly. Vector processing could not be so
straightforward if the problem involved many groups of inputs and each group
had possibly different cardinality. It remains for future work to investigate how
the extensions could work in such cases. Beside that, we plan to generalize our
approach to a wider range of learning problems, such as non-linearly separable
classification or unsupervised learning and test it on real-world problems.
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2. Floreano, D., Dürr, P., Mattiussi, C.: Neuroevolution: From Architectures to Learn-

ing. Evolutionary Intelligence 1(1), 47–62 (2008)
3. Koza, J.R.: Genetic Programming III: Darwinian Invention and Problem Solving.

Morgan Kaufmann Pub., San Francisco (1999)
4. Koza, J.R., Keane, M.A., Streeter, M.J.: What’s AI Done for Me Lately? Genetic

Programming’s Human-Competitive Results. IEEE Intell. Syst., 25–31 (2003)
5. Miikkulainen, R.: Evolving Neural Networks. In: Proc. of the 2007 GECCO Conf.

Comp. on Genetic and Evol. Comput., pp. 3415–3434. ACM, New York (2007)
6. Montana, D.J.: Strongly Typed Genetic Programming. Evolutionary Computa-

tion 3(2), 199–230 (1995)
7. Poli, R., Langdon, W.B., McPhee, N.F.: A Field Guide to Genetic Programming.

Lulu Press (2008)
8. Teller, A.: Turing Completeness in the Language of Genetic Programming with

Indexed Memory. In: Proc. of the 1994 IEEE World Congr. on Comput. Intell.,

vol. 1, pp. 136–141 (1994)
9. Tomassini, M.: Spatially Structured Evolutionary Algorithms. Springer, Heidelberg

(2005)
10. Widrow, B., Lehr, M.A.: 30 Years of Adaptive Neural Networks: Perceptron, Mada-

line and Backpropagation. Proc. IEEE 78(9), 1415–1442 (1990)
11. Woodward, J.R., Bai, R.: Why Evolution Is Not a Good Paradigm for Program In-

duction: A Critique of Genetic Programming. In: Proc. of the first ACM/SIGEVO

Summit on Genetic and Evolutionary Computation, pp. 593–600 (2009)
12. Yao, X.: Evolving Artificial Neural Networks. Proc. IEEE 87(9), 1423–1447 (1999)



An Informed Genetic Algorithm for University
Course and Student Timetabling Problems

Suyanto

Faculty of Informatics - IT Telkom, Jl. Telekomunikasi No. 1 Terusan Buah Batu

Bandung, West Java, Indonesia

suy@ittelkom.ac.id

Abstract. This paper describes an Informed Genetic Algorithm (IGA),

a genetic algorithm using greedy initialization and directed mutation,

to solve a practical university course and student timetabling problem.

A greedy method creates some feasible solutions, where all specified

hard constraints are not broken, as initial population. A directed mu-

tation scheme is used to reduce violations regarding all given soft con-

straints and to keep the solutions feasible. Here, IGA creates a timetable

in two stages. Firstly, IGA evolves a course timetable using any con-

straints regarding lecturer, class and room. This stage produce best-so-far

timetable. Secondly, using some certain rules IGA evolves the best-so-far

timetable using all constraints. The batch student sectioning is done by

allowing the first stage timetable to change. Computer simulation to a

highly constrained timetabling problem shows that the informed GA is

capable of producing a reliable timetable.

1 Introduction

University timetabling problems are frequently categorized as course timetabling
or exam timetabling. The major differences between both categories are [4]:
exams must be scheduled so that no student has more than one exam at a time,
but course must usually be scheduled before student enrollments are known;
Exams often share rooms or are split across rooms, but only one course may be
held in a room at any time.

However, those problems and the approaches vary in real life [2],[3]. For in-
stance, course can be timetabled after student pre-enrollments, and then the
students are automatically batch sectioned, and finally they could change their
class using on-line re-sectioning [1],[3]. This approach is effective to reduce the
student conflicts in very complex course timetabling problems. But, as the batch
sectioning is performed separately after developing course timetable, some stu-
dent conflicts may not be released. In this research, a new approach is proposed
to do the batch sectioning by allowing the resulting timetable to change.

Researchers proposed many different techniques, but [2],[5],[6],[7] verify that
genetic algorithm (GA) is powerful for very complex timetabling problems. This
research focuses on an informed genetic algorithm (IGA). It is a GA using greedy
initialization and directed mutation. The greedy method creates some feasible
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solutions, where all specified fundamental hard constraints are not broken, as
initial population. The directed mutation, inspired by violated directed mutation
in [6],[7], functions to reduce violations regarding all given soft constraints and
to keep the solutions feasible. Firstly, IGA evolves a course timetable using any
constraints regarding lecturer and class. Secondly, using some certain rules IGA
evolves an enhanced course timetable using all constraints regarding lecturer,
class and students.

2 University Course Timetabling Problem

The complexity of university course timetabling problem (UCTP) varies depend
on the size of university, the diversity of the course offerings and the specified
constraints. In common UCTP, the constraints usually drive the complexity
since so many people with different interests will be affected by the resulting
timetable. Hence, a small university with not varying course offerings, but has
so high constraints, is considered as a very complex UCTP.

The constraints are divided into two categories: hard and soft. Hard con-
straints are any fundamental and unbreakable constraints, such as no person
may attend more than one meeting at any time, some special lecturers should
be scheduled in their time constraints. Soft constraints are less important than
hard constraints and usually impossible to avoid breaking for many cases. How-
ever, several universities have different manners to classify the constraints into
hard and soft.

In this research, a real world data from a private university in Indonesia is used
as a case study. The university has 5,349 students in 4 departments and 9 study
programs. In one semester, there are 1,034 lecture meetings and 58,660 student
meetings to schedule. It has 55 rooms categorized in 4 different capacities: extra
large (XL), large (L), medium (M) and small (S). The complete characteristic
of the data is illustrated by table 1. Since there are 24 time slots per week, both
room XL and L have high occupancy of more than 85%. The most challenge
in this case is that the courses are conducted in around 4 multiple classes in
average and up to 27 multiple classes in maximum. It makes reducing student
conflicts will be very complex.

Table 1. The characteristic of the real world data

Type of room XL L M S

Number of room 1 43 7 4

Room capacity 101-300 61-100 31-60 1-30

Number of lecture event 21 886 103 24

Room occupancy (%) 87.50 85.85 61.31 25.00

There are 11 constraints: 5 hard and 6 soft. The first three hard constraints
are usual in common UCTP. But, two others are special in this case: all lecturers
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should be scheduled in time constraints defined by their departments; and special
lecturers, those from other universities (external lecturers) and internal lecturers
with high position, have privileges to define their time constraints. There are
more than 30% special lecturers in the university. This is another challenge that
makes the problem more complex. The hard and soft constraints are as follow:

Hard Constraints: HC1. No lecturer conflict; HC2. No class conflict; HC3.
Any lecture meeting should be scheduled in the suitable capacity room; HC4.
Lecturers should be scheduled in time constraints defined by their departments;
and HC5. Some special lecturers should be scheduled in their time constraints.

Soft Constraints: SC1. Lecturer meeting spread; SC2. Class meeting spread;
SC3. Some lecturers are better to be scheduled in their time preferences; SC4.
Time constraints between meetings of the same lectures; SC5. Time constraints
between different lecture meetings in the same group; and SC6. Minimizing stu-
dent conflicts

3 Informed Genetic Algorithm

IGA generates a timetable in two stages as illustrated by table 2. Firstly, IGA
evolves a course timetable using any constraints regarding lecturer, class and room.
Secondly, using some certain rules IGA evolves an enhanced course timetable us-
ing all constraints.

Table 2. The IGA scheme

Stage 1

1. Greedy Initialization: N individuals

2. Directed mutation to produce N offspring

3. Calculate Fitness excluding student constraints

4. Select N best individual from 2N individuals

5. Back to step 2 until meet the stopping criteria

6. Return a best-so-far individual

Stage 2

1. Initialization: single best individual from stage 1

2. Directed mutation to produce one offspring

3. Calculate Fitness using all constraints

4. Select one best individual

5. Back to step 2 until meet the stopping criteria

6. Return the best individual

In the first stage, N individuals as initial feasible solutions are generated
by greedy method. Afterward, each individual is selected as parent and then
mutated using directed mutation so that produce N offspring. Then, N of 2 N
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individuals are selected to live in the next generation based on their fitness which
calculated using any constraint related to lecturer, class and room. Those pro-
cesses are repeated until meet the specified stopping criteria. This stage produces
a best-so-far individual as temporary timetable. Then, in the second stage, the
best-so-far individual is evolved by IGA using some certain rules and the fitness
is calculated by considering the all constraints.

3.1 Chromosome Representation

A chromosome is simply represented by an array of integer encoding time-room
slot. Each gene represents an event. In the given data, there are 1,034 events to
timetable. Hence, a chromosome has 1,034 genes and the alleles range between
1 and 1,320 since there are 55 available rooms and 24 time slots per week.

3.2 Fitness Function

The IGA is designed to minimize the violation score, i.e. the number of violation
multiply by the defined penalty. The fitness function is formulated as

f = T ∗
∑n

i pi −
∑n

i ci ∗ pi (1)

where T is the total number of events, ci and pi represent total violation of i-th
constraint and its penalty respectively. A timetable with violation of all con-
straints will have f = 0. But, a timetable without violation will have maximum
fitness.

The fitness concerns on soft constraints only since any hard constraint are
designed to not violate. The penalty setting for the constraints is illustrated by
table 3. This setting is designed to be proportional to effects of each constraint
violation. For example, the penalty for a violation to lecturer meeting spread is
50 and for a student conflict is 1 since one class consists of around 50 students
in average.

Table 3. The penalty setting for soft constraints

Constraint Penalty

SC1 50

SC2 50

SC3 10

SC4 10

SC5 5

SC6 1

3.3 Greedy Initialization

For many problems, an initial population in GA is usually generated randomly.
But, in common UCTP cases, the initial population is generated using some
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special knowledge to produce individuals representing feasible solutions. Here, a
greedy method is used to develop feasible timetable candidates.

The method selects lecturers, based on the ascending ordered ratio of the
number of time slot provided by them and the number of their meetings, to
be scheduled on their time constraints. The ratio ranges between 1 and 24. A
lecturer with ratio of 1 should be scheduled first since there is no spare time
slot provided by the lecturer. If the method failed to produce a feasible solution
candidate, it is repeated until a specified maximum trial.

3.4 Directed Mutation

Mutation operators in both stages of the IGA are designed to keep the timetable
feasible and to reduce the soft constraint violations. They are implemented by
directed mutations in slightly different schemes as illustrated by table 4.

In the first stage, each violating gene, i.e. gene containing any violation ex-
cluding student conflicts, is randomly mutated by changing the allele into an-
other time-room slot which not breaks any hard constraint. Mutating a vio-
lating gene may release some other violating genes. Hence, mutated individu-
als will possibly contain lower violation. Some additional not-violating genes
randomly selected to mutate in order to increase the diversity of the next
population.

In the second stage, each gene containing any violation including student
conflicts is mutated by changing the allele into other time-room slot which not
breaks any hard constraint. This mutation focuses on reducing student conflicts
by batch sectioning, but other soft constraints are also considered. In this stage,
no additional genes randomly selected to mutate since the number of violating
genes are usually much more than that of in the first stage.

3.5 Student Sectioning

The second stage of IGA focuses on reducing student conflicts by batch student
sectioning. In the beginning, all students are randomly sectioned. Then, the
batch sectioning is evolved using the second stage IGA. List all genes containing
any violation including student conflicts. Afterward, mutate each violating gene
using three successively ways:
1. Mutate each gene (lecture meeting) into another time-room slot which not
breaks any hard constraint and reduce the violation score. This is a new ad-
ditional way proposed to do the sectioning that allows the first stage resulting
timetable to change.
2. For each student conflict in the time-room slot, change his/her class into an-
other which releases the conflict.
3. For each student having any conflict in the time-room slot, swap his/her class
with another student’s class so that reduces their collective conflicts.
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Table 4. The directed mutation for the IGA stage 1 and stage 2

Directed Mutation for the IGA stage 1

1. Permutation random V violating genes excluding student conflicts

2. Random M additional not-violating genes

3. For i=1 to (M+V ) do

Mutate each gene into another time-room slot which not breaks any hard constraint

End

Directed Mutation for the IGA stage 2

1. Find N violating genes including student conflicts

2. For i=1 to N do

Mutate each gene into another time-room slot which not breaks any hard constraint

If the mutated gen reduce the violation including student conflicts Then

Do the mutation

Else

Cancel the mutation

End

End

4 Results and Discussion

A developed timetabling system was tested using a data explained in section 2.
The testing focuses on the performance of the proposed directed mutation and
batch student sectioning.

The system was examined using different number of additional genes, each
10 runs, to produce course timetables. The resulting timetables may have some
violations since so many given soft constraints. The average fitness and violation
for soft constraints SC1 to SC5 are listed in table 5. For both SC3 and SC5,
the average violations are same for any additional genes. This result shows that
directed mutation is quite powerful since it just violates 3 lecturer preference
time slots from more than 300 given preferences, and there is no violation from
10 specified time constraints between different lecture meetings in the same
group. For both SC1 and SC4, the average violations slightly fluctuate for any
additional genes. Additional genes of 5 give higher violations than others, but
it gives much lower violation for SC2. Hence, the additional genes of 5 give the
highest fitness.

Table 5. The effect of randomly additional genes to mutate

Additional Average SC1 SC2 SC3 SC4 SC5

genes fitness Violation Violation Violation Violation Violation

5 127,519 17.3 2.4 3 71.6 0

10 127,398 17.5 4.7 3 71.2 0

20 127,385 17.5 5.0 3 71.0 0

30 127,396 16.9 5.3 3 71.4 0

40 127,416 16.9 5.1 3 70.4 0
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Table 6. The advantage of additional way to student sectioning

Sectioning approach Without additional way With additional way

Student conflicts 809 741

Percentage (of 58,660 student meetings) 1.38 1.26

Occurrences of the additional way 0 38

The student sectioning procedure was tested by two different runs, with and
without new additional way, to see the effect of the new way. Simulation results
are illustrated by table 6. The additional way can reduce around 8.40% of the
student conflicts. This result is produced after evolving the second stage IGA
for 7 generations. In the first generation, where all students are randomly sec-
tioned, the student conflicts are 14,665. Thus, the results show that the student
sectioning with additional way is powerful to reduce the student conflict.

5 Conclusion

The IGA-based timetabling system is capable of producing a reliable course
timetable and student sectioning. This result is influenced by directed mutation
and new additional way in the student sectioning approach. For the given data,
the additional way can reduce around 8.40% of the student conflicts.
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Abstract. As the number of handicapped people increases worldwide,

Intelligent Wheelchairs (IW) are becoming the solution to enable a higher

degree of independence for wheelchair users. In addition, IW Projects

relevance is increasing, mainly in the fields of robotics and safety-related

systems due to their inherent and still unresolved problems related with

environment uncertainty, safe communications and collaboration method-

ologies. This paper describes the development of new communication sys-

tem, based on multi-agent systems (MAS) methodologies and motivated

by Intelligent Wheelchair systems, as a mean to enable fault-tolerant com-

munications in open transmission systems and as an agent collaboration

enabler. It provides an overview of the related work, the background and

the main constraints to system development. It proposes and discusses a

new communication model, based on messages, for multi-agent systems,

that tackles the problems that exist in a dynamic and uncertain environ-

ment in the field of mobile robotics. The achieved results enable us to

conclude on the effectiveness of the proposed comunication model and its

adequacy to the field of mobile robots in dynamic environments while es-

tablishing a comparison with a commonly used Multi-Agent Platform,

JADE.

1 Introduction

The World Health Organization (WHO), estimates that around 2% of world
population (130 million people) live with physical handicaps. This increasing
number is due to several physical disabilities caused by congenital deficiencies,
diseases, accidents, wars, and the aging of population as consequence of the
increase in life expectancy, [1].

The most common aid for this kind ofmobility problem is the wheelchair, specif-
ically the electric wheelchair. However, it does not provide the autonomous life
that most users want. To address this problem, numerous Intelligent Whellchair
(IW) related projects have been announced, and are under development in the
last years. The increase study of this problem, led to a globally accepted view of
the main functional requirements for such systems. According to [8] and further
developed by, [2], the main functions of an IW, can be categorized as the following:

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 239–246, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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– Interaction with the user this includes hand based control(such as joy-
stick, keyboard, mouse, touch screen), voice based control, vision based con-
trol and other sensor based control;

– Autonomous navigation this must provide safety, flexibility and robust
obstacle avoidance;

– Communication systems to enable and provide interaction with other
devices, such as other IWs, automatic doors, remotely operated control soft-
ware for medical staff.

Although many IW projects exist, the majority tends to concentrate their efforts
in the interface with the user or in the navigational system. The communication
system is rarely described in these projects and scarcely treated as an important
and vital piece of an Intelligent Wheelchair. A common solution seen for the
communication system is the use of CORBA based systems, or other technolo-
gies that enable communication through object sharing techniques, as seen in
[10]. These allow an easier and fast development but are rather limited when
addressing the problems of mobile robotics.

The SENA robot, presented in [6], is one of the few IW projects that ap-
proaches the communication system. One of the first references to it was the pro-
posal of an architecture for this type of system, ACHRIN. This system although
started as a rigid communication platform, it latter evolved into a Multi-agent
Systems (MAS) based communications, [5], thus taking advantage of MAS ma-
turity, robustness, scalability and easy management of information and entities.

This work’s main objectives are: to identify in the field of mobile robotics, with
emphasis on IW cooperative communication, the main constraints to a safe and
secure communication system, propose and test the solutions that can address
the found constraints and compare the test results to previously used methods
in a adequate environment.

The rest of this article is divided into 4 additional sections. Section 2 provides
an overview of the IntellWheels project and its different modules as the motiva-
tion for this study. Section 3 provides a description of the applicable constrains,
linking them to the described project and to the field of mobile robotics. A de-
tailed description of the proposed solutions is also given in this section. Section
4 describes the test environment, the applied test methodology and presents the
test results. Section 5 discusses the relevance of the test results and the appli-
cability of the proposed methods to the field of mobile robots and robots in
dynamic and safety critical environments.

2 Intellwheels Project

The IntellWheels’ main objective is to create a complete intelligent system, hard-
ware and software, which can be easily integrated into any commercially avail-
able electric wheelchair with minor modifications to its structure. It aims to
contribute to the advance in this field by providing solutions for some of the
problems. IntellWheels’ target user ranges from the wheelchair users with small
locomotion disabilities to those with severe handicaps.
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With the collaboration of different persons and integrating their work in the
project, the architecture evolved along the time, from a static and rigid control
layer architecture. The current architecture is composed of several logical and
coherent modules organized as different micro-agents within a macro agent, the
Intelligent Wheelchair, and can be seen in Fig. 1.

While these software modules are parts of the wheelchair agent, they are
themselves, autonomous agents demanding data from and serving data to other
software agents. This modular organization, enables a higher degree of upgrad-
ability for the architecture, and opens new paths for collaboration between IW.
An example is the possibility for an IW to share or run a planning service for
another IW, or for an IW agent to share its control interface with another IW.

The new architecture, its organization and the environment constraints, served
as motivation for a new communication system, described in this article. This
new system was designed to enable the easy development and integration of new
functional modules as also to facilitate the use of new cooperative and com-
munication methodologies while maintaining a high degree of reliability. Thus
enabling the transmission of messages, the dynamic configuration of the different
agents and their rapid adaptation to a new communication environment.

3 System Description

Normally, a multi-agent platform, such as Jade, would be used to enable com-
munications as well as organize and manage the different agents. However with
common multi-agent platforms it is not possible to customize or enhance system
functionality in order to adapt the systen to a specific reality.

In Intellwhells case, the solution was to develop a new communication sys-
tem, based on MAS methodologies, that could address the following constraints:
multiple agent support, compatibility with other communication languages and
communication systems, an easy to use and to configure systems interface, sys-
tem’s reconfiguration according to changes in the physical and networked envi-
rounment, aplicable to open transmission systems and an easy to use interface
to facilitate knowledge sharing amongts agents.

Taking these constraints into account, and the unique characteristic that all
software for Intellwheels behaves as individual agents within the wheelchair, the
new system was developed as two separate platforms. The first, a global platform,
applied to all software within the same network environment and based on the
FIPA standard, [4]. The second, a local platform, responsible for the management
of all local services needed to run an IW.

Central in this architecture is the election of a Container entity and the dis-
tribution of a Local Agents List (LAL), as well as a Global Agent List (GAL),
while using message-oriented paradigm as opposed to object-oriented. The use of
object sharing platforms was discarded due to their higher architecture complex-
ity, firewall traversal and dependibility on proprietary extensions. In these lists
are the applications’ configurations that enable communications (distribution of
the public encryption key) between agents.



242 F.M. Cunha, R.A.M. Braga, and L.P. Reis

Fig. 1. Current Intellwheels Architecture diagram and description of the different

agents

The Container, named after the Jade Container entity, [7], was designed to be
responsible for the LAL’s maintenance. These maintenance operations include
the following: creation, update, deletion. However and contrary to the Jade sys-
tem, the Container was not designed as a separate entity or as the base for
agents creation and their activity. The idea behind this, is that it is admissible
and probabal for a whellchair to lose network connectivity or to change its net-
work configuration but it is no acceptable for these changes to cause a system’s
malfunction.

Common to both architectures is the use of the FIPA-ACL communicative
acts for the messages’ structure, as well as FIPA-SL for language representation,
thus providing a strong base for compatibility with other objects or systems.

3.1 Micro Architecture, the Local Platform

As above mentioned, the local platform is organized and maintained by a Con-
tainer entity. It is not however, a separate software. The system was designed for
the container algorithms to remain inside the communication’s structure, thus
making it a part of all applications. This way it is also possible to start an agent
and for it not to depend directly on the communication system’s configuration,
state machine and resources to performe its function.

The system’s architecture was designed as five separate layers with their re-
spective receiving and sending handling methods and interfaces, as seen in Fig. 2
a), running in parallel. This way, it becomes possible for the user to choose which
layers should be applied to the application, without compromising the agent’s
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functionality while following the OSI Reference Model and implementing fault
tolerant methods described in [9] and [3].

Another of the features of this structure is the full customization of the specific
messages’ handling functions to be applied within each layer, giving the user total
control over the resulting message envelope, seen in Fig. 2 b).

Fig. 2. Local platform structure, a). The software is organized into 5 independent layers

that can be used to construct the application’s communication system. The resulting

default message envelope can be seen in b).

The layer’s functions are the following:

– Communications layer it is responsible for receiving and sending messages

from and to the message transport layer. Enables the user to choose between

TCP/IP, UDP or even HTTP messages. This layer also prevents the interpretation

of repeated messages present in the physical media and enables the retransmission

of messages thus preventing packet loss in the media layer. It also prevents the

application from receiving messages with a size larger than the one specified by

the user. When not specified the default messages’ sizes are 8kBytes for UDP and

16kBytes for TCP;

– Decryption and Encryption layer responsible for the message’s security, pre-

venting the interception and modification of messages. The Encryption method is

chosen accordingly to the message’s destination and the knowledge requested, in

the case of platform messages exchange. The user’s message encryption can be cho-

sen by the user, and treated accordingly. The possible encryption methods involve

the use of a private and public key pair or an AES pre-shared key. It also performs

message integrity checking by cross-referencing the message with the transmitted

message’s hash;

– Time layer responsible for adding a time stamp to the message to send, for orga-

nizing the received messages according to the time stamp and for the detection and
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elimination of injected packets. Another function that it performs is the configura-

tion and synchronization of the local system’s clock with a networked NTP clock,

if available. This configuration is done automatically and only if the application is

the local Container;

– Message Constructor / Parser layer responsible for the construction of the

message according to the FIPA-ACL standard and represented using FIPA-SL. It is

also responsible for selecting the messages that should be accepted by the applica-

tion according to their correct structure configuration and to the sender’s presence

in the platform, thus stopping any communication from an outside application;

– Client Container Manager responsible for managing the application’s organi-

zation and integration in the local and networked platforms, implementing methods

like replication, fault detection, recovery and discovery. It also implements the user

interface with the communication system by enabling direct access to the Local

Agent List and Global Agent List.

An additional platform component was designed, the Log. Linked to all of the
previously presented layers by a buffer, it is responsible for logging the activity
that occurs within the application, either messages sent by the user or by the
platform’s maintenance functions. It’s interface enables the user to choose the
layers to be logged as well as the functions that apply to the log. By default
every line presented in the log file is identifed by a timestamp and by a custom
message to identify the function that generated it. However when encryption is
enabled, no log is performed to the encrypted messages as a security measure,
to prevent encription key discovery. It’s also possible for the user to use the Log
component in the agent functions to record their state.

4 Tests: Scenario, Protocol and Results

This section presents the testbed, the test scenarios and the achieved results.
In order to validate the proposed solutions, the above described architecture,

was implemented in Pascal, using Borland Delphi Professional v7.2 IDE. Jade
v3.7 and the Eclipse Platform v3.4.2 were used to develop and test the Jade
agents described. Also, as an support for the testing, an automated application
laucher and data logger, was developed. For all tests the application Process
Explorer from Sysinternals, was used as a resource monitor.

All tests were repeated 20 times with the same conditions and all data was
analysed and represented with a confidence interval of 95%.

To validate the local platform two test scenarios were established, each with
different objectives.

The first test’s objective was to measure the performance, effectiveness and
scalibity of the communication platform. It consisted on a agent sending a mes-
sage, with a fixed size of 500 Bytes, that would be redistributed to all agents
in a serialized manner. The time that the message took to be passed between
all agents and return to the initiator, was measured and analysed. To gather
this test’s data, one agent was implemented to follow a protocol, that can be
seen in Fig. 3 a), when instantiated more than once. In this picture, x represents
a integer number used as a control mechanism for message differentiation, and
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Fig. 3. Implemented protocol in the first test’s scenario, a). Test’s results, b).

Fig. 4. Book buyer and book seller agents’ protocol, a). An example of message ex-

change in this test scenario with seller #2 providing the book’s best price, b). Test’s

results for Jade and the described platorm, c).

the numbers in between round brackets the interaction sequence. This test was
repeated using the maximum number of 19 agent instantiations. The gathered
results not only demonstrate that the platform was able to deliver all messages
in the correct order without errors, but also that the platform scales linearly
with the amount of agents present.

The second test’s scenario objective was to evaluate the performance and
scalability of the platform in a well known agent simulation case, and to compare
the results with the ones obtained, in the same scenario, using the Jade platform.
The implemented scenario followed the Book Seller Book Buyer protocol, seen in
Fig. 4 a) and b), for the example of one buyer and two sellers. For the test, only
one buyer agent was instantiated, while the number of seller agents increased in
each test round to the maximum of 15 agents. The time needed by the buyer
agent to successfully accomplish the book’s request and acquisition, was logged
for both the Jade platform and the proposed architecture. The results in Fig. 4
c), allow a comparison to be established between the two platforms. While Jade
is slower with a smaller number of agents, it’s test’s results are closer together,
with small variations between them. On the other side, the proposed platform
is able to communicate very fast with a small number of agents, but when this
number increases, the result’s interval increases also becoming wider.
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5 Conclusions

With the rapid and growing number of Intelligent Wheelchairs under devel-
opment, more attention must be paid to the development of communication
systems. In this field, object interaction is absolutely needed, in order to en-
able cooperation between objects. This paper’s main objective was to propose
and describe new solutions for agents’ communication, applicable to the field
of mobile robots in dynamic environments. The tests results achieved using the
proposed architecture, show that the platform can in fact provide cooperative
communications between agents, and provide a new solution for agent-based
systems. Moreover, the defensive methods implemented, proved to be able to
protect data transmission and system functionality. Although the experiments
show that there is still work possible to make the platform more scalable, the
comparison with JADE shows that for a number of agents smaller than 12, the
average time achieved by the proposed platform is less than half of Jade’s time.
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Abstract. In this paper, we present arguments for the need of emotion

modelling and we define elements for a study in Human-Robot Interac-

tion (HRI) using music. We also propose an adaptation of our generic

model of emotions (GRACE) to give a precise idea of how to design

emotional intelligence for a robot with music-related abilities.

1 Introduction

Thanks to the rapid development of artificial intelligence (including pattern
recognition, speech processing, motion planning, machine learning, etc.), robots
nowadays have gained various abilities to do repetitive, meticulous, dangerous
tasks with high precision at great speed. Robots are thus greatly appreciated for
replacing human in everyday/industrial/outer space tasks.

Besides, robotic applications are also present in assistive tasks, where com-
fortable experience is in the first rank of exigencies. This entails demands on soft
skills for robots in order to deal with human mental states, to mimic human so-
cial interaction and to gain cooperation of human. Experimentations of robotic
applications have also shown the emotional rewards to human in interacting with
intelligent robots.

Moreover, various researches interested in music and emotions have claimed
that the emotional reward of music remains an important reason for the universal
appeal of music [2,4]. So, can music be involved in human-robot interaction to
gain emotional rewards to human? This paper is an attempt to formulate such
a case study.

In section two, we highlight the main characteristics of HRI to be taken into
account in robotic application design. We present also in this section the find-
ings of emotional rewards during human-robot interaction and recent works on
emotion modelling in computer science. In section three, the first subsection
lists important elements to be focused on in studying the role of emotional re-
wards in HRI using music. In the second subsection, we propose an adaptation
of GRACE, our generic model of emotions, in order to take into account these
elements. Finally, in section four, we give some perspectives for our study on
emotional rewards in HRI using music.
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2 The State of the Art

Robotics, since the use of diverse robotic applications in human life, has been
opening large perspectives of multi-disciplinary works, e.g. machinery design,
control mechanism, beautiful appearance, intelligent reaction, good performance
of task accomplishment and also efficient interface of interaction (i.e. human-
robot interaction - HRI). This HRI itself is also a field of study where
several researches have been focused. The number of research projects on com-
munication channels between human and robot (keyboard, mouse, voice, speech,
gesture, etc.) increases with time. Many of them have gained successes in im-
proving communication efficiency. Soon afterward, importance of the emotional
aspect of communication began to draw attention. Researchers in HRI started to
study/apply knowledge in emotion theories into their applications. In this sec-
tion, we will present advances in HRI research and the need of emotion modelling
in robotic applications.

2.1 Human-Robot Interaction - Need of Emotion Modelling

Natural and affective interaction - this could be considered as the principle goal
of all works on human-machine interaction. Being a specific branch of research
in human-machine interaction, research in HRI, specially HRI for robotic as-
sistance, is focused on such a kind of interaction. Kiesler and Hinds, in the
introduction of Special Issues in Human-Robot Interaction [10], mention some
important points to be considered in HRI research, particularly in robotic assis-
tance, which are:

– Anthropomorphic model : this relates to the need of using natural channels
of communication to facilitate the interaction of humans with the robot.
The more natural human-robot communication is, the better the robot gains
cooperation from human. Several channels could be considered such as voice,
speech, gesture, etc.

– Physically close to other robots, people, objects: usually, robotic assistance
involves human participation in a close distance. This characteristic has to
be seen as of major importance to study HRI. This importance appears in
the necessity of robots having abilities to work in a dynamic and challenging
environment. This interaction also entails the question of safety issues for
both human and robot during interaction.

– Sufficient knowledge of the context of use: this is for the design of an effective
interaction scheme to provide appropriate HRI applications that suit the
social/ethnical standards of the user. This also includes the robot’s abilities
to automatically learn about themselves and their world to well adapt to
changing situations.

Experimentations with intelligent robots have repeatedly demonstrated the im-
portance of emotional rewards in robotic applications. Since 2003, several ex-
periments with Paro [16], a seal-like robot, held in Japan, in United States of
America, in France, etc., have shown that people (elderly, children) experienced
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some kind of comfortable feeling while interacting and living with robot Paro. In
a survey of Forlizzi et al. (2004) [20], emotional rewards were mentioned many
times when people talked about the capacity of assistive materials to perma-
nently keep elderly in connection with others (their relatives, their friends, their
neighbours, etc.).

Being encouraged from works of psychologists [1,2,3,5] on the importance of
emotional reactions in the adaptation abilities of human, research in artificial
intelligence has begun studying the emotional intelligence of human and trying
to implement it in robots to render more natural behaviour and so to gain success
in interaction with human.

2.2 Researches in Modelling Emotions for Computerized
Applications

Advances in robotics and artificial intelligence have strongly changed the way
people experience computerized applications. With the discovery of emotional
rewards for human during interaction with his robotic equipments, research on
modelling emotions has come to life. This research direction requires to be based
on studies on emotion theories in psychology. Among several theories, some are
often used as basis by almost all works. These theories are the theory of Ortony
et al [8] on event appraisal, the theory of Lazarus [7] about appraisal and coping,
and the theory of Scherer [3,6] about emotional processes.

In the aim of modelling and implementing emotions into computerized appli-
cation, several approaches have been explored. El-Nasr et al.[11] explored the
use of fuzzy logic to calculate emotional intensities. This model was implemented
in a simulation named PETEEI - a Pet with Evolving Emotional Intelligence.
Embodied Conversational Agents, such as ParleE (by Bui et al, 2002) [12], Greta
(Pelachaud, 2003) [17], GALAAD (by C. Adam, 2005) [19], have been developed,
taking into account the appraisal process of emotions and even personality traits.
There is also a framework for training applications called Mission Rehearsal Ex-
ercise, developed by Gratch and Marcella in 2004 [18], that provides virtual
scenarios for health intervention, marketing and entertainment. The emotional
aspect of this proposition is the adaptation of event appraisal and coping (two
important aspects of emotions, according to Lazarus [7]). Now come the appli-
cations in the domain of HRI. In 2002, C. Breazeal at MIT lab attempted to
establish an interaction between a robot and a human inspired by the relation
between a baby and his/her parents [14]. Emotions experimented are anger, dis-
taste, fear, sadness, and happinesss. Recently, MIT lab has also announced their
advance in modelling emotions into another robot named Nexi - a Mobile Dex-
terous Social Robot with more human-centric communication and interaction
abilities [15]. In 2008, we proposed a model of emotions for robotic applications,
called GRACE [21,22]. GRACE is based on the psychological theories that we
mentioned previously. This model is considered generic as it can instantiate an-
terior models of emotions in the domain of computer science by using some of
its components. A comparison of these models of emotions can be found in [21].
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3 Proposition for the Study on Emotional Rewards of
HRI Using Music

The universal appeal of music mostly comes from the emotional reward that
music offers to its listeners. According to Zentner in [4], emotional impacts of
music explain its prominent role in people’s everyday lives. In [2], music is as-
certained to have direct effects to treatment of emotion disorders. Now imagine
that a robot can detect the emotional state of its partner when he listens to the
music (or he plays the music) and then react in an appropriate manner, can this
robot enhance emotional rewards for its partner during/after this interaction?
This is the question we try to answer in our study.

To this end, beside the study of emotional impacts of music to human, we
need a model of emotions to implement the robot’s behaviour so as to enable an
emotionally rich interaction with humans. With GRACE, we already described
and modelled the emotional process for robots. However, the use of music during
human-robot interaction requires some specific adaptations. In this section we
study these requirements and propose modifications to suit the case of using
music.

3.1 Important Elements in Studying HRI Using Music

Given that the objective of our work is to study the mental rewards during
human-robot interaction using music, the interaction scenario will be between
a musician and a robot with music-related abilities. Thus, the desired robot
should be equipped with a cognitive process that helps it to perceive its partner’s
emotions via his music (and maybe his visible behaviour) and then to react
in an appropriate way. Important information used for the robot’s intelligent
behaviour in this study should be:

– The emotional interpretation of the music played by a musician: this repre-
sents the interpretation done by the musician. The robot has to know how
its partner feels via his music. As claimed in [4,5], it is feasible to construct
a learning module that takes a piece of music as input and reproduces the
emotions probably experienced by a specific individual.

– The robot’s mental state (specifically personality trait of robot: introversive,
extroversive, aggressive, curious, etc.). This mental state has an important
impact on the selection of action alternatives. So, with the same emotional
state of musician (interpreted by the module of interpretation), the robot
can change its preferred tendencies of action based on its own mental state.
For example, if the detected emotion of the musician is sadness, then the
robot, if it is extroversive, can have action tendencies to show empathy to
its partner; but if the robot is aggressive, it could have tendency to disturb
the musician (like making noises, performing exciting movements, etc.).

– The robot’s current goals (excite its partner, get rid of him, disturbing ongo-
ing situation, etc.). This current goal gives hints to select preferred tenden-
cies. When the robot wants to excite its partner, it should prefer actions that
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decrease the negative emotions of its partner and increase positive impact
(such as performing funny dances, showing empathy by dancing coherently
with the music played by its partner).

– Ability to guess future actions of its partner (the musician). This ability
allows the robot to predict upcoming events to better adapt its behaviour.
This could be done by deploying a prediction module based on a predefined
scenario or applying pattern recognition on the set of events over time.

To take into account important elements presented above, the model GRACE,
which remains abstract for general use case, will be adjusted and concretized into
an adaptation called MACE-GRACE (Music-adapted Architecture to Create
Emotions - GRACE).

3.2 MACE-GRACE - Adaptation of GRACE in the Context of
HRI Using Music

Being constructed by merging psychological theories on emotions and compu-
tational models of emotions, GRACE aims at simulating an entire emotional
process of human. The emotional process of GRACE is described in Figure 1:

INTERNAL COGNITIVE STATE 

SENSATION 

BODY 

PHYSIOLOGICAL 

INTERPRETATION 

COGNITIVE 

INTERPRETATION 

BEHAVIOUR FEELING 

MOOD 

INTUITION 

Event 

Fig. 1. Model GRACE - Generic Architecture to Create Emotions

For our study on emotional rewards in HRI application, some details must be
precisely pointed out:

– Sensation: this GRACE module does the collection of information necessary
for emotional processing. In our case, information collected will be musi-
cal stimuli (let’s call them ’musical events’) and environment information
required for robot safety verification.

– Physiological interpretation: this GRACE module simulates the physiological
symptoms of the emotional process (like temperature sensations, respiratory
and cardiovascular accelerations and decelerations, trembling and muscle
spasms) to show reflex reactions. In our case, only the safety of the human
and the robot will be verified in this module to ensure a good performance
of the robot; other physiological symptoms will not be taken into account.
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– Cognitive interpretation: in GRACE, this module is in charge of analyzing
the emotion-eliciting events to have a global view of current situation (more
specifically, the emotion-related aspects of the current situation). Result of
this analysis is used to decide action tendencies to respond to events. In
our case, what we want in output of this module are the current emotions
expressed in the musical events played by the robot’s partner. We tend to
use a learning module here to analyze the musician’s emotions via his music.
The result of this module can help the robot to choose appropriate actions
to respond to the musical events.

– Mood : this component contains the robot’s current mental state, its current
stand faced to current situation, its current goals/needs in term of assigned
tasks and even its habits(e.g. its preferred action tendencies, preferred situa-
tion/events). To focus on the goal of our study (mental rewards for humans
during the interaction with a robot having music-related abilities), we will
code in this module only the robot’s goal/need, and a simplified mental state.

– Feeling: this module plays the role of memorization of the running process. It
captures the reaction of all components to events and is used as a database
for adaptation and memory recall abilities. In our study, this part would
store the musician’s attitude (history/personality of musician). This module
can help the robot to decide its preferred strategy of action in regard to the
attitude of musician.

– Intuition: this module of GRACE is supposed to do the anticipation of future
events, to generate imaginary events (i.e. internal events). We propose in our
study to relate it to some memory recalls or anticipations of future reaction
of the musician so that the robot can react rapidly to new events.

– Behaviour : in GRACE, this module is for the selection of an action to re-
spond to an event. This selection takes into account information of both
the external situation and the robot’s internal state. In our case study, this
would be the selection/regulation of robot’s movements (accelerate or decel-
erate the movement of the hands, turn the body around, make some noise,
etc.) according to the musician’s emotion expressed in his music.

– Body: this module executes the robot’s motor expression in response to input
events. Generally, this includes reflex reactions from Physiological Interpre-
tation and reactions selected by Behaviour module. In our study, this part
will execute the robot’s music-related reactions to show that the robot under-
stands the emotional expression in the playing music and shows its response
in relation with the current situation and its own personality.

To take into account these issues, we propose MACE-GRACE, an adaptation
of GRACE for HRI using music, described in Figure 2. The analysis process of
robot’s intelligence when it captures musical events will be as follows:

The physiological interpretation is in charge of verifying the physical impact
of events to robot to ensure the robot’s safety based on its position, its bat-
tery level, etc. The simulation of human-like physiological stimuli (such as body
temperature, heart beat, respiration, or even reflex reactions) of the robot is
not taken into account in this study. The robot’s cognitive interpretation will
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Fig. 2. Adaptation of GRACE in the context of HRI using music

measure its partner’s emotions based on the music that he plays. This measured
value will be sent to the action selection to determine an appropriate response
to the current emotional state (measured by the cognitive interpretation). This
phase of selection is also influenced by the robot’s current goal/need (calm down
the musician or excite the current ambiance, amplify the current state of the
musician) and with regard to the musician’s attitude. The execution of the se-
lected action will be stored in the robot’s database along with the behaviour of
the musician at that moment. This memory allows the robot to make predictions
of the future behaviour/music of its partner so that it could have an adaptive
behaviour in the whole conversation.

With this adaptation, we tend to integrate in our robot an artificial emotional
intelligence to interact with a musician. This emotional intelligence can help the
robot not only perceive the emotional state of its partner but also react to diverse
situations in an adaptive manner in term of emotion-based strategy.

4 Conclusion

Throughout the paper we have presented major characteristics of robotic appli-
cations and then mentioned the role of emotional rewards during human-robot
interaction. We also proposed an evolution of our model of emotions previously
proposed for computerized applications. This evolution is in the aim of studying
the emotional rewards in human-robot interaction using music. We consider the
study as an attempt to implement emotional intelligence into a concrete comput-
erized application, more specifically, an assistive/entertaining robot. This could
have interesting applications in such fields as music-based therapy, emotion-
based movements, preferences of robot abilities, etc.

The realization of this adaptation is a long way to go. It consists in imple-
menting the model, doing the experimentation with the robot and then analyzing
the results. Furthermore, the implementation of the model could also concern
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works in database construction (including choices in music style, user prefer-
ences, music descriptors, definition of musical event, etc.), system specification,
programming tasks, etc. Yet, we demonstrated in this study that GRACE, our
generic model of emotions, was versatile enough to be easily adapted to the
specific needs of emotional interaction using music.
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Abstract. In this paper we propose a discrete tracking control sys-

tem for 3 degrees of freedom (DOF) robotic manipulator control. The

control system is composed of Adaptive Critic Design (ACD), a PD con-

troller and a supervisory term derived from the Lyapunov stability the-

ory. ACD in Dual–Heuristic Programming (DHP) configuration consists

of two structures realized in a form of neural networks (NN): actor - gen-

erates a control signal and critic approximates a derivative of the cost

function with respect to the state. The control system works on-line,

does not require a preliminary learning and uses the 3DOF manipula-

tor dynamics model for a state prediction in ACD structure. Verification

of the proposed control algorithm was realized on a SCORBOT 4PC

manipulator.

Keywords: Approximate Dynamic Programming, Dual Heuristic Pro-

gramming, Neural Networks, Robotic Manipulators, Tracking Control.

1 Introduction

The problem of rigid manipulator tracking control is complex, because of non-
linearities in dynamics description of the robot, its potentially not know and
changeable parameters and disturbances, that may occur during the movement.
That cause a necessity of applying effective computational control algorithms
using artificial intelligence methods as for example reinforcement learning algo-
rithms [4], [5], [6], [7], [8], using NNs [3].

In the presented article the NN controller using discrete model–based ACD in
DHP configuration [7], [8], is applied to the tracking control of the rigid manip-
ulator. The discrete tracking control system additionally contains PD controller
and the supervisory term [9], derived from the Lyapunov stability theorem, that
guarantees robustness in a face of disturbances and stability in a NNs learning
phase. ACD consists of two structures realized in a form of NNs: actor (ASE -
Associate Search Element) generates the optimal control law, and critic (ACE -
Adaptive Critic Element) approximates the derivative of the value function with
respect to the state. The presented discrete tracking control algorithm does not

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 256–263, 2010.
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require the preliminary learning, it works on-line and uses the 3DOF manipula-
tor model for the state prediction in DHP structure. Verification of the proposed
algorithm was realized on the SCORBOT 4PC manipulator.

The paper is organized as follows: section 2 includes a discrete model of the
3DOF manipulator dynamics. Section 3 presents the discrete model–based ACD
in DHP configuration with short description of RVFL NN. Section 4 contains
a stability analysis, in section 5 there are presented results of the verification
experiment realized on the 3DOF manipulator SCORBOT 4PC. Section 6 sum-
marizes the article.

2 Dynamics Model of 3DOF Manipulator

A scheme of the 3DOF manipulator is shown in Fig. 1.

Fig. 1. 3DOF manipulator scheme

The dynamics of the 3DOF manipulator can be written in the Lagrange form

M(q)q̈ + C(q, q̇)q̇ + F (q̇) + G(q) + τd = u , (1)

where q ∈ R3 is the generalized coordinates vector, M(q) is the inertia matrix,
C (q, q̇) is the Coriolis/centrifugal matrix, F (q̇) is the friction vector and G (q)
is the gravity vector, τd is the vector of bounded disturbances including un-
structured and unmodeled dynamics, and u is the vector of control signals. The
3DOF manipulator dynamics model has standard properties [2]. Using the Euler
forward difference relation and a state vector in a form z =

[
zT
1 , zT

2
]T = [q, q̇]T ,

we obtain a discrete notation of the manipulator dynamics in a form

z1k+1 = z1k + z2kh ,
z2k+1 = −M−1 (z1k) [C (z1k , z2k) z2k + F (z2k) + G (z1k ) + τd − uk]h + z2k ,

(2)
where k is an index of iteration steps and h is a time discretization parameter.

Let us define the tracking control problem as generating the control law uk

that minimizes a tracking error ek defined as

e1k = z1k − z1dk ,
e2k = z2k − z2dk ,

(3)
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for a desired trajectory zd in the manipulator join space (zk → zdk , k →∞), and
the control system is stable. We assumed a filtered tracking error sk as

sk = e2k + Λe1k , (4)

where Λ = ΛT > 0 is a design constant diagonal matrix. Taking into account
(3) and (4) we can define a value of the filtered tracking error sk+1

sk+1 = −Yf (z1k , z2k ) + Yd

(
zk, zdk+1

)
− Yτ (z1k ) + M−1 (z1k)huk , (5)

where

Yf (z1k , z2k ) = M−1 (z1k)h [C(z1k , z2k )z2k + F (z2k ) + G(z1k )] ,
Yτ (z1k ) = M−1 (z1k )h τd ,
Yd

(
zk, zdk+1

)
= z2k − z2dk+1 + Λ

[
z1k + z2kh− z1dk+1

]
= z2k − z2dk − z3dkh + Λ [z1k − z1dk + z2kh− z2dkh] = sk + Ye (zk, zdk) ,
Ye (zk, zdk ) = Λ [z2k − z2dk ]h− z3dkh ,

(6)

and z3dk is a vector of discrete desired accelerations, that results from the Euler
forward difference relation of z2dk+1 .

The vector Yf (z1k , z2k ) contains all nonlinearities of the 3DOF manipulator.

3 Dual–Heuristic Programming in Control

ACDs [6], [7], [8] derive from the Bellman Dynamic Programming (DP) [1], but
thanks to use of adaptive structures like NNs and iterative calculations, they
allow to approximate the optimal control law in on-line processes, from the first
to the last step of the discrete process (Forward DP).

The objective of the DP algorithm is to determine the optimal control law
that minimizes the assumed value function [1], [6], [7], [8], that in general case
may have a form

V (xk, uk) =
n∑

k=0

γkLC (xk, uk) , (7)

where xk is a state, uk a control signal, n is the last step of finite discrete process,
γ is a discount factor (0 < γ < 1) and LC (xk, uk) is a local cost in step k.

We assumed the local cost LC (sk) in a form

LC (sk) =
1
2
{
sT

k Qsk

}
, (8)

where Q is a positive defined, fixed diagonal matrix. The objective of ACE-ASE
in the tracking control task for the local cost (8), is to generate the control signal
that minimizes the filtered tracking error sk.

In the presented control system we have used DHP algorithm, schematically
shown in Fig. 2.a), that consists of the predictive model and two structures
realized in the form of NNs:
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– the predictive model predicts state ŝk+1 in k + 1 step of a discrete process

ŝk+1 = sk − Yf (z1k , z2k ) + Ye (zk, zdk) + M−1 (z1k )huk . (9)

– ACE (critic) estimates the derivative of the value function with respect to the
state. Critic is realized in a form of three RVFL NNs [3], composed of j neurons
with sigmoidal activation functions each, weights of output-layer set equal to
zero in an initialization process and randomly chosen fixed weights of first-layer.
Scheme of the RVFL NN for ACE1 is shown in Fig. 2.b). ACE generates signal

λ (xCk ,WCk ) = WT
Ck

S
(
DT

CxCk

)
, (10)

where WCk is a vector of output-layer weights, DC is a matrix of fixed input-layer
weights, S(.) is a vector of neurons activation functions and xCk = [1, sk]T is an
input vector to the ACE NN. ACE weights are adapted by the back propagation
method of a difference of the Temporal Difference error in a form [8]

eCk = ∂LC (sk)
∂sk

+
(
∂uk
∂sk

)T ∂LC (sk)
∂uk

+γ
[
∂ŝk+1
∂sk

+ ∂uk
∂sk

∂ŝk+1
∂uk

]T

λ
(
xCk+1 ,WCk

)
− λ (xCk ,WCk ) ,

(11)

where xCk+1 includes ŝk+1 derived from the predictive model (9).

Fig. 2. a) DHP scheme, b) ACE1 RVFL NN scheme

– ASE (actor) approximates the optimal control law and is realized in a form of
RVFL NNs similar to ACE NNs, with input vector xSk = [1, sk, z2k , z2dk , z3dk ]T

uRLk = WT
Sk

S
(
DT

SxSk

)
, (12)

where WSk is a vector of output-layer weights, DS is a matrix of fixed input-layer
weights. ASE minimizes the quality rating in a form [8]

eSk =
∂LC (sk)

∂uk
+ γ

(
∂ŝk+1

∂uk

)T

λ
(
xCk+1 ,WCk

)
. (13)

DHP structure consists of ACE in discrete time steps k and k + 1, ASE and the
predictive model (9).
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4 Stability Analysis

The presented tracking control system generates the control signal u that consists
of the ACE-ASE structure control signal uRL, the supervisory element control
signal uS , the PD control signal uPD and the Ye control signal. The supervisory
term [9], derived from the Lyapunov stability theorem, ensures boundary of the
filtered tracking errors sk and guarantees robustness in a face of disturbances.
Schematic structure of the neural controller is shown in Fig. 3.

Fig. 3. Schematic structure of the neural controller

We assumed the control signal in a form

uk =
1
h
M (z1k ) {−uRLk + I∗uSk −KD sk − Ye (zk, zdk)} , (14)

where uPDk = KDsk, KD = KT
D > 0 is a constant gain matrix, I∗ is a diagonal

matrix, I∗ = 1 for |sik | ≥ φi and I∗ = 0 when |sik | < φi, φi is constant,
i = 1, 2, 3. For equation (14) inserted into (5) and I∗ = 1 we obtain a description
of the closed-loop system in a form

sk+1 = sk − Yf (z1k , z2k )− Yτ (z1k )− uRLk −KDsk + I∗uSk . (15)

We assumed the positive definite Lyapunov candidate function

L = sT
k sk . (16)

The difference of (16)
ΔL = sT

k+1 sk+1 − sT
k sk , (17)

can be converted to the form

ΔL = sT
k [sk+1 − sk] . (18)

If we insert (15) into (18) we obtain

ΔL = sT
k [−KD sk − Yf (z1k , z2k)− Yτ (z1k )− uRLk + uSk ] , (19)
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and can write

ΔL ≤ −sT
k KD sk +

2∑
i=1

|sik |
[
|Yfi (z1k , z2k)|+

∣∣∣uRLik

∣∣∣+ bdi

]
+

2∑
i=1

sikuSik
,

(20)
where the disturbances are bounded by |Yτi (z1k )| < bdi , bdi > 0. If we assume
the supervisory term control signal in a form

uSik
= −sgnsik

[
Fi +

∣∣∣uRLik

∣∣∣ + bdi

]
, (21)

we obtain
ΔL ≤ 0 . (22)

where |Yfi (z1k , z2k )| ≤ Fi, and Fi > 0, the difference of the Lyapunov function is
negative definite. The control algorithm guarantees reduction of |sik | for |sik | ≥
φi. For initial condition |sik=0 | < φi we get |sik | < φi for ∀k ≥ 0.

5 Experimental Results

In order to confirm assumed behaviour of the proposed control system, an ex-
periment on the robotic manipulator SCORBOT 4PC was performed. The work
station consists of the SCORBOT 4PC manipulator, PC computer with Matlab
and DS ControlDesk software, and DS1104 digital signal processing board.

Verification of the proposed discrete tracking control system with model-based
DHP structure was realized by the experiment on the SCORBOT 4PC manip-
ulator for a movement of the manipulator’s effector (point C) on a desired path
shown in Fig. 4.a). Fig. 4.b) shows desired joint angles (q1d, q2d, q3d), and Fig. 4.c)
desired joint angular velocities (q̇1d, q̇2d, q̇3d).

Fig. 4. a) Desired path of the manipulator’s effector, b) desired joint angles

(q1d, q2d, q3d) [rad], c) desired joint angular velocities (q̇1d, q̇2d, q̇3d) [rad/s]

According to the assumed control law (14), the overall control signal u of the
neural controller, shown in Fig. 5.a), consists of the DHP ASE control signal
uRL (Fig. 5.b)), the PD control signal uPD (Fig. 5.c)), the supervisory term
control signal uS (Fig. 5.d)), and the Ye control signal. At the beginning of
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Fig. 5. a) The overall control signals: u1, u2 and u3, b) the ASE NN control signal

URL = − 1
h
M−1uRL, c) the PD control signal UPD = − 1

h
M−1uPD, d) the supervisory

term control signal US = − 1
h
M−1uS

the experiment the ACD control signal uRL is not accurate because of NNs’
initial weights set to zero, and important part in u have uPD and uS, but theirs
influence decreases during the experiment because of NNs weights adaptation.

The tracking errors of the joint angles (e1, e2, e3) are shown in Fig. 6.a), the
tracking errors of the joint angular velocities (ė1, ė2, ė3) are shown in Fig. 6.b).
The highest values of the tracking errors appear at the beginning of the exper-
iment and are reduced during ACD NNs weights adaptation. In section 4 there
is shown the asymptotical stability of the control system, but in the mechanical
systems attainable is the practical stability, what means that the tracking errors
converge to the bounded set.

Weights of output-layer of ACD RVFL NNs were set to zero in the initial-
ization process, and adapted during the experiment. In Fig. 6.c) and Fig. 6.d),
there are shown values of weights for ASE3 and ACE3 NN. Each of ACD RVFL
NNs contains 10 neurons in hidden layer. Farther increase of neurons number did
not improved the tracking control quality. Values of NNs weights are bounded
and converge to constant values during the adaptation process.

For numerical rating of the realized experiments we used Root Mean Square
Error (RMSE) of the filtered tracking errors s1, s2 and s3, defined as: εsj =√

1
n

n∑
k=1

s2
jk

, j= 1, 2, 3. We have compared quality of the tracking control for

the proposed control systems with DHP structure (εs1 = 0.04, εs2 = 0.032,
εs3 = 0.033) and only PD controller (εs1 = 0.074, εs2 = 0.14, εs3 = 0.194).We
have noticed higher quality of the tracking control for the control system with
ACD in a comparison with only PD controller.
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Fig. 6. a) Tracking errors e1, e2 and e3 [rad], b) tracking errors ė1, ė2 and ė3 [rad/s],

c) weights of RVFL ASE3 NN, d) weights of RVFL ACE3 NN

6 Summary

In the presented article we proposed the control system with model–based ACD
in DHP configuration for the tracking control of the robotic manipulator. The
control system consists of ACE–ASE structure realized in a form of RVFL NNs,
the supervisory term and PD controller. Verification of the proposed control al-
gorithm was realized on SCORBOT 4PC manipulator. The researches confirmed
high quality of the tracking control for controller with ACD structur. The values
of errors and NNs weights are bounded, the presented control system is stable.
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Abstract. In this paper a discrete tracking control algorithm for a non-

holonomic two–wheeled mobile robot (WMR) is presented. The basis of

the control algorithm is an Adaptive Critic Design (ACD) in two model-

based configurations: Heuristic Dynamic Programming (HDP) and Dual

Heuristic Programming (DHP). In proposed control algorithm Actor–

Critic structure, composed of two neural networks (NN), is supplied by

a PD controller and a supervisory term derived from the Lyapunov sta-

bility theorem. The control algorithm works on-line and does not require

preliminary learning. Verification of the proposed control algorithm was

realized on a WMR Pioneer–2DX.

Keywords: Approximate Dynamic Programming, Dual Heuristic Pro-

gramming, Heuristic Dynamic Programming, Neural Networks, Tracking

Control, Wheeled Mobile Robots.

1 Introduction

Non-holonomic mobile robots are control objects with nonlinear dynamics, which
control requires complex computational algorithms. Artificial intelligence (AI)
methods as NNs [2], fuzzy logic or reinforcement learning structures [4], [5], [6],
[8], [9], [10], [11] are effective computational algorithms that have found practical
application in WMR control.

In the literature there are many theoretical results concerning the applica-
tion of the ACDs in control. This article presents some practical application,
where a discrete control algorithm with ACD in HDP and DHP configuration
[8], [9], [10], provides tracking control for the WMR in complex transportation
task. ACD is composed of two structures: actor (ASE - Associate Search El-
ement) approximates the optimal control law and implements current control
policy, critic (ACE - Adaptive Critic Element) evaluates the performance of the
current policy, and passes feedback to the actor, which accordingly changes its
control policy. ACE approximates the value function in the Bellman Equation
[1], [10] (HDP) or it’s derivative with respect to the state (DHP). ACE and ASE
structures are realized in a form of Random Vector Functional Link (RVFL) [2]
NNs (or simple Functional Link NN (FLNN) [7]). Stability of the control system

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 264–271, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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is achieved by an additional supervisory control element derived from the Lya-
punov stability theory [12], which guarantees robustness in a face of disturbances
and stability in ACD NNs learning phase. Presented control algorithm does not
require preliminary learning, works on-line and uses the WMR dynamics model
for a state prediction in ACD structure. Verification of the proposed control
algorithm was realized on the WMR Pioneer-2DX.

The results of researches presented in the article continue authors earlier works
related to the WMR tracking control algorithms using NNs [2], fuzzy logic and
reinforcement learning methods [4], [5], [6]. The paper is organized as follows:
section 1 includes a short introduction into the WMR control problems, section
2 presents a discrete model of the WMR dynamics. In section 3 there are pre-
sented discrete model–based ACDs in HDP and DHP configurations with short
description of used NNs. Section 4 contains stability analysis, in section 5 results
of verification experiments realized on the WMR Pioneer–2DX are presented.
Section 6 concludes the research project.

2 The Two–Wheeled Mobile Robot Dynamics

The movement of the non–holonomic WMR with third free rolling castor wheel
is analyzed in the xy plane [2]. The WMR is schematically shown in Fig. 1.

Fig. 1. Schematic diagram of the WMR [2]

We assumed mathematical model of the WMR dynamics using Maggie’s math-
ematical formalism [2], [3]. It involves dynamic equations of the WMR and dy-
namical properties of executive systems composed of DC motors, reduction gears
and position encoders. The dynamics of the WMR can be written as

Mα̈ + C(α̇)α̇ + F (α̇) + τd = u , (1)

where α = [α1, α2]
T is a generalized coordinates vector, αi is an angle of a

self-turn for adequate driver wheel, matrices M , C(α̇) and vector F (α̇) result
from Maggie’s equations and dynamical properties of the executive systems, τd

denotes the vector of bounded disturbances, and u = [u1, u2]
T is a vector of

control signals (motors voltage). Using Euler derivative approximation and a
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state vector in a form z =
[
zT
1 , zT

2
]T = [α1, α2, α̇1, α̇2]

T , we obtain a discrete
notation of the WMR dynamics in a form

z1k+1 = z1k + z2kh ,
z2k+1 = −M−1 [C (z2k ) z2k + F (z2k ) + τd − uk]h + z2k ,

(2)

where h is a time discretization parameter and k is an index of iteration steps.
The tracking control problem is defined as searching for the control law, that
minimizes tracking errors ek in the form

e1k = z1k − zd1k ,
e2k = z2k − zd2k ,

(3)

for desired trajectory zd (zk → zdk , k →∞), and the control system remains
stable. A filtered tracking error sk takes the form

sk = e2k + Λe1k , (4)

where Λ is a fixed, positive defined diagonal matrix.
Taking into account (3) and (4) we can define the filtered tracking error sk+1

sk+1 = −Yf (z2k ) + Yd

(
zk, zdk+1

)
− Yτ + M−1huk , (5)

where
Yf (z2k ) = M−1h [C(z2k )z2k + F (z2k )] , Yτ = M−1h τd ,
Yd

(
zk, zdk+1

)
= z2k − zd2k+1 + Λ

[
z1k + z2kh− zd1k+1

]
= z2k − zd2k − zd3kh + Λ [z1k − zd1k + z2kh− zd2kh] = sk + Ye (zk, zdk) ,
Ye (zk, zdk ) = Λ [z2k − zd2k ]h− zd3kh ,

(6)

and zd3k is a vector of desired accelerations, that results from forward difference
relation of z2dk+1 . The vector Yf (z2k ) contains all nonlinearities of the WMR.

3 Adaptive Critic Designs in Control

ACDs are a group of Forward Dynamic Programming (FDP) methods [8], [9],
[10], which derives from the Bellman DP [1]. The objective of the DP is to
determine the optimal control law that minimizes the value function [1], [8], [9],
[10], which is the function of a state xk and a control uk in general case

V (xk, uk) =
n∑

k=0

γkLC (xk, uk) , (7)

where n is the last step of finite discrete process, γ is a discount factor (0 < γ < 1)
and LC (xk, uk) is a local cost in step k.

We assumed the local cost LC (sk) in the form

LC (sk) =
1
2
{
sT

k Qsk

}
, (8)

where Q is a fixed, positive defined diagonal matrix. The objective of ACDs in
the tracking control task for the local cost (8), is to generate the control law
that minimizes the filtered tracking error sk.

We have used two model–based ACDs to solve the tracking control problem.
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3.1 Heuristic Dynamic Programming with FLNN ACE NN (HDPF )

HDPF algorithm consists of a predictive model and two structures:
– the model predicts state ŝk+1 in k + 1 step of a discrete process

ŝk+1 = sk − Yf (z2k ) + Ye (zk, zdk) + M−1huk . (9)

– critic (ACE) estimates the optimal value function V (sk) and is realized in a
form of two FLNN NNs [7], with two functional links each. ACE generates a
signal in the form

V̂F

(
sk,WFCk

)
= WT

FCk
SF (sk) , (10)

where WFCk
is a vector of output-layer weights, SF (sk) =

[
sk, s

2
k

]T is a vector
of neurons activation functions. The input vector to the ACE FLNN contains sk

because the value function V (sk) depends only on the filtered tracking error.
Critics weights are adapted by the back propagation method of the Temporal
Difference error [9]

eTDk = LC (sk) + V̂F

(
ŝk+1,WFCk

)
− V̂F

(
sk,WFCk

)
, (11)

where ŝk+1 is derived from the predictive model (9).
– actor (ASE) estimates the optimal control law and is realized in a form of two
RVFL NNs

uRLk = WT
Sk

S
(
DT

SxSk

)
, (12)

where WSk is a vector of output-layer weights, DS is a matrix of fixed input-
layer weights, S(.) is a vector of sigmoidal neurons activation functions and
xSk = [1, sk, z2k , z2dk , z3dk ]T .

ASE estimates the optimal control law by the back propagation of a quality
rating in a form [9]

eSk =
∂LC (sk)

∂uk
+ γ

(
∂ŝk+1

∂uk

)T ∂V̂F

(
ŝk+1,WFCk

)
∂ŝk+1

. (13)

3.2 Heuristic Dynamic Programming with RVFL ACE NN (HDPR)

HDPR algorithm, in detail presented in [6], consists of the predictive model and
two structures: ACE and ASE, realized in the form of RVFL NN. Both neural
networks are adapted by the back propagatin method of quality ratings (11) and
(13) for ACE and ASE respectively.

3.3 Dual Heuristic Programming (DHP)

DHP algorithm, in detail described in [5], consists of the predictive model and
two structures: ACE and ASE, realized in the form of RVFL NN. Both neural
networks are adapted by the back propagation method. In DHP algorithm, ACE
approximates the derivative of the value function with respect to the state.
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4 Stable Neural Tracking Control System

In the presented tracking control system the control signal of ACE-ASE structure
uRL is supplied by the additional supervisory element [12] derived from the
Lyapunov stability theorem uS , PD control signal uPD and Ye control signal.
Schematic structure of the neural controller is shown in Fig. 2.

Fig. 2. Schematic structure of the neural controller

The supervisory element ensures stability, which means that the filtered tracking
errors sk are bounded. We assumed the control signal in a form

uk =
1
h
M {−uRLk + I∗uSk −KD sk − Ye (zk, zdk)} , (14)

where uPDk = KDsk, KD is a fixed, positive defined diagonal matrix, I∗ is a
diagonal matrix, I∗ = 1 for |sik | ≥ φi and I∗ = 0 when |sik | < φi, φi is constant,
i = 1, 2. For I∗ = 1, and (14) inserted into (5), we obtain

sk+1 = sk − Yf (z2k )− Yτ − uRLk −KDsk + uSk . (15)

For the positive definite Lyapunov candidate function

L = sT
k sk , (16)

the difference
ΔL = sT

k+1 sk+1 − sT
k sk , (17)

can be converted to the form

ΔL = sT
k [sk+1 − sk] . (18)

Substituting (15) into (18) we obtain

ΔL = sT
k [−KD sk − Yf (z2k )− Yτ − uRLk + uSk ] . (19)

If we assume, that the disturbances are bounded by |Yτi | < bdi , bdi > 0, we can
write

ΔL ≤ −sT
k KD sk +

2∑
i=1

|sik |
[
|Yfi (z2k )|+

∣∣∣uRLik

∣∣∣+ bdi

]
+

2∑
i=1

sikuSik
. (20)
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For the supervisory term control signal in a form

uSik
= −sgnsik

[
Fi +

∣∣∣uRLik

∣∣∣ + bdi

]
, (21)

where |Yfi (z2k )| ≤ Fi, and Fi > 0, we obtain

ΔL ≤ 0 . (22)

The difference of the Lyapunov function is negative definite. The designed con-
trol algorithm guarantees reduction of |sik | for |sik | ≥ φi. For initial condition
|sik=0 | < φi we get |sik | < φi for ∀k ≥ 0, i = 1, 2.

5 Experiments Results

Verification of the proposed control algorithm was realized by a series of exper-
iments on the Pioneer–2DX, for movement of a chosen point A of the WMR on
a desired path shown in Fig. 3.a). Fig. 3.b) shows desired angles of a self turn
αd1 and αd2 for wheels 1 and 2, Fig. 3.c) desired angular velocities α̇d1, α̇d2. In
our experiments there were two parametric disturbances (marked on diagrams
by ellipses), realized as an increase (ΔmWMR = 3.8[kg] in t1 = 9 [s]), and next
decrease (ΔmWMR = −3.8[kg] in t2 = 30 [s]) of the load transported by the
WMR.

Fig. 3. a) Desired path of the point A movement, b) desired angles of a self-turn αd1

and αd2 [rad], c) desired angular velocities α̇d1 and α̇d2 [rad/s]

We have tested four control systems:
– PD controller - control signal consists only of uPD,
– HDPR control system consists of uRL (HDP with RVFL ACE), uS and uPD,
– HDPF control system consists of uRL (HDP with FLNN ACE), uS and uPD,
– DHP control system consists of uRL (DHP structure), uS and uPD.
According to the assumed control law (14), the overall control signal u shown in
Fig. 4.a), consists of ACE-ASE control signal uRL, supervised control signal uS ,
PD controller signal uPD (Fig. 4.b)), and Ye signal. In Fig. 4.c) there are shown
tracking errors e1 and ė1 for the first wheel of the WMR. Fig. 4.d) shows desired
(xAdk , yAdk) and realized path of the point A movement (xAk , yAk), Fig. 4.e)
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Fig. 4. a) Control signals: u1 for 1. and u2 for 2. wheel, b) ASE NN control signal

URL1 = − 1
h
M−1uRL1 , PD control signal UPD1 = − 1

h
M−1uPD1 , and the supervisory

term control signal US1 = − 1
h
M−1uS1 , c) tracking errors e1 [rad] and ė1 [rad/s], d)

desired (dashed line) and realized path of the point A movement, e) weights of RVFL

ASEF1 neural network for HDPF structure and wheel 1, f) weights of FLNN ACEF1

neural network for HDPF structure.

and f) present values of HDPF ASE RVFL and ACE FLNN weights respectively.
Each of ASE RVFL NNs contains 8 neurons and h = 0.01[s].

At the moment of the parametric disturbances we can observe temporary
increase of the tracking errors values. The tracking errors are reduced, while the
compensation of the WMR nonlinearities becomes more adequate. Weights of
NNs are bounded and converge to the fixed values.

For numerical rating of the realized experiments quality ratings were chosen:
– distance between destination and finish of the WMR movement point dk =√

(xAdk − xAk )2 + (yAdk − yAk )2 [m], for k=n, n - number of iteration steps,
– Root Mean Square Error (RMSE) of the point A position errors εd,
– average RMSE of the filtered tracking errors s1 and s2, defined as: εsavg =

0.5 (εs1 + εs2), where εsj =

√
1
n

n∑
k=1

s2
jk

, j=1,2, εd =

√
1
n

n∑
k=1

dk
2 [m].

Values of quality ratings are shown it Tab. 1.

Table 1. Values of the quality ratings

control system PD HDPR HDPF DHP

PD (KD/Λ ) 2h/1 2h/1 2h/1 2h/1

n 429 428 428 429

dn 0.2263 0.05387 0.03332 0.02209

εd 0.2974 0.1335 0.0531 0.0378

εsavr 4.6304 0.5950 0.4984 0.3560
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We have compared quality of the tracking control for the proposed control
systems and PD controller. On the basis of the obtained results we can notice
higher quality of the tracking control for the control system with ACD in a com-
parison with only PD controller. Proposed FLNN ACE used in HDPF structure
let us improve tracking control quality of HDPF in comparison with HDPR.

6 Conclusion

We proposed the discrete tracking control system with ACD structure. The pre-
sented control system consists of ACE–ASE algorithm supplied by PD controller
and the supervisory term, which guarantee stable realization of tracking. Verifica-
tions of the proposed control algorithm was realized on the WMR Pioneer–2DX
for complex transportation task with change of the load during the movement.
The researches pointed out higher quality of the tracking control for the control
system with ACD in a comparison with only PD controller. We have notice worse
quality of tracking control for HDPR structure compared to DHP, when using
RVFL NN in ACE structure. Proposed FLNN ACE used in HDPF structure let
us improve tracking control quality of HDPF . Used FLNN is less computation-
ally complex. The proposed discrete tracking control algorithm is stable in a face
of disturbances, values of the tracking errors and weights of NNs are bounded.
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Abstract. Hierarchical Temporal Memory (HTM), a new computational

paradigm based on cortical theory, has been applied to vision-based hand

shape recognition under large variations in hand’s rotation. HTM’s abil-

ities to build invariant object representations and solve ambiguities have

been explored and quite promising results have been achieved for the dif-

ficult recognition task. The four-component edge orientation histograms

calculated from the Canny edge images, have been proposed as the out-

put of the HTM sensors. The two-layer HTM, with 16x16 nodes in the first

layer and 8x8 in the second one, has been experimentally selected as the

structure giving the best results. The 8 hand shapes, generated for 360 dif-

ferent rotations, have been recognized with efficiency up to 92%.

Keywords: hand gestures recognition, hierarchical temporal memory,

human-computer interaction.

1 Introduction

Hand gestures constitute the important component of the non-verbal commu-
nication and therefore should be one of the input modalities in the advanced
human-computer interaction [1]. The non-intrusive gesture recognition in a vi-
sion system allows for human-like, natural communication with the computer.
Gestures can be also used as the supplementary, supportive channel when the
voice command recognition is ambiguous due to the noisy environment. To-
gether with the face expressions, they convey an additional information (e.g.
human emotions) that can be used to adjust the various interface’s parameters
and adapt the system behaviour to the user’s state. Persons with hearing im-
pairment will also benefit from such interfaces because the sign language is their
basic communication tool. Moreover performing some actions is more intuitive
using gestures than voice commands or even mouse and keyboard (e.g. rotating a
3D object). The immersive computer games are another prospective application
areas. Therefore, there is a need for developing the robust automatic gestures
recognition that will work with as little constraints as possible.
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Fig. 1. Images of two different gestures registered at three different hand rotations

(dashed lines connect the inter-class images that are very similar)

Humans perform gestures spontaneously, some of them are even done un-
wittingly, without thinking about precise hand’s positioning, maintaining the
exact rotation angles and constant distance to the interlocutor. Modern human-
computer interaction should allow for the communication in the similar manner.
Otherwise it will be non-ergonomic and its usage will be tiring.

Invariant hand gestures recognition in a vision-based system is the great chal-
lenge. Interpreting the 2D images of the 3D objects observed at varying distances
and rotations leads to many ambiguities. As it is shown in Fig.1, in such a case,
images from different categories may have more overlap in the pixel space than
images from the same category. Therefore there is a need for tool that will be
able to build the invariant object representation and deal well with ambiguities.

For the visual understanding of human gestures, a number of recognition
techniques have so far been proposed, e.g. [2,3,4,5,6,7]. A perfect method for hand
shape recognition does not yet exist, each solution has specific strengths and
weaknesses which may be more or less important depending on the application.
This paper deals with large hand rotations, so taking the view independence
as the comparison criterion, one can note that most data-driven methods and
methods using an appearance model can only represent limited viewing and pose
variation in a single model. Therefore these methods require multiple models to
represent all possible views. Due to the sensitivity to changes in view, systems
using low-level image features require a lot of training examples to model just a
single view. Methods using a 3D model for training or fitting are better suited
for view independence but they impose the scalability problem - adding the new
gesture requires preparing the new 3D model(s).

Several clues can be obtained by analyzing how humans solve the vision prob-
lem [8]. We can pretty well recognize objects from a single static snapshot despite
changes in location, size, lighting conditions and in the presence of deformations
and large amounts of noise. However when we learn we use time extensively.
We observe continuously varying data in order to ascertain generalization char-
acteristics. As children, we see objects over and over again, in many different
lighting conditions, sizes, and views and finally we learn reliably how to identify
them. When we are confronted with a new and confusing object, we pick it up
and move it about in front of our eyes. As the object moves, the patterns on
our retina changes and our cortical system is able to build its invariant model.
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In other words, to recognize the static pictures we have to train on moving
images.

The invariant information about the learned object is not stored in one par-
ticular location. It is distributed across many nodes up and down the hierarchy
in the human neocortex. Low-level visual details are stored in low-level nodes,
and high-level structure is stored in higher-level nodes. Objects models created
in our brain are composed from the smaller reusable units. The leads to good
scalability while adding the new objects but also gives mechanism to solve ambi-
guities. As the information propagates up the hierarchy, it becomes more stable
and unambiguous.

Recently the Hierarchical Temporal Memory (HTM), the new computing
paradigm, replicating the aforementioned structural and algorithmic properties
of the human neocortex, has been developed [9,10]. HTM has been already ap-
plied by the author to the dynamic sign expressions recognition. In the paper [11]
the ability to build the object’s representation from the smaller parts has been
explored in order to achieve subunits based recognition of the dynamic Polish
Sign Language gestures. In this paper, a quite different problem of the static
gestures recognition under large variations in hand’s rotations, and two different
capabilities of the HTM: ability to build invariant object’s model and resolving
ambiguities are addressed. Additional motivation, except this aforementioned in
the beginning, is that rotation invariant hand shape recognition is needed to
build tool that will convert an unknown Polish Sign Language gesture into so
called gestogram transcription [12]. This will allow for creating subunits based
sign gestures recognition strongly grounded on the linguistic research.

The paper is organized as follows. Section 2 contains a brief overview of HTM.
Section 3 defines the problem and gives details of the proposed approach. Results
of recognition is summarized in section 4. Section 5 concludes the paper.

2 Hierarchical Temporal Memory Concept

Hierarchical Temporal Memory is a technology that replicates the structural
and algorithmic properties of the neocortex. HTM is organized as a tree-shaped
hierarchy of nodes. All objects in the world have a structure. This structure is
hierarchical in both space and time. HTM is also hierarchical in both space and
time, and therefore it can efficiently represent the structure of the world.

HTM receives the spatio-temporal pattern coming from the senses. Through
a learning process it discovers what the causes are and develops internal repre-
sentations of the causes in the world (Fig. 2). After an HTM has learned what
the causes in its world are and how to represent them, it can perform inference.
Inference is similar to pattern recognition. Given a novel sensory input stream,
the HTM will infer what known causes are likely to be present in the world at
that moment.

Each node in HTM implements a common learning and memory function.
The basic operation of each node is divided into two steps (see Fig. 3). The
first step is to assign the node input pattern to one of a set of quantization



Using HTM for Hand Shape Recognition 275

Fig. 2. HTM concept

Fig. 3. HTM node operation: learning the invariant representations

points (spatial grouping). The node decides how close (spatially) the current
input is to each of its quantization points. In the second step, the node looks
for common sequences of these quantization points (temporal grouping). Dis-
covered causes are connected to the common sequences stored in the node’s
temporal sublayer. These common sequences contains all learned variations of
the observed object. Given the static input we can obtain the distribution over
all causes (in the noiseless case it is based on the occurrence of the given static
pattern in the particular stored sequence). The detailed description can be found
in [13].

Described node’s operation allows for creating the invariant representations
but does not solve the possible ambiguities. The obtained distributions can be
very flat. This is where hierarchy comes into the picture. HTM rapidly resolves
conflicting or ambiguous input as information flows up the hierarchy. The vari-
ation of belief propagation technique is used to do inference. The sensory data
imposes a set of beliefs at the lowest level, and by the time the beliefs propagate
to the highest level. The highest level nodes show what highest level causes are
most consistent with the inputs at the lowest levels. Imagine a network with
three nodes, a parent node and two children nodes (Fig. 4). The first child node
believes that it is seeing rather B, which if in fact wrong response. The sibling
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Fig. 4. Beliefs propagation in hierarchy helps to solve ambiguities

node’s answer is ambiguous, it is not certain if it sees A or C. Parent node decides
with high certainty that A is present. It chose A because this belief is the only
one that is consistent with its inputs. It made this choice even though A was
not the most likely beliefs of the child nodes. Belief propagation in the hierarchy
assures that the system very quickly settle.

3 Problem Definition and Proposed Solution

The 8 static hand gestures have been considered (Fig. 5). Images have been gen-
erated using the graphical tool Virtual Hand Studio, which gives pretty realistic
views of the hand [14]. Each gesture has been shown at 4 different realizations,
35 hand rotations around its vertical axis (from 0 to 350 degrees with the regular
step of 10) and 10 rotations around its horizontal axis (for 0 to 90 with the step
of 10). This gives 8 x 4 x 36 x 90 = 103680 images, 12960 for each gesture (Fig.
6). The edge images obtained with the Canny edge detector have been used as
the HTM network input (Fig. 7). The difficulty of this problem can be under-
stood by looking at Fig. 1, 6, and 7. The similarities between views selected from
the different categories are bigger than intra-class correlations.

After many experiments with the network structure and parameters the fol-
lowing two-layer HTM has been proposed (Fig. 8). The sensors’ layer consists of
16 x 16 elements. The edge orientation histogram, calculated from the 20x15 pix-
els image window covered by the sensor, has been chosen as the sensor’s output.

(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 5. Hand gestures used in experiments: (a) flat hand, (b) fist, (c) 1 finger, (d) 2
fingers, (e) 3 fingers, (f) 4 fingers, (g) 5 fingers, (h) thumb
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Fig. 6. Selected images for the gesture 4 fingers

Fig. 7. Selected edge images for the gesture 4 fingers

Fig. 8. The HTM topology

Only four different edge orientations are distinguished: horizontal, vertical and
two slanting. The category sensor is connected only during the learning stage
and it supplies the information about the gesture to which the current sensors
reading belongs. The temporal hierarchy is mapped by putting two layers con-
taining 16x16 and 8x8 nodes respectively. Each of these layers consists of two
sub-layers making spatial and temporary grouping appropriately [9,10]. Above
these layers the NN classifier and effector nodes are put. The effector node writes
the results to the file. The spatial hierarchy manifests itself in linking the nodes
between the particular layers.

4 Experiments

The Numenta Platform for Intelligent Computing (NuPIC) has been used [15].
NuPIC implements a hierarchical temporal memory system. To make the exper-
imentations easier the auxiliary scripts, dedicated to some specific tasks, as data
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organization, network structure creating and results analysis, have been devel-
oped in Matlab. The whole images set W has been divided into four mutually
separated subsets Z1, Z2, Z3, Z4. Each subset contains images for one realiza-
tion of each gesture under all possible rotations. To achieve good generalization
properties, at the learning stage movies (image sequences) showing the given
gesture while rotating have been presented. Sample results of recognition are
given in table 1.

Table 1. Hand shape recognition rates [%]: variant a - training on W −Zi, testing on

Zi, variant b - training on Zi, testing on W − Zi

variant a variant b

Z1 91.63 76.88

Z2 91.77 76.94

Z3 92.74 77.09

Z4 92.26 78.04

mean 92.10 77.24

The obtained results are quite promising and HTM seems to be the relevant
tool for vision-based hand shape recognition under large variation in rotation.
Please note, that in the variant b the hand shape for given rotation angles has
been presented only once during the training stage. Besides, it is worthwhile
noticing that for some of the considered images even human has difficulty to
correctly recognize the shape (see Fig. 1).

5 Conclusions and Future Work

Hierarchical Temporal Memory has been used for recognition of hand shape un-
der large variations in rotation. This tool has been chosen because it replicates the
structural and algorithmic properties of the human neocortex, therefore it should
be able to recognize the gestures in a way humans do. During the training HTM
builds the invariant object’s representations. At the interference phase it deals
pretty well with ambiguities. Moreover the hierarchical structure of the HTM al-
lows for sharing the representations. Different objects in the higher level can be
composed from the same lower level parts. This should lead to the better scala-
bility and storage efficiency. To author’s knowledge this is the first application of
HTM to static hand gestures recognition. Obtained results are quite promising.
However, further refining the memory structure and parameters is needed. Fur-
ther works may also include testing the recognition under changes in size, lighting
and at presence of noise. Some interesting additional humans capabilities may also
be explored, e.g. the mechanism of covering attention. Human system is able to
limit the perceptual experience to a variable size area in the center of the visual
field. This may be applied to HTM as well. There is no need to convey information
from all input sensors but only from those areas that contain the hand’s edges.
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Abstract. Multiagent systems implementing artificial intelligence sys-

tems, require a formal representation to specify and simulate their prop-

erties and behavior. Double pushout graph grammars posses a very high

expressive power; the possibility of the use of parallel graph transforma-

tions in a distributed environment make them useful in this area thanks

to application of the complementary graphs concept. The mentioned idea

is formally introduced and the polynomial computational complexity of

underlying algorithms is proved.

1 Introduction

Multiagent systems are one of the fundamental tools of an artificial intelligence
systems implementation. Each an agent has the capabilities for solving a given
problem basing on incomplete (local) information. There is no global system con-
trol and a data is decentralized so it is easy to deploy the agents into a distributed
environment and evaluate their behavior in a parallel, asynchronous way [12].
On the other hand the lack of the formal representation of a global knowledge of
an agent system causes that an attempt to solve problems of specification and
simulation of an agent system behavior fails in a general case. One can find only
examples of the partial solutions such as specification of a local agents behavior
only [10] or the specification of a communication between them [11]. In the paper
we suggest to solve this issue by joining two concepts: double pushout (DPO)
graph transformations [2] and complementary graphs parallel transformations
[6]. DPO approach (reviewed in Section 2) was successfully applied to specify
the concurrent semantics [1] or modeling concurrent, mobile and coordinated
systems [9]. Currently its attractiveness grows, since there was formally proven
its equivalency to triple graph grammars [5], that has been adequate basis to
specify visual, formal and bidirectional model transformations between different
domain-specific modeling languages.

Complementary graph concept [6] (reviewed in Section 3) allows us to dis-
tribute a centralized graph without any modification of the graph grammar
transformations rules that have been used to describe a given problem in the cen-
tralized case. The GRADIS multiagent framework (the acronym of GRAph DIS-
tribution toolkit) offers the set of Local Graph Transformations Agents (LGTA),

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 280–288, 2010.
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distributed over the network, that are able to make the transformations on the
local graphs and cooperate to achieve a common goal. The correctness of a
distributed graph transformation system is guaranteed by assurance that after
gluing of the partial graphs a resultant graph belongs to a family of graphs gen-
erated by the sequential graph transformation. In Section 4 the possibility of
application of complementary graph concept to the Double Pushout approach is
shown. In Section 5 we will focus on the proving the polynomial complexity of
an algorithm of a coordination between the agents maintaining particular par-
tial graphs in a distributed parallel agent environment and a correctness of this
solution in the context of time dependent errors or deadlocks.

Polynomial computational complexity of the coordination algorithms and in-
troduction of the parallelism into graph transformation mechanism improves the
efficiency of algorithmic graph transformations and enables the specification of
the agent systems and online control of their behavior.

2 Double Pushout Grammars

In this paper we will consider labeled (attributed) graphs. Let Σv and Σe be
the sets of node and edge labels respectively. The graph structure is defined as
follows:

Definition 1. (Σv, Σe)-graph is a triple (V,E, ϕ) where V is nonempty set, E
is a subset of V ×Σe×V , and ϕ : V −→ Σv. We denote the family of (Σv, Σe)-
graphs as G.

For any G = (V,E, ϕ) ∈ G, V is set of nodes, E is set of edges and ϕ is
node labeling function. One can extend this graph definition e.g. introducing
attributing functions for both, nodes and edges, but these extensions will not
influence the rules of the centralized graph distribution and its transformation.
For that reason they will not be considered here.

The object of our interest are the double pushout graph grammars (DPO).
DPO rule is denoted as P : L ← K → R, L ⊇ K ⊆ R, where K is an inter-
face graph, L and R graphs are the left and right hand side of the production
respectively, L,K,R ∈ G.

P application may be described informally in the following way. First one has
to find a match of L, denoted as m(L), in G. The match m is assumed to be a
graph morphism preserving gluing condition consisting of:

– Identification condition - for two nodes, x, y ∈ V (L), m(x) = m(y) iff x = y
or x, y ∈ V (L) ∩ V (R).

– Dangling condition - ∀e ∈ E(G−m(L)), none of the e endpoints belongs to
m(L)−m(K).

After finding m(L) in G one has to remove all the nodes of m(L)−m(K) from
G, with all the adjacent edges. Finally, all the nodes of m(R) −m(K) together
with the convenient edges have to be added to G.
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L = a1 b2 c3 K = b1 c2 R = c1 b2 e3

d4

Fig. 1. Sample DPO production P = (L ← K → R) or (L ⊇ K ⊆ R). Labels subscripts

denote the local indices ascribed to the particular nodes.

a1 b2 c3

a1 g2 f3

m(b) m(c)m(a)

(a)

g2 f3

(b)

e4 g2 f3

d1

(c)

Fig. 2. Three steps of DPO production. (a) m(L) match in G (bottom graph) according

to the morphism m. Dotted lines show the m : L → G: m(b) = m(c) = g, m(a) = a, (b)

temporary graph Z = G−(m(L)−m(K)), (c) resultant graph G′ = Z∪(m(R)−m(K)).

Note that the dangling condition implies that all the edges belonging to
E(G − m(L)) and being adjacent to m(L) remain unchanged after applying
DPO production. It impacts an agent incorporation strategy while applying a
production in a distributed environment. The formal definition of DPO can be
found in [2,4].

The following example illustrates the DPO grammar production. We deal with
the graph G shown in Fig.2a (bottom) and the production P (see Fig.1) to be
applied on.

The application of P is performed in three steps:

– a match of L in G (according to the morphism m) is found, in Fig.2a we
have shown the morphism m mapping the nodes of L into the nodes of G:
m(a1) = a1, m(b2) = m(c3) = g2.

– the node a1 = m(L) − m(K) is removed from the graph G and the in-
termediate graph Z (Fig.2b) is obtained; note that the gluing condition is
satisfied,

– the nodes and the corresponding edges from m(R)−m(K) are added to the
graph Z . The resultant graph G′ is shown in Fig.2c.

In the paper we continue the consideration on distributing the algebraic graph
grammar productions and propose a method of distributing double pushout
grammars (DPO).1

3 Complementary Graphs

For DPO graph grammars the key step leading to distributed graph transforma-
tions is partitioning the centralized graph G into the set of subgraphs Gi, called
complementary graphs and managed by the agents. Next, the complementary
1 For the clarity we assume that morphism m is an identity map: m(H) = H . If

needed, m is set explicitly.
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graphs are distributed to different locations. Transformation of each subgraph
Gi will be controlled by its Local Graph Transformation Agent (LGTAi); in
Section 4 we will describe a cooperation between LGTA’s in DPO graph trans-
formation systems.

To maintain the consistency between centralized graph G and the set of dis-
tributed graphs, some nodes (called border nodes) should be replicated and
placed in the proper partial graphs. Graphically, we will mark a border node by
a double circle.

We introduce following notations: Border(Gi) is a set of all border nodes of
the graph Gi; the function PathS(G�, v, w) returns a set of the nodes belonging
to the edges creating any acyclic connection between v and w in G; for a given
graph H , H� will denote an underlying undirected graph. During the splitting
a graph we are interested in checking whether an edge connecting two nodes
crosses a border among the subgraphs. For example, for the graph G presented
in Fig.3a PathS(G�, 6, 8) = {0, 1, . . .8}.

Definition 2. A set of partial graphs Gi = (Vi, Ei, ϕi), i = 1, 2, . . .k, is a com-
plementary form of graph G iff there exists a set of injective homomorphisms
si : Gi −→ G such that:

1.
⋃

i=1,...k si(Gi) = G

2. ∀i, j ∈ {1, . . .k} : si(Vi) ∩ sj(Vj) = si(Border(Gi)) ∩ sj(Border(Gj))
3. ∀w ∈ Vi∀v ∈ Vj : ∃p = PathS(G,w, v) ⇒ ∃b ∈ Border(Gi) : si(b) ∈ p

4. ∀i ∈ {1, . . .k} : v ∈ Border(Gi) ⇔
(∃w ∈ Gi : w is connected with v) or Gi = {v}

Partial graph Gi is also referred to as a complementary graph.

The above formal definition may be difficult to use in practical construction
of the partial graphs. The effective algorithm for splitting a graph into the two
partial graphs is presented in [6]. Splitting a graph G into the any number of new
partial graphs can be accomplished by the recursive execution of this algorithm
on the already obtained partial graphs H ′ or H ′′ and so on.

The example of three distributed partial graphs obtained from G shown in
Fig.3a is presented in Fig. 3b 2.

For any border node v in graph Gi we can move boundary in such a way, that
all nodes, that are connected with v (inside another complementary graphs) are
incorporated to Gi as border nodes and replicas of v are removed from another
graphs (i.e. v becomes a normal node); we will do it using Incorporate(v, i) opera-
tion. In Figures 3b and 4 the partial graphs before and after Incorporate((−1, 1), 2),
Incorporate((−1, 2), 2), Incorporate((−1, 3), 2) are presented.

2 Let’s note that a node index consists of two numbers: the first one denotes an ordinal

number of a given partial graph or equals to −1 in a border node case and the second

one is an unique index inside a particular partial graph or, for border nodes, a unique

index in the set of all border nodes. All replicas of a given border node have identical

index of the form (−1, j).
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V (0)

V (7)

V (8)

V (9) V (4)

V (3)

V (10)

V (5)

V (6)

V (2)

V (1)

(a)

(−1, 3)

(2, 1)

(−1, 2) (−1, 3)

(1, 1)

(1, 2)

(3, 3)

(3, 1)(−1, 2)

(3, 2)

(1, 3)

(−1, 1)

(2, 2)

(−1, 1)

(b)

Fig. 3. (a) G in the initial, centralized form (b) Complementary form of G,

{G1, G2, G3}

4 Distributed Graph Maintenance

In our approach each of the partial graphs is managed by its agent. We assume
that the agent X0 applies the DPO grammar production P : L← K → R on its
partial graph G0 being the subset of distributed form of the centralized graph
G. To apply the production P , X0 has to follow four steps: (1) determine V (L),
(2) find an occurrence of V (L) in the distributed environment, (3) incorporate
V (L), (4) apply locally production P .

First step is finding an occurrence of L in the partial graph managed by the
agent X0 and/or, in the neighbor ones. X0 does that starting from some seed
node v ∈ V (L) and making the lookup in a neighborhood of v. It’s obvious that
L ⊆ B = k − neighborhood(v) set, where for a given L, k ≤ V (L) is a diameter
of an underlying undirected graph L� .

Remark 1. For sufficiently high k, there may exist a partial graph, say Gi such
that Gi � k−neighborhood(v0). In such a case Xi agent will rely the X0 request,
to the Gi neighbor graphs (agents) to serve X0 query.

As the nodes of B set can be placed in other partial graphs B is computed in
cooperation with the other agents: X0 sends a request to those agents (which
are denoted as Xi, i = 1, 2, . . .n) and receives required data (Bi, i = 1, 2, . . .n)
in a feedback. It has to remarked that this data is volatile, i.e. some nodes may
be removed from a given partial graph after delivering requested data to X0. B
is recovered form all Bi (i = 0, 1, . . .n, B0 is X0 own data), B =

⋃
i Bi, where i

enumerates subsequent agents. When an occurrence of L in B is found the X0
may proceed to the second step.

The part of B which is essential for the production P is B′ = L∩B. At the
level of particular partial graphs it is B′

i = L∩Bi.
In the second step X0 has to ensure that L will be accessible for applying the

production P . According to the two-phase commit protocol semantics, in the
first phase the agent X0 sends a request to the other agents, Xi, to block all
nodes belonging to corresponding B′

i. Xi blocks the nodes (agreement=yes) or
rejects the request in two possible circumstances:
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1. some nodes of B′
i are already blocked (agreement=noaccess) or

2. some nodes of B′
i don’t exist in a partial graph managed by Xi

(agreement=nonexist), e.g. theywere just incorporatedby some other agents.

Second phase depends on a feedback data received by X0. It can follow one of
three possible scenarios:

1. If all responds are agreement=yes then X0 sends commit request to all Xi

which supply corresponding B′′
i = B′

i ∩ V (L) to X0 in respond.
2. At least one respond is agreement=nonexist then X0 sends abort request

to all Xi and tries to find B (B′) again.
3. At least one respond is agreement=noaccess then X0 sends abort request

to all Xi and repeats first phase with random delay.

In the third step, when all responds are agreement=yes, X0 shifts local graphs
boundaries (by incorporating corresponding B′′

i subgraphs) in such a way that he
gets able to apply production P locally. Note that after incorporating B′′

i (i =
1, 2, . . .k) by X0, all nodes belonging to those subgraphs get internal nodes of
G0 (i.e. they are not border ones) and all nodes being the neighbor ones for B′′

i

get ore remain the border nodes for G0.

(2, 2)

(1, 1)

(1, 2)

(−1, 5)

(3, 2)

(−1, 5)

(2, 1)

2

(2, 4)

3

(2, 5)

1

(2, 3)

(3, 3)

(−1, 4)(−1, 4)

Fig. 4. Complementary form of G, {G′
1, G

′
2, G

′
3}, before local production P = (L, K, R)

(Fig.5a) on G′
2. All nodes matching L have been incorporated to G′

2 (gray shaded).

Let’s consider the DPO graph grammar production P : L← K → R (Fig.5a)
to be applied on complementary form of the given centralized graph G shown
in Fig.3a. We want to perform this production in the distributed environment
consisting of three complementary graphs as shown in Fig.3b. The agent main-
taining complementary graph G2, say A2, is to apply P locally. The first step
A2 has to make is to assure an exclusive access to V (L) matching nodes by
incorporating them. The detailed description of it is presented below.

The initiating agent A2 managing the partial graph G2 has to discover and
incorporate all the nodes of L. The border nodes (−1, 1), (−1, 2) are already
present in G2 (they matches the nodes of L indexed with 1 and 3 as shown in
Fig.5a). Now A2 tries to discover the lacking match of the node of L, indexed with
2. L� diameter is 1 hence A2 sends the request to each partial graph containing
a replica of u = (−1, 1) or w = (−1, 2) to supply Bi = 1 − neighborhood(vb),
where vb = u, w respectively. Table 1 presents the set of nodes of the particular
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L = 1

2

3 K = 1 3 R = 1 3

4

5

(a)

5 (2, 6)

(−1, 4)

3

(2, 5)

(2, 2)

(−1, 5)

4

(2, 7)

1

(2, 3)

(2, 1)

(b)

Fig. 5. (a) The sample DPO production (L, K, R). (b) Complementary form of G′′
2

obtained after local production P (Fig.5a) on G′
2.

Table 1. The Bi and B′
i sets

i Bi B′
i

i = 1 (req. to A1) (−1, 1), (−1, 2), (1, 3) (−1, 1), (−1, 2)

i = 2 (req. to A3) (−1, 1), (−1, 2), (3, 1) (−1, 1), (−1, 2)

Bi and B′
i, (i = 1, 2). Using B′

is instead of Bis may improve effectiveness by
reducing the number of the nodes to be incorporated.

After identifying an occurrence of L in B′ =
⋃3

i=1 B′
i, A2 incorporates all

nodes matching the L, namely (−1, 1), (−1, 2), (−1, 3). We assume that no par-
allel action is made by A1 and A3 agents so A2 receives agreement=yesmessages
and sends the commit request to them. After subsequent incorporations of the
nodes (−1, 2), (−1, 1), (−1, 3) (their new indexation is (2, 3), (2, 4), (2, 5) respec-
tively) we obtain G′

2. The left hand side graph L can be matched appropriately
to the internal nodes 1, 2, 3 of G′

2 (see Fig.4) and thus the production P can be
applied locally. Resultant complementary graph G′′

2 is shown in Fig.5b.

5 Effectiveness Issues and Conclusions

The effectiveness of the graph transformation formalism in practical application
is limited due to its high computational complexity of parsing and member-
ship problems. This effectiveness can be improved by introduction the parallel
execution paradigm. One of the more effective approaches is to distribute au-
tomatically the centralized graph and execute given algorithms parallely on its
local parts; such an approach is very convenient for a system designer which has
not to take care about the problems with the parallelism and implicit synchro-
nization. GRADIS agent framework supports such an approach by introducing
the complementary graphs concept and the agent framework supporting coop-
eration in the complementary graph modifications.

Let’s consider the complexity of determination of the graph B defined as
B = neighborhood(v0). Formally we have to visit all the direct neighbors of v0
and mark them as belonging to the layer 1 ; next, for each a node belonging to
layer j (j < k) we have to visit those of their direct neighbors that don’t belong
to the lower layers; we stop this algorithm when either we have determined the
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members of the k-th layer or all the nodes of the considered graph are already
marked. Let’s note that this algorithm excludes cycles and backtracking in nodes
visiting and its worst complexity is O(n), where n is number of nodes in the
centralized graph. The estimation of a number of messages which are necessary
to assemble a distributed information is more difficult. The agent X0 sends,
in the worse case, the messages to all other agents maintaining partial graphs
(we assume that a request of coordination between a several boundary nodes
belonging to G0 and some Gi can be packed in a single message); unfortunately
(with respect to the remark 1) some agent, say Xu, maintaining the node u being
a direct neighbor of v0 and belonging to other partial graph, may also send a
message to all other agents (except of those that maintain the paths between v0
and this node). Thus Xu may generate a duplicate of the request sent previously
by X0. Following this reasoning, for a number of agents equaled to p the upper
limitation of the number of sent messages is p(p − 1) . . . (p − k + 1) ∈ O(pk).
In a case when some node v receives several duplicated requests attaching it
to B, only first is serviced. All subsequent duplicated messages are ignored. v
can receive not more then next p− 2 messages from the other agents (assuming
that an agent remembers its local activity and does not send a message to the
same external node twice) but this doesn’t trigger any additional activity so the
limitation for a number of the sent messages is n · p. We consider both of these
limitations because in practice they help to reduce number of sent messages. The
obtained Bi graphs are returned directly to X0 agent so both actions, prepare
or commit/abort phases, are limited to O(p) sent messages.

The efficiency of the system will depend, however, on a final degree and quality
of the considered problem decomposition. The earlier works with the algorith-
mical graph transformations [7,8] create good prognosis for this.

References

1. Baland, P., Corradini, A., Montanari, U., Rossi, F.: Concurrent sematics of alge-

braic graph transformations, pp. 107–187 (1999)

2. Corradini, A., Montanari, U., Rossi, F., Ehrig, H., Heckel, R., Löwe, M.: Algebraic
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Abstract. We analyze a SWARM-based multi agent control scheme for

controlling the traffic of data packets in ad-hoc networks. We consider

nonstationary traffic patterns. We demonstrate how the distributed and

geographically localized knowledge gathered by ant agents may improve

the effectiveness of the ant learning mechanism. Our experiments indi-

cate the improvement of adaptation capabilities of ants under dynamic

topology changes and dynamic load level changes in the network.

1 Introduction

An ad-hoc network is a set of wireless mobile nodes that dynamically form
a temporary network without using any existing infrastructure. Each node of
such network is autonomous and self-configurable. Typically, the communication
between nodes is indirect: each node can also act as a wireless router and can
be used as an intermediate node on the path from a source to a destination.

Ad-hoc networks may be also considered as dynamic systems. On the network
level, the problem of routing may be defined as a problem of controlling the traffic
of data packets. The issue is not trivial due to multiple challenges. Probably the
most important one is the dynamics of topology changes: the routing policy
needs to be continuously adjusted to dynamically changing connections in the
network. The difficulty may be deepened by the nonstationary traffic pattern,
i.e. the network’s load level changing in time.

Examples of traffic patterns with a dynamically changing load level may in-
clude the Internet traffic (with periodical changes of users’ activity) and variable
bitrate (VBR) multimedia transmissions [14]. These patterns may be character-
ized by different time scales: the period of changes may vary between days, hours
(Internet traffic) and fractions of seconds (VBR traffic).

In order to handle such a demanding nonstationarity, specialized routing con-
trol systems are required. Multi-agent ant learning mechanisms have already
proved to be effective in solving the analogous problem in fixed telecommuni-
cation networks [11]. The aim of this paper is to show how ant agents deal
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with nonstationary traffic in ad-hoc networks. We also demonstrate how the dis-
tributed geographical localization of knowledge [9] may improve the adaptation
abilities of ant routing in ad-hoc networks. We analyze the adaptation abilities
of a routing control mechanism by examining the network’s response to dynamic
changes of load level.

There have been many routing approaches emerging for ad-hoc networks re-
cently [1,4,13]. There are also multiple approaches that base on learning mech-
anisms [8]. Amongst them, a group of ant routing algorithms may be identified
[3,5,12]. However, in the literature there exists no works that focus on ad-hoc
networks’ response to nonstationary traffic patterns. Authors of [11] perform a
similar analysis in fixed telecommunication networks.

2 Routing as a Problem of Control

From the control theory perspective, routing may be seen as a problem of control.
A computer network may be seen as a dynamic system and a routing mechanism
as a controller. Figure 1 shows the simplified scheme of a control loop for the
problem of routing.

Fig. 1. Routing as a control problem)

The controlled system (network) is a complex dynamic system of various
parameters. The current network state is determined by the network’s load level,
available connections between nodes, resources available in particular nodes,
bandwidth of links, etc. Moreover, the network is exposed to multiple distur-
bances such as frequent topology changes, a noise affecting wireless links, link
failures, etc.

A controller (routing mechanism) takes into account certain objectives. These
objectives may include maximizing network performance from the application
point of view (application requirements)while minimizing the cost ofnetwork itself
in accordance with its capacity [2]. Some examples of performance requirements
are hop count, end-to-end delay, delivery rate, throughput, jitter, etc. The network
capacity is a function of available resources at each node, node density, network’s
load level and the frequency of topology changes.
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At the same time, the routing mechanism measures output of the network.
Depending on the objectives, various performance parameters may be measured
and numerous performance metrics may be constructed. In addition, the routing
mechanism may detect failures in the network (e.g. link failures) and attempt to
perform recovery procedures.

Basing on objectives and the measured network output, the routing mecha-
nism provides a control input to the network. The control input is determined
be the routing policy, which is typically represented by routing tables. The rout-
ing policy may by updated periodically or even continuously (in proactive rout-
ing) or in a response to particular events taking place in the network (in reactive
routing). These updates rely on finding the shortest paths to destinations (in a
sense of the given metric). The algorithms used for finding the shortest paths
are individual for particular routing mechanisms.

The problem of routing control may solved by centralized routing mechanisms
or by distributed routing mechanisms. In centralized routing mechanisms, there is
a central controller gathering information from the whole network and updating
routing tables in all nodes. However, most of the routing mechanisms are dis-
tributed. In distributed mechanisms, nodes individually perform measurements,
construct their routing tables and exchange the routing information with other
nodes in the network. These operations may be carried out by multi-agent sys-
tems in general and by ant agents in particular.

3 Ant Agents with Distributed Knowledge

Ant agents employed for routing. AntHocNet, proposed in 2005 by Di Caro
et al. [3], is an adaptive ant routing algorithm for ad-hoc networks. It is an ex-
ample of a SWARM-based multi-agent approach: numerous types of ant agents
are used to gather the routing information and exchange it between the nodes.
Reactive ants are used to discover and set up new paths. Proactive ants are used
to monitor the existing paths and explore the network for new paths. Failure
notification ants are used to propagate information about failures through the
network. Finally, Repair ants are employed to restore broken connections.

Geographical localization of knowledge. In order to improve the operation
of ant agents, the Geographical Localization of Knowledge (GLK) was introduced
in [7]. In the proposed approach, the routing information gathered by learning
agents (the knowledge) is connected with geographical locations in the network
rather than with individual nodes. Thus, the information about connections in
the network may be defined on a higher locations’ level rather than on a lower
nodes’ level. Such knowledge is then logically stored within geographical loca-
tions and exchanged between the nodes as they change their positions. The
model of connections on locations’ level turned out to be more stable than the
model on nodes’ level, i.e. connections on nodes’ level are broken much more
frequently than connections on locations’ level.
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Distributing the knowledge between agents. Distributed Geographical
Localization of Knowledge [9] provides the practical realization of the GLK ap-
proach. Knowledge is logically stored in geographical locations yet it is physi-
cally distributed between the nodes within particular locations. The knowledge
exchange mechanism is provided that allows for distributing and synchronizing
the information between the nodes.

AntHocGeo, proposed and discussed in detail in [7,9], is a modification of An-
tHocNet that implements the concept of distributed geographical localization of
knowledge. Equivalent agents are employed as in AntHocNet, yet they operate
on a distributed and localized knowledge.

In this paper, we analyze and compare the operation of AntHocNet and AntHoc-
Geo in networks with dynamically changing load level. We focus on the influence
of applying distributed knowledge on the adaptation capabilities of ant agents.

4 Experimental Results

All experiments were performed using ns2 simulation environment [10]. We an-
alyze the “response” of the network controlled by a routing mechanism for the
following load level changes: unit step (both jump and drop of the network load
level), periodical changes of the load level in the form of a sine wave and peri-
odical changes in the form of a rectangular wave.

The results are presented on figures consisting of three charts. The first chart
shows the average end-to-end delay as a function of time. The second chart
shows the number of generated bytes of data and the number of delivered bytes
of data (in the whole network) as functions of time for AntHocGeo algorithm
(distributed implementation [9], basic parameters as in [7]). The last chart shows
the same as the second chart yet for AntHocNet algorithm (parameters as in [3]).
All the presented values are averaged in a moving window (window size is set to
100 seconds) and in addition, an exponential smoothing with the α-parameter
equal to 0.9 is performed.

We use two communication scenarios: an ad-hoc network of mobile robots
inside a building (same as in [6]) and an outdoor ad-hoc network with nodes
placed on a plane without obstacles (1000 × 1000 m2). We use the Random
Waypoint mobility model.

4.1 Unit Step

The unit step scenario of traffic is realized as follows. There are 30 mobile robots
in the network and there are 5 CBR sources, each of them generating one 64-
byte packet per second during the whole simulation (starting at the simulation
time of 15.0 seconds). At the time of 100.0 four additional CBR sources start
generating data: each additional data source generates 50 packets of the same
size per second. At the time of 150.0 additional sources stop their activity. Hence,
we have a sudden jump of the load level at 100.0 and a sudden drop of the load
level at 150.0. The results are presented on Fig. 2.
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Fig. 2. Unit step: averaged end-to-end delay(top), averaged number of bytes generated

and delivered for AntHocGeo (middle) and AntHocNet (bottom) algorithms. Mobile

robots environment [6], nodes’ speed: 3 m/s.

The average end-to-end delay as a function of time indicates that the learning
mechanism of AntHocGeo achieves lower delays and it adapts faster than the
corresponding mechanism of AntHocNet. It can be clearly observed both during
a sudden jump and a sudden drop of the load level. The peak corresponding to
the jump is much higher and much wider in the case of AntHocNet. Moreover,
there is no significant peak corresponding to the sudden drop of the load level
in the case of AntHocGeo, while there is one in the case of AntHocNet.

The same observations may be made when observing the number of bytes
generated and delivered in the network. The time of adaptation to a new load
level is much shorter in the network controlled by AntHocGeo: the plot of the
number of delivered bytes fits to the plot of generated bytes after no more than
5 seconds (whereas AntHocNet needs more than 30 seconds). The overall results
validate the superiority of AntHocGeo.

The results obtained for a network of mobile robots indicate that the localized
and distributed knowledge improves the adaptation of ant agents to a sudden
jump and a sudden drop of the load level in mobile ad-hoc networks.

4.2 Sine Wave

The sine wave scenario of traffic is realized as follows. There are 60 nodes in
the network and there are 5 CBR sources. Each source starts generating 64-byte
data packets at the simulation time of 15.0 sec., with the CBR interval of 0.25
seconds (4 packets generated per second). At 35.0 the interval of each data source
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starts changing periodically. The values change within the range of 0.16 and 0.5
sec. Periodical changes have the form of a sine wave with the period set to 60
seconds. The results are showed on Fig. 3.

Fig. 3. Sine wave: averaged end-to-end delay(top), averaged number of bytes generated

and delivered for AntHocGeo (middle) and AntHocNet (bottom) algorithms. Outdoor

ad-hoc network, nodes’ speed: 20 m/s.

Again, the overall results demonstrate the advantage of AntHocGeo: the end-
to-end delay achieved by AntHocNet is more than three times as big as the
one achieved by AntHocGeo. At the same time, AntHocGeo achieves a higher
delivery ratio.

The adaptation capabilities of the approach with distributed GLK are much
better as well. Looking at the average end-to-end delay as a function of time,
it may be observed that there are some significant peaks of delays. The peaks
may occur when the load level grows and they may be additionally intensified by
temporary lacks of connectivity in the network. The peaks are correlated with
local disturbances in the number of delivered bytes (more data packets are lost).
One may notice that AntHocGeo adapts very well to the periodical changes of
the load level — the plot of the number of delivered bytes fits very well to the
plot of the number of bytes generated in the network. Furthermore, AntHocGeo
adapts better to dynamic changes in the topology of the network: the end-to-
end delay peaks are lower than in the case of AntHocNet and much fewer data
packets are lost due to the temporary lack of connectivity in the network.
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4.3 Rectangular Wave

The rectangular wave scenario of traffic is realized as follows. There are 60 nodes
in the network and there are 5 CBR sources, each of them generating one 64-byte
packet per second during the whole simulation (starting at the simulation time
of 15.0 seconds). At 100.0 four additional sources start generating an additional
traffic in the form of a rectangular wave. Additional sources switch their interval
parameter between two values: 0.1 and 2.0 seconds. The period of the rectangular
wave is set to 50 seconds. The results are showed on Fig. 4.

Fig. 4. Rectangular wave: averaged end-to-end delay(top), averaged number of bytes

generated and delivered for AntHocGeo (middle) and AntHocNet (bottom) algorithms.

Outdoor ad-hoc network, nodes’ speed: 20 m/s.

The output of the experiment is very similar to the output of the experiment
with load level in the form of a sine wave. The overall results achieved by An-
tHocGeo outperform the ones obtained by AntHocNet. At the same time, the
adaptation capabilities of the learning mechanism are improved by applying the
higher-level model of connections in the network.

5 Conclusions

The problem of controlling a nonstationary traffic in ad-hoc networks is a very
challenging task. The control scheme employing ant agents allows to solve it
in a satisfying way. The adaptation capabilities of the ant learning mechanism
may be further improved by applying the distributed geographical localization



296 M. Kudelski and A. Pacut

of knowledge. The localized and distributed knowledge gathered by ant agents
provides the learning mechanism with a higher level model of connections and
improves the network’s response to dynamic topology changes and dynamic load
level changes.
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Institute of Control and Computation Engineering, Warsaw University of Technology

ul. Nowowiejska 15/19, 00-665 Warsaw, Poland, tel. +48 22 234-76-73

M.Lawrynczuk@ia.pw.edu.pl

Abstract. This paper presents a nonlinear Dynamic Matrix Control

(DMC) algorithm. A neural network calculates on-line step response co-

efficients which comprise a model of the controlled process. These coef-

ficients are next used to determine the optimal control policy from an

easy to solve quadratic programming problem. To reduce the number of

model parameters (step response models usually need many coefficients)

interpolated step response neural models are used in which selected coef-

ficients are actually calculated by the neural network whereas remaining

ones are interpolated by means of cubic splines. The main advantage of

the step response neural model is the fact that it can be obtained in a

straightforward way, no recurrent training is necessary. Advantages of

the described DMC algorithm are: no on-line model linearisation, low

computational complexity and good control accuracy.

Keywords: Process control, Dynamic Matrix Control, neural networks,

interpolation, optimisation, quadratic programming.

1 Introduction

Model Predictive Control (MPC) algorithms [7,13,14] have been successfully
used for years in many industrial applications [12]. It is because, unlike other
control techniques, in a natural way they can take into account constraints im-
posed on process inputs (manipulated variables) and outputs (controlled vari-
ables), which usually decide on quality, economic efficiency and safety. Moreover,
MPC techniques are very efficient in multivariable process control.

Dynamic Matrix Control (DMC) [2] algorithm is used in the majority of
industrial applications [1,12,13,14]. It uses step response models which can be
obtained in a straightforward way. It is particularly important in the industry.
To find a model, it is only necessary to record the output response of the process
to a step excitation signal, no complicated model identification algorithms are
used. In many cases accuracy of the classical DMC algorithm is very good, in
particular when set-point changes are not big and frequent. On the other hand,
when applied for significantly nonlinear processes the DMC algorithm based on
linear step response models may be insufficiently accurate, even unstable.

Over the last years a number of nonlinear MPC algorithms have been de-
veloped [4,14]. They use different model structures, for example fuzzy models
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[9,14], Volterra models [8] and artificial neural networks [6,10,14]. In particular,
neural models can be efficiently used on-line in MPC because they have excellent
approximation abilities, a small number of parameters and a simple structure.

This paper is concerned with a nonlinear DMC algorithm presented originally
in [5]. For prediction step response neural models are used, i.e. for the cur-
rent operating point step response coefficients are calculated on-line by a neural
network. Because step response models usually need many coefficients, in this
work interpolated step response neural models are considered. In this approach
only selected coefficients are actually calculated by the neural network whereas
remaining ones are interpolated by means of cubic splines.

2 Model Predictive Control Algorithms

In MPC algorithms [7,13,14] at each consecutive sampling instant k, k = 0, 1, . . .,
a set of future control increments is calculated

"u(k) = ["u(k|k) "u(k + 1|k) . . ."u(k + Nu − 1|k)]T (1)

It is assumed that "u(k + p|k) = 0 for p ≥ Nu, where Nu is the control horizon.
The objective of MPC is to minimise differences between the reference trajectory
yref(k + p|k) and predicted outputs values ŷ(k + p|k) over the prediction horizon
N ≥ Nu, i.e. for p = 1, . . . , N . For optimisation of the future control policy (1)
the following quadratic cost function is usually used

J(k) =
N∑

p=1

(yref(k + p|k)− ŷ(k + p|k))2 +
Nu−1∑
p=0

λp("u(k + p|k))2 (2)

where λp > 0 are weighting coefficients. Only the first element of the determined
sequence (1) is actually applied to the process, i.e. u(k) = "u(k|k) + u(k − 1).
At the next sampling instant, k + 1, the prediction is shifted one step forward
and the whole procedure is repeated.

Usually, constraints must be imposed on input and output variables. In such a
case future control increments are found on-line from the following optimisation
problem (for simplicity of presentation hard output constraints [7,14] are used)

min
�u(k|k),...,�u(k+Nu−1|k)

{J(k)}

subject to
umin ≤ u(k + p|k) ≤ umax, p = 0, . . . , Nu − 1
−"umax ≤ "u(k + p|k) ≤ "umax, p = 0, . . . , Nu − 1
ymin ≤ ŷ(k + p|k) ≤ ymax, p = 1, . . . , N

(3)

where umin, umax, "umax, ymin, ymax define constraints. Predictions ŷ(k + p|k)
of the output variable over the prediction horizon, i.e. for p = 1, . . . , N , are
calculated by means of a dynamic model of the process.
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In the classical DMC algorithm properties of the process are modelled by the
discrete step response model which shows reaction of the process output to a
step excitation input signal, usually a unit step. The output of the classical linear
step response model is [14]

y(k) = y(0) +
k∑

j=1

sj"u(k − j) (4)

Real numbers s1, s2, s3, . . . are step response coefficients of the model. Assuming
that the process is stable, after a step change in the input the output stabilises
at a certain value s∞, i.e. limk→∞ sk = s∞. Hence, the model needs only a
finite number of step response coefficients: s1, s2, s3, . . . , sD, where D is named
a horizon of the process dynamics.

3 Dynamic Matrix Control Based on Interpolated Step
Response Neural Models

3.1 Step Response Neural Models

In the neural DMC algorithm [5] properties of the process are described by
a step response neural model. Intuitively, the idea is straightforward: instead
of constant step response coefficients s1, s2, s3, . . . , sD, the model is comprised
of coefficients s1(k), s2(k), s3(k), . . . , sD(k) whose values depend on the current
operating point of the process determined by most recent measurements, i.e. the
previous input value and the current output value

sp(k) = fp(u(k − 1), y(k)) (5)

where p = 1, . . . D, functions fp : R2 → RD are realised by a neural network.
Analogously to the classical linear step response model (4), its output is

y(k) = y(0) +
k∑

j=1

sj(k)"u(k − j) (6)

Thanks to excellent approximation properties, a Multi Layer Perceptron (MLP)
neural network [3] can be used to calculate step response coefficients for the
current operating point as discussed in [5]. The network has 2 input nodes, one
hidden layer and D linear outputs. If necessary, the model also takes into account
a measured disturbance (the uncontrolled input) [5].

Neural step response models are obtained in a straightforward way, no re-
current training algorithms are necessary. First, step responses obtained for
different operating conditions must be recorded. Next, the neural network is
trained off-line to find relations (5) between previous input and output values
(u(k − 1), y(k)) and step response coefficients s1(k), . . . , sD(k). If a unit step
excitation signal cannot be used, step response coefficients should be scaled [5].
Unlike input-output or state-space models, the step response neural model is
not used recurrently for prediction. Thanks to it, the prediction error is not
propagated.
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3.2 Interpolated Step Response Neural Models

Because step response models usually need many coefficients (typically a few
dozens), one may reduce model complexity by using interpolated step response
neural models. In this approach only selected step response coefficients are ac-
tually calculated by the neural network whereas remaining ones are interpolated
by means of cubic splines.

Let the set P contain indices of coefficients which are actually calculated by
the neural network and let the number of these coefficients be D̃. For exam-
ple, for P = {1, 5, 10, 25, 40, 50, 60}, the neural network has only D̃ = 7 out-
puts which yield s1(k), s5(k), s10(k), s25(k), s40(k), s50(k), s60(k), although the
full model has as many as D = 60 outputs. In general, the MLP neural network
calculates step response coefficients

sP (p)(k) = w2
p,0 +

K∑
i=1

w2
p,iϕ(w1

i,0 + w1
i,1u(k − 1) + w1

i,2y(k)) (7)

for p = 1, . . . , D̃. The number of hidden nodes is K, weights are denoted by w1
i,j ,

i = 1, . . . ,K, j = 0, 1, 2, and w2
i,j , i = 0, . . . , D̃, j = 0, . . . ,K, for the first and

the second layer, respectively, ϕ : R → R is the nonlinear transfer function (e.g.
hyperbolic tangent) used in the hidden layer of the network.

Step response coefficients sp /∈ P are interpolated. For interpolation D̃ distinct
knots

P (1) < P (2) < . . . < P (D̃ − 1) < P (D̃) (8)

and corresponding knots values (outputs of the neural model)

sP (1)(k) < sP (2)(k) < . . . < sP (D̃−1)(k) < sP (D̃)(k) (9)

are used. Cubic spline interpolation is recommended

S(k) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
sP (1)(k) if k = [P (1), P (2)]
sP (2)(k) if k = [P (2), P (3)]

...
sP (D̃−1)(k) if k = [P (D̃ − 1)), P (D̃))]

(10)

where interpolating polynomials are

sP (p)(k) = sP (p)(k)+ap(k)(k−P (p))+bp(k)(k−P (p))2+cp(k)(k−P (p))3 (11)

for all p = 1, . . . , D̃, ap(k), bp(k), cp(k) ∈ R. Cubic splines are smooth in the first
derivative and continuous in the second derivative. When compared to classical
polynomial interpolation, splines have a few advantages. First, the interpolation
error can be made small even when using polynomials of a low degree. More-
over, polynomial interpolation may be not very precise, especially at end points
(Runge’s phenomenon). Increasing the number of interpolation knots leads to
obtaining a polynomial of a high order, which is not a good choice from the
numerical point of view. Finally, the cubic spline interpolation problem results
in a linear tridiagonal set of equations which can be solved very efficiently [11].
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3.3 Optimisation of the Control Policy

Using the step response neural model (6) one obtains predictions [5]

ŷ(k) = G(k)"u(k)︸ ︷︷ ︸
future

+ y(k) + Gp(k)"up(k)︸ ︷︷ ︸
past

(12)

where ŷ(k) = [ŷ(k + 1|k) . . . ŷ(k + N |k)]T, y(k) = [y(k) . . . y(k)]T are vectors
of length N , "up(k) = ["u(k − 1) . . ."u(k − (D− 1))]T is a vector of length
D− 1, matrices

G(k) =

⎡⎢⎢⎢⎣
s1(k) 0 . . . 0
s2(k) s1(k) . . . 0

...
...

. . .
...

sN (k) sN−1(k) . . . sN−Nu+1(k)

⎤⎥⎥⎥⎦ (13)

and

Gp(k) =

⎡⎢⎢⎢⎣
s2(k)− s1(k) s3(k)− s2(k) . . . sD(k)− sD−1(k)
s3(k)− s1(k) s4(k)− s2(k) . . . sD+1(k)− sD−1(k)

...
...

. . .
...

sN+1(k)− s1(k) sN+2(k)− s2(k) . . . sN+D−1(k)− sD−1(k)

⎤⎥⎥⎥⎦ (14)

are of dimensionality N ×Nu and N × (D − 1), respectively.
Using the prediction equation (12), the optimisation problem (3) becomes the

following quadratic programming task

min
�u(k)

{∥∥yref(k)−G(k)"u(k)− y(k)−Gp(k)"up(k)
∥∥2 + ‖"u(k)‖2Λ

}
subject to

umin ≤ J"u(k) + u(k − 1) ≤ umax

−"umax ≤ "u(k) ≤ "umax

ymin ≤ G(k)"u(k) + y(k) + Gp(k)"up(k) ≤ ymax

(15)

where yref(k) =
[
yref(k + 1|k) . . . yref(k + N |k)

]T
, ymin =

[
ymin . . . ymin

]T
,

ymax = [ymax . . . ymax]T are vectors of length N , umin =
[
umin . . .umin

]T, umax =
[umax . . .umax]T, "umax =["umax . . ."umax]T, u(k−1)=[u(k−1) . . .u(k−1)]T,
are vectors of length Nu, Λ = diag(λ0, . . . , λNu−1), J is the all ones lower tri-
angular matrix of dimensionality Nu ×Nu. To cope with infeasibility problems,
output constraints should be softened [7,14].

At each sampling instant k of the neural DMC algorithm the following steps
are repeated:
1. For the current operating point of the process use the neural network (7) to

calculate D̃ step response coefficients sP (1)(k), . . . , sP (D̃)(k), find remaining
coefficients using cubic spline interpolation (10) and (11).

2. Solve the quadratic programming task (15) to find the control policy "u(k).
3. Implement the first element of the obtained vector u(k) = "u(k|k)+u(k−1).
4. Set k := k + 1, go to step 1.
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Fig. 1. The scaled step response of the process (solid line) vs. the output of the

interpolated neural model (dashed line) for two sets of interpolation knots: PA =

{1, 5, 10, 25, 40, 50, 60} (left) and PB = {1, 3, 6, 10, 15, 20, 30, 45, 60} (right); interpo-

lation knots are denoted by dots

4 Simulation Results

The process under consideration is a polymerisation reaction taking place in a
jacketed continuous stirred tank reactor [8]. The output NAMW (Number Aver-
age Molecular Weight) is controlled by manipulating the inlet initiator flow rate
FI. Polymerisation is a very important chemical process (production of plastic).
Because properties of the reactor are significantly nonlinear, it is frequently used
as a benchmark for comparing different control strategies [6,14]. Inefficiency of
the classical DMC algorithm based on the linear model is shown in [5].

The fundamental model is used as the real process during simulations. At
first, it is simulated open-loop in order to obtain step response coefficients for
different operating points. The range of operation is determined by constraints
imposed on the manipulated variable: Fmin

I = 0.003, Fmax
I = 0.06. The horizon

of dynamics is D = 60, the sampling time is 1.8 min. Training, validation and
test data sets are comprised of 30, 20 and 25 step responses, respectively. The
neural model with K = 3 hidden nodes is used. The current operating point
is defined by y(k), the full model has one input and D = 60 outputs which
calculate step response coefficients sp(k) = fp(y(k)), p = 1, . . . , D.

The full step response neural model has 246 parameters (weights). Two inter-
polated models are also considered. In the first case interpolation knots are PA =
{1, 5, 10, 25, 40, 50, 60}, in the second case PB = {1, 3, 6, 10, 15, 20, 30, 45, 60}. Be-
cause the process has a unit delay, i.e. s1 = 0, in the first case the neural network
has only D̃ − 1 = 6 outputs (the model has 30 parameters), in the second case
D̃ − 1 = 8 outputs (the model has 38 parameters). As in the full model K = 3
hidden nodes are used in the hidden layer. Fig. 1 depicts the scaled step response
of the process in the nominal operating point (NAMW = 20000) vs. the output
of the model for two sets of interpolation knots (PA and PB). In the first case
the model is not very precise, increasing the number of knots improves accuracy.
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Fig. 2. Simulation results of the nonlinear DMC algorithm based on: the full step re-

sponse neural model (solid line with dots) and the interpolated model with interpolation

knots PA = {1, 5, 10, 25, 40, 50, 60} (dashed line with circles)
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Fig. 3. Simulation results of the nonlinear DMC algorithm based on: the full step

response neural model (solid line with dots) and the interpolated model with interpo-

lation knots PB = {1, 3, 6, 10, 15, 20, 30, 45, 60} (dashed line with circles); trajectories

obtained in both algorithms are practically the same

In the neural DMC algorithm three different models are used: the full step
response neural model and interpolated models with knots PA and PB. Tuning
parameters are: N = 10, Nu = 3, D = 60, λp = 0.2. Simulation results are
depicted in Fig. 2 and Fig. 3. The algorithm based on the full step response
neural model is stable and precise. The smaller set of interpolation knots gives
some modelling errors, hence, when it is used for control, accuracy is not suffi-
cient. Increasing the number of interpolation knots gives very good control, in
fact trajectories obtained in nonlinear DMC algorithms based on the full step
response neural model and interpolated model with interpolation knots PB are
practically the same as it is shown in Fig. 3.



304 M. �Lawryńczuk

5 Conclusions

This paper describes a nonlinear DMC algorithm based on the interpolated
step response neural model. Because step response models typically need many
coefficients, interpolation makes it possible to reduce model complexity. In this
approach only selected step response coefficients are actually calculated by the
neural network whereas remaining ones are interpolated by cubic splines. The
presented approach is particularly interesting in multivariable processes control.
In such cases full step response neural models may have hundreds of weights.
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Abstract. This paper describes a neural approach to economic set-point

optimisation which cooperates with Model Predictive Control (MPC) al-

gorithms. Because of high computational complexity, nonlinear economic

optimisation cannot be repeated frequently on-line. Alternatively, an ad-

ditional steady-state target optimisation based on a linear or a linearised

model and repeated as often as MPC is usually used. Unfortunately, in

some cases such an approach results in constraint violation and numer-

ical problems. The approximate neural set-point optimiser replaces the

whole nonlinear economic set-point optimisation layer.

Keywords: Process control, set-point optimisation, Model Predictive

Control, neural networks, optimisation.

1 Introduction

Model Predictive Control (MPC) algorithms have been successfully used for
years in numerous advanced industrial applications [9,10,13]. It is mainly be-
cause they have a unique ability to take into account constraints imposed on
process inputs (manipulated variables) and outputs (controlled variables) which
determine quality, economic efficiency and safety. Moreover, MPC techniques are
very efficient in multivariable process control. Usually, MPC algorithms use lin-
ear or linearised dynamic models of the process. As a result, MPC optimisation
is in fact an easy to solve quadratic programming problem. Inaccuracies resulted
from an unavoidable mismatch between the model used in MPC and properties
of the process are naturally compensated by the negative feedback loop.

To maximise economic gains MPC algorithms cooperate with economic
set-point optimisation, which calculates on-line set-points for MPC [1,2,3,12,13].
Although in the simplest case set-point optimisation uses a constant linear
steady-state model derived from the dynamic model used for MPC [5,7,12,13], in
general a comprehensive nonlinear steady-state model is used. In consequence,
for set-point calculation a nonlinear optimisation problem must be solved in
open-loop (no feedback). Preferably, set-point optimisation should be repeated
on-line as often as MPC is activated. Because of high computational complexity,
it is usually not possible. Low frequency of economic optimisation can be eco-
nomically inefficient when disturbances (e.g. flow rates, properties of feed and
energy streams) vary significantly and fast [13].
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To reduce the computational burden of nonlinear set-point optimisation a lin-
earised on-line steady-state model can be used. In such a case the set-point opti-
misation task becomes a quadratic programming problem which can be solved as
often as MPC is activated [7,8,12,13]. Unfortunately, in some cases linearisation-
based approaches result in constraint violation and numerical problems (inaccu-
racies are not compensated by the negative feedback loop as it is done in MPC).
They can be eliminated in set-point optimisation based on a piecewise linear
approximation of the nonlinear steady-state model [6].

This paper presents a computationally efficient alternative to the classical
set-point optimisation in which a nonlinear model of the process is used – an
approximate neural set-point optimiser. It replaces the whole nonlinear set-point
optimisation layer and it can be activated as often as MPC. The neural set-point
optimiser is trained off-line, no on-line optimisation is necessary. As an example
process a multivariable chemical reactor is studied.

2 Classical Multilayer Control System Structure

The standard multilayer control system structure is depicted in Fig. 1. The ob-
jective of economic optimisation (named local steady-state optimisation [13]) is
to maximise the production profit JE and to satisfy constraints, which determine
safety and quality of production. The economic optimisation problem is

min
uss

{
JE = cTu uss − cTy yss

}
subject to

umin ≤ uss ≤ umax

ymin ≤ yss ≤ ymax

yss = f ss(uss, hss)

(1)

where u = [u1 . . .unu ]
T ∈ Rnu are inputs of the process (manipulated variables),

y =
[
y1 . . . yny

]T ∈ Rny are outputs (controlled variables), h = [h1 . . .hnh ]T ∈
Rnh are measured or estimated disturbances, the superscript ’ss’ refers to the
steady-state, vectors cu = [cu,1 . . . cu,nu ]

T ∈ Rnu , cy =
[
cy,1 . . . cy,ny

]T ∈ Rny

represent economic prices, constraints are defined by vectors

umin =
[
umin

1 . . .umin
nu

]T ∈ Rnu , ymin =
[
ymin
1 . . . ymin

ny

]T
∈ Rny (2)

umax =
[
umax

1 . . .umax
nu

]T ∈ Rnu , ymax =
[
ymax
1 . . . ymax

ny

]T
∈ Rny (3)

A comprehensive nonlinear steady-state model of the process is denoted by the
function f ss : Rnu+nh → Rny .

In MPC algorithms [9,13] at each sampling instant k future control increments
are calculated in such a way that differences between the economically optimal
set-point yss

lsso(k) (corresponding to uss
lsso(k)) and output predictions over some

time horizon are minimised on-line subject to input and output constraints.
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Fig. 1. The classical multilayer control system structure

3 Approximate Neural Set-Point Optimisation

The idea of the described approach is eliminate the necessity of solving on-line
the nonlinear set-point economic optimisation problem (1) carried out at the
local steady-state optimisation layer shown in Fig. 1. On-line set-point optimi-
sation is replaced by an approximate neural optimiser, the objective of which
is to calculate economically optimal set-points. In other words, for current op-
erating conditions of the process (determined by measured or estimated values
of disturbances) and constraints, the neural optimiser calculates the solution to
the set-point optimisation problem in an approximate way, the necessity of nu-
merical optimisation is eliminated. Thanks to it, the computational burden of
the neural optimiser is very low, it can be activated as often as MPC.

The solution to the nonlinear set-point economic optimisation problem (1) is
a function of disturbances and constraints imposed on inputs and outputs of the
process. Hence, the neural set-point optimiser approximates the relation

yss = gss(hss, umin, umax, ymin, ymax) (4)

where gss : Rnh+2nu+2ny → Rny . In this work relations (4) are realised by ny
MultiLayer Perceptron (MLP) feedforward neural networks [4]. Each network
has nh + 2nu + 2ny input nodes, one hidden layer and a linear output.

The neural set-point optimiser is trained off-line, no on-line set-point optimi-
sation is necessary. At first, the set-point economic optimisation problem (1) is
solved off-line for a set of different values of disturbances and constraints. Next,
obtained data sets are used for neural network training, validation and testing.
Finally, the chosen neural optimiser is used on-line to calculate economically
optimal set-points for MPC.
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Fig. 2. The chemical reactor

4 Simulation Results

The considered technological process is an isothermal, constant-volume, contin-
uous, stirred-tank reactor shown in Fig. 2 [11]. The reactor has two feed streams
(A and B). CA and CB are concentrations of reactants A and B in the product
stream, respectively, CA0 is concentration of the reactant A in the feed stream
A and CB0 is concentration of the reactant B in the feed stream B, qA and qB
are volumetric flow rates of feed streams, respectively and V is the volume of
the reactor. Nominal concentrations are: CA0 = 1 kmol

m3 , CB0 = 1.2 kmol
m3 .

The process has two input (manipulated) variables: v1 = qA
V , v2 = qB

V and
two output (controlled) variables: CA and CB (i.e. u = [v1 v2]

T, y = [CA CB]T).
Manipulated variables are constrained

vmin
1 ≤ v1 ≤ vmax

1 , vmin
2 ≤ v2 ≤ vmax

2 (5)

where vmin
1 = 0 1

s , vmax
1 = 1.9 · 10−3 1

s , vmin
2 = 0 1

s , vmax
2 = 6 · 10−4 1

s . Concen-
trations CA0 and CB0 of reactants A and B in feed streams may change. Hence,
they are treated as disturbances. It is assumed that values of disturbances may
change in time by ±40% from their nominal values

0.6 kmol
m3 ≤ CA0 ≤ 1.4 kmol

m3 , 0.8 kmol
m3 ≤ CB0 ≤ 1.6 kmol

m3 (6)

To maximise the production rate, for set-point optimisation the economic per-
formance function (1) with cu = [−1 − 1]T and cy = [0 0]T is used, i.e.

JE = −vss
1 − vss

2 (7)

It means that economic optimisation maximises the amount of the substance
flowing through the reactor and, in consequence, the amount of production. A
composition constraint is also imposed

Cmin
A ≤ Css

A (8)

It is assumed that the current value of this constraint may be selected by the
operator of the process from the following range

0.45 kmol
m3 ≤ Cmin

A ≤ 0.55 kmol
m3 (9)
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Fig. 3. Optimal set-points for MPC (Css
A , Css

B ) as function of disturbances (Css
A0 , C

ss
B0)

for three different values of the output constraint Cmin
A = 0.45, Cmin

A = 0.5, Cmin
A = 0.55

Taking into account (7), (5) and (8), for the chemical reactor the economic
set-point optimisation problem (1) becomes

min
vss
1 , vss

2

{JE = −vss
1 − vss

2 }

subject to
vmin
1 ≤ vss

1 ≤ vmax
1

vmin
2 ≤ vss

2 ≤ vmax
2

Cmin
A ≤ Css

A

Css
A = f ss

A (vss
1 , vss

2 )

(10)

Having obtained optimal values of process inputs (vss
1 , vss

2 ), optimal set-points
for MPC (Css

A , Css
B ) are calculated using steady-state characteristics Css

A =
f ss
A (vss

1 , vss
2 ) and Css

B = f ss
B (vss

1 , vss
2 ).

The output constraint Cmin
A ≤ Css

A , due to nonlinearity of the steady-state
characteristics, is nonlinear. Hence, the set-point optimisation problem (10) is a
nonlinear task. In the classical multilayer structure, the set-point optimisation
task must be solved on-line for current values of disturbances CA0 , CB0 and for
the current value Cmin

A . The neural set-point optimiser approximates the relation
(4), for the considered process it calculates optimal set-points as functions

Css
A = gss

A (Css
A0

, Css
B0

, Cmin
A ), Css

B = gss
B (Css

A0
, Css

B0
, Cmin

A ) (11)

Fig. 3 depicts optimal set-points for MPC (Css
A , Css

B ) as function of disturbances
(Css

A0
, Css

B0
) for three different values of the output constraint Cmin

A .
The approximate neural set-point optimiser is comprised of two neural net-

works who realise functions gss
A , gss

B . The set-point optimisation task (10) is solved
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off-line for different values of disturbances (6) and the output constraint (8) se-
lected from the range (9). Obtained data set is divided into three sets (training,
validation and test data sets), each set has 8000 samples. As a compromise be-
tween accuracy and complexity neural networks with 5 hidden nodes are used.

The MPC algorithm is of the GPC type [13]. The sampling period is 10
seconds. The same constraints (5), (8) used in set-point optimisation are used
in MPC. As the simulated process the fundamental model [11] is used.

Three different structures are compared

a) The structure with set-point economic optimisation based on a linearised on-
line the comprehensive nonlinear steady-state model of the process [7,8,13].
In such a case set-point optimisation is a linear-programming task.

b) The structure with set-point economic optimisation based on the compre-
hensive nonlinear steady-state model of the process. In such a case set-point
optimisation is a nonlinear optimisation task.

c) The structure with the approximate neural set-point optimiser which re-
places the whole set-point optimisation layer. No set-point optimisation task
is solved on-line. Set-points are calculated easily by neural networks who
realise functions gss

A , gss
B in (11).

In all three structures set-points are calculated as frequently as the MPC algo-
rithm is activated. The scenario of disturbance changes is

CA0(k) = 1− 0.4(sin(0.015k)), CB0 (k) = 1.2− 0.4(sin(0.015k)) (12)

The simulation horizon is 150 discrete time steps. For the first part of simula-
tions (k = 1, . . . , 99), the output constraint Cmin

A = 0.5. For the second part of
simulations (k = 100, . . . , 150), Cmin

A = 0.54.
Fig. 4 shows simulation results. Unfortunately, the linearisation-based ap-

proach is numerically unreliable. In the vicinity of the sampling instant k = 50
the calculated set-point violates the output constraint Cmin

A ≤ Css
A . From the

sampling instant k = 50 trajectories (in particular Css
A ) are different from opti-

mal ones (the second structure). For the sampling instant k = 100 the output
constraint is violated and till the end of simulations the whole optimisation
problem is infeasible (the set of possible solutions determined by constraints is
empty, set-point optimisation is unable to find the solution). It is because the
steady-state model is nonlinear and inaccuracies of the linearised model are big.

Trajectories calculated by the approximate neural set-point optimiser are very
close to those obtained when for set-point optimisation the full nonlinear model
is used without any simplifications. Having completed simulations, the economic
performance index J sim

E =
∑150

k=1 (−v1(k)− v2(k)) corresponding to the cost-
function (7) which is actually minimised during on-line set-point optimisation
is calculated. Table 1 compares values of J sim

E and the computational burden
obtained in the classical structure with nonlinear set-point optimisation and by
the approximate neural set-point optimiser. The approximate neural approach
gives economic results only slightly worse in comparison with the classical struc-
ture an important disadvantage of which is high computational load (nonlinear
set-point optimisation repeated as frequently as MPC executes).
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Fig. 4. Simulation results: set-point optimisation based on a linearised model (top pan-
els), set-point optimisation based on a nonlinear model (middle panels), approximate

neural set-point optimisation (bottom panels)

Table 1. The economic performance index Jsim
E and the computational burden CB (in

MFLOPS) in the classical structure with nonlinear set-point optimisation and in the

structure with approximate neural set-point optimisation

Structure Jsim
E CB

Nonlinear set-point optimisation −2.0243 2.8138
Approximate neural set-point optimisation −2.0192 0.0309
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5 Conclusions

For the considered chemical reactor the linearisation-based approach to set-point
economic optimisation gives numerically wrong results whereas set-point opti-
misation based on a nonlinear model is computationally demanding. The neural
set-point optimiser gives system trajectories and economic efficiency similar to
those obtained when nonlinear optimisation is used on-line. The neural opti-
miser is computationally very efficient, for current values of disturbances and
constraints, neural networks calculate approximations of optimal set-points. As
a result, the necessity of on-line nonlinear set-point optimisation is eliminated.
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7. �Lawryńczuk, M., Marusak, P., Tatjewski, P.: Cooperation of model predictive con-

trol with steady-state economic optimisation. Control and Cybernetics 37, 133–158

(2008)
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Abstract. Service-oriented architecture and multi-agent systems are

used in the research of novel control systems for industrial automation.

This work presents the advance of service-orientation into multi-agent

system in industrial automation. An overview of the concept of service-

oriented agent is done and also the enhancements that services can bring

to multi-agent systems. The documented topics of this work are based

on the experiments and projects of the authors in the domain of dis-

tributed and component based automation systems. The outcome shows

that there are many benefits, namely the aspects of knowledge represen-

tation, communication, plug & play, interactions, beside others. These

contribute to the vision of future automation systems, where flexibility

and customization are strong arguments.

Keywords: multi-agent systems, service-oriented architecture, service-

oriented computing, industrial automation.

1 Introduction

Today’s control applications of industrial automation are usually developed in
the form of large monolithic software packages that are difficult to be main-
tained, modified, and extended. Therefore a movement from distributed
systems controlled by users to automatic, autonomous and self-configuring dis-
tributed systems is noticeable [1]. Experiments are done with distributable and
component-based approaches, such as multi-agent systems (MAS) and service-
oriented architectures (SOA). These systems are targeting the flexibility and
will be created using basic process modules — hardware and software — that
will be rearranged quickly and reliably [2]. This initiative is also reflected in the
concept of Collaborative Automation [3] in the sense of autonomous, reusable,
loosely-coupled, distributed and collaborative components.

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 313–320, 2010.
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MAS and SOA have been a major impulse to renew the older and centralistic
PLC (Programmable Logic Controller) and IEC 61131-based systems, but also to
challenge the industrial standard of the IEC 61499 function blocks. The “fusion”
between several trends has been always a point of research, wherever it makes
more or less sense. MAS and SOA are one combination that has been seen as
natural and beneficial. Several works were done (and continue to be realized) by
blending both of them. One perspective suggests interoperability mechanisms
between the agent system and service system, using specific gateways/proxies to
interface both worlds (see the work of [4]). In this case, MAS is working aside
from the SOA and both are not directly intersected. Another possibility is the
encapsulation of agents into services and thus communicating in a “service-way”
(for example, the “Agents as Web services” in [5]). The last one that is found in
research publications is more close to the concept pretended in this paper, namely
service-oriented agents. These do not only share services as their major form of
communication, but also complement their own goals with external provided
services (see [6] and [7]).

In the research works by the authors in the application of software compo-
nents in industrial automation (independently if they were classified as agents
or not), a common feature was that they have a domain of autonomy regarding
some automation component, machinery, product or a set of several composed
entities. This makes them similar to agents and, since they require coordina-
tion aspects, it is possible to talk about a multi-agent system. Recently, the
involvement in the EU research project SOCRADES (Service-oriented cross-
layer infrastructure for distributed smart embedded systems), smart software
components were embedded into automation devices and particularly enriched
with service-orientation (not only using web service as communication form, but
also other engineering aspects, such as representation of services by resource
availability, composition, orchestration, etc.). In this case it makes sense refer-
ring to a community of service-oriented agents, in other words, service-oriented
multi-agent systems (SoMAS) [7].

So, what is a service-oriented agent anyway? By consulting recent bibliogra-
phy, there is no clear reference. Therefore, in this work a service-oriented agent
is understood as an agent that behaves accordantly to the concept of service-
orientation. In other words, an agent represents its conditions and resources that
it want to share in form of services, and, when it requires external support, it will
try to find and request services available in the system (possibly also exposed
by other agents). Agents are not only problem solvers in the limited sense, but
also are considered as mediators or responsible entities of a particular system.

Fig. 1 shows a representation of a service-oriented agent located in his en-
vironment. For the considered domain of this paper, Fig. 1 will be explained
recurring to the example of industrial automation. The environment is an indus-
trial automation system made of control devices, machinery, conveyors and other
equipments and resources. A service-oriented agent is responsible of part of this
environment (domain of autonomy), so easily it could be defined for example,
as a mediator of a conveyor segment. Therefore it has the ability to read the
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Fig. 1. Representation of a service-oriented agent and its environment

sensors and control the actuators of the conveyor, to make it possible to trans-
port pallets from its input to its output. The previous sentence can be defined
as the internal objective of the agent, but it has also to respect external/global
objectives of the system. The objective and available condition can be offered
as a service to the outside (service: transport pallets), so that possible another
entity (e.g. a pallet agent) could request it (“Please transport me from point A
to point B”). However to complete the service and also to respect global objec-
tives, the conveyor must request an availability service from the next transport
unit or workstation connected to its output. This can be seen as the form of
collaboration and automatic rearrangement of service in this system.

From several research projects and industrial experiments of component-based
approaches (such as the SOCRADES project, www.socrades.eu) some intersec-
tions can be made. A particular appointment is that agent systems have some
common features with recently developed service systems in industrial automa-
tion. What is still missing and needs to be answered is: when having multi-agent
system, what are the benefits of injecting it with service-orientation/technology?
The answer cannot be singularly limited to the obvious “communication”, but
must be extended into a complete philosophy around services: from an orienta-
tion principle for agents to a collaborative response (as explained previously),
besides the technological aspects. The service-oriented behavior of these agents
is not the only feature that can be introduced by adapting a real SOA to a multi-
agent system. From the authors’ experience and observations in the development
of distributed automation systems founded on autonomous entities, other top-
ics can be discussed that involves technological and conceptual elements that
compose SOA. Therefore, the main kernel of this paper will be the topics of
service-orientation that were identified on the developed projects and that are
seen as a major point of discussion in the integration into multi-agent systems.
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2 Enhancing Agents with Service-Orientation

In [7] was identified some of the topics of engineering that could be addressed in
SoMAS, but without the focus on introducing already known SOA technologies
in MAS systems. This section will discuss these features and retrieve the benefits
of the enrichment of MAS with SOA. However, it is not intended to highlight the
characteristic that (intelligent) agents should normally manifest (e.g. autonomy,
intelligence, social ability, pro-activity), but more the introductions from the
SOA perspective.

2.1 Technology and Standards

Since both concepts of MAS and SOA define a set of properties that should be
observed on implemented systems, there are obviously requirements in the type
of technology standards and protocols that such systems should be based on.
Most SOA-based systems are implemented using web services, which are made
of a set of XML and specific protocols. MAS are usually compliant to the syntax
defined by FIPA (Foundation for Intelligent Physical Agents). It is possible to
make an analogy between similar protocols used in MAS and SOA. For example,
in FIPA there are agent and service directory services, providing the ability to
register and search for agents/services. For web service, Universal Description,
Discovery and Integration (UDDI) is used to provide a similar feature. This
relationship is compared in more detail in [8].

In the home and industrial automation domain, the main technological speci-
fication that is used in the research of service-based devices is the Device Profile
for Web Services (DPWS) [9]. The specification permits the definition of web
services for devices considering the peer-to-peer direct communication between
them. DPWS allows sending secure messages to and from web services, dynam-
ically discovering a web service, describing a web service, subscribing to, and
receiving events from a web service [1].

The benefits of using these web service technologies integrated in MAS can be
understood as the uniform and standard way of communication. Agents would
profiteer from the available SOA technologies and implementations, not only
for means of communication, but from the numerous web service and adjacent
protocols covering most of the requirements.

2.2 Knowledge Representation

The use of an XML-based description of resources, actions, services and every-
thing else in the system can facilitate the representation of knowledge for internal
use of an agent and also for interchange with other entities. Web Services De-
scription Language (WSDL) can be seen as one of the pillars of web service
by describing them in XML format that can be easily understood by humans
and non-humans (software applications). In the case of web service descriptions,
automated matching and service selection based on WSDL illustrate that the
semantic annotation of web services can provide a sound basis for intelligent
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agents able to automate mediation, choreography, and discovery processes be-
tween web services [10]. Especially in automation, when the devices/machines
to be controlled are significantly heterogeneous, a momentous amount of cus-
tomized control code needs to be produced, and the glue code portion can become
very complex [11]. This should be handled by rich descriptions and automatic
reasoning systems over these control codes. It is clear that the potential of the
wide available description forms are prone for the knowledge base and reasoning
engines of agents to make their choices.

2.3 Dynamic Deployment, Dynamic Discovery and Plug and Play

Several useful features that were demonstrated during the SOCRADES project
were the ability of the automation entities being dynamically configured and
discovered. These automation entities with agent-like properties were embedded
into industrial control devices that are mediators of one or more equipments and
use DPWS for service-based communication with other entities in the system
via the network.

One of the improvements that are expected from the service-oriented approach
is a greater flexibility in reconfiguring and upgrading services. Therefore, there
is a need for a generic architecture that would support dynamic service deploy-
ment. The idea is having customized XML files that can be uploaded to an entity
via a special service, and then this entity is able to auto-configure. Deployment
information includes service definition, service implementation (can be anything
beneath the service), device information, etc. An internal loader will parse the
XML configuration file and generate or configure the entity and its services.
Moreover, this approach can be extended for general configuration of agents,
besides their services. An agent can be fully configured and re-configured with
XML files that can be generated manually or due an export of specialized engi-
neering tools (such as the Continuum Development Tools [12]). The approach is
shown in Fig. 2.

A network connected device would also require announcing itself and discov-
ering services in the system. Another technology part of the DPWS specification
is the so called dynamic discovery. A recent connected device is able to announce
itself by disperse messages into the network that can be captured by other enti-
ties. The same way, for locating a service, it will diffuse the search and wait for
an answer. This contrast with centralized discovery mechanisms normally used
in SOA, such as UDDI. In MAS there is a similar feature normally nicknamed
as “yellow pages”. This is implemented by a specialized agent that can be used
to store and retrieve information about agents and services. However, dynamic
discovery does not need centralized discovery mechanism, thus is towards a more
distributed agent system.

In terms of approaching to a MAS, agents could be easily configured, dis-
covered and integrated into the system. Plug & play capabilities of agents can
therefore introduce reduced development and maintenance efforts in the cases
of re-configuration. Since plug & play is a well known requirement in modern
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Fig. 2. Dynamic deployment, dynamic discovery and plug & play of service-oriented

agents embedded into industrial controllers

distributed systems, removing an entity from the system is not less important.
This can be understood as the mechanism of “plug, play & unplug”.

2.4 Interactivity

Services are here to facilitate the integration of distributed systems and as a
mean of interaction. Interaction between service providers and requesters can be
partially archived by the aggregation of services based on predefined interactive
rules. Such compositions are based on two well known styles, namely choreog-
raphy and composition [13]. From the agents side, there are three main reasons
why their actions need to be coordinated: dependencies between agents’ actions,
need to meet global constraints and insufficient competence of individual, re-
sources or information to solve the entire problem [14]. The coordination can be
achieved when agents are service-oriented and use the known techniques.

Recent experiments in service-oriented industrial automation were done with
BPEL (Business Process Execution Language) and Petri net formalism (see [15]
and [16]) to take coordinative actions for automation entities in the system. More-
over, in [13] a model-driven approach is given todesign interoperableholonic multi-
agent systems in a SOA, providing a definition of composition of services in these
systems. Petri nets were used as a unified and integrated methodology. These nets
are applied to the modeling, analysis, service management, embedded software
controllers, decision support system and monitoring, to improve the fundamen-
tals in the engineering of service-oriented automation systems. Agent-like service-
oriented entities were the host of Petri net-based control with embedded decision
support system to mediate automation devices [16].
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2.5 Integration

To simplify the service integration into large-scale enterprise software, many
large vendors have announced architectures and products for an enterprise ser-
vice bus designed to facilitate the integration of enterprise software components
[10]. With the advent of web service and SOA, realizing enterprise integration,
accelerating enterprise responsiveness to customers, automating inter-enterprise
interactions and optimizing the business processes of the whole supply chain be-
come feasible. The service-oriented paradigm and the web service technologies
are rapidly emerging as the most practical approaches for integrating a wide
array of manufacturing resources in the manufacturing grid environment. Ef-
forts in the semantic web standards and technologies present an opportunity
for automating the integration process [17]. The mature use of SOA in business
and e-commerce and the standardized information exchange is seen as a high-
valuable component in the integration of service-oriented MAS into a cross layer
network.

3 Conclusions and Future Work

Service-oriented injected multi-agent system is a current research topic. In indus-
trial automation were MAS and SOA are being in continuous research, the fusion
of both have been seen as a logical step. Therefore, this paper demonstrated these
concepts, extracted from the research work in distributed industrial automation.
From the previous sections, it can be concluded that MAS can only benefit with
the enrichment of service features, not only for the communication, but also as
a mean of orientation and development of these entities. Moreover, distribution
and subsequent integration of parts are achieved more consistently with service-
oriented multi-agent systems: from one side MAS is linked to autonomy, problem
resolution intelligence and coordination of entities; SOA can boost those systems
with uniform descriptions, communication platform, service-orientation as a phi-
losophy for agents, seamless integration and well known coordinative processes.
All these topics are important for future industrial automation and adjacent
systems.

An outlook for research in this domain can be taken in different fronts. More
industrial applications are needed to demonstrate and enforce future adoptions.
For that, topics of performance, available software tools and efficiency have to
be verified. Moreover, since it represents a new form of engineering contrasting
the traditional IEC 61131, efforts have to be done in educational movements.
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Abstract. This article presents a method of designing the neural net-

work for the identification of the robot model in a form of Lagrange-Euler
equations. It allows to identify the positive definite inertia matrix. A

proposed design of a neural network structure is based on the Cholesky
decomposition.

1 Introduction

A robot mathematical model is nonlinear and it has multiple-input-multiple-
output (MIMO) structure. It can be calculated based on the Lagrange-Euler
equations [2]. However, calculation of the model of the real industrial robot re-
quires the knowledge of the exact values of the robot’s kinematical and dynamical
parameters that are hard to obtain [5].

There is a growing interest in the identification of the robot model using
neural networks [7,8]. Its advantages are an approximation of the multivariable
nonlinear functions, an easy adaptation of the model parameters and a very
rapid calculation of the model equations, which are important for their potential
suitability e.g. for a robot control system sythesis. Designing neural networks
does not require an exact knowledge of the functions and the physical parameters
that describe the model, but only the values of the model variables: generalized
coordinates and control signals. Moreover the structure of the neural network
can resemble the mathematical model of the robot and therefore the elements
in the Lagrange-Euler equation can be distinguished.

However, there are some some drawbacks of this approach. Even though there
are some potentially good results, usually the structure of the neural network
does not satisfy the very strict properties that characterize the mathematical
model of the robot. The most important one is a positive definiteness of an
identified inertia matrix. Lack of this property can result e.g. in unstable control
system.

In this paper we propose new design method of the neural network struc-
ture based on the Cholesky decomposition [6] where identified inertia matrix is
positive definite.
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2 Discrete Time Robot Model

A discrete time model of the robot with n degrees of freedom, based on Lagrange-
Euler equations can be presented as follows [2]

M(q, k)Γ (k) + P (q, k) = τ(k) , (1)

where
Γ (k) = [γi(k)] = T−2

p [q(k + 1)− 2q(k) + q(k − 1)] , (2)

P (k) = V (q, k) + G(q, k) (3)

and q(k) = [qi(k)] ∈ Rn is a vector of the generalized joint coordinates, M(q, k) =
[mi,j(k)] ∈ Rn×n a robot inertia matrix, V (q, k) = [vi(k)] ∈ Rn a vector of
Coriolis and centrifugal forces, G(q, k) = [gi(k)] ∈ Rn a vector of a gravity
forces, τ(k) = [τi(k)] ∈ Rn a vector of control signals, k a discrete time, Tp a
sampling period (t = kTp).

3 Properties of the Robot Model

There are specific properties [2,3,7] of the robot mathematical model, especially
regarding the inertia matrix M(k).

Property 1. The inertia matrix M(k) is symmetrical

M(q, k) = MT (q, k) . (4)

Property 2. The inertia matrix M(k) is positive definite.

∀x∈Rn,x �=0, xT M(q, k)x > 0 , (5)

det[M(q, k)] 
= 0 . (6)

Property 3. Each element of the inertia matrix M(k) is a nonlinear function
described as

mi,j(k) = f(qs+1(k), ..., qn(k)), s = min(i, j) . (7)

Properties 1 and 2 can be used to design the identification method of the
inertia matrix elements. Third property defines the set of the generalized coor-
dinates that influence each element of the inertia matrix. Especially the element
mn,n(k) doesn’t depend on the generalized coordinates and is constant.

4 Properties of the Positive Definite Inertia Matrix

One can transform inertia matrix as follows

M̄(q, k) = ΛM(q, k)ΛT =

⎡⎢⎣mn,n · · · mn,1
...

. . .
...

m1,n · · · m1,1

⎤⎥⎦ (8)
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where

Λ =

⎡⎢⎣0 · · · 1
... ·

...
1 · · · 0

⎤⎥⎦ . (9)

Note, that according to property 3 (7) element m̄1,1 = mn,n is constant.
Then, using the Cholesky decomposition [6] construct an upper triangular

matrix U ∈ Rn×n for the given positive definite symmetrical matrix M̄(q, k),
such that

M̄(q, k) = UTU (10)

and

U =

⎡⎢⎣u1,1 · · · un,1
...

. . .
...

0 · · · un,n

⎤⎥⎦ . (11)

Elements of the upper triangular matrix U are calculated as follows

u1,1 =
√

m̄1,1 =
√
mn,n , (12)

u1,j =
1

u1,1
m̄1,j =

1
u1,1

mn,n−j+1, j = 2, . . . , n , (13)

uk,k =

√√√√m̄k,k −
k−1∑
i=1

u2
i,k =

√√√√mn−k+1,n−k+1 −
k−1∑
i=1

u2
i,k, k = 2, . . . , n , (14)

uk,j = 1
uk,k

(m̄k,j −
∑n

i=k+1 ui,kui,j) = 1
uk,k

(mn−k+1,n−j+1 −
∑n

i=k+1 ui,kui,j),
k = 1, . . . , n, j = k + 1, . . . , n .

(15)
It is easy to notice, that the matrix M̄(q, k) is positive definite iff ui,i > 0
(det(U) 
= 0). Thus, from (12)-(15), the following conditions are satisfied by the
elements on a diagonal of the positive definite inertia matrix

mn,n > 0 , (16)

mn−k+1,n−k+1 >

k−1∑
i=1

u2
i,k, k = 2, . . . , n (17)

5 Neural Network Robot Model

In the robot model (1) the unknown nonlinear elements of M(q, k), P (q, k) should
be identified. For their identification a feed forward neural network can be used.

Let us describe the neural network model for the identification of the model
(1). We have assumed that the inputs to the neural network are q(k−1), q(k), and
Γ (k) (2). The output of the neural network is vector τ(k). The neural network
preserves the multiple-input-multiple-output structure of the robot model. Each
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Fig. 1. A neural network for the identification of the mathematical model of robot with

two degrees of freedom
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element of M(q, k), and P (q, k) is identified by the distinct subnetwork. Inputs
to each subnetwork are determined by property 3 (7). Elements mi,j(q, k) and
mj,i(q, k), i 
= j are identified by one subnetwork, therefore the identified matrix
MNN(k) = [mNNi,j ] ∈ Rn×n (estimate of inertia matrix) is symmetrical.

In all nonlinear layers neurons are described by a nonlinear activation function,
e.g. sigmoidal

y = fnl(x) = tansig(x) . (18)

In linear layers there are neurons described by a linear activation function

y = fl(x) = x (19)

where x =
∑L

i=1 wixi + b, L is a number of neuron inputs, wi a weight of the
i-th input to neuron, xi i-th input to neuron, b a threshold offset.

Element mNNn,n is identified using one layer subnetwork with one neuron
described by linear activation function (19) with the input that equals 1.

Elements on the diagonal of the matrix MNN(k) are calculated as follows

mNNi,i(k) = m̂2
NNi,i(k) + flim i, i = 1, . . . , n (20)

where m̂NNi,i(k) is calculated by the subnetwork and flim i is a limit function
bounding a value of the element mNNi,i(k) in order to satisfy (16) and (17).

Let us present an example of the neural network for the identification of the
robot with two degrees of freedom and the symmetrical positive definite inertia
matrix. The limit functions of the elements on diagonal of identified matrix
MNN(k) are

flim2 = f22 lim , (21)

flim1 = u2
1,2 + f11 lim =

mNN1,2(k)2

mNN2,2(k)
+ f11 lim (22)

where fii lim = const, fii lim > 0, i = 1, 2 are chosen arbitrarily.
In Fig. 1 it is presented an example of the neural network for the identification

of the robot with two degrees of freedom and the symmetrical positive definite
inertia matrix. Because the bounds (16) and (17) are satisfied the identified
inertia matrix is positive definite. Moreover, the linear transformation (8) allows
to obtain a constant value of mNNn,n(k) and Property 3 is satisfied.

6 Computer Simulations

In order to verify the proposed neural network robot model the data from the
simulation of the robot with two degrees of freedom [3,8] was used. The physical
parameters of robot are gathered in Table 1.

For calculation of the training and testing data a reference trajectory qr(k) =
[qri(k)] ∈ R2, i = 1, 2 for every joint was set as the sum of three different sine
functions, according to the following formula

qri(k) =
3∑

j=1

aijcos(�ijkTp + ϕij), i = 1, 2 (23)
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Table 1. Physical parameters of a robot with two degrees of freedom assigned according

to the Denavitt-Hartenberg notation [2]

Link i αi[
◦] ai[m] θi[

◦] di[m]

1 0 2.0 q1 0

2 0 0.8 q2 0

M[kg] rx[m] ry[m] rz[m]

1 22 -1.0 0 0

2 16 -0.4 0 0

Ixx[kg · m2] Iyy[kg · m2] Izz[kg · m2] Jxy, Jyz, Jxz[kg · m2]

1 0 22.00 22.00 0

2 0 2.56 2.56 0

where i = 1, 2 is a joint number, aij is an amplitude, �ij is an angular velocity,
ϕij is the phase. The values of aij , �ij , ϕij , different for the training and testing
trajectories, are given in Table 2.

Table 2. The parameters of the training and testing trajectories

Link i ai1[
◦] ai2[

◦] ai3[
◦] �i1[

◦
s
] �i2[

◦
s
] �i3[

◦
s
] ϕi1[

◦] ϕi2[
◦] ϕi3[

◦]

Link 1, training 110 23 47 37 5 8 127 77 54

Link 2, training 30 26 124 30 5 15 97 27 125

Link 1, testing 61 92 27 38 6 6 89 161 147

Link 2, testing 104 55 21 29 6 15 52 61 96

For simulation we have chosen a time interval T = 100[sec], with a sampling
time Tp = 0.01[sec]. Therefore, there were N = 10000 data samples for training
and N = 10000 data samples for testing of the neural network model. Every
element of the robot mathematical model was identified by the subnetwork con-
taining one nonlinear hidden layer with 2 neurons, and one linear output layer
with 1 neuron. Neural networks were trained using the backpropagation method
and the Levenberg-Marquardt method to update weights in all layers [4]. There
were 50 training iterations. Bounding constants in (21) and (22) were chosen
arbitrarily as

fii lim = 0.001, i = 1, 2 . (24)

The performance function of the neural network was chosen as a mean squared
error

J =
1
N

N∑
k=1

2∑
i=1

[τi(k)− τNNi(k)]2 . (25)

The neural network model of the robot was trained off-line with the known
training trajectory to identify the model coefficients. Afterwards it was tested
for estimation of the testing data. The positive definiteness of the real matrix
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was verified using the Sylvester criterion [1,6]. During simulations the identified
inertia matrix was always positive definite.

One of the applications of presented neural networks is the position estimation,
which can be done according to the following formula

qNN(k + 1) = T 2
p MNN(k)−1[τ(k) − PNN(k)] + 2q(k)− q(k − 1) . (26)

Matrix MNN(k) is positive definite and matrix MNN(k)−1 always exists. There-
fore qNN(k+1) can be easily calculated. The accuracy of the position estimation
was checked using the average absolute position errors of an end effector in a
cartesian coordinate system of a robot base.

eavOX =
∑N

k=1 |xr(k)− xNN(k)|
N

, (27)

eavOY =
∑N

k=1 |yr(k)− yNN(k)|
N

. (28)

where {xr(k), yr(k)} is the reference position, {xNN(k), yNN(k)} is the estimated
position of the end effector.

Obtained values of the errors (27), (28) for training and testing data are pre-
sented in Table 3. There are compared errors calculated for the neural networks
before and after training.

Table 3. The values of the average absolute position errors eavOX, eavOY for training

and testing trajectories

before training after training

training trajectory testing trajectory training trajectory testing trajectory

eavOX[m] eavOY[m] eavOX[m] eavOY[m] eavOX[m] eavOY[m] eavOX[m] eavOY[m]

0.40 0.36 0.53 0.55 0.02 0.02 0.03 0.03

Obtained results, presented in Table 3, show that position estimation improves
after training around 20 times for training and testing data. However one can
expect the position estimation errors below 0.1 [mm], therefore obtained values
(around 20-30 [mm]) presented in the example can be still too big for some
applications.

7 Concluding Remarks

This paper presents the design method of the neural network for the identifica-
tion of the robot mathematical model with the positive definite inertia matrix.
The proposed, new method is based on the conditions that are obtained from
the Cholesky decomposition of an estimated inertia matrix. Simulations of iden-
tification of the model of the robot with two degrees of freedom show that the
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proposed method assures meeting the positive definiteness condition. However,
there are certain problems that should be solved in the future.

In general the identified inertia matrix is positive definite, but the values on its
diagonal are bounded by constant values that are chosen arbitrarily. Therefore
further research should be done to find a methodology of the limiting values
choice e.g. in an adaptive manner. An important issue is also usefulness of the
presented method in a robot control system [8]. Moreover, the estimated inertia
matrix can be used in other applications where the inversion of inertia matrix
is required e.g. estimation of robot position. However, presented results indicate
that there are still errors inappropriate for some applications. Therefore, some
methods of improvement of neural network structure and numerical algorithms
should be considered [9].
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Abstract. Fast and simplified image processing and analysis methods

can be successfully implemented for the robot control algorithms. Sta-

tistical methods seem to be very useful for such an approach, mainly

because a significant reduction of analysed data is possible. In the paper

the use of the fast image analysis based on the Monte Carlo area esti-

mation for the simplified binary representation of the image is analysed

and proposed for the mobile robot control. A possible implementation

of the proposed method can applied in the line tracking robots and such

application has been treated as the basic one for the testing purposes.

Keywords: robot vision, statistical image analysis, line tracking robots.

1 Technical Background

Line tracking is one of the most relevant aspects of control systems designed for
mobile robots. A typical implementation of the optical part of the line following
robot is based on a line of sensors gathering information about the position of
the traced line, usually underneath the robot. A line sensor contains a number
of cells determining the resolution of the optical system. Another important
parameter is the distance from the sensors to the centre of steering, responsible
for the maximum speed of the properly controlled robot. For the specified number
of cells in the line sensor, the spacing between them is also important for the
smoothness of the robot’s motion.

One of the main disadvantages of such optical systems is the short time for the
reaction limited by the distance between the sensors and the steering centre (or
wheels). Another one is relatively low resolution of the tracking system. A signif-
icant increase of the resolution, together with wide possibilities of analysing data
acquired from the front, have caused the interest of using the vision based sys-
tems for that purposes [2,6]. Nevertheless the analysis of the full image even with
low resolution is time consuming and computationally demanding, especially as-
suming varying lighting conditions, the presence of some obstacles, some line
intersections etc.
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The proposed solution, based on the fast image analysis using the Monte Carlo
approach, allows to reduce the amount of processed data preserving the main
advantages of the vision systems.

2 The Fast Monte Carlo Image Analysis

The image analysis algorithm used in the paper is based on the idea of a fast
image processing methods dedicated to the real-time systems supplied by the
Monte Carlo method [7]. Differently than in the primary version of the algorithm,
the camera moves relatively to the static scene but the working properties of the
method are similar.

2.1 The Image Binarization Algorithm

The processing algorithm for the images acquired from the video camera consists
of the following steps:

– each frame is divided into T × S square blocks of r × r pixels,
– for each block the area of the object is estimated using the Monte Carlo

method,
– the binary array is constructed using the estimated area values obtained in

the previous step, where the following values are set:
• 0 – for the estimated object’s area within the corresponding block below

the specified threshold,
• 1 – for the estimated object’s area within the corresponding block above

the specified threshold.

In order to filter the undesired data, usually related to some contaminations and
not used for the robot control purposes, the binarization threshold is set. In the
experiments illustrated in the Fig. 1 the additional ”cut-off” value has been set
as equivalent to minimum 20% black pixels within the block in order to avoid the
influence of the small artefacts, especially close to the region of interest. As the
final result the simplified binary representation of the image is obtained where
such artefacts (the elements which do not represent the line) have been removed
during the ”cut-off” operation.

The proper choice of the parameters T and S, determining the number of the
analysed binary blocks, is the compromise between the processing speed and its
precision.

2.2 The Area Estimation Using the Monte Carlo Method

Performing a statistical experiment with the use of the Monte Carlo method [7],
an algorithm for the estimation of the pixels fulfilling a specified logical criterion
in the image can be proposed. The major advantage of counting the pixels drawn
using a pseudo-random generator is the reduction of the number of pixels used
for the analysis, so the overall performance of the algorithm can be increased
significantly.
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Fig. 1. The visualisation of a curve after the preliminary Monte Carlo image analysis

(the original binary image, the frame divided into blocks with estimated area and the

filtered image after “cut-off” operation)

The samples from the binary image are numbered and stored in the one-
dimensional vector, where ”1” stands for the black pixels and ”0” denotes the
white ones. In the next step a single element from the vector is randomly chosen,
which is then returned, so n independent draws are performed. To simplify the
theoretical analysis only a single moving dark object (Ob) in the scene (Sc) with
a light constant background is assumed (a similar situation takes place in some
typical line following scenarios).

Dividing the scene into squares, the KN squares from N elements of the scene
represent the object, so the probability of choosing the point representing the
object is equal to:

p =
KN

N
(1)

The geometrical probability of choosing the point on the object’s surface for the
infinite number of samples is given as:

p = lim
N→∞

KN

N
=

AOb

ASc
(2)

so the area of the object can be estimated as:

AOb ≈ KN ·
ASc

N
(3)

The area of the scene is equal to ASc = N ·kx ·ky (where kx and ky are the scale
factors for x and y coordinates), so:

AOb = KN ·
N

N
· kx · ky = KN · kx · ky (4)

The above analysis allows using the probability of choosing the point representing
the object in the proposed algorithm with a reduced number of analysed samples.
In this purpose a statistical experiment using the Monte Carlo method can be
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used. The basis of this method are two statements: the law of large numbers
and the central limit theorem. In the first one it is stated that for the sequence
of successive approximations of the estimated value is convergent to the sought
solution and the second one shows how far from the solution is the actual value
after performing the given number of statistical tests.

The luminance samples after the binarization (being ”ones” or ”zeros” cor-
responding to the allowed values of the specified logical condition) stored in
one-dimensional vector are chosen randomly, so for the single draw a random
variable Xi of the two-way distribution is obtained, what leads to the following
probability expressions:

P (Xi = 1) = p P (Xi = 0) = q (5)

where p + q = 1, E(Xi) = p, V (Xi) = p · q.
The logical condition should be specified in the way allowing to distinguish

the samples representing the object from the background. In our application
a constant background can be assumed as well as the vehicles’ colours differing
noticeably from the background (the motion detector can be also helpful).

For n draws the variable Yn is obtained:

Yn =
1
n
·

n∑
i=1

Xi (6)

Using the Lindberg-Levy’s theorem, the distribution of Yn tends to the nor-
mal distribution N(my, σy) if n → ∞. Calculating the expected value of Yn as
E(Yn) = p and variance V (Yn) = p·q

n it can be stated that the random value Yn

has the normal distribution with the following parameters:

my = p (7)

σy =
√

p · q
n

(8)

Because of the asymptotic normal distribution N(p,
√

p · q/n) it can be noticed
that for the variable Yn the central limit theorem is fulfilled.

Using the substitution:

Un =
Yn −my

σy
(9)

the normal distribution can be standardized and marked as the standard normal
distribution N(0, 1).

In the interval estimation method the following formula is used:

p(|Un| ≤ α) = 1− α (10)

Assuming the interval:
|Un| ≤ uα (11)
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considering also the expressions (7), (8) and (9), the following expression is
obtained: ∣∣∣∣Yn −

KN

N

∣∣∣∣ ≤ εα (12)

where

εα =
uα√
n
·

√
KN

N
·
(

1− KN

N

)
(13)

The estimator of the probability p (eq. 1) for k elements from n draws, can be
expressed as:

p̂ =
k

n
=

n∑
i=1

Xi

n
= Yn (14)

and the estimator of the object’s area is given as the following formula:

ÂOb = p̂ · ASc = Yn · ASc =
k

n
·ASc (15)

Using the equations (12) and (15) the formula describing the interval estima-
tion for the object’s area is obtained as:∣∣∣∣∣ ÂOb

ASc
− KN

N

∣∣∣∣∣ ≤ εα (16)

where εα is given by the equation (13).
The considerations presented above are correct for a random number generator

with the uniform distribution. Such a generator should have good statistical
properties. Presented algorithms are identical to the methods of the 2-D object’s
area estimation expressed in pixels. Nevertheless, their applicability is limited
by their integrating character.

3 A Simple Proportional Control Algorithm for a Line
Following Robot Control

The mobile robot control process presented in the paper is based on the popular
proportional control approach used for controlling the robots with sensors based
on the infra-red receivers grouped into the line containing a specified number
of the infra-red cells. In our approach the differential steering signals for the
motors are obtained using the first (the lowest) row of the simplified binary
image which is equivalent to the typical line of the infra-red sensors. The idea
of the differential motion controlling is illustrated in Fig. 2.

The algorithm presented in the paper can be disturbed by some artefacts
caused by the errors during the preprocessing step (e.g. insufficient filtration of
some undesired elements on the image). The optimal situation takes place for
a single ”one” in the lowest row of the image. In the simplified version of the
algorithm it can be assumed that there are no line crossings. The reduction of the
possible disturbances can be achieved using the following additional operations:
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speed

left motor right motor

line

max

A

B0 0 0 0 1 0 0 0 0

Fig. 2. A proposal of simple control: A – the lowest row of the binary image, B - the

binary representation of the blocks, C – control signal for the element “1”

– limitation of the line thickness by the proper choice of the binarization
threshold (lines containing more than a single ”one” can be ignored assuming
no line crossings),

– orphan blocks removal (applicable for all blocks with the value ”one” without
any neighbouring ”ones”),

– ignoring the empty lines (without any ”ones”).

4 Extension of the Robot Control by Using the Image
Based Prediction

The control algorithm of the robot tries to lead to the situation when the line
fills only a single block of the bottom image row. In all the cases when the line
occupies the two neighbouring blocks the choice of the block is based on the
simple analysis of the current trend. It is assumed that the turn angles of the
line match the motion and control possibilities of the robot. The main element of
the modified control system is the variable (flag), computed using the previous
frames, which informs the system about the current state (0 – moving forward
or turning, 1 – turning with detected crossing lines).

The control algorithm for a single frame can be described as follows:

– binarization of the current frame,
– orphan blocks removal,
– filling the gaps in the detected line using the approximation methods,
– control operation:

• the detection of the crossing lines
∗ if not turning: moving forward with the maximum speed for the

symmetrical line-crossing (Fig. 3e) or using the speed control
∗ else: turning and using the speed control if the maximum value is

not in the middle block (Fig. 3f)
• speed control: speed is proportional to the sum of the values in the middle

blocks of each horizontal line (if zero, the minimum speed is set before
the turning and the control flag is set to 0) - see Fig. 3g and 3h.
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Fig. 3. The illustration of the image based prediction and control (a - forward with

maximum speed, b - fast forward and turn, c - forward and turn, d - crossing, e -

crossing, f - crossing and turn, g - slow forward and turn h - start turning)

5 Conclusions

Observing the working properties of the proposed algorithm, the oscillating cha-
racter of the path for the robot reaching the specified line can be noticed, what is
a typical feature of the proportionally controlled systems, causing the characte-
ristic oscillations of the images acquired from the camera. Performed experiments
have verified the usefulness of the fast image analysis based on the Monte Carlo
method for the controlling of the line following robot.

Comparing to some other more advanced statistical methods [3] e.g. popular
Markov Chain Monte Carlo [9] or Sequential Monte Carlo [1,8], which can be used
for the image analysis purposes, the approach proposed in the paper is a sim-
plified but very efficient method, especially useful for the real-time applications.
The main advantages of the proposed method is its low computational com-
plexity causing the relatively high processing speed, especially in the real-time
embedded systems. An application for the control of the mobile robot presented
in the paper, despite of the simplicity of its control algorithm, is comparable
with some typical ones based on the classical approach (proportional steering
based on the infra-red sensors). Nevertheless, its advantage is the possibility of
using some prediction algorithms allowing the increase of the robot’s dynamic
properties and fluent changes of its speed depending on the shape of the line in
front of the robot.

The future work can be related to the extension of the control algorithm into
the PID and some experiments with the prediction algorithms as well as the
application of the control algorithm in the dynamic real-time system. Similar
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approaches can be also successfully applied for many other purposed based on
the image and video processing e.g. fast image and video quality estimation [5]
or extraction of geometrical features [4].
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Abstract. The paper investigates a new temporal logic TLM
Dist, which

combines temporal operations with the operations of localised agent’s

knowledge and operations responsible for measuring distances. The main

goal is to construct a logical framework for modelling logical laws, which

describe interactions between such operations. We consider issues of sat-

isfiability and decidability for TLM
Dist. Our principal result is the algo-

rithm which recognizes theorems of TLM
Dist, which implies that TLM

Dist

is decidable, and the satisfiability problem for TLM
Dist is solvable.
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1 Introduction

This paper attempts to simulate evolutions of a distributed system of agents in
a logical framework, based on linear temporal frames with distances. Temporal
logics were first suggested to specify properties of programs in the late 1970’s (cf.
Pnueli [1]). The most used temporal framework is linear discreet-time frames,
which have been extensively studied from the point of view of various prospects
of applications (cf. e.g. Manna and Pnueli [2], Barringer, Fisher, Gabbay and
Gough [3]). Model checking for such frames formed a strong direction in Logic
in Computer Science, which uses, in particular, automata theory (cf. Vardi [4]).
Temporal logics themselves can be considered as a special cases of hybrid logics,
e.g. as bimodal logics with some laws imposed on the interaction of modalities
to imitate the flow of time.

The mathematical theory devoted to the study of axiomatizations of temporal
logics and development of their semantic theory based on Kripke/Hintikka-like
models and temporal Boolean algebras formed a highly technical branch in the
area of Non-classical logic (cf. van Benthem [5,6], Gabbay and Hodkinson [7],
Hodkinson [8]). Axiomatizations of various (uni)-temporal linear logics are sum-
marized in de Jongh et al. [9].
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The introduction of agents into the picture, brings additional challenges for
the researcher looking to simulate such systems. One of the problems is that
introducing agents might lead to undecidability (cf. Kacprzak [10]). Another
problem is that, non withstanding some previous successful attempts to ap-
ply multi-modal propositional logics toward the task of describing evolutions of
multi-agent systems (cf. Fagin et al. [11]), there are still multiple technical prob-
lems remain, some of mathematical and some of conceptual nature. For instance,
picking out only discreet, already accomplished states of affairs, prevents from
looking into the structure of the transition process, which would be the main
interest from the simulation point of view.

To bridge this gap, at this paper we introduce a new temporal logic TLM
Dist,

which describes frames where transition periods are filled with intermediate
states. This construction is necessarily based on some tools of general fusion
theory. The issues of satisfiability and decidability for TLM

Dist is our main in-
terest: we find an algorithm which recognizes theorems of logic TLM

Dist (which
implies that it is decidable, and the satisfiability problem for it is decidable).
The algorithm works as follows: an arbitrary formula in the language of TLM

Dist

is, first, transformed into a rule in a special normal reduced form, which, then,
is checked for validity on special models (of size efficiently bounded in the size
of the rule) with respect to special kind of valuations.

The general methodology of this paper is borrowed from [12] and [13].

2 Language and Semantics of TLM
Dist

The main goal of this paper is to understand how one can “fill in” the intervals
in seemingly discreet temporal moments. In other words, to answer the question:
“Can we simulate by finitary means how we arrive at the (next) discreet moment-
state of affairs?”

The way we chose to investigate, is to suppose that there is a finite chain (may
be more than one) of intermediate events, reached by interaction of agents, that
starts late “Today” and ends up as “Tomorrow”. This somewhat reminds the
software development cycles, where stable releases are “interspersed” with alpha
or beta builds (each of them can be “promoted” to the stable status or on the
contrary outright abandoned).

We start from the formal definition of the logical syntax.

Language of TLM
Dist To build logical language, we add to usual temporal op-

erations Next (next) and Until (until), new unary logical operations Ki for
agents’ knowledge, a special operator Today, together with a countable set of
operations for measuring temporal distances {�+

k }k∈N.
Altogether, propositional language L includes (logical connectives are given

with their arities as upper-right indices):

L := 〈∨2,∧2,→2,¬1,N 1, {K1
i }m

i=1, {�+
k

1}k∈N,Today1,&0,⊥0〉.
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Let us fix an enumerable set V ar := {x1, x2, x3, . . . } of propositional variables.
The formation rules for formulas over the propositional language L are given by
the grammar:

α ::= xi | α1∧α2 | α1∨α2 | α1 → α2 | ¬α | Kiα | Nα | α1 Untilα2 | �+
k α | & | ⊥

Semantics of TLM
Dist. Our choice of the logical language for TLM

Dist was moti-
vated by the following semantic considerations.

For a binary relation R ⊆ A×A let

• R< be defined as follows: aR<b ⇐⇒ aRb&¬(bRa);

• R2 = R ◦R, Rn+1 = R ◦Rn — finite compositions of the relation R;

• R+ =
⋃∞

n=1 Rn — transitive closure of R;

• R∗ =
⋃∞

n=0 Rn — reflexive and transitive closure of R.

A multi-agent cluster is a Kripker frame 〈C,R1, . . . , Rm, R〉, where 1) R = C×C
is the universal relation on C; 2) R1, . . . , Rm are equivalence relations on C. From
this point on, we will call multi-agent clusters simply clusters, since we will not
consider any other type of them. The class of all clusters we denote by Cl. Given
a cluster C ∈ Cl, we denote R1,C , . . . , Rm,C , RC the respective relations.

A chain is a frame 〈
⋃n

i=1 Ci, R1, . . . , Rm, R〉, where C1, . . . , Cn ∈ Cl is a finite
sequence of clusters, each Rj is the union of individual Rj,Ci ’s, and

aRy ⇐⇒ ∃i, j(i � j & a ∈ Ci & b ∈ Cj).

Let C = C(0), C(1), C(2), . . . be a countable sequence of clusters. The basic
semantic objects upon which we define our logic are the Kripke models based
on the following frames:

NC :=

〈⋃
i∈Z

C(i) ∪
⋃
i∈Z

�C(i), C(i + 1)� , R1, . . . , Rm, R, Next

〉
where

1. for each i ∈ N, �C(i), C(i + 1)� is a collection (may be infinite) of chains
〈C1, . . . , Cn〉;

2. each Rj , j = 1, . . . ,m is the union of the respective Rj,C , i.e.,

Rj =
⋃
i∈N

Rj,C(i) ∪
⋃
i∈N

{(Rj,C | C ∈ �C(i), C(i + 1)�}

3. R = Q+, where

Q =
⋃

i∈N
RC(i) ∪

⋃
i∈N
{RChain | Chain ∈ �C(i), C(i + 1)�}

∪{〈a, b〉 | a ∈ C(i)& b ∈ C1 ∈ 〈C1, . . . , Cn〉 ∈ �C(i), C(i + 1)�}
∪{〈a, b〉 | a ∈ Cn ∈ 〈C1, . . . , Cn〉 ∈ �C(i), C(i + 1)� & b ∈ C(i + 1)}
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4. The relation Next is defined by

aNext b ⇐⇒
(a ∈ C(i)& b ∈ C(i + 1))

∨(a ∈ C ∈ Chain ∈ �C(i), C(i + 1)�& b ∈ C(i + 1)).

Computing truth-values of formulas. For any collection of propositional
letters Prop ⊆ V ar and any frame NC , a valuation in NC is a mapping, which
assigns truth values to elements of Prop in NC . Thus, for any p ∈ Prop, V (p) ⊆
NC . We will call 〈NC , V 〉 a (Kripke) model. For any such model M, the truth
values can be extended from propositions of Prop to arbitrary formulas. For
a ∈ NC , we denote (M, a) �V φ to say that the formula φ is true at a in MC

w.r.t. valuation V .
In particular, ∀p ∈ Prop: (M, a) �V p ⇐⇒ a ∈ V (p) and boolean connec-

tives are defined as usually.
For other operation, suppose a, b ∈ NC . Then

(M, a) �V Kiφ ⇐⇒ ∀b(aRib =⇒ (M, b) �V φ);

(M, a) �V Nφ ⇐⇒ ∀b (aNext b =⇒ (M, b) �V φ);

(M, a) �V φUntilψ

⇐⇒ ∃b (aNext∗b& (M, b) �V ψ & ∀c(aNext∗cNext+b =⇒ (M, c) �V φ);

(M, a) �V �+
k φ ⇐⇒ ∃b(a(R<)kb& (M, b) �V φ);

(M, a) �V Todayφ ⇐⇒ ∀b ∈ C(a) ((M, b) �V φ).

Informally, the connectives have the following meaning:

– (M, a) �V Kiφ — at the state a agent i knows that φ;

– (M, a) �V Todayφ — φ holds today (relatively to the time moment of a);

– (M, a) �V Nφ — φ holds tomorrow (counting from a);

– (M, a) �V �+
k φ — φ holds in k steps from now (counting from a).

Note that: 1) connective �+
k is not a Kripke modality, in the sense, that there

is no binary relation on a frame, which would define �+
k in the standard way

( as in a � �φ ⇐⇒ ∃b(aRb& b � φ); 2) although connective �+
0 , according

to its definitions, is equivalent to Today, we prefer to retain name Today for
clarity sake; 3) the connective Until cannot be defined from N as it is done, for
instance, in LTL. It is rather a weak until.

Finally we arrive at definition:

Logic TLM
Dist is the set of all formulas which are valid in all frames NC .
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Example: Simulating software development cycles.
Let us assume that clusters C(i), i ∈ N correspond to stable releases of some

software project, while clusters C ∈ (C(i), C(i+1)) correspond to “night-builds”.
Each night-build C can potentially be graduated to the stable-release sta-

tus (subject to its satisfying some specification requirements or passing some
tests, etc., which is beyond considerations of this paper), which is indicated by
the N -arrow from C to Ci+1. Each chain Ch of “night-builds” from the inter-
val (C(i), C(i + 1)) represents a possible track of software development, done
by agents through the exchange of information, mediated by relations Ki (con-
figuration of Ki’s is specific to a particular multi-agent cluster). Although the
“stable-releases” are not picked out by any operator in our language, they are
distinguished semantically. In addition, according to the algorithm in Theorem 1,
we can find out eventually what formulas hold or refuted in “stable-bulds”.

3 Algorithm for Verification of Formula-Truths

For any logical system, one of most fundamental questions is the decidability
problem: if there is an algorithm computing theorems of this logic. We address
this problem to our logic TLM

Dist. The basic technique we use is based on the
reduction of formulas in the language of TLM

Dist to special inference rules and
the verification of the validity these rules in frames NC . This approach uses
techniques to handle inference rules from [14,15,16,17].

Recall that an inference rule is a relation

r :=
ϕ1(x1, . . . , xn), . . . , ϕl(x1, . . . , xn)

ψ(x1, . . . , xn)
,

where ϕ1(x1, . . . , xn), . . . , ϕl(x1, . . . , xn) and ψ(x1, . . . , xn) are formulas con-
structed out of letters x1, . . . , xn. The letters x1, . . . , xn are the variables of
r, we use the notation xi ∈ V ar(r).

A rule r is said to be valid in a Kripke model 〈NC , V 〉 (notationally, NC �V r)
if

∀a ((NC , a) �V

∧
1≤i≤l

ϕi) =⇒ ∀a ((NC , a) �V ψ).

Otherwise we say r is refuted in NC (or refuted in NC by V ), and write NC 
�V r.
A rule r is valid in a frame NC (notationally, NC � r) if, for any valuation V ,
NC �V r.

Since our language L includes conjunction we can consider only rules with
one-formula premise.

For any formula φ we can convert it into the rule x → x/φ and employ a
technique of reduced normal forms for inference rules as follows. Evidently,

Lemma 1. A formula φ is a theorem of TLM
Dist iff the rule (x→ x/φ) is valid

in any frame NC.
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A rule rrf is said to be in reduced normal form if rrf =
∨

1≤j≤s θj/x1, where each
θj has the form:

θj =
n∧

i=1

x
t(j,i,0)
i ∧

n∧
i=1

(Nextxi)t(j,i,1) ∧
n;m∧

i=1;l=1

(Klxi)t(j,l,i,1)

∧
n;k∧

i=1;l=0

(�+
l xi)t(j,i,l,2) ∧

n∧
i,l=1

(xi Untilxl)t(j,i,l,3)

for some values t(j, i, z), t(j, i, k, z) ∈ {0, 1} and where, for every formula α above,
α0 := ¬α, α1 := α.

Given a rule rrf in the reduced normal form, rrf is said to be a normal reduced
form for a rule r iff, for any frame NC ,

NC � r ⇐⇒ NC � rrf .

Using the technique similar to one described in [18, Section 3.1], we can transform
every inference rule in the language L to a definably equivalent rule in the
reduced normal form.

Lemma 2. Every rule r = α/β can be transformed in exponential time to a
definably equivalent rule rrf in the reduced normal form.

Proof. We shall specify for the language L the general algorithm described in
[18, Lemma 3.1.3] and [18, Theorem 3.1.11].

Let r = α/β be an inference rule and suppose �+
0 , . . . ,�+

k are all �+
i ’s that

occur in r. We will need a set of new variables Z = {zγ | γ ∈ Sub(r)}. Let us
consider the rule in the intermediate form:

rif = zα ∧
∧

γ∈Sub(r)\V ar(r)

(zγ ↔ t(γ))/zβ ,

where

t(γ) =

⎧⎪⎨⎪⎩
zδ ∗ zε , when γ = δ ∗ ε, where ∗ ∈ {∧,∨,→, Until },
∗zδ , when γ = ∗δ, where ∗ ∈ {K1, . . . ,Km,¬,N } ∪ {�+

i }k
i=0,

γ , when γ ∈ {⊥,&}.

The rules r and rif are equivalent. Indeed, supposeM is a model with a valuation
ν : V ar(r) → 2W over a frame NC , such that M 
� r. It means that F �ν α(x̄),
and there exists w ∈ F such that (F , w) 
�ν β(x̄) Let μ : Z → 2W be the
valuation defined as follows: μ(zγ) = ν(γ). It is straightforward to show that
F �μ zα ∧

∧
γ∈Sub(r)\V ar(r)(zγ ↔ t(γ)). In addition, (F , w) 
�μ zβ .

For the other direction, suppose F �μ zα∧
∧
{zγ ↔ t(γ) | γ ∈ Sub(r)\V ar(r)}

and (F , w) 
�μ zβ, for some valuation μ : Z → 2W and some w ∈ W . Define
ν : V ar(r) → 2W by ν(xi) = μ(zxi). It follows directly that for all γ ∈ Sub(r),
ν(γ) = μ(zγ). Thus F �ν α(x̄), (F , w) 
�ν β(x̄), hence F 
�ν r.
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Finally, we transform the premise of the obtained rule rif into a perfect dis-
junctive normal form over primitives of the form xi, Nxi, Kjxi, �+

j xi and
xi Untilxl. This requires no more than exponential time on the number of vari-
ables, i.e., on the number of subformulas of the original rule (the same as for
reduction of any boolean formula to the perfect disjunctive normal form).

Decidability of TLM
Dist will follow (by Lemma 1) if we find an algorithm recog-

nizing rules in the reduced normal form which are valid in all frames NC . We
need one more construction on Kripke frames, which we describe below.

Suppose we have a frame F which looks like a finite initial fragment of some
NC , the end cluster of which is attached, by extending N and R-relations, to
some previous cluster in the segment (provided NC is given, this construction
can be parameterized by two natural numbers). We will call such frames of N �

C

type. For any valuation V of letters from a formula φ in N �
C the truth value of

φ can be defined on elements of N �
C by the rules similar to ones given for the

frames NC above (just in accordance with the meaning of logical operations).
Due to size limitations we omit a detailed description of these rules.

Lemma 3. A rule rrf in the reduced normal form is refuted in a frame NC iff
rrf can be refuted in some frame N �

C by a valuation V of special kind, where the
size of the frame N �

C is triple exponential in rrf .

From Theorem 2, Lemma 1 and Lemma 3 we derive

Theorem 1. The logic TLM
Dist is decidable. The algorithm for checking a for-

mula to be a theorem of logic TLM
Dist consists in verification of validity rules in

the reduced normal form at frames N �
C of size triple-exponential in the size of

reduced normal forms with respect to valuations of special kind.

4 Conclusions and Future Work

This paper continues the work of the authors aiming to find an adequate for-
mal language for describing interactions in multi-agent systems. The main goal
and difficulty is to strike right balance between expressiveness of the language
and its good meta-logical properties, like those that are demonstrated by some
traditional “philosophical” logics. Given such balance, the next big goal is to be
able to derive “protocols” or, at least, general principles of agents’ interactions,
that ensure good properties of the system, described by some specification.

From a mathematical point of view, this paper develops a technique for con-
structing mathematical models for modeling transitions between discreet time
moments in linear temporal frames with agents and distance operations. In par-
ticular, we define the multi-modal logic TLM

Dist, which describes such models.
Technically our main aim is to find an algorithm, which can compute logical
laws of TLM

Dist. The problem is resolved via model theoretic constructions on
special Kripke models and use of inference rules in the reduced form. In partic-
ular, it solves the satisfiability problem for TLM

Dist.
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The major open issues for this construction are: the question of finite axiomati-
zation for TLM

Dist, complexity issues and possible ways of refining the complexity
bounds in the algorithm.
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Abstract. The paper addresses the problem of data representation col-

lected during the work of a robot controlled by reactive, behaviour-based

system. This type of systems are intended to work with low accuracy sen-

sors. That implies there are many problems with building models of a

workspace. In this work some aspects of processing, storing and using

this data are presented. The usage of the concept named activity trace

is discussed in the work.

1 Introduction

The autonomy of a mobile robot is understood as an ability of the robot to
operate without supervision of a human operator. In order to face this require-
ment the control system must handle and solve a lot of complex problems. The
process of building the world representation is based on the data provided by
sensory subsystem. It have to be emphasised that sensors provide data that is
often inaccurate and uncertain therefore classical, planner-based, deliberative
approaches to the mobile robot control system design often fail. Therefore more
efficient and faster methods of the mobile robot collision free movement con-
trol were developed. One of them is a purely reactive architecture introduced
in [4] which implements a control strategy as a collection of stimulus-reaction
pairs. Behaviour based control system architecture [2][5] embodies some of the
properties of reactive systems and may contain reactive components. One of the
key issues that appears while designing the behaviour based systems is just the
representation of the knowledge about the environment [5][6][7][8][9]. Reactive
systems work on the base of temporal, local information continuously process-
ing input stimuli into reaction. In such case, if the workspace configuration is
complex the system might not be able to complete the navigational task. With-
out representation of the past activity functionality of these systems is limited.
The idea of the proposed approach, named activity trace, is to store in a time
ordered way the knowledge of events that happened during an operation of the
robot in the past. What is crucial for this method is the fact that these events
are marked and recognised by distinctive sequences of the behaviours activity.
The first application of the method is navigational dead-locks detection that
may occur during the robot’s navigation. The second one is a map building pro-
cess. The advantage of the proposed form of representation is that it does not
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consume much memory resources and is easy to process. In the paper examples
of application of this method are presented. Simulation experiments proved the
proposed approach to be effective.

1.1 The Robot and Its Sensory System

Hereafter the control of a differentially driven disc-shaped mobile robot will be
considered. Let us assume that the robot is equipped with low cost, low accuracy
and uncertain sensory system. The pose of the robot is denoted by a vector:

R = [xR, yR, θR]T (1)

where xR, yR denote coordinates of the centre of the robot and θR is the heading
of the robot. The control of the robot is given by:

U = [ω, v]T (2)

where (ω, v) are the angular and the linear velocity of the robot. Sensors the
robot is equipped with are numbered form 0 to 7 and they are mounted on the
circumference of the robot body. Their readings are denoted by the vector:

S = [s0, s1, ..., s7]T , si ∈ 〈0, 1023〉 (3)

In order to reduce an amount of processed information virtual sensors sL, sF , sR

are defined that collect data from the real sensors placed on the left, front and
right side of the robot correspondingly. The fixing points of the sensors are
denoted by:

MS = [ms,0,ms,1, ...,ms,7]T , ms,i = {xs,i, ys,i} (4)

Geometrical location of virtual sensors is calculated as the mean value of the
real sensors and denoted by mSL,mSF ,mSR.

1.2 Control System Framework

Design of the control system used in this work is based on behaviour-based idea
of control [2][4]. The system is composed of behaviours that process the robot’s
state and sensory information into the set-points (2)for the motion controller.
A general diagram of the system is presented in fig.1. It is easy to distinguish
following modules of the system: behaviour definition module, arbitration mod-
ule, control computation module, task execution manager, dead lock detector,
mapping module.

In the discussed system eight behaviours were implemented. First four of them
(AVOID LEFT, AVOID FRONT, AVOID RIGHT, SPEED UP) are responsible
for avoiding collisions with objects. Fifth behaviour (TRACK GOAL) minimises
the distance between the robot and the target. Behaviour STOP simply stops
the robot in case a collision is detected or the target is reached. Sixth behaviour
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named STROLL makes the robot goes straight in case when no object is de-
tected. And the last behaviour - PASS NARROW stabilises robot’s movement
preventing oscillations during going through narrow passages. In this work the
method of priority arbitration was used. The activation level of the selected
kth behaviour constitutes the basis for the robot control computation. The con-
trol vector (2) is defined by heuristic function of activation level of the selected
behaviour U = fk(ak).

Fig. 1. General diagram of the control system

The purpose of the task execution manager module is to supervise the execu-
tion of the elementary navigational task. More detailed description of the work
of this module can be found in [6].

2 Behaviour Activity Trace

The key issue of the proposed approach is that the system does not store and
analyses information abut the shape of the environmental objects but it utilises
information about events. Since the events are caused by a configuration of envi-
ronmental objects, The place the robot was located in time the given behaviour
was activated can be perceived as a part of a symbolic map. These spots are
named hereafter distinctive points.

Definition 1. The distinctive point CPk is the point (xCP,k, yCP,k) defined in
the cartesian space determined by the location of the center of the robot (xr, yr)
recorded in a moment when kth distinctive event occurred.

For purpose of this work seven, selected distinctive events were defined. Occur-
rence of each distinctive event causes the appropriate distinctive point CPi i ∈
[1, 7] is registered. Detailed description of the distinctive events can be found
in [6].

Definition 2. The activity trace is the time ordered sequence of distinctive
points:

T =
{
CP 0

k , CP 1
k , ..., CPn−1

k , CPn
k

}
k = 1, 2, ..., 7 (5)
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As can be seen the activity trace is the record of past activity of the robot by
means of distinctive events. The events have been recorded since the moment
of the beginning of the navigation process t=0 till the present t = nΔt time.
Analysing behaviour activity traces some useful information about the structure
of the workspace can be get out.

3 Dead Lock Detection

The dead lock, in the meaning of navigational process, can be defined as a sit-
uation the robot is not able to continue the movement toward the target of
navigation. Such occurrence manifests in repeating by the robot some periodic
sequence of action that results in keeping the robot inside of some region. This
phenomenon is often addressed as local minima problem. On the base of mul-
tiple simulations it was stated that the situation when the robot is not able to
reach the target is mainly caused by specific object’s layout that form u-shaped
lay-by located on the course of the vehicle. Such situation can be easily detected
using behaviour activity trace concept. It was noticed that dead end situation
described above corresponds to an occurrence of three element chunk of the ac-
tivity trace CP2, CP3, CP2. Moreover a mutual location of the distinctive points
is checked. If all of them are inside of a circle of a radius rT that means the
navigation algorithm failed. Detected dead-lock location is recorded in a buffer
and denoted by coordinates xd,i, yd,i where i = 1, 2, ..., Nd. The quantity Nd de-
notes the number of all detected dead locks. In such case the recovery algorithm
should be turned on.

4 The Map Building Method

4.1 The Grid

In order to build the environmental map the rectangular grid is put on the
workspace area. Since the robot body is assumed to be the compact one it can
be approximated by a circle the size of the grid cell ΔG is equal to a diameter of
the circle. That causes the grid is not the dense one. Of course small resolution
of the grid results in low precision of the map. Let us denote the grid as:

G = {gi,j} i = 1, 2, ..., N, j = 1, 2, ...,M (6)

4.2 The Map Structure

The map can be perceived as a source of information about two features of the
workspace: occupancy of the world by an obstacle, and information the given
part of the workspace is free. The map based on the grid has a form of weighted
graph. Each vertex of the graph corresponds to the given cell. Information about
both geometrical and symbolical features of the cell is related to the given vertex.
The edges of the graph represent costs of transition between the cells of the map.
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The higher belief the given cell is not occupied the lower is the cost of transition
to the given cell. Let us denote the map as the graph MG = (G,E) where G
denotes the set of vertices defined by (6). Each vertex gi,j is described by the
vector of the three features:

gi,j =
[
CG,i,j , P

F
i,j , P

O
i,j

]T
(7)

where CG,i,j = (xC,i,j , xC,i,j) denotes the geometrical center of the specified cell.
The PF

i,j ∈ 〈0, 1〉 is the factor that reflects the degree of belief that the cell gi,j is
free. Similarly the PO

i,j ∈ 〈0, 1〉 is the factor that represents the certainty that the
given cell is occupied by an obstacle. Second element of the map definition E is
the set of edges of the graph. The edges represent the possibilities of transitions
between individual vertices. They are defined by:

E ⊆
{
gi,j , gk,l, w

k,l
i,j : gi,j , gk,l ∈ G,wk,l

i,j ∈ �
}

(8)

where wk,l
i,j i, k = 1, 2, ..., N, j, l = 1, 2, ...,M is the weighting factor related to

the given transition.

4.3 The Map Acquisition

While the robot is navigating toward the goal the behaviours activities are
recorded. When the robot goes through the empty area the behaviour STROLL
is activated. In this case a sequence of distinctive points can be distinguished in
the activity trace T . In order to avoid uncertainty caused by some interferences
a sequence of length B is taken into account. If the aforementioned sequence is
detected in discrete moment of time tn the robot location inside of the grid is
determined:

RG(tn) = (q, r), q = 1...N, r = 1...M (9)

Then for all neighbouring cells (gi,j : i = p−1, p, p+1, j = r−1, r, r+1) factors
PF

i,j are computed according to the following equation:

PF
i,j(tn) = 1−

√
2

2ΔG
dR

i,j(tn) (10)

where dR
i,j denotes the distance between the robot and the given cell. The ΔG in

(10) is the size of the cell. The robot can visit the same place in the map many
times. Therefore a procedure of the map updating is needed. Let us denote as
PF,OLD

i,j = PF
i,j(tp < tn) the value recorded in the map in the past time. The

new value saved to the map is determined as:

PF
i,j =

⎧⎨⎩
PF

i,j for PF
i,j > PF,OLD

i,j ∧ PO
i,j = 0

PF,OLD
i,j for PF

i,j ≤ PF,OLD
i,j ∧ PO

i,j = 0
1− PO

i,j for PO
i,j > 0

(11)
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Using this procedure while the robot navigates toward the target the map of the
free space is created. It will be used further as a cue for navigation inside of the
partially known workspace.

Another problem is to determine the value of the factor PO
i,j that expresses

the belief that the given cell is occupied by an object. In order to do it we
use the activity trace of behaviours that are responsible for collision avoidance.
Since the value of the activation level generated by each of these behaviours
depends strictly on a proximity to the obstacle it can be used for computing
the value of the factor PO

i,j (7). Therefore the presence of one of the sequences{
CP 1

k , ..., CPB
k

}
k = 4, 5, 6 in (5) must be detected. If it is detected the cell that

is thought to be occupied by an obstacle must be distinguished. Let us denote
the number (i,j) of the cell in the moment tn when one of the aforementioned
events was detected:

(i, j) =

⎧⎨⎩
(i4, j4) if mSL lies inside of gi4,j4

(i5, j5) if mSF lies inside of gi5,j5

(i6, j6) if mSR lies inside of gi6,j6

(12)

The value of the factor PO
i,j can be determined as the activity level of the appro-

priate behaviour - related to the given event:

PO
i,j = ak, k = 4, 5, 6 (13)

where ak denotes the value of the activity of the behaviour AVOID LEFT,
AVOID FRONT, AVOID RIGHT correspondingly. Finally using previous cal-
culations the weighting factors can be determined:

wk,l
i,j =

1
PF

k,l

dk,l
i,j or wk,l

i,j =
1

1− PO
k,l

dk,l
i,j (14)

The weighting factor is calculated with accordance to the (14) depending on the
data stored in the gk,l vertex. The dk,l

i,j in 14 is the euclidean distance between
the center points CG,i,j and CG,k,l.

5 Simulation

In order to verify the proposed approach a number of simulations were carried
out. The result of the simulation without any information about the workspace
structure is presented in fig 2a. The path of the robot resulted has a typical
reactive nature. The robot is driven straight toward the target and its path is
disturbed by surrounding obstacles. While the robot is executing the task, data
about the structure of the environment is collected. The map acquired during the
task is shown in fig. 2b. The values of the factors PF

i,j and PO
i,j are illustrated using

gray scale. In case of the PF
i,j the black corresponds to 0 and the white to 1. The

factor PO
i,j is illustrated the other way round. The dark colours denote the regions

that are recognised as occupied by obstacles or uncertain. The traverse able part
of the recognised environment is marked with light colours. In order to show that
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Fig. 2. The result of the navigational experiment (a) and the acquired map (b)

Fig. 3. The result of the reverse navigational experiment without the use of the map

(a). The same experiment carried out using acquired map (b).

Fig. 4. The result of the simulation with dead lock detection(a) and the recovery

algorithm action (b)

a reverse experiment was arranged. First the experiment was performed without
use of the previously acquired information about environment. The result of
simulation made without using the map acquired is shown in fig. 3a. It is easy
to see that the task was not executed effectively. In the next experiment the
system utilised the knowledge acquired. Using information the map contains the
sub-goal generator module determined 2 sub-goals that lie on the shortest path
between the start point and the goal. As can be seen in fig 3b the task was
performed more effectively. The sub-goals are marked with circles. Figure 4a
presents the result of the simulation of the system without using the dead lock
detector and recovery algorithm. It is easy to see that the robot stuck in the
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dead lock inside of an u-shaped obstacle. In fig. 4b the result of a work of the
dead lock detector and recovery algorithm is shown. The algorithm got the robot
out of the dead lock.

6 Conclusion

In this paper the novel method of data representation in behaviour based systems
was presented. The process of environmental maps building based on behaviour
activity was described in this work. Multiple simulations proven the method
work well and the proposed model of data representation can improve naviga-
tion process. It must be stressed again that the advantage of the method is its
simplicity. There is no need to do complex computations in terms of probabilis-
tic. Processing and updating the model is intuitive and can be done using simple
heuristics.

Acknowledgements. This work has been supported by Ministry of Science
and Higher Education funds in the years 2009 - 2010 as development project
OR00013409.
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Abstract. We are doing reseaching and development of an intelligent

lighting system to provide desired brightness to a desired place. In this

study, we consider how to satisfy target illuminance for each worker and

minimize power consumption with not only luminous intensity for each

light but also the height of luminaire as the design variables. Therefore,

highly-accurate target illuminance as well as very high illuminance can

be realized and further energy saving is achieved.

Keywords: lighting control, system, optimization, intellectual produc-

tivity, energy saving.

1 Introduction

In recent years, intelligence has been incorporated in various systems including
electric appliances and automobiles by autonomously controlling systems’ own
movements depending on the user or environment, leading to reduction of bur-
dens on people. Intelligence relates to artifacts to make judgments based on their
own knowledge obtained from sensors, etc. and take proper movements.

Intelligence for lighting systems was extremely low, although various systems
have been acquiring intelligence. With common lighting systems in these days,
the illumination pattern relies on power layout and switches, and such illumina-
tion pattern desired by a user may not be achieved in some cases. In addition,
excessive brightness tends to be provided since there is no function to change
the brightness of lights.

Under these circumstances, we are studying the intelligent lighting
system to realize improvement of intellectual productivity as well as reduc-
tion of power consumption by providing brightness required individually (il-
luminance). As a result of basic experiments, this system is found to satisfy
illuminance required by a worker and also realize high energy savings, and veri-
fication experiments are carried forward in the actual environment for practical
application.

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 355–362, 2010.
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Since luminaires have a wide radiation angle in the case of current intelligent
lighting systems, distribution of required illuminance might not be physically
achieved in some cases, including the case that workers require significantly
different levels of illuminance from each other or the case that illuminance beyond
the capacity of luminaires is required. Therefore, a method to simultaneously
satisfy various illuminance levels required by workers is proposed in this study
by using height-adjustable luminaires, with not only luminous intensity for each
light but also the luminaire height as the design variables.

2 Intelligent Lighting System

2.1 Components of Intelligent Lighting System

With the intelligent lighting system, multiple luminaires independently adjust
the brightness of the lights (luminous intensity) to realize illuminance required
by workers[1]D

In the intelligent lighting system, multiple dimmable lights, the light control
device attached, multiple movable illuminance sensors, and the electric meter
are connected to one network. Since a distributed autonomous optimization al-
gorithm is incorporated in the control device installed in each lighting equipment,
it can operate as the distributed autonomous system as a whole. The composition
of the intelligent lighting system is indicated in Fig.1.

Network

Micro
Processor

Micro
Processor

Micro
Processor

Luminaire

Wattmeter

Desk Desk

Sensor Sensor

Luminaire Luminaire

Fig. 1. Composition of the intelligent lighting system

2.2 Control Algorithm for the Intelligent Lighting System

In the intelligent lighting system, each worker enters desired illuminance (tar-
get illuminance) in the system. The microprocessor built in each light controls its



Optimization of Luminaire Height 357

own luminous intensity by using the distributed autonomous algorithm. Adap-
tive Neighborhood Algorithm using Correlation Coefficient (ANA/CC) [4] is
used as the optimization method.

ANA/CC is the improvement to control lights based on Simulated Annealing
(SA). In SA, the subsequent solution is generated randomly around the current
solution, and accepted based on the change in the objective function value as well
as on the temperature parameter. It is the algorithm to obtain the (local) optimal
solution by repeating this. In ANA/CC, the variation range of the design variable
is changed instead of the temperature parameter, and the schematic mutual
positions are kinetically learned in accordance with the correlation between the
light and illuminance sensor. Based on the correlation, the design variable, i.e.,
the range to generate the next luminous intensity is adaptively determined.
In ANA/CC, the correlation coefficient is calculated based on the change in
luminous intensity as well as in illuminance for each light. The control flow for
ANA/CC is described in the following:

1. Establish initial parameters including the initial luminous intensity.
2. Illuminate each light at the initial luminous intensity.
3. Obtain sensor information for each illuminance sensor (sensor ID, current

illuminance and target illuminance) and power usage measured with an elec-
tric meter, based on which the objective function value is calculated.

4. Determine the proper range to generate the next luminous intensity based
on the correlation coefficient.

5. Randomly generate the next luminous intensity within the range determined
in Step 4 and illuminate the light at the luminous intensity.

6. Obtain sensor information for each illuminance sensor as well as the power
usage with the electric meter again.

7. Calculate the correlation coefficient from the current illuminance obtained
and the luminous intensity changed.

8. Calculate the objective function value under the illuminated condition with
the changed luminous intensity, based on the sensor information and power
usage.

9. If the objective function value turns good, confirm the luminous intensity
and return to Step 3.

10. If the objective function value turns poor in Step 8, cancel the changed
luminous intensity and return to Step 3.

Based on the above movement, the mutual location relationship between the
light and illuminance sensor is understood using the correlation coefficient, to
achieve the target illuminance with unwasted movement and at the same time
promptly converge into the energy-saving mode. The reason to return to Step
3 rather than Step 4 in Steps 9 and 10 is to respond to kinetic changes in the
environment such as shift of illuminance sensor and incoming radiation of outside
light.
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2.3 Achievement of Target Illuminance

It has already been confirmed that the intelligent lighting system is able to
provide illuminance required by each worker and realize energy saving, while
there are possible situations where distribution of desired illuminance cannot
be physically achieved in some cases. For example, they include a case that
adjacent workers require illuminance levels significantly different from each other,
a case that some workers require very high illuminance, and a case that a worker
requiring high illuminance is in the corner of a room.

In order to satisfy these types of lighting requirements which are difficult to
achieve, it is necessary to make the height of luminaires adjustable or to change
workers’ seating layout. In this study, distribution of illuminance levels that could
not have been realized in the past is realized, by making the height of luminaires
adjustable vertically to the ceiling surface (height-adjustable luminaires) the
design variable.

3 Optimization of the Luminaire Height to Achieve
Personal Illuminance

3.1 Control Algorithm

As a method to satisfy the requirement mentioned in Section 2.3, we propose
a method to achieve required illuminance that could not have been realized
in the past with minimum energy, by using height-adjustable luminaires and
making the height of each luminaire the design variable. The control algorithm
is indicated in the following:

1. Fix the height of luminaires, optimize the luminous intensity for each light by
using ANA/CC, and obtain the objective function value under this condition.

2. Randomly change the height of all luminaires.
3. Optimize the luminous intensity for each light under the condition that the

height of luminaires is changed.
4. Obtain the objective function value again. If the value turns good, maintain

the present height of luminaires. If the value turns poor, return to the height
of luminaires before moving.

5. Repeat the operation in Steps 2 to 4, and end it when illuminance required by
all workers is achieved or when processing is performed more than a certain
number of times.

The objective function used in this algorithm is indicated in Eq.(1):

f = P + w

n∑
i=1

gi (1)

gi =
{ (Lti − Lci)2 50 ≤ |Lti − Lci|

0 otherwise
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P : power consumption, w: weight, Lc: current illuminance, Lt: target illumi-
nance, n: number of illuminance sensors

The objective function consists of power consumption P and illuminance dif-
ference gi, and priority of power consumption reduction over illuminance achieve-
ment is determined by changing the weight w. gi is the value to be added when
the difference between the target illuminance and the current illuminance is 50
lx or more, and the square of the difference is used.

3.2 Change of Luminaire Height

A method to determine the variation range of the height in regards to height-
adjustable luminaires is discussed. As mentioned in Section 2.2, the location
relationship between a light and illuminance sensor is schematically understood
by obtaining the correlation coefficient based on the change in luminous intensity
and illuminance for each light in ANA/CC. By setting the condition to the ran-
domly changing height of luminaires in accordance with this schematic location
relationship, the target illuminance seems to be satisfied with less number of
search times, quickly converging into a state of minimum energy. The one-time
variation range of the luminaire height is indicated in Fig.2.

30 cm

60 cm

15 cm
15 cm

30 cm

30 cm

15 cm
15 cm

r ≧ T

r ＜ T

r T
Lt
Lc

Lt - Lc ＜ 0Lt - Lc ≧ 0

Fig. 2. One-time variation range of luminaire height

As indicated in Fig.2, illuminance is deficient even though the intended light in-
fluences the illuminance sensor, when the correlation coefficient between a light
and illuminance sensor is more than the threshold and the current illuminance
is lower than the target illuminance. In this case, higher illuminance is achieved
by reducing the luminaire height. For this purpose, the downside of the variation
range of the luminaire height is prioritized. On the contrary, the luminaire height is
changed to even out the top and bottom, when the correlation coefficient is more
than the threshold and the current illuminance is higher than the target illumi-
nance. When the correlation coefficient is smaller than the threshold, the influence
of the light is considered to be small; therefore the variation range of the luminaire
height is narrowed to eliminate wasteful searching without relying on the values of
current illuminance and target illuminance. By designing the one-time variation
range of the luminaire height in this way, the luminaire becomes low in a place
requiring illuminance and the illuminance required by a worker is achieved.
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3.3 Evaluation Experiment of the System

When extremely high illuminance levels are required. The evaluation
experiment is conducted by simulation in order to verify the effectiveness of the
algorithm proposed. The criterion to determine convergence of illuminance is
when the difference between the target illuminance and the current illuminance
is within 50 lx. This is because people are not able to recognize the difference in
illuminance at 50 lx level[5]D

First of all, the verification experiment is conducted in the case that some
workers require extremely high levels of illuminance. In this experiment, a situ-
ation where one out of three workers requires very high illuminance under the
environment of 15 white fluorescent lamps is assumed. The results when only
the luminous intensity for each light is optimized without changing the luminaire
height are indicated in Fig.3-(a), and the results when the luminaire height is
optimized from that situation are indicated in Fig.3-(b).

Height of Luminaire / Luminous Intensity

Sensor(Current Illuminance / Target Illuminance)
(a) Optimization of the luminance (b) Optimization of the luminance 

　   and the height of luminaires

Fig. 3. The case that some workers require extremely high levels of illuminance

In Fig.3-(a), the luminaire height is not changed and high illuminance of 1200
lx is required in the upper left place. All lights illuminate at high luminous
intensity in order to achieve the illuminance, but still the requirement of 1200 lx
cannot be achieved. In regards to other places, the difference from the required
illuminance increases.

On the other hand in Fig.3-(b), the 1200 lx requirement is achieved by opti-
mizing the luminaire height, and the target illuminance is also achieved for all
workers. The height of the luminaire closest to the worker requiring high illu-
minance is significantly reduced from the initial value of 250 cm to 150 cm. In
this way, the maximum illuminance can be increased by lowering the luminaire
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height. Based on the above, making the luminaire height the design variable is
effective in the case that some workers require high illuminance levels.

When adjacent workers require significantly different levels of
illuminance. A verification experiment in the case that adjacent workers re-
quire significantly different levels of illuminance is conducted under the condition
of 15 white fluorescent lamps and six workers requiring different illuminance lev-
els. Three low values (500, 540, 600 lx) and three high values (700, 760, 800 lx)
of target illuminance are alternatively arranged. As a result of optimizing the
luminous intensity for each light without changing the luminaire height under
this situation, only three out of six workers’ required illuminance is achieved and
power consumption for the lights is 62 % of the time when all lights are illumi-
nated at one hundred percent level, as indicated in Fig.4-(a). On the contrary,
in the case of optimizing the luminous intensity for each light as well as the
luminaire height, illuminance required by all workers is achieved and the power
consumption for the light is 52 %, as indicated in Fig.4-(b).

A    B    C    D    E    F
(a) Optimization of the luminance (b) Optimization of the luminance

      and the height of luminaires

Illuminance [lx] Illuminance [lx]

◯ target Illuminance
▲ current Illuminance

A    B    C    D    E    F

Fig. 4. Target illuminance and realization illuminance of workers

When the results of Fig.3-(a) and (b) are compared, it is found that illu-
minance required by workers can be achieved at high accuracy by optimizing
the luminaire height. In this way, the target illuminance for all workers is also
achieved in the case that adjacent workers require significantly different levels
of illuminance, and more energy savings is achieved than in the case that the
height is not made the design variable. In accordance with the above, making the
luminaire height the design variable is effective to realize significantly different
levels of illuminance that could not have been achieved before.



362 M. Akita et al.

4 Conclusion

In this study, a method is proposed to realize the required illuminance by op-
timizing not only the luminous intensity but also the height by using height-
adjustable luminaires, in the case that distribution of desirable illuminance levels
cannot be physically achieved, including the case that adjacent workers require
significantly different levels of illuminance from each other. It is found that this
method has the effect to increase the maximum illuminance which could not have
been achieved before, as well as the effect to satisfy different levels of illuminance
which could also not have been achieved before.
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Abstract. This article deals with how metaknowledge can improve rule-

based system and presents a new Reflexive System Inference Engine

(RSIE) which enables not only the activation of rules, but also metarules,

making it belong to systems managing metaknowledge. The experimen-

tation section shows a rule-based system named IDRES with a structure

which has been modified to use metaknowledge.

Keywords: Inference Engine, Reflexive Systems, Metaknowledge.

1 Introduction

The domain of metaknowledge was conceived in the 1970s and 80s [1] at the same
time as the emergence of rule-based systems. A metaknowledge can be defined
as being knowledge about knowledge. Different classes of metaknowledge were
established by Jacques Pitrat [2]: metaknowledge for acquiring, for explaining,
for using or for stocking knowledge.

There is no specific architecture (or programming language) for handling
metaknowledge. However, rule-based systems have the advantage of enabling
the building of different levels of knowledge [3] and the developer can focus on
the transcription of methods in the form of rules without being concerned about
their triggering.

It is in this context that the idea of a new inference engine, called RSIE [4]
(Reflexive System Inference Engine) appeared. This idea had already been intro-
duced in a theoretical way by Clancey [5] or Torsun [6] who had developed a logic
allowing the programming of a “meta” level by using a language such as PRO-
LOG. The development of a tool allowing the manipulation of metaknowledge
[7][8] would facilitate the implementation of AI systems.

RSIE allows thus the developer to build systems based on rules and meta-
rules (a meta-rule is executed in the same way as a rule). Contrary to most
systems which use meta-rules [9], [2] in a static way, the triggering of meta-rules
can dynamically modify the structure of the rules during the session. Reflective
systems can also be made by RSIE.

In the following section, the structure of RSIE is presented. Then, the article
deals with the domain of application: CASSICE and more particularly IDRES.
Part five presents the structure of the facts and the rules used in RSIE. Fi-
nally, the last part shows the results we obtained with and without the use of
metaknowledge.
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2 The Inference Engine

Two types of inference engines are known: those based on a filter algorithm and
those using an RETE network [10]. In order to benefit from the advantages of
theses two methods, we use a hybrid method. A new kind of network will be
created for each rule from the rule base. The idea is to preserve the powerful
aspect of RETE architecture while preventing that a meta-action entails a total
rebuilding of the rule base but affects only concerned rules.

This new kind of network, called RSIE-network, allows not only the filtering
of facts (for example: X < 10) but also parts of rules (for example: attribute
of condition 1 in rule 2 = X). Thanks to theses networks it is possible to put a
part of a rule as a condition to another one. The advantage is that the system
has information about its own knowledge and can consequently adapt the rules
which are tested to the current evolution of a problem.

In order to enable this, two bases of rules are necessary. The “active base”
contains the rules which have an associated RSIE-network and could be matched.
It represents the part of the global knowledge that is used to solve a given
problem. The “passive base” contains the others rules. Rules can be moved from
one base to the other during the resolution of a problem according to their
relevance.

As an example, the Management metarule uses information on the recognition
rules in order to manage them in the most effective way during the recognition
of the manoeuvre.

Metarule Management
If Rule1 belongs to the overtaking sequence

Rule1 has number n1 in this sequence
Rule1 has been matched

Then Move to the active base the rule with the number n1+1 in the sequence
Move to the waiting base the rule with the number n1-1 in the sequence

This metarule uses meta-conditions and meta-actions.
A meta-condition is a condition on a rule contrary to a simple condition that

relates to facts. It may include a rule in its entirety or so on parts of it.
While a normal action acts on the fact base, a meta-action can add, edit or

remove rules from a rule base.
This feature can be very useful because it allows to adapt the knowledge used

in the problem to solve. Indeed, in a classical system all the knowledge needed
to solve the problem are given from the outset and are tested until the end.

Meta-actions can adjust this knowledge according to the status of the problem.
For example, by removing from the rule base knowledge that has surely no longer
be useful reduces the conflict set which enables the system to be more efficient.
Similarly, the rule known in advance that it will be triggered at the end is not
necessary in early resolution and may be added in due course.
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The possibility of changing rules allow for it to change the rule base. Indeed,
if a rule is never triggered because too restrictive, it may be wise to relax the
constraints and RSIE can do it while running.

Thus, as would a student who realizes that his reasoning does not lead to the
solution and decides to change a system with meta-rules type RSIE may change
its approach if the results are not consistent with expectations.

RSIE is written in Java with the IDE NetBeans6 because this language has
some reflexive aspects that we make use of.

3 Domain of Application

The aim of the CASSICE [11] project is the realization of a computerized system
capable of listing situations of real driving. This project is based on collaboration
with many French research laboratories. It uses an Experimental Vehicle (EV)
equipped with a camera and a set of proprioceptive sensors (rev-counter, speed,
speed of wheels rotation, lighting and road marking, sensor of wheel angle, ac-
celerometer) supplying different values quoted in table 1. Each lines of the table
1 will be called “data lines” in the article. The meaning of each data is presented
in the table 2.

Table 1. Acquired data with EV

Time X Y V Θ Acc Φ Rg Rd

0.01 32.0 0.0 15 0.00 0 0.00 -3.50 1.50

0.02 31.8 0.0 15 0.00 0 0.00 -3.50 1.50

. . . . . . . . . . . . . . . . . . . . . . . . . . .

1.14 15.2 2.1 15 -9.46 0 3.00 -1.41 3.59

Table 2. Meaning of data

Time Clock (s)

Acc EV’s relative acceleration with regard to TV (m/s2)

Φ Angle of EV’s front wheels (degree)

Rd EV’s position with regard to right side of the road (m)

Rg EV’s position with regard to left side of the road (m)

Θ Angle of the TV (degree)

V EV’s relative speed with regard to TV (m/s)

X Relative axial position of TV in reference to EV (m)

Y Relative lateral position in reference to EV (m)

4 IDRES System

IDRES system participates at the CASSICE project to recognize manoeuvres
made by the vehicle from a sequence of known data (cf. Table 1). In this article,
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only the recognition of the overtaking manoeuvre is dealt with. The following
principle is adopted:

A manoeuvre is decomposed in a sequence of situations. It is important to
respect the order of realization of these situations. So, the overtaking manoeuvre
was decomposed into ten states: Waiting for overtaking, Overtaking intent, Be-
ginning left lane change, Crossing left discontinuous line, End left lane change,
Passing, End of passing, Beginning right lane change, crossing right discontinu-
ous line, End right lane change.

IDRES is operational and gives good results (cf. Fig. 1). Nevertheless, its
execution presents some difficulties: the simultaneous treatment of more than 40
lines of acquisitions takes a very long time for giving the results. The system must
cut the sequence in intervals of 30 lines of acquisitions and make the recognition
of the manoeuvre on every interval.

Fig. 1. Overtaking manoeuvre recognition

By looking at the release of IDRES rules, we notice that most of them are
useful only during a relatively short lap of time. In addition, they require many
resources (memory and time) during the running of inferences engine. To solve
this problem, a solution would be to remove these rules when they cannot be
executed any more (cf. Fig. 2). The use of RSIE allows the creation of meta-
actions which remove some rules when convenient.

The use of these meta-actions in each rule makes the system more effective.
The difference between the gray zones of figures 1 and 2 shows a benefit of more
than 55% in term of occupation of the resources used for the rules matching.

However, IDRES can still be improved. Indeed, one can see on figure 2 that
rules which will only be matched at the end are tested at the beginning of the
recognition. To avoid that, it is necessary to give only some initial rules to the
system and to create or rather to include in the network progressively relevant
rules.
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Fig. 2. Validity of rules by the use of meta-actions to delete rules

Fig. 3. Validity of rules by the use of meta-actions to add and remove rules

The use of this second kind of meta-action in addition to the first one in each
rule makes the system more effective. The differences between the gray zones of
figures 1 and 3 increase the benefit in term of occupation of the resources used
for the rules matching to more than 80%.

It is also possible to use only one metarule containing meta-actions and meta-
conditions. In fact, we can obtain the same results as seen in figure 3 by using
“simple rules” in combination with the Metarule Management.

This implies that the system is able to access knowledge that composes a
manoeuvre to recognize which rule it is judicious to use at every t moment. This
is to allow the design of such systems that RSIE was created.

5 Data Representation

In this section we will present the structure of the facts and the rules which are
handled by RSIE.
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Structure of a fact:
[Object] [Attribute] [Value]

Structure of a condition:
[Object] [Attribute] [Operator] [Value]

Here [Object] correspond to a time
[Attribute] = X means that we look the car position in X
[Operator] can be=, >,<,>=, <=
[Value] of a fact is compared with the [Value] in a condition

IDRES Rules:

Rule Waiting for overtaking Number = 1 Group = Overtaking
If !time X < 0

!time Y > −0.9
Then CreateFact !time State = Waiting for overtaking

In the first line, “Waiting for overtaking” is the name of the rule. The other
piece of information is that this rule belongs to the “Overtaking” group and
that it is the first one in this group.

“!time X < 0” searches in the fact base if, at a t moment, the value of the
attribute X is lower than 0. In fact, it is when the experimental vehicle is behind
the target vehicle.

“!time Y > −0.9” searches the facts where the Y value is higher than -0.9. In
this case, it means that the two vehicles are on the same lane.

When the system finds two facts with the same [Object] which verify the con-
ditions, it creates a new fact “!time State = Waiting for overtaking”. It means
that a state of the car has been recognized.

Metarule Management Number = 1 Group = Meta
If #Rule GROUP = Overtaking

#Rule RULENUMBER = !n1
#Rule MATCHED = TRUE

Then AddActive !n1+1 Overtaking
AddWaiting !n1-1 Overtaking

This rule is the same as the one we described at the end of the second sec-
tion. The difference is that here it is described in RSIE formalism. Its name is
“Management” and it is the first one of the group “Meta”.

First of all, it searches for all the rules which belong to the overtaking group
in the “active” base of rules. Then, it takes the number of these rules. Finally,
it looks if these same rules have been matched.

If a rule verifies all these conditions, the Metarule Management is matched
and the action part is executed. It adds to the active base the next rule of the
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sequence of recognition and moves the rule before from the active base to the
waiting one. It activates the “!n1+1” rule and deactivates the “!n1-1”.

6 Experiments

RSIE was tested with a 3.00 GHz Pentium by executing the first IDRES’ level.
It includes 10 rules and every 10 ms eight facts are generated from the data of
eight sensors. The data were treated line by line. The table above describes the
results we obtain for three executions of IDRES with rules that recognize each
state of the manoeuvre and with or without the management metarule.

First Second Third
execution execution execution

Without metarule 1.078 s 1.016 s 1.129 s
With metarule 0.632 s 0.651 s 0.640 s
management

These results show that the use of metaknowledge allows IDRES to match
fewer rules. It therefore does fewer tests and manages fewer facts, using therefore
less memory space. Indeed, the system creates 821 facts without the meta-level
and only 405 with this level.

The use of metarules makes it possible to give only a limited number of initial
rules to the system and thus optimizes the speed of execution and the memory
capacity.

We can see that the cost of treatment of the metarules remains lower than
the benefit generated by their use.

Moreover, if the user of the system wants to recognize another manoeuvre,
he just has to change one value in the management metarule. Indeed, if the
needed rules are in the waiting rule base and the sequence of the manoeuvre is
defined, by changing “overtaking” by “line changing” the system will adapt the
knowledge for the new manoeuvre.

7 Conclusion

The structure used to develop and to use RSIE allows the conception of meta-
rules, meta-conditions or meta-actions as easily as one rule. It also permits the
creation of reflexive meta-rules (which apply to themselves) without having to
duplicate knowledge [12]. Another advantage is that the reflexive system in-
ference engine is able to execute these meta-rules during the execution, thus
allowing the development of learning techniques in real time or in very dynamic
domains (like assistance in driving cars).

RSIE is operational and its main advantage of is its capacity to design sys-
tems that make choice based not only on the environment but also on its own
knowledge. Such systems know which knowledge is being used and which other
can be available and adapted to solve a given problem.
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The aim of RSIE’s next version is to add learning techniques based on moni-
toring. In fact, the monitoring is particularly useful to judiciously pick the initial
tests, avoid delay in exploring a way that seemed promising and proved disap-
pointing, correct directions initially taken, find any errors, gain expertise: the
analysis of fruitful and fruitless trials leads to an apprenticeship, and finally to
be autonomous.

A new user interface is also envisaged to make the program more ergonomic.
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Abstract. A constant aspiration to optimize electric arc steelmaking process
causes an increase of the use of advanced analytical methods for the process
support. The goal of the paper is to present the way to predict temperature of
melted steel in the electric arc furnace and consequently, to reduce the number of
temperature measurements during the process. Reducing the number of tempera-
ture measurements shortens the time of the whole process and allows increasing
production.

1 Introduction and Problem Statement

The electric arc steelmaking process usually consists of three main steps: melting steel
scraps in electric arc furnace (EAF), refining the steel in the ladle heating furnace (LHF)
and the continuous casting process (CCS) (fig.1). During the EAF phase, the main aim
is to melt down metal scrap in the shortest time possible. During the LHF stage, furnace
additives are injected to the liquid steel to obtain proper chemical constitution of steel.
Continuous casting of steel ends the whole process. In this paper, the authors will con-
sider the possible improvements of the first stage of the process - EAF. Steel production

Fig. 1. Diagram of typical electric arc steelmaking process
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by the use of EAF bases only on metal scrap. That is why, EAF has become one of
the world’s main steel production method. The natural reserves of metal ore are still
decreasing and becoming more expensive. Another advantage is the fact that the time
of the EAF process is shorter than the time of any other steel production method. (e.g.
than blast furnaces). The EAFs capacity and power level have steadily expanded during
the last decades. Due to the fact that the main goal of the EAF stage is to melt down
metal scrap in the shortest time possible, an oportunity to reduce even one minute of
this process is very important.

It has been already mentioned that the metal scrap is the only charge in the EAF
process which should be melted in the shortest time possible. Reducing even one minute
of this period of time may be very important and may allow saving money. There are
several ways to achieve the goal [10,11]: by appropriate management of the process
(e.g. impedance matching of the current track and the feedstock of the furnace, chemical
composition, etc.) or by reducing the time and the number of periods when the electric
arc is switched off (what is not a trivial problem) [12]. The last approach is considered
in this paper.

The type of scrap most frequently used is, so-called, merchant scrap, which consists
of a variety of elements [4]. The industrial practice and market situation shows that
there is still uncertainty about determining the melting process parameters (e.g. steel
temperature). The most obvious method to identify steel temperature in the furnace is
observation of the EAF process. However, because of high temperature, high dust den-
sity, flames (which are composed of a variety of combustion gases, where each of them
absorbs light to varying degrees and different wavelengths) and other circumstances in
the EAF, a reliable observation of the process is almost impossible. Recently, papers
referring to the first tests of direct observations of the melting process in an EAF have
appeared [5]. For this purpose, camera-based technology for monitoring the scrap melt-
ing process in the EAF has been developed. However, this method presently has not
got any practical applications. Another way of experimental identification of the tem-
perature in the EAF is a continuous temperature measuring. Results of the first tests
appeared in the paper [6] and presented a development of temperature measuring sys-
tem, which showed that there is a possibility to accurately measure temperature of steel
in the furnace for the whole furnace cycle.

Currently, the temperature is measured a few times during overheating period with
the use of the thermocouple. The furnace operator turns off the electric arc and manually
places the disposable thermocouple in the liquid steel. This process of measurement
takes at least two minutes so reducing the number of temperature measurements may
reduce the time of the whole process.

Another way to identifiy temperature in the EAF, is the intelligent modeling [1,2],
which is the main aim of this paper. The authors present a research concerning build-
ing the temperature prediction model. The method is based on the fact that in the last
phase of the EAF process, during the overheating period, two or even three temperature
samples are taken. Until this moment, there is no information about liquid steel tem-
perature. By proper prediction of temperature of liquid steel, one can reduce the energy
comsumption during the EAF process.
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It is important to remember that every temperature measurement takes about two or
three minutes, but in the context of a sixty minute process it is a long time and the posi-
bility of reducing even one temperature measurement is very important. Reducing only
one temperature measurement in each melting process could increase steel production
nearly thousands of tones per year [8,9].

In the paper, the authors will consider aspects of data acquisition and also data prepa-
ration, which are very important factors for proper model learning.

2 Dataset

The first and one of the most important steps of building the model is data acquisition,
which will be used to train the model. Accuracy of the model strongly depends on the
quality of the dataset delivered to data mining tools. Appropriate data preprocessing is
crucial to build a model that will have a small error rate. Understanding of real process,
which is described by the data is a very important aspect during building the dataset.
It allows rejecting data that is inappropriate from the technological point of view and
which could be wrongly registered. By knowing technical details of data collection
procedures many pieces of information can be obtained, such as possible redundancy,
oversampling (which appeared in our calculations), etc. Such knowledge can be also
used to preselect decision model or narrow down a problem of model selection.

In this section, the authors describe the process of gathering and preparing data for
calculations and also describe the whole research environment.

2.1 Data Source

Data used for training the model came from the real metallurgical process. The data de-
scribes scrap melting process in the electric arc furnace (EAF). The data was collected
in one of Polish steelworks by the use of Simatic-5 and Simatic-7 programmable logic
controllers (PLC) which factory uses for process control and for recording process pa-
rameters. Over 200 variables incoming from controlers every second are recorded by
Data acquisition server (fig.2) which communicates with all PLC’s and saves values of
variables into the Industrial SQL Server (InSQL).

Dataset was collected in two different periods. The first dataset was gathered after
six months’ work of InSQL server. That dataset was used as training set for building the
temperature prediction model. That training set consists of 2127 samples. Then, the sec-
ond dataset was collected for model validation (validation set). It includes description
of over 1200 EAF melting processes of the last 8 months and over 3500 temperatures
measurements taken during those melting processes. The collected dataset describes
processes of a production of over 40 different grades of steel.

For these calculations, the most important variables were those describing weight
of the first, the second and the third scrap charging basket; electric energy used for
melting each basket; electric energy used during the overheating period; amount of
blowed oxygen and solid carburizing and temperatures of thermocouples located in
furnace bottom. The last, the 17th variable, was temperature of melted steel, whose
prediction was our aim.



374 M. Blachnik, K. Mączka, and T. Wieczorek

Fig. 2. Diagram of real environment data flow

Many variables not used directly in calculations were also extremely important for
the process analysis, identification of particular steps of the process and for proper
data acquisition. There were, amongst other things: primary and secondary voltage,
primary and secondary current, transformer tap position, power coefficient, positions of
electrodes etc.

2.2 Data Preparation

From data collected in the database we have selected following attributes:

– Time - exact data and time of the measurement
– MeltNumber - ID number of a melt
– Mass1, Mass2, Mass3 - Mass of each steel scrap basket
– Energy1 ... Energy3 - Electric energy consumed during melting of each backet
– CurrentEnergy - Electric energy consumed during overheating period (from the end

of melting the third basket until now)
– TemperatureSensor1 ... TemperatureSensor6 - Values of temperature measured by

sensors placed inside the bottom of the furnace
– Temperature - manually measured temperature by the furnace staff

Basing on these attributes, after outlier elimination by the use of interquartile range,
two different datasets were built. The first one (dataset A ) was created for direct tem-
perature prediction. In this dataset,the variables that are described above were taken to
analysis and temperature was marked as the output variable. All input variables were
normalized to keep its values in the range [0, 1]. The second dataset (dataset B ) was de-
fined as a difference between the current and the previous measurement of the following
attributes:

– dT ime = T imei+1 − T imei - time passed between measurements
– dCurrentEnergy = CurrentEnergyi+1 − CurrentEnergyi - Electric energy

consumed during dT ime period
– dTemperatureSensor1=TemperatureSensor1,i+1−TemperatureSensor1,i

... dTemperatureSensor6=TemperatureSensor6,i+1−TemperatureSensor6,i

- A change of temperature values measured by sensors during dT ime period



A Model for Temperature Prediction of Melted Steel in the EAF 375

– dTemperature=Temperaturei+1 − Temperaturei - Changes in the tempera-
ture of the steel bath during the dT ime period

The final dataset was extended by the mass attribute.
Both datasets have its advantages and disadvantages. dataset A was very simple to

implement in real environment however, it was sensitive to external parameters and to
the behaviour of the whole process of steel scrap melting. We believe that this dataset
might not be accurate enough to fulfill the desired requirements because melting pro-
cess is very unstable by nature and external, unpredictable behaviour, caused by other
stages of steel production (e.g. the breaks in CCS stage force breaks in EAF) might
appear. In contrast to dataset A , dataset B wouldn’t be useful until the first temperature
is measured. In other words, it requires at least one single temperature measurement
because the prediction model was able to predict only a change of the temperature, so
the final temperature was calculated as the sum of the last measured temperature and
the temperature change.

temp = templast + Δtemp (1)

where:

– temp - predicted temperature
– templast - last measured temperature
– Δtemp - predicted temperature change

We believe that this dataset is more stable (less sensitive to unpredictability of the pro-
cess) and leads to better results because most of the attributes were calculated as the
differences of their values.

3 Building the Model

The goal of the prediction model is to achieve the best possible accuracy [3], what
in our case leads to the smallest temperature prediction error, measured by the use of
mean square error (MSE). To find the best possible regression model, various algorithms
were evaluated on the datasets described in the previous section. In our calculations, we
considered following regression algorithms:

– simple linear regression (LR)
– SVM for regression with ε-insensitive cost function and linear (SVRL) and Gaus-

sian kernel (SVRG)
– kNN regression algorithm

Both SVM algorithm and kNN require the tuning of parameters. All the parameters
were selected by 10-fold cross validation test and by the use of the most common greed-
search strategy. For kNN, k-value was considered as k = [1 . . . 10] while SVM required
searching in quadratic for linear kernel and cubic space for Gausian kernel [7]. For
SVM, the following values were tested: softness parameter C = 2[−3−11,3,5,7], cost
function parameter ε = [15, 10, 7, 5, 3, 1, 0.1, 0.01] and for Gaussian kernel γ = [0.5,
0.7, 1, 1.3, 1.5].
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Table 1. Comparison of the MSE error rate of LR, kNN, SVRL and SVRG models

dataset A dataset B
Model MSE ME MSE ME
LR 1092.97 ± 37.96 762.10 ± 48.04 31.77 ± 2.05 25.97 ± 2.32
kNN 32.14 ± 3.48 23.97 ± 1.76 19.51 ± 1.37 15.29 ± 1.13
SVRL 29.69 ± 2.28 21.65 ± 1.13 18.13 ± 1.72 14.02 ± 1.48
SVRG 40.39 ± 4.68 28.93 ± 1.71 18.06 ± 1.43 14.06 ± 1.3

The obtained results for the best set of parameters are reported in the table (1).
The analysis of results presented in the table (1) proved our assumptions related

to both datasets. System requirements indicated that only results obtained for dataset
B were acceptable while the results obtained for dataset A were charged with too large
error, not acceptable in real environment. Moreover, the value of the temperature is nec-
essary only during overheating period to determine the proper moment for the begining
of casting.

Surprisingly, linear regression in comparison with SVRL obtained much worse re-
sults, though, both models were linear. It is worth a mention that there is a small dif-
ference in accuracy between the linear and non-linear (Gaussian kernel based) SVM
model. According to this fact, SVRL was implemented in the production system.

4 Validation in Real Environment

The best predicting model was used in the real environment. For this purpose, proper
implementation for Data preparation and analysis server (DPAS) was prepared (fig.2).
This server was running Microsoft SQL Server, where proper server jobs were respon-
sible for: transmition of suitable data from Data acquisition server; identification of
the particular steps of the process; collecting and preparing data for calculation model;
recording answers of predicting model and sending temperature prediction to the fur-
nace operator.

Operator, during the last step of the process (during overheating), was supported by
model prediction and could make a decision whether to take or not to take another tem-
perature measurement. Each real measurement was recorded by DPAS in its database
and that allowed for the comparison of the results.

In the figure 3, the obtained prediction error is presented. A large majority of predic-
tion values were in the error range from -20 to +20 ◦C. However, there were over 67
cases from 3500 predictions compared with real measurements, where error was greater
than 50 Celsius degrees.

Table 2. Statistics of obtain error values

Maximum Minimum Mean Standart deviation
Temperature error value ◦C 154∗ 1.1 4.4 21

∗The maximum error occurred one time among 3500 predictions and proba-
bly was caused by wrong measurement.
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The maximim, minimum, mean and standard deviation of the occurred error (in ◦C)
is presented in the table 2.

5 Conclusions and Further Research

Prediction of the liquid steel temperature during the EAF process is a very important
task. The value of steel temperature determines the proper moment for the begining of
casting. The results obtained in our experiments proved that it is possible to achieve
much better accuracy of prediction by adequate dataset preparation. The results ob-
tained with dataset A have an error rate by one-third higher from those obtained with
dataset B . We believe that the reason is that dataset B was built basing on the differ-
ences of values of variables, which allows reducing significantly the impact of unstable
behaviour of the initial melting phases. The best of all evaluated models was SVM
model that allowed obtaining temperature error accuracy, which was 18 Celsius de-
grees. In our experiments both SVM models (SVRL and SVRG) got similar accuracy.
However, the SVRG gave slightly better results with smaller value of variance. How-
ever, in real environment the linear model (SVRL) was implemented because it was
much simpler and faster than the nonlinear one.

After eight months of using that model, we were able to compare the obtained results
with values of real temperature measurements. The provided results proved a very good
quality of our model. Several outliers appeared (fig.3), however they could be caused
by inconsistence of the validation set or by the wrong real measurement. Taking con-
sideration of the obtained results and the results presented in the table (2), we came to

Fig. 3. Histogram of prediction error
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the conclusion that mean error of our model does not equal zero. We believe that this
fact is related to the concept shift, caused by the changes in the production procedures
that appeared during the last eight months.

We believe that this model can be further improved. There are several ways to achieve
this goal. Firstly, we did not take into consideration energy delivered to the furnace by
the flames of the burners and the gases. Taking energy into account, may significantly
improve accuracy of the model. We also plan to extend the dataset by even more vari-
ables and we plan to apply feature selection methods to determine automatically the
most important variables. The last concept is to improve the data preprocessing instead
of calculating the difference between the following samples and map them to another,
more sophisticated space.
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Abstract. In this paper, parallel simulated annealing with genetic en-

hancement algorithm (HSG) is presented and applied to permutation

flow shop scheduling problem which has been proven to be NP-complete

in the strong sense. The metaheuristics is based on a clustering algorithm

for simulated annealing but introduces a new mechanism for dynamic SA

parameters adjustment based on genetic algorithms. The proposed paral-

lel algorithm is based on the master-slave model with cooperation. Fuzzy

arithmetic on fuzzy numbers is used to determine the minimum comple-

tion times Cmax. Finally, the computation results and discussion of the

algorithms performance are presented.

1 Introduction

Practical machine scheduling problems are numerous and varied. They arise
in diverse areas such as flexible manufacturing systems, production planning,
communication, computer design, etc. A scheduling problem is to find sequences
of jobs on given machines with the objective of minimizing some function. In a
simpler version of the problem, flow shop scheduling, all jobs pass through all
machines in the some order. In this paper, we deal with another special version
of the problem called a permutation flow shop (PFS) scheduling problem where
each machine processes the jobs in the same order. The PFS problem belongs
to the NP-hard class problems, however a solution of such a problem is usually
made using heuristic approach that converges to a locally optimal solution.

In recent studies, scheduling problems were fuzzificated by using the concept
of fuzzy due date and processing times. In paper Dumitru and Luban [3] inves-
tigate the application of fuzzy sets on the problem of the production scheduling.
Tsujimura et al. [12] present the branch and bound algorithm for the three ma-
chine flow shop problem when job processing times are described by triangular
fuzzy numbers. Especially fuzzy logic application on the scheduling problems
(by using fuzzy processing times) is presented in papers: Ishibuschi and Murata
[6], Izzettin and Serpil [5] and Peng and Liu [9].
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In this study, flow shop scheduling problem of the typical situation of the
flexible production systems which occupy a very important place in recent pro-
duction systems are taken into consideration with fuzzy processing time.

2 Flow Shop Scheduling

The permutation flow shop problem can be formulated as follows. Each of n jobs
from the set J = {1, 2, . . . , n} has to be processed on m machines 1, 2, . . . ,m
in that order. Job j ∈ J , consists of a sequence of m operations; operation
Ojk corresponds to the job j processing on machine k during an uninterrupted
processing time pjk. Assumptions:

(a) for each job only one operation can be processed on a machine,
(b) each machine can process only one job at a time,
(c) the processing order is the same on each machine
(d) all jobs are available for machine processing simultaneously at time zero.

We want to find a schedule such that the processing order is the same on each
machine and the maximum completion time is minimal.

The flow shop problem is NP-complete and thus it is usually solved by ap-
proximation or heuristic methods. The use of simulated annealing is presented,
e.g., in Osman and Potts [8], Bożejko and Wodecki [1] (parallel algorithm), tabu
search in Nowicki and Smutnicki[7], Grabowski and Wodecki [4], and genetic
algorithm in Reeves [11].

Each schedule of jobs can be represented by the permutation π = (π(1), π(2),
. . . , π(n)) on the set J . Let Π denote the set of all such permutations. We wish
to find such permutation π∗ ∈ Π , that

Cmax(π∗) = minπ∈Π Cmax(π),
where Cmax(π) is the time required to complete all jobs on the machines.

3 Flow Shop Scheduling with Fuzzy Processing Times

Let us suppose that processing times of the jobs on machines are not determin-
istic but they are given by fuzzy numbers.

In this paper the fuzzy processing times pi,j (i = 1, 2, . . . ,m, j = 1, 2, . . . , n)
are represented by a triangular membership function μ (i.e. 3-tuple p̃i,j = (pmin

i,j ,

pmed
i,j , pmax

i,j ) (i = 1, 2, . . . ,m, j = 1, 2, . . . , n) with the following properties:

i) (pmin
i,j ≤ pmed

i,j ≤ pmax
i,j ),

ii) μ(a) = 0 for a ≤ pmin
i,j or a ≥ pmax

i,j ,
iii) μ(pmed

i,j ) = 1,
iv) μ is increasing on [pmin

i,j , pmed
i,j ] and decreasing on [pmed

i,j , pmax
i,j ].

The addition of fuzzy numbers ã = (a1, a2, a3) and b̃ = (b1, b2, b3), can be
derived from the extension principle and it is as follows (see [2])

ã + b̃ = (a1 + b1, a2 + b2, a3 + b3).
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Similarly

max{ã, b̃} = (max{a1, b1},max{a2, b2},max{a3, b3}).

If the time of the job execution π(i) (π ∈ Π) on the machines j is determined
by a fuzzy number

p̃π(i),j = (pmin
π(i),j , pmed

π(i),j, pmax
π(i),j),

then its finishing time is a fuzzy number in the form of:
C̃π(i),j =

(
Cmin

π(i),j , C
med
π(i),j , C

max
π(i),j

)
, where Cmin

π(i),j , Cmed
π(i),j and Cmax

π(i),j

can be determined from the following recurrent formulas:

Cδ
π(i),j = max{Cδ

π(i−1),j , Cδ
π(i),j−1}+ pδ

π(i),j , δ ∈ {min,med,max},

with the initial conditions

Cδ
π(0),j = 0 j = 1, 2, ... ,m, Cδ

π(i),0 = 0 i = 1, 2, ... , n, δ ∈ {min,med,max}

The time of all jobs execution (in the π sequence) is also a fuzzy number

C̃max(π) = (Cmin
π(n),m, Cmed

π(n),m, Cmax
π(n),m).

The ranking function defined as follows is to compare fuzzy cost function values:

*(C̃max(π)) =
1
4

(
Cmin

π(n),m + Cmed
π(n),m + Cmed

π(n),m + Cmax
π(n),m

)
(1)

The permutation flow shop scheduling problem with fuzzy processing times
(FPFS) consists in determining a permutation π∗ ∈ Π such that

*(C̃max(π)) = min{*(C̃max(β)) : β ∈ Π},

which fulfills constrains (a)–(d).

4 Parallel Hybrid Algorithm

In this section simulated annealing (SA) with the genetic enhancement algorithm
(HSG)is used for the permutation flow shop problem with Cmax. The classic SA
algorithm and all modifications leading to HSG are described below. We shall
present methods of algorithms parallelization as well as its modifications for the
flow shop problem in which execution times are fuzzy numbers.

Classic simulated annealing algorithm
In classic simulated annealing in each iteration a new solution is generated and
evaluated. If it is better than the original solution it is accepted, and if it is
worse then it is accepted with probability equals to exp(−δ/T ), where δ is the
difference between values of the original and the new solution, and T is a control
parameter corresponding to temperature in annealing process in metallurgy. The
SA algorithm general scheme is presented on the listing:
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T := start temperature current := generate initial solution
evaluate current
best:=current
repeat

count:=0
repeat

candidate:=generate candidate from current
evaluate candidate
if candidate is better than best then update best
accept candidate as current with probability

equal to min(1, exp((F(current) - F(candidate))/T)
count++

until (count == number of iterations at temperature T)
decrease temperature according to cooling scheme

until (stopping criteria)

To generate new candidate solutions both transposition and insertion moves
are applied with equal probability. In HSG basic geometric cooling scheme is
used, so the temperature decreases according to the formula Tnew = α× Told.

Clustering algorithm for simulated annealing
In their paper, Ram et al. [10] propose a parallel Clustering algorithm for simu-
lated annealing (CASA). In this algorithm master and worker nodes are distin-
guished. CASA is divided into generations in which the master node distributes
the initial solution (or solutions) along worker nodes so they can start running
simulated annealing independently. Then, each fixed number of iterations of SA,
best solutions found by worker nodes are gathered by the master node. Next the
generation starts with the best solution found so far as the initial solution. This
model of parallelism is adopted into the HSG algorithm.

Simulated annealing with genetic enhancement
As it has been mentioned before, a mechanism to dynamically adjusted SA’s
configuration during the runtime is introduced in order to reduce its influence
on performance. The SA configuration includes start temperature, minimal tem-
perature and cooling ratio. Number of SA iterations between consecutive tem-
perature reductions is computed in such a way that at the end of the generation
temperature is equal to the minimal temperature.

Algorithm description, configuration and complexity
The master node is responsible for generating initial solution. Then at beginning
of each generation, the master node broadcasts the best solution found so far
if necessary (i.e. in first generation or when new best solution was found in
a previous generation). After that, worker nodes start SA algorithm for a fixed
number of iterations and master node waits until they finish. Finally, the master
node gathers values of the best solutions found by worker nodes and selects the
best among them. If this best value is better than the best value stored by the
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master node, respective permutation is received from a worker node which had
found it, and this solution is considered as the best in the next generation. Below
listing contains pseudo-code for the the master node in the HSG algorithm.

best := generate initial solution
for i := 1 to number of generations do

broadcast best to worker nodes (if necessary)
gather values of the best solutions found by worker nodes
select best solution and receive permutation
from a worker node that found it (if necessary)
update best

end.

At each worker node a fixed number of generations is performed. Each of these
generations starts with receiving the best solution from the master node (if nec-
essary). This solution is then used as an initial solution to execute SA algorithm
for a fixed number of iterations. Each worker node starts with different SA con-
figuration (referred to as individual, in analogy to genetic algorithms) which is
generated randomly with uniform distribution from following ranges: [1, 200] for
start temperature, [0.1, 1] for minimal temperature and [0.9, 1) for cooling ratio.
After SA algorithm is finished, value of the best solution is returned to the mas-
ter node. If this value is the best among other worker nodes, and better than
the best value stored by the master node, respective permutation is sent back
to the master node.

Each individual has its TTL (time to live) with initial value which is HSG’s
parameter. If a solution returned by SA algorithm at the end of generation is not
better than initial one, TTL of respective worker’s individual is reduced by one.
Otherwise, TTL is reset to the initial value. If individual survives (i.e. its TTL
is positive), limit for minimal temperature is lifted and worker continues next
generation with a temperature, which it has finished last generation with. If TTL
of any individual reaches zero, it is replaced with a new one, generated randomly.
Listing contains pseudo-code for each worker node in the HSG algorithm and
Figure 1 presents co-operation between nodes in the HSG algorithm.

Generate inital individual (SA configuration)
for i:=1 to number of generations do

receive best solution from the master node (if necessary)
execute SA algorithm for a fixed number of iterations
send back the best value found to the master node
send back the best solution’s permutation

to the master node (if necessary)
update individual’s TTL and replace it if TTL reaches zero

end.

The HSG’s configuration includes number of worker nodes, number of genera-
tions and number of SA iterations to be performed in each generation and initial
TTL for each individual.
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Fig. 1. Co-operation between nodes in HSG algorithm

5 Hybrid Algorithm with Fuzzy Processing Times

In the Section 3 the method of cost function value calculation for the permutation
flow shop problem with fuzzy jobs execution times was described. The adequately
modified HSG algorithm (in which fuzzy jobs execution times was included) will
be represented as FzHSG.

5.1 Algorithms Stability

Let p = [pi,j ]nxm be (deterministic) jobs execution times for an instance of the
PFS problem. By D(p) we describe a set of examlpes of data generated from p by
the disturbance of jobs execution times (i.e. elements from p). The disturbance
consists in random changes of pi,j values, i = 1, 2, . . . ,m, j = 1, 2, . . . , n. This
procedure is detailed described in the Section 5.2. We use the following notion:
A - an algorithm of solving PFS problem,
p = [pi,j ]nxm - an instance of data (execution times) for the PFS problem,
πA
p - a solution determined by the algorithm A for the data p,

Cmax(πA
p ,d) - a value of the cost function for the data d and a sequence

of jobs execution (permutation) πA
p .

Let p be an instance of deterministic data and D(p) a set of disturbed data. For
an algorithm A and an instance of disturbed data d

δ(A,p,d) =
Cmax(πA

p ,d)− Cmax(πA
d ,d)

Cmax(πA
d ,d)

· 100%. (2)

This formula defines a percentage relative deviation of the cost function value
for the d if jobs are executed in the sequence πA

p and πA
d . By

Δ(A,p,D(p)) =
1

|D(p)|
∑

d∈D(p)

δ(A,p,d) (3)
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we define the stability of the best solution of an instance p determined by
an algorithm A on the set of disturbed data D(p). Permutations πA

p and πA
d are

the best solutions determined by the algorithm A for the data p and d ∈ D( p),
respectively.

Let Ω be a set of some (deterministic) data instances for the PFS problem.
The algorithm stability A on the data set Ω

S(A, Ω) =
1
|Ω|

∑
p∈Ω

Δ(A,p,D(p))). (4)

5.2 Computational Experiments

The algorithms HSG and FzHSG were coded in C++ using MPICH2 implemen-
tation of MPI standard for communication between nodes. All experiments were
ran on Cranfield Univerity’s Astral cluster, which is equipped with 856 Xeon
3 GHz processors, 2 GB memory for each, and Infiniband network. HSG and
FzHSG tested on the first 6 groups of benchmark instances (see OR Library:
http://mscmga.ms.ic.uk/info.html). The benchmark set contains 120 particu-
lary hard instances of 12 size. For each size (group, ta001-ta060) n×m: 20×5,
20×10, 20×20, 50×5, 50×10, 50×20.
Fuzzy jobs execution times generation

If pi,j (i = 1, 2, . . . ,m, j = 1, 2, . . . , n) is an instance of deterministic data
for the PFS problem, then fuzzy jobs execution times p̃i,j are represented by a
triple (pmin

i,j , pmed
i,j , pmax

i,j ), where

pmin
i,j = max{1, +pi,j − pi,j/3,}, pmed

i,j = pi,j , and pmax
i,j = +pi,j + pi,j/6,.

Disturbed data generation
For each instance of deterministic data p = {pi,j}m×n there were 100 instances

generated - elements of the set D(p). If an instance of the data d ∈ D(p)
(d = {di,j}m×n) than jobs execution times were drawn (due to the uniform
distribution) from the range [max{1, +pi,j − pi,j/3,}, +pi,j + pi,j/6,].

There were 6 000 instances generated of disturbed data in total. For the each
group of instances the values parameters (2) and (3) were calculated and they are
shown in the Table 1. Values δmin i δmax are values of the minimal and maximal
deviation defined by (2), respectively, for the group of instances, and δaprd – an
average value. The stability of both algorithm was also calculated on the set
Ω including groups of instances shown in the Table 1. For the HSG algorithm,
S(HSG, Ω) = 2.02%, and for the algorithm with fuzzy jobs execution times
FzHSG, S(FzHSG, Ω) = 2.00%. Therefore, the stability of both algorithms is
almost identical. It follows among others from this that fuzzy jobs finishing times
(after defuzzification) were insignificantly different from the times calculated for
the input deterministic times. The disturbance process of the jobs execution
times makes the times of jobs shorter or longer, but it has small influence on the
time of jobs finishing. Therefore, values of the cost function are almost identical.
The application of parallelism makes possible to execute all the calculations in
about 1 hour.
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Group
Parallel hybrid algorithm HSG Fuzzy parallel hybrid algorithm FzHSG

δmin δaprd δmax δmin δaprd δmax

20×5 0.022 1.782 5.487 0.022 1.892 5.471

20×10 0.157 2.466 6.013 0.102 2.326 5.964

20×20 0.270 2.246 5.263 0.389 2.275 5.254

50×5 0.044 1.238 4.088 0.030 1.240 4.150

50×10 0.222 2.172 4.577 0.255 2.196 5.122

50×20 0.528 2.198 4.155 0.541 2.178 4.219

6 Conclusions

We present a parallel simulated annealing algorithm with genetic enhancement
for a permutation flow shop problem with fuzzy processing times. The algorithm
introduces a dynamic parameters adjustment for simulated annealing algorithm.
The parallel algorithm stability was also defined and researched for the deter-
ministic and fuzzy jobs execution times.
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Abstract. This paper deals with tabu search with neural network in-

stead of classic tabu list applied for solving the classic job shop scheduling

problem with makespan criterion. Computational experiments are given

and compared with the results yielded by the best algorithms discussed

in the literature. These results show that the proposed algorithm solves

the job shop instances with high accuracy in a very short time. Presented

ideas can be applied for many scheduling problems.

1 Introduction

The paper deals with the job shop problem which can be briefly presented as
follows. There is a set of jobs and a set of machines. Each job consists of a
number of operations which have to be processed in a given order, each one on a
specified machine during a fixed time. The processing of an operation cannot be
interrupted. Each machine can process at most one operation at a time. We want
to find a schedule (the assignment of operations to time intervals on machines)
that minimizes the makespan.

The job shop scheduling problem, although relatively easily stated, is NP-hard
and it is considered as one of the hardest problems in the area of combinatorial
optimization. Many various methods have been proposed, ranging from simple
and fast dispatching rules to sophisticated branch-and bound and metaheuris-
tic algorithms. For the literature see Balas and Vazacopoulos [1] (guided local
search method with shifting bottleneck), Morton and Pentico [5] (heuristic local
search), Nowicki and Smutnicki [6] (tabu search with representatives and block
properties), Vaessens et al. [9] (local search methods), and their references.

In a classic tabu search method a move is chosen in each iteration of the algo-
rithm. This move is remembered on the list of the length maxt called the tabu
list and it is forbidden for maxt number of iteration. After executing maxt itera-
tions by the algorithm this move is removed from the list and it can be executed
again. One can say that this move looses its status of being forbidden ’suddenly’.
Here we present a mechanism in which a status a forbidden move is changing in
the exponential way. Such an approach was successfully applied for the quadratic
assignment problem [4] and for the flow shop scheduling problem [7].
� The work was supported by MNiSW Poland, within the grant No. N N514 232237.

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 387–394, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Problem Formulation and Preliminaries

The job shop problem can be formally defined as follows, using the notation
by Nowicki and Smutnicki [6]. There are: a set of jobs J = {1, 2, ..., n}, a set
of machines M = {1, 2, ...,m}, and a set of operations O = {1, 2, ..., o}. Set O
decomposes into subsets (chains) corresponding to the jobs. Each job j consists
of a sequence of oj operations indexed consecutively by (lj−1 + 1, ..., lj−1 + oj),
which are to be processed in order, where lj =

∑j
i=1 oi, is the total number of

operations of the first j jobs, j = 1, 2, ..., n, (l0 = 0), and o =
∑n

i=1 oi. Operation
x is to be processed on machine μx ∈M during processing time px, x ∈ O. The
set of operations O can be decomposed into subsets Mk = {x ∈ O|μx = k}, each
containing the operations to be processed on machine k, and mk = |Mk|, k ∈M .
Let permutation πk define the processing order of operations from the set Mk

on machine k, and let Πk be the set of all permutations on Mk. The processing
order of all operations on machines is determined by m-tuple π = (π1, π2, ..., πm),
where π ∈ Π1 ×Π2 × ...×Πm.

It is useful to present the job shop problem by using a graph. For the given
processing order π, we create the graph G(π) = (N,R∪E(π)) with a set of nodes
N and a set of arcs R ∪ E(π), N = O ∪ {s, c}, where s and c are two fictitious
operations representing dummy ’start’ and ’completion’ operations, respectively.
The weight of node x ∈ N is given by the processing time px, (ps = pc = 0). The
set R contains arcs connecting consecutive operations of the same job, as well as
arcs from node s to the first operation of each job and from the last operation
of each job to node c. Arcs in E(π) connect operations to be processed by the
same machine. Arcs from set R represent the processing order of operations in
jobs, whereas arcs from set E(π) represent the processing order of operations on
machines. The processing order π is feasible if and only if graph G(π) does not
contain a cycle.

Let C(x, y) and L(x, y) denote the longest (critical) path and length of this
path, respectively, from node x to y in G(π). It is well-known that makespan
Cmax(π) for π is equal to length L(s, c) of critical path C(s, c) in G(π). Now, we
can rephrase the job shop problem as that of finding a feasible processing order
π ∈ Π that minimizes Cmax(π) in the resulting graph.

We use a notation similar to the paper of Balas and Vazacopoulos [1]. For
any operation x ∈ O, we will denote by α(x) and γ(x) the job-predecessor and
job-successor (if it exists), respectively, of x, i.e. (α(x), x) and (x, γ(x)) are arcs
from R. Further, for the given processing order π, and for any operation x ∈ O,
we will denote by β(x) and δ(x) the machine-predecessor and machine-successor
(if it exists), respectively, of x, i.e. the operation that precedes x, and succeeds
x, respectively, on the machine processing operation x. In other words, (β(x), x)
and (x, δ(x)) are arcs from E(π).

Denote the critical path in G(π) by C(s, c) = (s, u1, u2, . . . , uw, c), where
ui ∈ O, 1 ≤ i ≤ w, and w is the number of nodes (except fictitious s and
c) in this path. The critical path C(s, c) depends on π, but for simplicity in
notation we will not express it explicitly. The critical path is decomposed into
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subsequences B1, B2, . . . , Br called blocks in π on C(s, c) (Grabowski et al. [3]),
where

1. Bk = (ufk
, ufk+1, ..., ulk−1, ulk), 1 ≤ fk ≤ lk ≤ w, k = 1, 2, ..., r.

2. Bk contains operations processed on the same machine,
k = 1, 2, . . . , r.

3. two consecutive blocks contain operations processed on different machines.

In other words, the block is a maximal subsequence of C(s, c) and contains
successive operations from the critical path processed consecutively on the same
machine. In the further considerations, we will be interested only in non-empty
block, i.e. such that |Bk| > 1, or alternatively fk < lk. Operations ufk

and ulk

in B
k

are called the first and last ones, respectively. The k-th block, exclusive of
the first and last operations, is called the k-th internal block.

A block has advantageous so-called elimination properties, introduced origi-
nally in the form of the following theorem (Grabowski et al. [3]).

Theorem 1. Let G(π) be an acyclic graph with blocks Bk, k = 1, 2, ..., r. If
acyclic graph G(ω) has been obtained from G(π) through the modifications of π
so that Cmax(ω) < Cmax(π), then in G(ω)

(i) at least one operation x ∈ Bk precedes job ufk
, for some k ∈ {1, 2, ..., r}, or

(ii) at least one operation x ∈ Bk succeeds job ulk , for some k ∈ {1, 2, ..., r}.

Example 1. There are three jobs, 9 operations and three machines, n = 3,
m = 2, o = 9. The job 1 consist of the sequence of three operations (1,2,3),
the job 2 consist of a sequence of three operations (4,5,6) and the job 3 consist
of a sequence of three operations (7,8,9). Operations have to be processed on
machines μ2 = μ6 = μ7 = 1, μ1 = μ5 = μ9 = 2, μ3 = μ4 = μ8 = 3. A
feasible processing order is π = (π1, π2, π3), where π1 = (7, 2, 6), π2 = (1, 5, 9)
and π3 = (4, 8, 3). The graph G(π) is shown in the Figure 2 and the Gantt chart
– in the Figure 1.

7 62

1 5 9

4 8 3

machine 1

machine 2

machine 3

time

0 1 2 3 4 5 6 7 8

Fig. 1. The Gantt chart for the Example 1
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Fig. 2. The graph G(π) for the Example 1

3 Tabu Search Method

The tabu search method was proposed by Glover [2]. Generally, it consists of
improving the starting solution’s value π∗. An algorithm generates the neigh-
borhood of the current solution and seeks the solution which has the minimal
value of Cmax(β), β ∈ N (π∗). This solution β is the starting solution in the next
iteration of the algorithm. Such a procedure allows the possibility of increas-
ing the current solution’s value (when a new starting solution is sought), but
it increases the chance of finding the global minimum. To prevent generating
of recently considered solutions (making cycles), those solutions are recorded
on a list of prohibited solutions, the so-called tabu list T (short-term memory).
A standard tabu search algorithm can be written as follows.

Algorithm 1. Standard tabu search algorithm
Let π ∈ Π be an initial solution;

π∗ – the best known solution; π∗ ← π – starting solution;
Step 1. Generate the neighborhood N (π) of the current solution π.

Exclude from N (π) elements from the T list except β ∈ N (π) such that
Cmax(β) < Cmax(π∗);

Step 2. Find the solution δ ∈ N (π) such, that
Cmax(δ) = min(Cmax(β), β ∈ N (π));

Step 3. if Cmax(δ) < Cmax(π∗) then
π∗ ← δ;

Include δ in the list T ; π ← δ;
Step 4. if (Stop condition is true) then Stop; else go to Step 1;

Let Bk (k = 1, 2, . . . ,m) be the k-th block in a solution π, Bf
k and Bl

k the
subblocks. For job j ∈ Bf

k by Nf
k (j) let us denote a set of solutions created by

moving job j to the beginning of block Bk (before the first job in block π(fk)).
Analogously, for job j ∈ Bf

k by N l
k(j) let us denote a set of solutions created
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by moving job j to the end of block Bk (after the last job in block π(lk)). The
neighborhood of the solution π: N (π) =

⋃
j∈Bk

(Nf
k (j)∪N l

k(j)).

Additionally, there is a backtracking mechanism applied in the algorithm
(long-term memory). A certain number of good solutions are recorded on back-
tracking list. Good solution – this means that the relative difference between
this solution β and the best known (current) solution π∗is small or negative –
less then ε parameter (Cmax(β)−Cmax(π∗)

Cmax(π∗) < ε). If there is no improvement of the
best solution’s objective function value after some number of iterations, the al-
gorithm jumps to the latest solution obtained from the backtracking list (so the
current solution π is overwritten by the solution from the list). The current tabu
list is also overwritten – the algorithm receives the tabu list connected with the
backtracked solution from the backtracking list.

4 Tabu Search Mechanism with Neural Network
Application

In the considered tabu search algorithm each move is represented by its neuron.
For the neighborhood considered in [6] a network of neurons formed of o − 1
neurons. Let i-th neuron represents a move consisting in swap of two adjacent
elements on the positions i and i+1 in a solution π. In a proposed neural network
architecture a history of each neuron is stored as its internal state (tabu effect).
If in an iteration neuron is activated, then the value 1 is fixed on its output and
values 0 are fixed on the outputs of other neurons. The neuron activated in an
iteration must not be activated once again for the next s iterations. Each neuron
is defined by the following equations:

ηi(t+1) = αΔi(t), Δi(t) =
Cmax(π(t)

υ )− C∗
max

C∗
max

, γi(t+1) =
s−1∑
d=0

kdxi(t−d), (1)

where xi(t) is an output of the neuron i in the iteration t. Symbol Cmax(π(t)
υ )

means the value of the goal function for the permutation obtained after executing
a move υ in the iteration t, i.e. π(t). Symbol Δi(t) means a normalized, current
value of the goal function, and C∗

max is the value of the best solution found so
far. Parameters α i k are scale factors. A symbol ηi(t + 1) (gain effect) defines
quality of a move υ. A variable γi(t + 1) (tabu effect) stores a history of the
neuron i for the last s iterations. Neuron is activated if it has a low value of the
tabu effect and it gives a better reduction of the Cmax. More detailed a neuron
i is activated if it has the lowest {ηi(t + 1) + γi(t + 1)} value of all the neurons.

If 0 < k < 1 i s = t then the formula of γi from the equation (1) takes the
form of:

γi(t + 1) = kγi(t) + xi(t), (2)

where γi(0) = 0 and xi(0) = 0 for each i. From the equation (2) it follows, that
the value of γi(t) of each neuron decreases exponentially (see Figure 3).
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Fig. 3. Changes of the γ(t) value

In many algorithms proposed in the literature which are based on the tabu
search method a so-called aspiration criterion is implemented. It consists in
executing of the forbidden move if it follows to the base solution with the goal
function value lower than the best found so far.

In the proposed neuro-tabu search such a function can be implemented by
ignoring tabu effect for a move υ for which Δi < 0. However during computa-
tional experiments we have observed that it does not give good effects. Therefore
a proposed neuro-tabu search has not got such a function.

5 Computational Experiments

A neuro-tabu search (NTS) algorithm for the job shop scheduling problem was
implemented in C++ language and executed on PC with processor with 1.7GHz
clock. Computational experiments have been provided for the Taillard [8] bench-
mark instances. Starting solutions of the NTS were determined by using INSA
(INSertion Algorithm)[6]. The NTS algorithm was terminated after performing
100000 iterations, the value of tuning parameter max iter was taken from [6],
max iter = 10000 if makespan has been improved and max iter = 6000 if the
backtracking jump has been performed.

The time per single iteration was approximately 3.04 · 10−7 · o seconds on PC
with Intel Celeron 1.7 GHz processor. TSAB was run on PC 386DX which is
430 times slower than PC with Intel Celeron 1.7 GHz processor. The computing
power of PC with Intel Celeron 1, 7 GHz was measured using SiSoftware Sandra
(the System ANalyser, Diagnostic and Reporting Assistant)[10]. Value of com-
puting power of PC 386DX was taken from [11]. Therefore, in order to normalize
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Table 1. Percentage relative deviations to the best known solutions

NTS

problem n × m INSA k = 0.5 k = 0.6 k = 0.7

TA01-10 15 × 15 14.62 1.30 1.41 1.30

TA11-20 20 × 15 18.29 2.50 2.65 2.44

TA21-30 20 × 20 17.17 2.36 2.17 2.43

TA31-40 30 × 15 21.13 2.65 1.92 2.29

TA41-50 30 × 20 23.01 3.72 3.70 3.73

TA51-60 50 × 15 16.43 0.09 0.09 0.09

TA61-70 50 × 20 20.07 0.29 0.36 0.22

TA71-80 100 × 20 15.21 0.01 0.01 0.01

average 18.24 1.62 1.54 1.56

Table 2. A percentage relative deviations to the reference solutions given from Tail-

lard [8]

NTS

problem n × m INSA TSAB k = 0.5 k = 0.6 k = 0.7

TA01-10 15 × 15 13.93 0.8 0.70 0.81 0.72

TA11-20 20 × 15 16.50 0.9 0.95 1.10 0.90

TA21-30 20 × 20 15.75 1.2 1.11 0.93 1.18

TA31-40 30 × 15 18.78 0.6 0.68 -0.03 0.33

TA41-50 30 × 20 20.35 1.9 1.48 1.45 1.49

TA51-60 50 × 15 16.38 0.0 0.05 0.05 0.05

TA61-70 50 × 20 17.12 -2.0 -2.16 -2.09 -2.22

TA71-80 100 × 20 15.13 -0.1 -0.05 -0.05 -0.05

average 16.74 0.41 0.35 0.27 0.30

time per single iteration, the algorithm execution time for TSAB was divided
by the transformation factor 430. After the normalization the time per single
iteration for TSAB equals 0.62 · 10−7 · o seconds.

The best known solutions, as well as solutions from [8], were taken as reference
solutions. The NTS algorithm was executed for various values of the scaling
parameter k (k = 0.5, 0.6, 0.7) and compared with the best up to now algorithm
TSAB of Nowicki and Smutnicki [6]. The value of the k parameter has got a
great influence onto obtained results. The best results was obtained when the
value of scaling parameter k = 0.6 (see Table 1 and Table 2). The table 2 shows
the differences between results of TSAB and NTS algorithms – results obtained
by NTS algorithms are better than results obtained by TSAB. For instances of
the size 30 × 15 the difference between results obtained by NTS and TSAB is
the most significant (see Table 2). Percentage relative deviation to the reference
solutions for NTS equals −0.03% and for TSAB 0.6%. Change scaling parameter
k for instances of the size 50× 15 and 100× 20 (Table 1 and Table 2) does not
give any effect.
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6 Conclusions

We present a fast algorithm based on the neuro-tabu search approach. Compu-
tational experiments are provided and compared with the results yielded by the
best algorithms discussed in the literature. Results obtained by the proposed al-
gorithm are comparable with the results of the state-of-the-art algorithm TSAB
algorithm after a small number of iterations.

As a future work it is possible to adapt the proposed approach for the job shop
problem with different types of neighborhood. a neural network with (o − 1)2

neurons can be applied for neighborhood which is generated by insertion moves.
In this case a neuron (i, j) represents the move of inserting operation π(i) in
position j. In the traditional tabu search algorithm a move has the tabu status
or it has not. The proposed neural network can be also modified by introduce
moves with different degrees of tabu.
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Abstract. In this paper we consider a double-level metaheuristic op-

timization algorithm. The algorithm proposed here includes two major

modules: the machine selection module which is executed sequentially,

and the operation scheduling module executed in parallel. On each level a

metaheuristic algorithm is used, so we call this method meta2heuristics.

We carry out computational experiment using Graphics Processing Units

(GPU). It was possible to obtain new the best known solutions for the

benchmark instances from the literature.

1 Introduction

The flexible job shop problem which is considered here constitutes a generaliza-
tion of the classic job shop problem where operations have to be executed on one
machine from a set of dedicated machines. Then, as a job shop problem it also
belongs to the strongly NP-hard class. Exact algorithms based on a disjunctive
graph representation of the solution have been developed (see Pinedo [9]) but
they are not effective for instances with more than 20 jobs and 10 machines.
However, many approximate algorithms, mainly metaheuristic, have been pro-
posed. Dauzère-Pérès and Pauli [3] used the tabu search approach extending the
disjunctive graph representation for the classic job shop problem to take into con-
sideration assigning operations to machines. Also Mastrolilli and Gambardella
[6] proposed a tabu search procedure with effective neighborhood functions for
the flexible job shop problem. Many authors have proposed a method of as-
signing operations to machines and then determining sequence of operations on
each machines. Such an approach is followed by Brandimarte [2]. Also genetic
approaches have been adopted to solve the flexible job shop problem (Pezzella et
al. [8]). Gao et al. [4] proposed hybrid genetic and variable neighborhood descent
algorithm for this problem. In this paper we propose a parallel double-level tabu
search metaheuristic for the flexible job shop problem. We apply INSA [7] and
TSAB [7] algorithm on the second level of parallelism.
� The work was supported by MNiSW Poland, within the grant No. N N514 232237.
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2 Flexible Job Shop Problem

The flexible job shop problem (FJSP), also called the general job shop prob-
lem with parallel machines, can be formulated as follows. Let J = {1, 2, . . . , n}
be a set of jobs which have to be executed on machines from the set M =
{1, 2, . . . ,m}. There exists a partition of the set of machines into types, i.e.
subsets of machines with the same functional properties. A job constitutes a
sequence of some operations. Each operation has to be executed on an adequate
type of machine in a fixed time. The problem consists in the jobs allocation to
machines from the adequate type and the schedule of jobs execution determi-
nation on each machine to minimize the total jobs finishing time. The following
constrains have to be fulfilled:

(i) each job has to be executed on only one machine of a determined type in
each moment of time,

(ii) machines must not execute more than one job in each moment of time,
(iii) there are no idle times (i.e. the job execution must not be broken),
(iv) the technological order has to be obeyed.

Let O = {1, 2, . . . , o} be the set of all operations. This set can be partitioned
into sequence which correspond to jobs where the job j ∈ J is a sequence of oj

operations which have to be executed in an order on dedicated machines (i.e.
in so-called technological order). Operations are indexed by numbers (lj−1 +
1, . . . , lj−1 + oj) where lj =

∑j
i=1 oi is the number of operations of the first j

jobs, j = 1, 2, . . . , n, where l0 = 0 and o =
∑n

i=1 oi.
The set of machines M = {1, 2, . . . ,m} can be partitioned into q subsets

of the same type where i-th (i = 1, 2, . . . , q) type Mi includes mi machines
which are indexed by numbers (ti−1 + 1, . . . , ti−1 + mi), where ti =

∑i
j=1 mj

is the number of machines in the first i types, i = 1, 2, . . . , q, where t0 = 0 and
m =

∑m
j=1 mj .

An operation v ∈ O has to be executed on the machines type μ(v), i.e. on one
of the machines from the set Mμ(v) in the time pv,j where j ∈Mμ(v).

Let Ok = {v ∈ O : μ(v) = k} be a set of operations executed in the
k -th (k = 1, 2, . . . , q) set of machines types. A sequence of operations sets
Qk = [Qk

tk−1+1,Qk
tk−1+2, . . . ,Qk

tk−1+mk
], such that Ok =

⋃tk−1+mk

i=tk−1+1Qk
i and

Qk
i ∩ Qk

j = ∅, i 
= j, i, j = tk−1 + 1, tk−1 + 2, . . . , tk−1 +mk we call an assign-
ment of operations to machines in the i-th set of machines types. In a special
case a machine can execute no operations and then a set of operations assigned
to execute by this machine is an empty set.

A sequence Q = [Q1,Q2, . . . ,Qq], where Qi (i = 1, 2, . . . , q is an assignment
in the i-th set of machines types we call an assignment of operations of the set
O to machines from the set M.

If the assignment of operations to machines has been carried out, then the
optimal schedule of operations execution determination (including a sequence of
operations execution on machines) boils down to solving the classic scheduling
problem, it means the job shop problem.
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Let K = (K1,K2, ...,Km) be a sequence of sets where Ki ∈ 2O
i

, i = 1, 2, ...,m
(in particular case elements of this sequence can constitute empty sets). By K
we denote the set of all such sequences. The number of elements of the set K is
2|O

1| · 2|O2| · . . . · 2|Oq|.
If Q is an assignment of operations to machines then Q ∈ K (of course, the

set K includes also sequences which are not feasible; that is such sequences do
not constitute assignments of operations to machines).

For any sequence of sets K = (K1,K2, ...,Km) (K ∈ K) by Πi(K) we denote
the set of all permutations of elements from Ki. Thereafter, let π(K) = (π1(K),
π2(K), ..., πm(K))be a concatenationm sequences (permutations),whereπi(K) ∈
Πi(K). Therefore π(K) ∈ Π(K) = Π1(K) × Π2(K)×, ..., Πm(K). It is easy
to observe that if K = (K1,K2, ...,Km) is an assignment of operations to ma-
chines then the set πi(K)(i = 1, 2, ...,m) includes all permutations (possible se-
quences of execution) of operations from the set Ki on the machinei. Further, let
Φ = {(K,π(K)) : K ∈ K ∧ π(K) ∈ Π(K)}. Any feasible solution of the
FJSP is a pair (Q, π(Q)) ∈ Φ whereQ is an assignment of operations to machines
and π(Q) is a permutations concatenation determining the operations execution
sequence which are assigned the each machine fulfilling constrains (i-iv).

By Φ◦ we denote a set of feasible solutions for the FJSP. Of course Φ◦ ⊂ Φ.

3 Graph Representation

Any feasible solution Θ = (Q, π(Q)) ∈ Φ◦ (where Q is an assignment of oper-
ations to machines and π(Q) determines the operations execution sequence on
each machine) of the FJSP can be shown as a directed graph with weighted
vertexes G(Θ) = (V ,R∪E(Θ)) where V is a set of vertexes and a R∪E(Θ) is a
set of arcs, whereas:

1) V = O ∪ {s, c}, where s and c are additional (fictitious) operations which
represents ’start’ and ’finish’, respectively. A vertex v ∈ V \ {s, c} has two
attributes:
– λ(v) – a number of machine on which an operation v ∈ O has to be

executed,
– pv,λ(v) – a weight of the vertex which equals to the time of operation

v ∈ O execution on the assigned machine λ(v).
Weights of additional vertexes (ps = pc = 0).

2) R =
n⋃

j=1

[
oj−1⋃
i=1

{(lj−1 + i, lj−1 + i + 1)}∪ {(s, lj−1 + 1)} ∪ {(lj−1 + oj , c)}] .

A set R includes arcs which connect successive operations of the job, arcs
from the vertex s to the first operation of each job and arcs from the last
operation of each job to the vertex c.

3) E(Θ) =
m⋃

k=1

|Ok|−1⋃
i=1

{(πk(i), πk(i + 1))} .
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It is easy to observe, that arcs from the set E(Θ) connect operations executed
on the same machine (πk is a permutation of operations executed on the
machine Mk, that is operations from the set Ok).

Arcs from the set R determine the operations execution sequence inside jobs
(technological order) and arcs from the set E(π) the operations execution se-
quence on each machine.

Remark 1. A pair Θ = (Q, π(Q)) ∈ Φ is a feasible solution for the FJSP if
and only if G(Θ) does not includes cycles.

Let Θ = (Q, π(Q)) ∈ Φ◦ be a feasible solution for the FJSP and let G(Θ) be
a graph connected with it. A sequence of vertexes (v1, v2, . . . , vk) of the graph
G(Θ) such, that (vi, vi+1) ∈ R∪E(Θ) for i = 1, 2, . . . , k− 1, we call a path from
the vertex v1 to vk. By C(v, u) we denote a longest path (called a critical path)
in the graph G(Θ) from the vertex v to u (v, u ∈ V) and by L(v, u) we denote a
length (sum of vertexes weights) of this path.

It is easy to notice that the time of all operations execution Cmax(Θ) related
with the assignment of operations Q and schedule π(Q) equals to the length
L(s, c) of the critical path C(s, c) in the graph G(Θ). A solutions of the FJSP
boils down to determining a feasible solution Θ = (Q, π(Q)) ∈ Φ◦ for which the
graph connected with this solution G(Θ) has the shortest critical path, that is
it minimizes L(s, c).

If Θ = (Q, π(Q)) ∈ Φ◦ is a feasible solution for the FJSP then Q = [Q1,Q2,
. . . , Qq], is an assignment of operations to machines and π(Q) = (π1(Q), π2(Q),
. . .,πm(Q)) is a concatenation of m permutations, where a permutation πi(Q)
determines a sequence of operations from the set Qi which have to be executed
on the machine Mi (i = 1, 2, ...,m).

Let C(s, c) = (s, v1, v2, . . . , vw, c), vi ∈ O (1 ≤ i ≤ w) be a critical path in the
graph G(Θ) from the starting vertex s to the final vertex c. This path can be
divided into subsequences of vertexes B = [B1, B2, . . . , Br] called blocks in the
permutations on the critical path C(s, c) (Grabowski [5]) where

(a) a block is a subsequence of vertexes from the critical path including succes-
sive operations executed directly one after other,

(b) a block includes operations executed on the same machine,
(c) a product of any two blocks is an empty set,
(d) a block is a maximal (due to including) subset of operations from the critical

path fulfilling constrains (a)-(c).

In the further part only these blocks for which |Bk| > 1 will be considered, i.e.
non-empty blocks.

If (k = 1, 2, ..., r) is a block on the machine Mi (i = 1, 2, ...,m) from the type
of machines t (t = 1, 2, ..., q) then we will denote it as follows:

Bk = (πi(ak), πi(ak+1), . . . , πi(bk−1), πi(bk)),

where 1 ≤ ak ≤ bk ≤ |Qt
i|.
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Operations π(ak) and π(bk) in the block Bk are called the first and the last,
respectively. In turn a block without the first and the last operation we call an
internal block.

The change of operations order in any block does not generate the solution with
less value of the cost function (see Grabowski [5]). At least one operation from
any block should be moved before the first or after the last operation of this block
to generate the solution (graph) with smaller weight of the critical path. We use
this property to reduce the neighborhood size, i.e. do not generate solutions with
greater values (comparing the the current solution) of the cost function.

4 Proposed Algorithm

The algorithm proposed here includes two major modules: the machine selection
module and the operation scheduling module.
Machine selection module. This module is based on the tabu search approach
and it works sequentially. It helps an operation to select one of the parallel
machine from the set of machine types to process it.
Operation scheduling module. This module is used to schedule the sequence
and the timing of all operations assigned to each machine from the center. It has
to solve classic job shop problems after having assigned operations to machines.
Two approaches: constructive INSA [7] and TSAB [7] (tabu search) were used
on this level.

On each level a metaheuristic algorithm is used, so we call this method
meta2heuristics (meta-square-heuristics).

Algorithm 1. Tabu Search Based Meta2heuristics (M2h)
Q∗ – the best known assignment;
π(Q∗) – operation sequence corresponding to the best known assignment Q∗;
Step 0. Find start assignment of operations on machines Q0 and corresponding

operation sequence π(Q0);
Step 1. Generate the neighborhood N (Q) of the current assignment Q.

Exclude from N (Q) elements from tabu list T ;
Step 2. Divide N (Q) into k =

⌈
|N (Q)|

p

⌉
groups;

Each group consist of at most p elements;
Step 3. For each group k find (using p processors) operation sequence π(Y)

corresponding to the assignment Y ∈ N (Q) and value
of the makespan Cmax(Y, π(Y));

Step 4. Find assignment z ∈ N (Q) such that
Cmax(Z, π(Z)) = min{Cmax(Y, π(Y)) : Y ∈ N (x)};

Step 5. if Cmax(Z, π(Z)) < Cmax(Q∗, π(Q∗)) then π(Q∗) = π(Z); Q∗ = Z;
Include z in the list T; Q = Z; π(Q) = π(Z);

Step 6. if (Stop condition is true) then Stop;
else go to Step 1;
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In the second step of the algorithm a neighborhood N (Q) is divided into dis-
joint sets

⋃k
i=1Ni(Q) = N (Q),

⋂k
i=1Ni(Q) = ∅. For each group k values of the

makespan are calculated using p GPU processors. Number of processors used
in the third step depends on the neighborhood size. In the Step 3 the value of
makespan corresponding to the assignment is calculated by means of INSA or
TSAB algorithms. Tabu list T stores couples (υ, k) where υ is the position in
the assignment vector and k is the machine to which υ is assigned before the
move. The first assignment is generated by the search for the global minimum
in the processing time table taken from [8].

5 Computational Results

The parallel meta2heuristic (M2h) algorithm for the flexible job shop problem
was coded in C (CUDA) for GPU, ran on the Tesla C870 GPU (512 GFLOPS)
with 128 streaming processors cores and tested on the benchmark problems from
literature. The GPU was installed on the Hewlett-Packard server based on 2
Dual-Core AMD 1 GHz Opteron processors with 1 MB cache memory and 8 GB
RAM working under 64-bit Linux Debian 5.0 operating system. We compare our
results with results obtained by other authors using a set of 10 problems from
Brandimarte [2] and a set of 21 problems from Barnes and Chambers [1].

Table 1. Experimental results of the M2h for Brandimarte [2] instances. The INSA

algorithm was used in the operation scheduling module.

problem n × m Flex. o ts [s] tp [s] speedup s

Mk01 10 × 6 2.09 55 133.61 10.79 12.38

Mk02 10 × 6 4.10 58 218.02 10.55 20.67

Mk03 15 × 8 3.01 150 6495.35 136.19 47.69

Mk04 15 × 8 1.91 90 620.69 29.59 20.98

Mk05 15 × 4 1.71 106 1449.80 74.55 19.45

Mk06 10 × 15 3.27 150 8094.39 147.83 54.75

Mk07 20 × 5 2.83 100 1939.33 57.92 33.48

Mk08 20 × 10 1.43 225 8950.91 643.39 13.91

Mk09 20 × 10 2.53 240 24586.00 641.88 38.30

Mk10 20 × 15 2.98 240 31990.55 593.49 53.90

The first phase of computational experiments was devoted to parallelization
efficiency determination by estimating experimental speedup values. The sequen-
tial algorithm using one GPU processor was coded with the aim of determining
the speedup value of the parallel algorithm. Such an approach is called orthodox
speedup and it compares times of algorithms execution on machines with the
same processors (1 versus p processors). Table 1 shows computational times for
the sequential and the parallel algorithm as well as speedup values. The ortho-
dox speedup s value can by set by the following expression s = ts

tp
, where ts - the

computational time of sequential algorithm executed on the single processor of
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the GPU, tp - the computational time of parallel algorithm executed on p pro-
cessors of the GPU. Flex. denotes the average number of equivalent machines
per operation. As we can notice the highest speedup values were obtained for
the problem instances with a bigger number of jobs n and the number of oper-
ations o. In this phase the simple INSA algorithm was applied in the operation
scheduling module of the parallel meta2heuristics.

Table 2. Values of the obtaining solutions for Barnes and Chambers [1] instances. The

TSAB algorithm was used in the operation scheduling module of the M2h. New the

best known solutions are marked out by a bold font.

problem n × m (LB,UB) MG [6] hGA [4] M2h

mt10c1 10 × 11 (655,927) 928 927 927

mt10cc 10 × 12 (655,914) 910 910 908
mt10x 10 × 11 (655,929) 918 918 922

mt10xx 10 × 12 (655,929) 918 918 918

mt10xxx 10 × 13 (655,936) 918 918 918

mt10xy 10 × 12 (655,913) 906 905 905

mt10xyz 10 × 13 (655,849) 847 849 855

setb4c9 15 × 11 (857,924) 919 914 914

setb4cc 15 × 12 (857,909) 909 914 907
setb4x 15 × 11 (846,937) 925 925 925

setb4xx 15 × 12 (846,930) 925 925 925

setb4xxx 15 × 13 (846,925) 925 925 925

setb4xy 15 × 12 (845,924) 916 916 910
setb4xyz 15 × 13 (838,914) 905 905 905

seti5c12 15 × 16 (1027,1185) 1174 1175 1174

seti5cc 15 × 17 (955,1136) 1136 1138 1136

seti5x 15 × 16 (955,1218) 1201 1204 1199
seti5xx 15 × 17 (955,1204) 1199 1202 1198
seti5xxx 15 × 18 (955,1213) 1197 1204 1197

seti5xy 15 × 17 (955,1148) 1136 1136 1136

seti5xyz 15 × 18 (955,1127) 1125 1126 1128

The second phase of the tests was refer to obtaining as good results of the
cost function as possible. In this phase specialized TSAB algorithm of Nowicki
and Smutnicki [7] was used in the operation scheduling module of the parallel
meta2heuristics. Despite of being more time-consuming the quality of the ob-
tained results is much better than in the case of using INSA. By means of this
approach it was possible to obtain 5 new the best known solutions for the bench-
marks of Barnes and Chambers [1], for instances mt10cc (the new value 908),
set64c9 (907), set64xy (910), seti5x (1199) and seti5xx (1198).

The obtained results were also compared to other resent approach from the
literature proposed for the flexible job shop problem. The proposed parallel
M2h algorithm managed to obtain the average relative percentage deviation to
the best known solution of the Barnes and Chambers benchmark instances on
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the level of 0.014% versus 0.036% of the MG [6] algorithm of Mastrolilli and
Gambardella and 0.106% of the hGA [4] algorithm of Gao et al.

6 Conclusions

We have discussed a new approach to the scheduling problems with parallel
machines, where assignment of operations to machines defines a classical prob-
lem without parallel machines. We propose double-level parallel metaheuristics,
where each solution of the higher level, i.e. jobs assignment to machines, defines
an NP-hard job shop problem, which we are solving by the second metaheuris-
tics (constructive INSA or tabu search based TSAB) – we call such an approach
meta2heuristics. Using exact algorithms on both levels (i.e. branch and bound)
makes possible to obtain an optimal solution of the problem.
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Abstract. A feasible solution for a container loading problem is the

exact order, position and orientation in which the objects are loaded

into the container. Several algorithms have been proposed to load objects

with different shapes and taking into account a few constraints. The aim

of this paper is to provide an approach to solve the problem of loading

orthogonal and nonorthogonal boxes, considering them as polyhedral.

In addition, our proposal deals with constraints on the dimensions of

the container, whether every box can be rotated in any of the three

dimensions, the maximum load bearing strength and also the minimum

stability required.

1 Introduction

Container loading is a significant area for companies engaged in the transporta-
tion of goods and logistics in which the optimization of the resources plays an
important role. Container loading problems can be formalized by defining the
properties of the container and the objects. Also there is the need to take into
account some constraints that determine whether the final solution is acceptable.
After these definitions the container loading problem becomes a constrained op-
timization problem whose function to maximize is the allocated space of the
container. Getting an optimal solution is almost unreachable because they are
NP-hard problems [5]. Due to this, heuristic methods have to be considered.
Those methods are usually specialized by loading the same kind of boxes. This
paper generalizes those methods and the generalization will be done by enabling
the load of standard boxes, dodecahedron and hexagonal prisms.

This paper extends [4] by using a Particle Swarm Optimization (PSO) al-
gorithm [8] to obtain the weights’ values that maximize the average volume
occupied. We will assess the performance of our approach when just considering
orthogonal boxes by solving the benchmark created by Bischoff and Ratcliff [2].
Later on, we will present the performance of our approach applied to nonorthog-
onal objects running our proposed benchmark for polyhedral boxes.

The structure of this paper is as follows. In Section 2, we describe step by
step the heuristic described in [1] to load standard boxes and its extension for
nonorthogonal boxes while giving a detailed overview of the criteria used for box
selection. In Section 3, we explain how to solve the problem of getting feasible
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positions for box loading. In Section 4 we present the basics of PSO and later
in Section 5 we describe the experiments we have performed and the results
obtained.

2 Nonorthogonal Objects: The Heuristic

In this paper we propose an extension of the method proposed by E.E. Bischoff [1]
to deal also with nonorthogonal boxes, in particular, dodecahedra and prisms.
The container is loaded box by box, applying a heuristic to assess the suitability
of the different options for loading a box. Formally, the boxes to be allocated are
represented as an array of boxes ordered by volume in decreasing order. Then,
at a given point, when a new box is needed, a box is selected on the basis of
five criteria. Each criterion is considered for each box, each possible box rotation
and each feasible location. We give a description of the heuristic’s steps on the
following subsections.

2.1 Identify All Fully Supported Spaces

The first step to allocate a box into the container is to identify the available
empty spaces which can be considered as candidates for containing the box.
When the box can be rotated, different rotations might lead to different sets
of possible empty spaces. So, we have to search for the empty spaces of each
possible rotation in order to find all feasible box-space combinations.

2.2 Evaluate the Box-Space Combinations Found

E.E. Bischoff in [1] proposed five criteria to evaluate the different box-space
combinations. We describe their rationale and our adapted criteria, which take
into account that the boxes can be nonorthogonal.

Criterion 1 (+): Relation between box size and position of loading surface. This
criterion supports loading big boxes on the bottom so we may have opportunities
to load smaller boxes on them. We consider the difference between the height of
the container H and the vertical position where the space is located SH . This
difference is then multiplied by the result of the box volume VB.

C1 = (H − SH)VB

Criterion 2 (+): Match between box and space dimensions. This second criterion
assesses the similarity between a box and the space dimensions. SA means the
amount of available space in this region and SN denotes the needed space to
load on this region the box in process.

C2 =
SN

SA
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Criterion 3 (-): Unusable space generated. In some sense, this criterion is the
opposite of the previous one but taking into account if the type of the box
in process is a prism, a dodecahedron or a simple orthogonal box. Hence this
criterion will be weighted with a greater value in case of dodecahedron (α = 1.4)
because of the fact that this kind of box generates more unusable spaces than
a prism or an orthogonal box. In the same way, in the case of prisms (α = 1.2)
and in the case of orthogonal boxes (α = 1). The weights for the different box
types have been obtained heuristically.

C3 = α− (SA − SN )

Criterion 4 (+): Potential for building column of identical boxes. This criterion
supports the cases that maximize the similarity between box and space dimen-
sions and minimize the unusable space generated while remaining boxes of the
same type. In this formula mi means the number of boxes of the same type
as the actual one that remains unloaded. di1, di2 and di3 represents the box’s
length, width and height. SL and Sw takes the value of the horizontal position
along the container length and width. It is also considered the minimum load
bearing capacity on the top surface Btop on which the actual box will be placed.

C4 = min{mi,
H−SH

di3
, 1 +

Btopdi1di2

wi
} × VB

SLSw

Btop = min{bi3, Bmin −
wi

di1di2
}

Criterion 5 (-): Relative loss in load bearing capacity. A big value of this criterion
means that we are trying to load a heavy box on the top of another one decreasing
its load bearing capacity and causing a strong impact on subsequent placement
opportunities. This criterion rewards loading heavy boxes in low altitudes. The
best reward is given when heavy boxes are on ground levels.

C5 = (Bavg −Btopdi1di2)× H−SH−di3
di3

This formula will be applied only if C5 meets the following inequation:

Btop

H−SH−di3
< Dmax

Otherwise C5 = 0. Hence with this criterion we only penalize when after loading
the box, we surely know that the box with largest density cannot be placed in
the future above the loaded box.

2.3 Select the Combination with the Highest Score and Place the
Box

Once we have the value of the five criteria for each feasible box-space combina-
tion, the overall score for each combination is calculated as a weighted sum of
the five criteria. Details are given in Section 3.
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3 Nonorthogonal Objects: Solving the Problem

In this Section we describe in more detail some of the steps described above. In
particular, we discuss how to identify all fully supported spaces, how to handle
the stability and load bearing strength constraints and how to calculate the
overall score for every box-space combination to select the one with highest
score to load the current box. Also, we will describe how we ensure the stability
and maximum load bearing strength compliance.

3.1 Getting Potential Spaces Where to Load the Box

The method proposed to get the box-space combinations uses a 2D matrix,
length × width of the container, containing the up to date height of all boxes
already loaded. Each space found is described by its area and starting position
(upper left corner) X , Y and Z. The area is used to filter the spaces according
to the free space needed to load the box.

The method gets all feasible spaces looking on the entire 2D matrix for spaces
of the same height. The starting position of the space is a vertex. Formally, the
vertex management approach [9] uses a list of vertexes where objects can be
loaded. The first vertex is (0, 0, 0) and after a box is loaded the corresponding
vertex is removed from the list adding some new vertexes. For all box’s types
three new vertexes are added, (xi +wi, yi, zi), (xi, yi +di, zi) and (xi, yi, zi +hi),
where (xi, yi, zi) states for the reference position of the box bi and wi, di, hi rep-
resents its dimensions. In case of a nonorthogonal box some heuristically selected
vertexes are added too in order to allow the possibility to load small boxes be-
low a dodecahedron or to form honeycomb-like structures with prisms. When a
space is found, it is marked as visited and the amount of marked coordinates is
defined as its area.

The procedure to maintain the heights up to date in the 2D matrix is applied
after every box bi is loaded. The input of this procedure is the box’s position,
length and width. The output of the procedure is the height for all coordinates
(i, j) for i = xi to xi + di and j = yi to yi + wi.

3.2 Handling the Load Bearing Strength Constraint

The method proposed to support the maximum load bearing strength associated
to each dimension of a box is based in another 2D data structure similar to the
one used to get the potential spaces where to load the box. The same procedure
is applied after every single box is loaded inside the container and it takes into
account the remaining load bearing strength of the space before the box was
loaded, the box’s weight and the box’s load bearing strength. Hence, the input
of this procedure is the box’s position, length and width and also the box’s load
bearing capacity and weight. The output of the procedure is the remaining load
bearing strength after the box has been loaded or the box’s load bearing strength
in case the former is bigger than the latter.
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3.3 Handling the Stability Constraint

To ensure the compliance of the stability constraint, we use the two dimensional
data structure used to get potential spaces where to load the box. This is an
easy process where we have to ensure that the height values corresponding to
the space where to load the box are most of them equal to the box’s starting at
coordinate zi. The percentage of equal values can be used to ensure a degree of
stability. This is to say, if we ensure a 100% stability compliance all the height
values corresponding to the space where to load the box have to be equal to zi.

3.4 Criteria: Overall Score

Taking into account the criteria above, the following score is computed for each
box: E(box) = v1C

′
1(box) + v2C

′
2(box) + v3C

′
3(box) + v4C

′
4(box) + v5C

′
5(box). In

this definition, we have assumed that all criteria, including criteria 3 and 5, are
positive and that their values are bounded (they belong to the unit interval). In
addition, we require the weights vi add to one (i.e.,

∑5
i=1 vi = 1). In this way,

the expression is a weighted mean of the criteria. Formally, C′
i = Ci/ri where

ri = maxn
k=1rk for i = 1, 2, and 4, and C′

i = Ci/ri where ri = minn
k=1rk for

i = 3 and 5. ri stands for the maximum/minimum value of the i-th criterion
among all the box-space combinations assessed.

4 Particle Swarm Optimization (PSO)

Since 1995 when James Kennedy and Eberhart proposed the Particle Swarm
Optimization algorithm [8], some extensions and optimizations of their parame-
ters have been realized [11]. PSO is a population based stochastic optimization
technique inspired by the social behavior of bird flocking or fish schooling. PSO
shares many similarities with Genetic Algorithms (GA), the system is randomly
initialized and searches for optima by updating generations. However, unlike GA,
PSO has no evolution operations such as crossover or mutation. In PSO, the po-
tential solutions are called particles and they fly through the problem space by
following the optimum particles. Compared to GA, the advantages of PSO are
that PSO is easy to implement and there are few parameters to adjust.

foreach particle do
Randomly initialize particle

end
repeat

foreach particle do
Calculate fitness value;
if the fitness value is better than the best fitness value in history then

Set current fitness value as the best fitness value;
end

end
Choose the particle with the best fitness value of all the particles;
foreach particle do

Calculate particle’s velocity according to equation (1);
Calculate particle’s position according to equation (2);

end

until maximum iterations or minimum error criteria is attained ;

Algorithm 1. Pseudocode of the basic PSO algorithm.
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In PSO, each particle has a position pi and a velocity vi. Once the particles
are randomly distributed in the search space the position and velocity of each
particle are modified by combining some aspect of its experience, as its best
position found bi, with social information, as the best position of its neighbors
gi. At each algorithm iteration, particles evaluate the objective function (fitness
value) fu(pi) at its current location.

The movement of each particle follows the next two equations: (1) vi = χ(vi+
U(0, φ1)(bi − pi) + U(0, φ2)(gi − pi)) and (2) pi = pi + vi. Where χ is the
constant multiplier that ensures the convergence, pi is the current position of
the particle i, vi is the velocity of the particle i, bi is the best position found
by the particle i and U(0, φi) represents a vector of random numbers uniformly
distributed in [0, φi]. The particles’ velocity is updated by means of equation (1),
which is composed by the cognitive part U(0, φ1)(bi − pi) and the social part
U(0, φ2)(gi − pi). The basic PSO algorithm is shown in algorithm 1.

Using PSO to find out the best weights vi

The above score is used for selecting which of the available boxes should be
loaded next in the container. Nevertheless, the score depends on the weights vi.
We have applied the PSO procedure to define these weights. The standard PSO
parameters have been settled following [3], χ = 0.729843788, φ1 = φ2 = 2.05.
Note that the goal is to obtain weights that result in a good average volume
of occupation for all the problems in the benchmarks. The results obtained are
analyzed in Section 4.

5 Experiments

In this section we describe the experiments performed and analyze the results.
Two sets of experiments have been considered. The weights used in the ex-
periments were obtained by means of PSO and their values are the following:
w1 = [0.396755737, 0.0, 0.284134413, 0.240106459, 0.079003391].

Bischoff and Ratcliff files
To compare our approach to previous work dealing only with orthogonal boxes
we have considered the problems described in [2] and accessible through the web
site in [14]. They consist of 7 sets of 100 problems. In each set, all problems have
the same number of different boxes, although the sizes of the boxes are not the
same. Test files can be found in [15].

Table 1 shows that the results obtained when just considering the stability
constraint (LBA OFF) are slightly worse than the ones obtained by Bischoff and
Ratcliff. A difference of about 4% or less is obtained. Nevertheless, difference is
at the cost of permitting additional shapes for the boxes. In any case, for some
of the particular problems we achieve a good score e.g. 88.51% or 88.20%.

To assess the impact of the load bearing ability constraint on the container
loading process, Table 1 shows the results when considering five different degrees
of load bearing ability LBA. Starting from a degree of load bearing strength,
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Table 1. Average and maximum occupation, standard deviation and average execution

time when processing the Bischoff&Ratcliff files without considering the load bearing

ability (LBA OFF) and decreasing degrees of load bearing ability (LBA TEST 1. . . 5)

wtpack1 wtpack2 wtpack3 wtpack4 wtpack5 wtpack6 wtpack7

LBA OFF 76.18 76.18 75.88 76.07 76.09 76.17 76.09
Avg. LBA TEST 1 70.22 70.27 69.91 70.64 69.87 70.81 70.50

Occup. LBA TEST 2 69.16 69.02 68.90 68.85 68.91 69.04 69.01
(%) LBA TEST 3 67.55 67.50 67.74 68.24 67.70 67.51 67.94

LBA OFF 88.20 88.19 87.47 87.34 88.51 87.51 87.87
Max. LBA TEST 1 88.19 86.94 87.20 87.47 87.47 87.20 86.23

Occup. LBA TEST 2 87.87 86.94 87.87 87.47 88.19 87.60 86.76
(%) LBA TEST 3 86.77 88.19 86.21 88.19 86.21 88.19 86.52

LBA OFF 06.25 06.25 06.12 06.12 06.30 06.21 05.97
St. LBA TEST 1 12.25 12.48 12.38 12.11 12.44 12.15 12.49

Dev. LBA TEST 2 13.15 13.09 13.21 13.08 13.25 13.04 13.29
(%) LBA TEST 3 13.40 13.56 13.25 13.56 13.47 13.95 13.72

LBA OFF 40.11 40.09 40.21 40.80 39.22 41.19 39.51
Avg. LBA TEST 1 27.11 26.00 29.96 28.49 27.61 32.36 30.87
Time LBA TEST 2 27.79 26.43 25.33 24.68 23.78 27.09 25.04
(sec.) LBA TEST 3 22.68 21.74 24.28 24.48 21.80 22.87 23.39

(LBA TEST 1), and decreasing the load bearing strength down to (LBA TEST
5). The results are slightly better (1%) than the previous work [4] for the case of
LBA OFF but when considering the different degrees of LBA we improved the
results from 7% up to 10%.

Variation of Bischoff and Ratcliff files
This is a variation of the files described in the previous section, where other kinds
of boxes are also permitted. We have considered, as in the Bischoff and Ratcliff
files, sets of 3, 5, 8, 10, 12, 15 and 20 different box types. Then, for each of
these sets of boxes, we have considered different cases corresponding to different
proportions of boxes of different shapes. Table 2 gives the 7 cases considered.
That is, we have considered the case of only boxes (as in Bischoff and Ratcliff
files), the case of 50% regular orthogonal boxes and 50% hexagonal prisms, the
case of 50% regular orthogonal boxes and 50% dodecahedron, etc. The data files
are publicly available through the web page given in [15].

Table 2. Results of our variation of Bischoff&Ratcliff files considering load bearing

strength, and mean occupancy according to box types, method used

Case Boxes Dodec. Hex. prism Avg. Occup. Max. Occup. St. Dev. Avg. Time
Case 1 100%
Case 2 50% 50% 66.67 87.56 05.88 13.23
Case 3 50% 50% 74.05 96.25 11.03 17.42
Case 4 100% 68.77 88.28 07.95 157.04
Case 5 50% 50% 63.76 78.95 09.50 83.60
Case 6 100% 62.08 69.06 06.05 29.73
Case 7 33% 33% 33% 70.01 82.57 07.63 40.65

The results obtained are better than the ones obtained in the previous work [4].
In average, we have improved the results in 18%. Nevertheless, dodecahedra con-
tinue representing the worst case.
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6 Conclusions

In this paper we have considered the container loading problem for nonorthog-
onal objects. Our approach has been applied to three types of objects: typical
boxes (orthogonal boxes), dodecahedra and hexagonal prisms. We have presented
the results of our approach that are similar to the ones described in Bischoff and
Ratcliff but permitting its application to the new types of objects and consider-
ing both the stability and maximum load bearing ability constraints.
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Abstract. This reserch proposes a method to provide an appropriate il-

luminance and color temperature in an office lighting environment for in-

dividual workers. For the control algorithm, based on the optimization

method called Simulated Annealing (SA), a method including a neighbor-

hood design mechanism for the design variables instead of a temperature

parameter was used. In addition, for changes in the luminous intensity of

high color temperature light and low color temperature light, five neigh-

borhoods were adaptively used. Through the experiment using the day-

light color fluorescent lamps and warm white color fluorescent lamps, the

illuminance and color temperature converged into the target values.

Keywords: intelligent lighting system, autonomous distributed control,

energy saving, Illuminance, Color Temperature.

1 Introduction

Recently, the enhancement of the intellectual productivity, creativity and com-
fort of office workers are being focused on. A great deal of research into the
effects of office environments on intellectual productivity has already been con-
ducted. This research has reported that intellectual productivity is enhanced by
improving the office environment [1]. Research focusing on lighting environments
in offices has reported that changes in illuminance and color temperature corre-
sponding to biological rhythm enhance intellectual productivity [1]. There is also
research reporting that individual workers need different illuminance depending
on job description [2]. With this background, the authors researched an intelli-
gent lighting system that provides different levels of illuminance for individual
office workers [3]. The intelligent lighting system is a distributed autonomous
lighting system that provides an appropriate illuminance to an appropriate lo-
cation. Such intelligent lighting system have already been tested in actual offices
and their high performance and practical utility have been verified.

The intelligent lighting system focuses on illuminance that is an element of
the light environment. Illuminance is the brightness of any given place. Color

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 411–419, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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temperature is also important for lighting environments, however. This research
focuses on illuminance and color temperature and proposes the individually dis-
tributed control of illuminance and color temperature. By providing different
levels of illuminance and color temperature to office workers, a light environ-
ment that depends on individual conditions can be realized. Through this, it
is expected that intellectual productivity, creativity and comfort will be further
enhanced. Color temperature will be explained in detail in the following section.

2 Color Temperature

Color temperature is an index that shows the color of light. If a black body is
heated, light is eradiated. The temperature of the black body is the color tem-
perature of the light. K (Kelvin) is used for the unit. Lower color temperatures
give off a reddish color, while higher color temperatures give off a bluish color.
Fluorescent lamps are classified into gdaylight color (about 5000 to 6500 K)h,
gcool white color (about 4100 to 4500 K)h, gwarm white color (about 2700 to
3500 K)h from several reteratures[4,5,6,7]. In Japan, the fluorescent lamps with
color temperatures of 5000 K are used in common offices.

Various research efforts on the effects of color temperature on humans have
been conducted. Research about the effects of color temperature on arousal has
reported that light sources with higher color temperatures increase arousal more
than lower color temperatures [8]. In addition, higher color temperatures acceler-
ate the excitement of the autonomic nervous system more than lower color tem-
peratures [9]. Research has been conducted on color temperatures appropriate
for human behavior, reporting that it is important to provide color temperatures
appropriate for living conditions (the design of the lighting environment) [1]. The
effects of higher color temperatures on humans have also been researched. Philips
conducted an experiment using lights with color temperatures of 17000 K (Acti-
Viva fluorescent lamps) at factories and offices. This research showed high color
temperature light enhanced work efficiency (e.g., memory was increased, con-
centration was enhanced and discretion was improved) [10]. Kruithof reported
that a lower illuminance was comfortable in lower color temperatures, while a
higher illuminance was comfortable in higher color temperatures [11].

As indicated above, it is believed that individual office workers require dif-
ferent levels of illuminance and color temperature depending on the content of
their work, conditions and moods. This research proposes an intelligent lighting
system that allows for individually distributed control of illuminance and color
temperature in an office.

3 Proposed Intelligent Lighting System

3.1 Outline of the Previous System and New System

In the intelligent lighting system, multiple luminaires are connected to the net-
work. Each luminaire satisfies illuminance requested by a user using a built-in
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microprocessor and a distributed autonomous system or algorithm [3]. The appro-
priate illuminance is provided to the appropriate location simply by the user set-
ting the target illuminance on the illuminance sensor, without using the position
information from the lights and sensors. In addition, the power usage is reduced.

In conventional intelligent lighting system, illuminance is controlled by a
distributed control method. This research focuses on illuminance and color tem-
perature and proposes a distributed control of illuminance and color temper-
ature. In this study, as shown in Fig. 1, a chroma sensor and two lights with
different color temperatures, i.e., a higher color temperature light and a lower
color temperature light, provide individually distributed control illuminance and
color temperature. Different levels of illuminance and color temperature are pro-
vided in different places by individually distributed control of these lights.

Chroma Sensor

Daylight 
Fluorescent Lamp

Power Meter

Control Device

Power Line

Network

Warm White 
Fluorescent Lamp

Fig. 1. Configuration of the intelligent lighting system

3.2 Control Algorithm

In the proposed system, lights containing controllers adjust luminous intensity
autonomously through a distributed autonomous control algorithm. Luminous
intensity is the brightness of a light source. This algorithm is the Adaptive
Neighborhood Algorithm using Correlation Coefficient (ANA/CC) [3] containing
a neighborhood design mechanism variable instead of a temperature parameter
based on Simulated Annealing (SA).

The purpose of this system is to minimize power usage while satisfying the
target illuminance and target color temperature set in each sensor. The question
to satisfy the purpose of this system is understood as an optimization problem.
The purpose of this system is formulated to meet the objective function. The
objective function value is maintained by each light independently. Each light
minimizes its objective function to optimize the entire system. Equation 1 shows
the objective function.

f = P + w1

n∑
j=1

Lj + w2

n∑
j=1

Tj (1)

P =

m∑
i=1

Cdi
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Lj =

⎧⎨⎩
Rj(Lcj − Ltj)

2, 50 < (Lcj − Ltj)

0, −50 ≤ (Lcj − Ltj) ≤ 50

Rj(Lcj − Ltj)
2, (Lcj − Ltj) < −50

Tj =

⎧⎨⎩
Rj(Tcj − T tj)

2, 50 < (Tcj − T tj)

0, −50 ≤ (Tcj − T tj) ≤ 50

Rj(Tcj − T tj)
2, (Tcj − T tj) < −50

Rj =

{
rj , rj ≥ Threshold
0, rj < Threshold

n : number of chroma sensors, m : number of lighting fixtures, w1, w2 : weight

P : electricity usage amount, Lc : current illuminance, Lt : target illuminance

Cd : luminous intensity, T c :current color temperature, T t : target color temperature

r : correlation coefficient, Threshold : threshold value

The objective function value is the sum of electricity, illuminance restriction and
color temperature restriction. The convergence range of illuminance and color tem-
perature is set to target value ± 50. In other cases, the objective function value is
increased as a penalty. Illuminance restrictions and color temperature restrictions
are obtained by multiplying the square of the difference between the target value
and the current value by the correlation coefficient concerning luminous intensity
variation and illuminance variation. If the correlation coefficient is less than the
set threshold, it is multiplied by 0. In other words, even if the chroma sensor does
not satisfy the target, when the correlation coefficient to the chroma sensor is low,
no penalty is given to the objective function. As a result, we can narrow the tar-
get of optimization to chroma sensors with higher correlation or chroma sensors
with a higher degree of incidence to improve the accuracy to satisfy the target illu-
minance, target color temperature and convergence time. In addition, illuminance
restrictions and color temperature restrictions are multiplied by weight w1 and w2
to make it possible to determine the preference among illuminance convergence,
color temperature convergence and minimization of electricity based on the value
of the weight. The flow of the control algorithm is shown below:

Step1: All lights are turned on with the initial luminous intensity.
Step2: Obtain sensor information from each chroma sensor (i.e., sensor ID,

current illuminance, target illuminance, current color temperature and target
color temperature) and electricity usage amount from power meter. Target
function value is calculated from these values.

Step3: Each light selects one neighborhood from among the neighborhood set
by the correlation coefficient described later.

Step4: The next luminous intensity is randomly generated for the neighbor-
hood determined in Step 3. Lights are turned on with the next luminous
intensity.

Step5: Obtain sensor information from each chroma sensor and electricity us-
age amount from power meter.

Step6: Calculate the objective function value from the sensor information and
electricity usage amount in the state the lights are turned on with the next
luminous intensity.
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Step7: Calculate the correlation coefficient from the obtained variation in the
illuminance from the chroma sensors and the variation in the luminous in-
tensity of the lights.

Step8: If the objective function value is favorable, the luminous intensity is
fixed and the process returns to Step 2. If the objective function value
changes for the worse, the changed luminous intensity is cancelled on the
basis of the calculation and the process returns to Step 2.

By this algorithm, the degree of incidence of the lights and the chroma sensors
is determined, the target illuminance and target color temperature are satisfied
and the electricity usage amount is saved in a short time. The reason the process
returns to Step 2 instead of Step 3 in Step 8 is to adapt to changes in the
environment such as the transfer of chroma sensors and the incidence of outside
light.

3.3 The Correlation Coefficient

It is effective to understand the positional relationship between a light and a
sensor in order to satisfy the target illuminance and target color temperature
and realize an electrical power saving state in a short time. It is efficient to use
the correlative relationship between the variation in the luminous intensity of the
lights and the variation in the illuminance from the sensors to understand the
positional relationship in an autonomous manner. The chart in Fig.2(b) shows
the history of the correlation coefficient in the positional relationship between
the lights and sensors as shown in Fig.2(a). The correlation between the variation
in the luminous intensity of the Light1 and the variation in the illuminance from
the sensors becomes higher, and the correlations between the variation in the
luminous intensity of the Light2 and 3 and the variation in the illuminance from
the sensors becomes lower. By putting this correlation coefficient in equation 1
and using it when generating the next luminous intensity, it is possible to shorten
the time to realize the optimum lighting pattern.
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Fig. 2. Correlation coefficient between the lights and the sensors

3.4 Neighborhood Design

Neighborhood is the variation range of the design variable. Neighborhood design
refers to the design of the variation range in an appropriate manner. The five
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neighborhoods shown in Fig.3 are used to randomly increase and decrease the
light of the lights. Type A is the neighborhood focusing on decreasing luminous
intensity rapidly. Type E is the neighborhood that increases luminous intensity
rapidly. Type C is the neighborhood that adjusts luminous intensity when il-
luminance and color temperature constraint conditions are satisfied. Types B
and D are neighborhoods that have intermediate characteristics. The value in
Fig.3 is the ratio of the total luminous intensity of the lights (100 % luminous
intensity) and the best value obtained in the experiment.
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Fig. 3. Five types of the neighborhood rangesivariation range of the design variablej

Based on the illuminance information and color temperature information, the
appropriate neighborhood is selected from the five neighborhoods in accordance
with neighborhood design. Fig.4 shows the rules of neighborhood design used
in this algorithm. The origin in Fig.4 is the target illuminance and target color
temperature given to the sensor. As mentioned above, target illuminance ± 50 lx
and target color temperature ± 50 K is the convergence range. An illuminance
variation of ± 50 lx cannot be detected by humans [12]. In addition, there is
little research about variations in color temperature that can be detected by hu-
mans. In this research, it was set to ± 50 K based on a preliminary experiment.
In conventional intelligent lighting system realizing individual illuminance, the
only constraint conditions are the multiple levels of illuminance. If the luminous
intensity is increased, the electricity usage amount is also increased, but the re-
striction on the illuminance level was satisfied. When both the illuminance and
color temperature are controlled closer to the target value, however, it is difficult
to adjust luminous intensity. In higher color temperature lights, if the luminous
intensity is increased, illuminance and color temperature also increase. Mean-
while, in lower color temperature lights, if the luminous intensity is increased,
illuminance increases while color temperature decreases. Therefore, for illumi-
nance and color temperature, there are three states, i.e., convergent to target
value, lower than target value and higher than target value. As shown in Fig.4
there are nine states in total. In each region, it is possible to converge into the
target illuminance and target color temperature by determining the neighbor-
hood used by higher color temperature lights and lower temperature lights. For
example, in the range of type A, the illuminance is low and the color temper-
ature is high. At this time, illuminance is increased and color temperature is
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decreased by increasing the luminous intensity of the lower color temperature
light. Accordingly, the neighborhood of the higher color temperature light that
does not need to be changed is type C in Fig.4. The neighborhood of the lower
color temperature light for which the luminous intensity should be increased is
type E in Fig.4. The table in Fig.4 shows the combination of light neighborhoods
in a total of nine regions.

hight

low

hightlow

Color Temperature

50 K

50 lx

llluminance

-50 lx

-50 K

Region
Neighborhood

Neutral color 
Fluorescent 
Lamp

Warm White 
Fluorescent 
Lamp

C E
B D
A C
D D
C C
B B
E C
D B
C A

Fig. 4. Determination method of the neighborhood designs

As shown above, rapid convergence is accelerated by considering the charac-
teristics of each light and the illuminance and color temperature measured by
each sensor and generating the next luminous intensity of each light. If a light af-
fects multiple sensors, neighborhood is determined by the illuminance and color
temperature information from the sensor with a higher correlation coefficient
(i.e., the nearest sensor).

4 Validation Experiment

4.1 Outline of Experiment

An intelligent lighting system that controls illuminance and color temperature
in an individual and distributed manner is constructed to verify its effectiveness.
Fig.5 shows the experiment layout seen from above. The lights used are daylight
color fluorescent lamps (4900 K) and warm white color fluorescent lamps (2800
K) with dimmer controls. For target values, sensor A is 950 lx and 3900 K and
sensor B is 1050 lx and 3300 K. The number of searches was 400 and the number
of trials was five.

4.2 Result of the Experiment

Fig.6 shows the illuminance history. Fig.7 shows the color temperature history.
Based on the results of the experiment, the illuminance from the two sensors
converged into the target value after approximately 50 steps. The color temper-
ature converged into the target value after approximately 70 searches. Based on
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these results, the given illuminance and color temperature were controlled in an
individual and distributed manner for a given area using the proposed system.

5 Conclusion

In this report, an intelligent lighting system that provides individually distributed
control of illuminance and color temperature is proposed and constructed. For the
optimization algorithm, the effect on the sensors is considered and a method using
a neighborhood rule categorizing illuminance and color temperature is proposed.
The operational experiment shows that the proposed algorithm is effective.
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Abstract. We develop a learning algorithm for complex spring net-
works, aimed at adjusting their physical parameters so as to ensure a
desired mechanical behaviour in response to physical input (control)
stimuli. The algorithm is based on the gradient descent paradigm and
has been tested on our computer implementation. The systems output
by our software conform to real-world physics and thus are also suitable
for hardware implementation.

1 Introduction

In this paper, we advocate use of complex spring networks as adaptive systems for
shape programming. The principal task for such systems, embedded in a physical
space (usually IR2 in this paper), is to assume a required shape (physical locations
of network nodes, regarded as output) in response to suitable physical stimuli
(displacements of control nodes, regarded as input). We show how such systems
can be implemented and, most importantly, we develop a suitable learning algo-
rithm where the physical spring parameters (rest length, elastic constants) are
iteratively adjusted to accomplish the shape programming task specified by a
collection of training examples. Our algorithm, of a gradient-descent type, ex-
hibits many common features with classical methods of supervised learning for
artificial neural networks (e.g. backpropagation). Its objective may be regarded
as designing a mechanical spring system whose behaviour reproduces the desired
relationship between displacements of control units and effectors. The applied
gradient descent paradigm does guarantee a reliable performance of the devel-
oped system.

The spring systems are widely used for modeling large scale elastic proper-
ties of physical systems [3,6], disordered media in material sciences [4,10], self-
organisation and system design in material and architectural sciences [5,8] and
in many other contexts. Moreover, under many aspects the study of spring sys-
tems can also be regarded as a particular instance of finite element methods for
partial differential equations, and it is beyond the scope of this paper to discuss
the immense literature on this classical subject, see again [3]. However, to the
best of our knowledge our paper is the first one to propose the use of adaptive
spring systems as learning mechanical devices capable of assuming desired phys-
ical shapes in response to input displacements of control units. This approach is
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strongly related to automated design problems because our spring systems are
subject to the usual rules of real-world physics and the output of our learning
algorithm can always be directly transformed into a real-world hardware spring
network performing precisely the same tasks as the virtual system.

Here is an outline of the paper. In Sect. 2, the model of spring system and its
dynamics are presented. We use rigid 2D graphs with suitable properties to rep-
resent spring systems. The energy function of a spring system is also discussed
in Sect. 2. Formal definitions of control units/input nodes and effectors/output
nodes as well as an iterative gradient-descent learning algorithm for spring sys-
tems are presented in Sect. 3. The proof of the feasibility of shape control prob-
lem is outlined in Sect. 4. Finally, we address the question how our adaptive
procedure works in practice, what is the quality of results obtained and the
efectiveness of the learning algorithm developed. This is discussed in details in
Sect. 5.

2 The Model and Its Dynamics

Formally, we represent a spring system as an undirected graph G := (V , E) with
vertex/node set V ⊂ IRd and edge/spring set E . As already mentioned above, all
our working examples are so far confined to the two dimensional case d = 2 and
thus so do we restrict our theoretical discussion for presentational convenience.
In this setting the graph G is often required to be planar so that it admits an
embedding into IR2 with its edges non-intersecting. The coordinates of a vertex
v ∈ V are denoted by (x(1)

v , x
(2)
v ). With each edge e = {u, v} ∈ E , u, v ∈ V we

associate its equilibrium (rest) length  0[e] and we write  [e] for its actual length

 [e] := dist(u, v) =
√

(x(1)
u − x

(1)
v )2 + (x(2)

u − x
(2)
v )2

induced by the planar embedding of the vertex set, which clearly may differ
from  0[e]. Whenever two nodes u and v are connected by an edge, we write
u ∼ v. Moreover, the spring constant k[e] ≥ 0 is ascribed to each edge e ∈ E ,
determining the elastic properties of the spring represented by the edge e. The
energy (Hamiltonian) of a spring system configuration x̄V := ((x(1)

v , x
(2)
v )v∈V) is

given by the usual formula [2]

H(x̄V ) :=
1
2

∑
e∈E

k[e]( [e]−  0[e])2 . (1)

Our interest in this paper is focused on ground states of this system, defined
as global energy minimisers, yet for practical reasons we also have to deal with
other equilibrium states corresponding to local minima of the energy (1). The
Hamiltonian (1) is isometry invariant and thus the ground state can only be
unique up to isometry, which is what we shall mean by ground state uniqueness
in the sequel. In general, the ground state does not have to be unique even up to
isometric transformations. There are several reasons for which this can happen:
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1. There may exist several planar embeddings of G with different collections of
actual lengths, all minimising H. This source of ground state non-uniqueness
is not a serious problem though as it is only present for exceptional choices
of k[·] and  0[·], and can be removed upon small perturbation of these pa-
rameters.

2. There may be several energy-minimising embeddings of the graph G with the
same actual length collections, but not arising from one another by contin-
uum edge length preserving graph motions. This problem can also be ignored
for our purposes, because such minima are separated by potential barriers
impassable for our gradient-descent dynamics as discussed in the sequel.

3. Finally, there may be energy-minimising configurations arising from one an-
other by continuous lenth preserving graph motions. This happens when the
set of such motions is non-trivial, that is to say essentially larger than the
set of isometric (rigid) motions. By definition this is equivalent to having
the graph G non-rigid. Non-rigidity leads to essential undetermination of
the ground state geometry and therefore we rule out this possibility by ex-
plicitly requiring that G be rigid, see [1,9] for details. Note that an easy way
to keep G rigid is to start with a segment and keep adding subsequent graph
vertices always requiring that a new vertex be connected to at least two ones
already present, see Sect. 4.1 in [9].

To determine the (local) equilibrium of the spring system we let it evolve in time
according to standard gradient descent dynamics

d

dt
x̄V = −∇H(x̄V) . (2)

Clearly, this is equivalent to making each vertex v ∈ V move according to

d

dt
x̄v = Fv , v ∈ V (3)

where
Fv :=

∑
u∼v

k[{u, v}]( [{u, v}]−  0[{u, v}])
v − u

dist(v, u)
(4)

is the usual elastic force acting upon a node v ∈ V . In physical terms this
corresponds to the evolution of our spring system in high friction environment,
with the entire kinetic energy immediately dissipated. Taking into account that
the dynamics (2) leads the system to equilibrium which is not always the global
energy minimum, we shall write G[x̄V ] to denote the unique equilibrium state
reached by our gradient descent evolution initiated at x̄V .

In the sequel we shall often freeze positions of certain collections of nodes in
V . Some of those frozen nodes will be interpreted as control nodes with positions
set by external intervention, such as user interaction; some further nodes will be
immobilised to reduce the number of degrees of freedom enjoyed by the system,
usually in order to prevent its erratic movements during relaxation. In terms of
our basic dynamics (2) this simply means taking the derivative with respect to
mobile nodes only, in terms of (3) we only move vertices which are not declared
frozen/immobilised.
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3 System Adaptation for Shape Control

The principal shape control problem considered in this paper is put as follows.
The set of spring system nodes V is partitioned into

1. Set Vin of control nodes. These are nodes whose position is determined by
external intervention and thus is regarded as system’s input.

2. Set Vout of observed nodes whose positions are regarded as system’s output.
3. Set Vfixed of immobilised nodes whose positions are kept fixed in the course

of system’s evolution.
4. The remaining set V∗ of auxiliary movable nodes, usually constituting the

vast majority of system’s vertices.

We usually require that the set of control nodes be rich enough to uniquely
determine the equilibrium G[x̄V ] which allows us to write G[x̄V ] = G[x̄Vin ]. In
practice, this requirement is sometimes relaxed to having possible alternative
equilibria given x̄Vin separated from the actual one G[x̄V ] by high potential bar-
riers impassable for our gradient descent dynamics. To proceed, we assume that
a set (E(i))N

i=1 of training examples is given, each example E(i) := (ȳ(i)
Vin

, ȳ
(i)
Vout

)
consisting of

1. input part ȳ
(i)
Vin

specifying the locations of input nodes,

2. and output part ȳ
(i)
Vout

specifying the desired locations of output nodes.

Roughly speaking, our goal is to find parameters k[e] and  0[e], e ∈ E so that the
positions x̄Vout [G[ȳ(i)

Vin
]] of output vertices in equilibrium G[ȳ(i)

Vin
], reached upon

setting x̄Vin := ȳ
(i)
Vin

, be as close as possible to the desired locations ȳ
(i)
Vout

. To this
end, we define the mean squared error function

Φ = Φ[(k[e],  0[e])e∈E ] :=
1
N

N∑
i=1

Φ(i)

where
Φ(i) :=

∑
v∈Vout

dist(y(i)
v , xv[G[ȳ(i)

Vin
]])2.

The adaptation of parameters k[e] and  0[e] is performed according to the fol-
lowing gradient descent scheme:

1. Fix a small learning constant ρ,

2. At each step, choose (cyclically or by random) a subsequent example E(i)

and do
(a) Set k[e] := −ρ∂Φ(i)

∂k[e] , e ∈ E ,
(b) Set  0[e] := −ρ ∂Φ(i)

∂�0[e]
, e ∈ E .

3. Iterate 2. until Φ reaches a satisfactory value.
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The gradient ∇Φ(i) can be calculated explicitly given (1) and using a second
order approximation of the Hamiltonian H at equilibrium G[ȳ(i)

Vin
]. However, this

turns out to be quite inefficient as requiring inversion of large matrices. On
the other hand, since the equilibrium G[ȳ(i)

Vin
] has to be found anyway, apply-

ing the dynamics (2), it is quite easy to approximate the sought gradient by
directly examining the displacements of the equlibrium under small perturba-
tions of parameters k[e],  0[e], e ∈ E . This is the option we have chosen in our
implementation.

In context of the so specified task and its proposed solution, two natural
questions emerge. The first one concerns the feasibility of the problem: given
a set of training examples, is it always possible to find appropriate parameters
k[e],  0[e], e ∈ E , so that the error Φ can be made very small ? Clearly, the
answer is no if our graph is not rich enough, evidently including the extreme
case V∗ = ∅. However, when we reformulate this question, asking whether there
exists big enough graph so that the parameters k[·],  0[·], can be duly adjusted
providing a solution for our shape control problem, the answer usually turns out
positive, as argued in the next Sect. 4.

The second question to be asked is how the adaptive procedure developed in
this section works in practice, what is the quality of results obtained and the
effectiveness of learning algorithm. This is discussed in details in Sect. 5 below.

4 Feasibility of Shape Control Problems

In this section we briefly discuss the question of feasibility for shape control prob-
lems as put in our paper. Although it is clear that complicated tasks cannot be
accomplished by a simple spring system, we claim that for most reasonable shape
programming tasks a complex enough system can be found carrying them out.
To see it, consider a collection (E(i))N

i=1 of training examples, with the notation
E(i) := (ȳ(i)

Vin
, ȳ

(i)
Vout

) as above. Assuming in addition that vectors ȳ
(i)
Vin

are linearly
independent, which is not a restrictive condition as soon as the cardinality of
|Vin| ≥ N, we readily see that there exists a matrix A such that ȳ

(i)
Vout

= Aȳ
(i)
Vin

.
It remains therefore to show that a mechanical spring system performing mul-
tiplication by the matrix A can be designed. Noting that suitably adjusting
the physical parameters of springs in the network we can simulate an arbitrary
mechanical device, it is now enough to resort to the historical theory [7] of me-
chanical computing machines, which were able to perform much more than mere
matrix multiplication. It should be noted though that this is an extremely com-
plicated solution to the considered shape programming problems, only conceived
for purely theoretical proof purposes and with no doubt vastly outperformed by
much simpler systems, for instance those produced by our software.

5 Implementation and Example Applications

The learning algorithm for spring systems as introduced in Sect. 3 has been im-
plemented in the programming language D [11]. Below we present figures output
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Auxiliary
node v ∈ V∗

Node v ∈ Vin at current
location, with desired

location ȳ
(i)
Vin

Immobilised
node

v ∈ Vfixed

Node v ∈ Vout at current
location, with desired

location ȳ
(i)
Vout

Fig. 1. Graphical symbols and colours used to visualise individual nodes of spring
systems

Fig. 2. Spring system before learning with training examples (E(i))3i=1, respectively

Fig. 3. Spring system after learning, in equilibria (G[ȳ
(i)
Vin

])3i=1 for training examples
(E(i))3i=1, respectively
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Table 1. Spring system with its parameters

No. of No. of Error Φ Average learning Avarage learning
spring |Vin| |Vout| |Vfixed| |V∗| training before time to reach time to reach
system examples learning error Φ = 100 error Φ = 25

1 3 2 5 31 4 19557 43s 125s
2 3 2 3 66 2 3479 103s 220s
3 5 2 1 38 4 20670 106s 123s

by our software and discuss the effectiveness of the algorithm. In Fig. 1 we show
the graphical symbols and colours used to visualise individual nodes of spring
systems processed. Springs are represented by lines, a spring in equilibrium state
has white colour, during stretching its colour is gradually becoming red, in turn
during compression its colour is gradually becoming yellow.

For visualisation purposes we consider a system with three training exam-
ples (E(i))3i=1 as depicted in Fig. 2 in pre-learning state. Next, in Fig. 3 we
present the same system after the learning process in respective equilibria
(G[ȳ(i)

Vin
])3i=1.

The execution times needed by our software to reach the error Φ = 100 (as
compared to the initial error of the order 104) and Φ = 25 (again with the initial
error of the order of 104) are given in Table 1 for different system sizes and
learning task complexities. The computer architecture used to make all tests was
AMD Athlon XP 2800+ (clock speed 2 GHz) and 512 MB RAM. Our algorithm
appears to be efficient enough to solve medium-sized problems in a reasonable
time (of the order of 50 nodes and 4 training examples within 2-3 minutes).
Further computational optimisations are envisioned combined with use of more
advanced computer architectures in order to deal with large-size realistic 3D
spring systems, which is the subject of our current work in progress.

6 Conclusions

In this paper we have proposed a new gradient-descent training algorithm for
shape-control tasks carried out using complex spring systems. Given a shape-
programming problem, consisting of a collection of examples specifying desired
input-output relationship, the algorithm outputs physical parameters (lengths,
elastic constants) of a spring system designed to solve the problem. We have im-
plemented this algorithm and tested it on medium-sized examples, concluding
that it is reasonably effective there, yet requires further optimisation to cope
with realistic large-sized systems in full 3D. These optimisations are the subject
of our ongoing work in progress and the applications of our algorithm to complex
real-world shape-programming tasks will be discussed in a separate upcoming
paper.
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Abstract. The sequencing process of a DNA chain for reading its com-

ponents supposes a complex process, since only small DNA fragments can

be read nowadays. Therefore, the use of optimization algorithms is re-

quired to rebuild a single chain from all the small pieces. We address here

a simplified version of the problem, in which no errors in the sequenc-

ing process are allowed. The methods typically used in the literature for

this problem are not satisfactory when solving realistic size instances, so

there is a need for new more efficient and accurate methods. We propose

a new iterated local search algorithm, highly competitive with the best

algorithms in the literature, and considerably faster.

1 Introduction

The use of computational methods for the analysis of genetic material is becom-
ing popular. The main goal of any genomic project is to determine the complete
genome sequence and its genetic content. This is done in two main steps: the
genome sequencing, and its annotation.

The current technology does not allow to sequence complete DNA strings.
Only small pieces of up to 400 (Illumina and 454 GS FLX sequencing technolo-
gies) to around 700 (Sanger dideoxy sequencing method) nucleotids length can
be read. Hence, DNA chains must be split into small portions that can be read
by the current existing techniques. This process is called the shotgun sequencing
process. Its main drawback is that the fragments orientation is lost, and thus
the DNA fragment assembly problem [13], involving the process of re-assembling
these small fragments for obtaining the original DNA chain, arises.

This problem has been faced by different heuristics and metaheuristics in the
literature, but due to its importance and complexity, new more accurate and
faster techniques are still needed. PALS [2] (Problem Aware Local Search) is a
simple fast and accurate heuristic recently proposed for this problem. However,
the solutions provided by PALS are not totally satisfactory when facing large
problem instances. Hence, we proposed in [6] the hybridization of an efficient
decentralized genetic algorithm with PALS. As a result, it was demonstrated
that the combination of the two algorithms provides high quality solutions, out-
performing all the other compared algorithms.
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1. Duplicate
and

2. Sonicate

3. Sequence 4. Call Bases

CCGTAGCCGGGATCCCGTCC
CCCGAACAGGCTCCCGCCGTAGCCG

AAGCTTTTCTCCCGAACAGGCTCCCG

5. Layout

6. Call Consensus

CCGTAGCCGGGATCCCGTCC
CCCGAACAGGCTCCCGCCGTAGCCG
AAGCTTTTTCCCGAACAGGCTCCCG

AAGCTTTTCTCCCGAACAGGCTCCCGCCGTAGCCGGGATCCCGTCC

Fig. 1. Graphical representation of DNA sequencing and assembly

In the this work, we continue the study made in [6] on the design of new
algorithms for the de novo genomic sequencing. Our main contribution in this
paper is the new iterated local search (ILS) algorithm hybridized with PALS we
propose, notably faster than the best existing algorithms in the literature, and
finding solutions of better (or similar in some cases) quality.

The structure of this paper is as follows. In the next section, our problem is
briefly described. Next, Section 3 presents the design aspects of the algorithm
we propose. The results obtained are presented and discussed in Section 4, and
we compare them versus other well known algorithms in the literature. Finally,
our main conclusions are summarized in Section 5.

2 The DNA Fragment Assembly Problem

The DNA fragment assembly problem (DNA FAP) is a combinatorial optimiza-
tion problem that was defined in the frame of the genome sequencing process.
It starts by splitting the DNA sequence into many small sub-sequences. This is
done by duplicating the original DNA sequence and cutting the different copies
in random points. The resulting biological material can now be processed by
computers using the current available technology. These steps are made in bi-
ological laboratories, and match with the first stages (1 to 4) shown in Fig. 1.
Once the fragments are read, the assembly process is applied. It lies on comput-
ing the overlapping, the fragments order, and the consensus sequence (last two
steps in Fig. 1). We are considering here an ideal case in which no errors occur
in the sequencing step, commonly assumed in the specialized literature [4,14].

Since this process is one of the first steps made in any genomic project, its
results are required to be highly accurate for the right functioning of the other
phases of the project. This problem arises as a very complex combinatorial op-
timization problem (NP-Complete [12]). Its difficulty is due to the high dimen-
sionality search space it has, which supposes to explore 2 ·k ·k! possible solutions
in the worst case (k is the number of fragments).

For measuring the quality of a consensus sequence we use the coverage distri-
bution. The coverage of a given location is defined as the number of fragments in
that position. It is a measure of the data redundancy, and it shows the number
of fragments, on average, in which a given nucleotide is expected to appear in
the target DNA sequence. It can be computed as the number of bases in the
fragments over the total length of the target chain [13]:
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Coverage =
∑n

i=1 length of fragment i

target sequence length
, (1)

where n is the number of fragments in the target sequence. The coverage is
usually in the range between 6 and 10 [9]; and the higher its value, the fewer the
number of gaps, and the better the obtained result.

3 The Proposed Algorithm

We present in this paper several new iterated local search (ILS) algorithms for
solving the DNA FAP. In Section 3.1 we discuss the basic skeleton of the ILS
algorithms we propose, while Section 3.2 describes the different algorithmic ver-
sions we considered for our tuning process.

3.1 General Description of Our ILS Algorithm

This section presents the basic skeleton of ILS we have used in this paper. Its
pseudocode is shown in Algorithm 1, and it was implemented using the JCell
framework, publicly available at [5].

The ILS algorithm is a simple trajectory-based metaheuristic, it starts by
randomly generating and evaluating an initial solution. Then, the perturbation,
improvement, and acceptance methods are iteratively applied for exploring the
search space in order to improve the solution. The algorithm finishes when the
termination condition is met.

The perturbation and improvement methods are essential aspects determining
the good functioning of an ILS algorithm. That is why we elaborate a careful
study of the behavior of the algorithm using different parameterizations for the
two methods. In Section 3.2, we propose four different perturbation methods
that are later experimentally compared in Section 4.2.

The improvement method we use is the application of the PALS heuristic [2],
a very efficient technique for the DNA FAP. Basically, this algorithm consists
of iteratively improving the solution by applying all the possible 2-Opt move-
ments [3]. There are two important issues in PALS. One is that it does not need
to perform function evaluations, since it computes the difference in the fitness
value after every modification. The other one is that it is considering the number

Algorithm 1. The proposed ILS algorithm
1: sol = CreateInitialSolution();
2: EvaluateSolution(sol);
3: bestSol = sol;
4: while !StopCondition() do
5: PerturbationMethod(sol);
6: EvaluateSolution(sol);
7: PALS(sol); // Improvement method
8: if sol > bestSol then
9: bestSol = sol;

10: end if
11: end while
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Initial Solution

New Solution

Insertion

1 2 32 3 4 5 6 7 85 6 7 8

1 2 3 5 6 71 2 3 5 6 7 44 8

Swap

1 21 2 3 4 55 6 7 86 7 8

1 21 2 5 4 3 6 76 7 8

Dispersion

1 2 3 42 3 4 5 6 7 85 6 7 8

1 5 6 71 5 6 7 2 3 42 3 4 8

Fig. 2. Operations studied for the perturbation method

of contigs in the solution during the optimization by estimating the number of
created or destroyed contigs when manipulating the tentative solutions. In con-
trast, most of the algorithms in the literature either do not consider the number
of contigs in the solutions (what could lead to the undesirable situation in which
one solution could be better than another one but having a higher number of
contigs) or compute the number of contigs of the new solutions by applying an
additional final refining step using a greedy heuristic [10].

Finally, the acceptance method used in our ILS simply consists in always ac-
cepting all the new generated solutions. We adopted this strategy after observing
in several experiments a fast convergence of solutions to local optima (typically,
after one or two iterations). Hence, since PALS is deterministic, it will not be
able to improve the solution once it has converged to a local optimum.

3.2 Studied ILS Designs

We are testing in this work four different configurations for the perturbation
method. They use different combinations of the insertion, swap, and dispersion
operators. These operators are commonly used in the literature for introducing
diversity in routing, which have some similarities with the DNA FAP [11].

In Fig. 2 we show the three studied operators. The swap operator is to ran-
domly select two fragments in our solution and exchange their positions. The
insertion operator lies in randomly choosing a single fragment and inserting it in
a new random position, displacing all the fragments between the old and new po-
sitions. Finally, the dispersion operator is a generalization of insertion in which
not only one fragment is moved to a new location but a chain of consecutive
fragments. The length of this chain is random, but it will never be larger than
the distance between the first fragment and the destination positions, since in
other case no change would be made after applying the method.

We now proceed to present the ILS algorithms we designed with the different
perturbation methods. We took the decision of including the insertion operator
in all the perturbation methods due to our previous experience with this kind
of problems [1]. The four ILS algorithms studied are listed below:

– ILS-I: It uses only the insertion operation in the perturbation method.
– ILS-IS: Insertion operation is applied 50% of the cases, as well as swap.
– ILS-ID: Insertion is applied 50% of the cases, as well as displacement.
– ILS-IDS: The three operators are applied with 33.3% probability.

The perturbation method is applied with probability pp = 1/ No. of Fragments.
When the method is composed by more than one operator, they will be applied
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with equal probability. This means that one solution can be modified by different
operators at the same time.

4 Experimentation

We present in this section the results obtained with the ILS algorithms. They
were implemented in Java (using JCell [5] framework), and they were run under
Linux on an Intel Xeon 2.0GHz processor (using only one core). The problems
studied are described in Section 4.1. Then, we analyze the influence of the dif-
ferent proposed parameterizations in Section 4.2, and compare them to those of
an state-of-the-art algorithm for the considered problem.

4.1 Problem Instances

We evaluate the algorithms on the two largest instances of the problem studied
in [2]. They correspond to the Neurosphora crassa bacterial artificial chromo-
some (BAC), a kind of fungus typically found in common loaf composed by
77,292 bases. It was taken from the NCBI1 website, and the fragments were
generated with GenFrag [7]. We study two instances: BX842596(4), composed
of 442 fragments of 708 basis each, having coverage 4; and BX842596(7), hav-
ing 773 fragments of length 703, and coverage 7. These instances are lager and
more complex than those usually tackled by other researchers (which are usually
around 15 or 30 thousands of bases length, or even less [8]).

The two studied instances are really hard to solve, since they were generated
from very long sequences using an small/medium coverage value, and a very re-
strictive cutting (threshold for joining adjacent fragments into the same contig),
having value 30.

4.2 Parameter Tuning Process

We proceed in this section to compare and evaluate the different algorithmic
versions proposed. The results are shown in tables 1 and 2 for the ILS with the
four different perturbation methods (described in Section 3.2), and three dif-
ferent intensities of PALS for each of them (5, 50 and 500 iterations). In total,
we are comparing 12 different versions of our ILS algorithm for each of the two
considered problems. The values we report in the tables are the average fitness
value of solutions (which is a measure of the overlapping degree among frag-
ments composing the solution), the average number of contigs in these solutions,
and the average time needed by the algorithm (in seconds), all these values are
presented together with their standard deviations. They were obtained after 100
independent runs for each algorithm and instance. In total, we made 2400 ex-
periments. The overall best values in each table are marked with a grey color
background.

In order to obtain concluding results, we have performed statistical tests on
the results. For that, we first check whether the data follow a normal distribution
1 http://www.ncbi.nlm.nih.gov
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Table 1. Comparison of the different ILS algorithms proposed. Instance BX842596(4).

Perturb.
5 steps of PALS 50 steps of PALS 500 steps of PALS

Test
Solution Contigs Time Solution Contigs Time Solution Contigs Time

ILS-I 227663.42 1.05 70.39 227638.08 1.00 81.29 227644.86 1.00 81.11 −,−,+
±92.61 ±0.30 ±1.89 ±104.69 ±0.00 ±2.23 ±109.47 ±0.00 ±2.41

ILS-IS 227557.94 1.02 61.87 227581.80 1.00 68.55 227614.23 1.00 68.93 +,−,+
±142.84 ±0.12 ±1.61 ±140.20 ±0.00 ±2.47 ±131.29 ±0.00 ±2.10

ILS-ID 227668.62 1.01 69.22 227659.59 1.00 78.52 227640.29 1.00 79.43 −,−,+
±93.81 ±0.10 ±2.43 ±94.62 ±0.00 ±2.72 ±104.08 ±0.00 ±2.22

ILS-IDS 227588.61 1.04 64.29 227639.61 1.00 72.08 227624.17 1.01 72.06 +,−,+
±134.35 ±0.24 ±1.58 ±123.68 ±0.00 ±2.02 ±119.97 ±0.10 ±1.93

Test + − + + − + − − +

Table 2. Comparison of the different ILS algorithms proposed. Instance BX842596(7).

Perturb.
5 steps of PALS 50 steps of PALS 500 steps of PALS

Test
Solution Contigs Time Solution Contigs Time Solution Contigs Time

ILS-I 444995.94 1.03 249.85 445076.36 1.00 292.36 445041.22 1.00 309.93 +,−,+
±174.72 ±0.17 ±9.90 ±151.53 ±0.00 ±9.28 ±213.98 ±0.00 ±13.06

ILS-IS 444774.15 1.00 217.01 444860.78 1.00 257.32 444868.18 1.00 259.44 −,−,+
±341.76 ±0.00 ±6.92 ±303.20 ±0.00 ±10.20 ±290.16 ±0.00 ±10.80

ILS-ID 445020.42 1.00 242.46 445058.02 1.00 297.96 445059.88 1.00 297.30 −,−,+
±225.67 ±0.00 ±7.57 ±176.78 ±0.00 ±13.30 ±194.41 ±0.00 ±12.96

ILS-IDS 444946.95 1.00 233.05 444999.36 1.00 268.77 444984.65 1.00 272.54 −,−,+
±291.06 ±0.00 ±8.66 ±198.48 ±0.00 ±11.0 ±190.63 ±0.00 ±12.24

Test + − + + − + + − +

or not using the Shapiro-Wilks test. Then, if the data are normally distributed
we perform an ANOVA test. In other case, the tool we use is the Kruskal-
Wallis test. This statistical study allows us to asses if there are meaningful
differences among the compared algorithms with 95% probability. In the last row
in tables 1 and 2 we show whether there are statistically significant differences
(‘+’, when p-value ≤ 0.05) or not (‘−’, when p-value > 0.05) among the values
in the corresponding column. Additionally, in the right hand column we show
the differences we obtained after applying 5, 50, and 500 steps of PALS in terms
of the solutions found, the number of contigs, and the time, respectively.

In Table 1 we show the results obtained for instance BX842596(4). The first
interesting result we see is that there are not statistically significant differences in
terms of the number of contigs in any case. The algorithms usually find solutions
of only one contig (this is precisely the goal), and only a maximum of 2% of the
executions with 5 steps of PALS cannot find a single contig solution.

If we now pay attention to the effects of incrementing the number of steps
of PALS, we can generally see that there are not statistically significant differ-
ences in terms of the solution found. The exception are the methods in which
the swap operation is involved (ILS-IS and ILS-IDS), since they are statistically
worse than the others in some cases. Regarding the execution time, those algo-
rithms implementing 5 steps of PALS are significatively better than the others.
Additionally, the fact that there are not important differences between the al-
gorithms using 50 and 500 steps of PALS caught our attention. This tells us
that 50 steps of PALS are usually enough in our algorithm for converging to a
local optimum in the improvement method. Finally, we emphasize that all the
algorithms found the same best fitness value, in at least one of the 100 runs.
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Table 3. Comparison among ILS-D and SACMA

Solution No. of Contigs Time
Best Average Best Average (Seconds)

BX842596(4) SACMA 227779 227768, 69 ± 31.09 1 1, 00 ±0,00 154.85 ±14,55
ILS-D 227779 227638, 08 ± 104,69 1 1, 00 ±0,00 81.29 ± 2,23
Test + + +

BX842596(7) SACMA 445411 445324, 97 ± 68.81 1 1, 01 ±0,10 651.20 ±85.11
ILS-D 445339 445076, 36 ± 151,53 1 1, 00 ±0,00 292, 36 ± 9,28
Test + + +

Regarding the perturbation method, we can say that ILS-ID is the algorithm
obtaining the best quality solutions, since it is the best algorithm when using
5 and 50 steps of PALS, and the second best one in the case of 500 PALS
steps (with no statistical difference with the first one). In contrast, this is the
second worst algorithm in terms of run time, followed by ILS-I. The differences
in terms of time are not high (all the algorithms are within an interval of about
10 seconds for each PALS configuration), but they are statistically significant in
all the cases. In this case, the algorithms implementing the swap operation are
faster, but they are the worst ones in terms of the solution quality.

As in the case of the small instance, the differences between all the algorithms
for instance BX842596(7) are not significant in terms of the number of contigs.
Indeed, as it can be seen in Table 2, in this case all the algorithms find in every
run a single contig solution, with the exception of ILS-I with 5 steps of PALS,
that could not find it in 2% of the runs. In terms of time we see similitudes with
the results obtained for the small instance too. The time is significantly shorter
in the case of using 5 steps of PALS than in the equivalent algorithms with 50
and 500 steps, although there are not important differences between these two
last versions (with the only exception that ILS-I with 50 steps of PALS is faster
than the version using 500 steps). For this problem there are not significant
differences among the algorithms with the three different versions of PALS. The
only exception is ILS-I, statistically worse with 5 steps than with 50 or 500.

Regarding the perturbation method used, the only significant differences we
obtained in terms of the solutions quality are given by the methods using the
swap operator, which are worse than the others, in general. As it happened for
the small instance, the time differences are always significant, with the exception
of ILS-I and ILS-ID, employing similar times for solving the problem.

Summarizing, it stands out that most of the algorithms found single contig
solutions. This is important because it is one of the main goals for solving the
problem. Regarding the overlapping degree among fragments (fitness value),
the algorithms ILS-I and ILS-ID (those not implementing swap operation) are
the best ones, in general. However, they require longer run times, although the
difference with the fastest compared algorithm is about 10% slower. Hence, in
order to obtain better quality solutions, slightly slower algorithms are required.
Since the solutions quality is a key aspect in this problem, we choose ILS-I and
ILS-ID as the best compared algorithms. There are not statistical significant
differences between these two algorithms in any of the considered parameters
(overlapping degree of fragments, number of contigs, and time).
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To end this section, we compare our results with SACMA, a state-of-the-art
advanced genetic algorithm [6] hybridized with PALS. We choose ILS-I for the
comparison (with 50 steps for PALS). The results are shown in Table 3. The
algorithms are compared in terms of the fitness value, the number of contigs,
and the time (in seconds). In order to make a fair comparison, we show the
results after 100 runs and we made the same statistical study as in Section 4.2.

The results in Table 3 show significant differences in all cases, with the ex-
ception of the number of contigs in the solutions found by ILS-I and SACMA
for the two problems. We can see that even when SACMA is significantly better
than ILS-I in terms of the solution fitness values, the difference between the two
algorithms is less than 0.06% for both instances. Moreover, the best solutions
found by the two algorithms has the same value for the small instance and a
difference of 0.016% for the big one.

Regarding the number of contigs in the reported solutionds, both SACMA
and ILS-I find similar results, finding a single contig solution in every run, with
the exception of SACMA, which finds a two contigs solution in one of the runs
for BX843596(7) instance.

The largest differences we found between SACMA and ILS-I are in terms of
time. In this case, ILS-I is about twice faster than SACMA (the difference is
47.5% for BX843596(4) and 55.1% for BX843596(7)). Hence, ILS-I allows us to
find similar results to those of SACMA but in half time.

5 Conclusions

We proposed in this paper a new iterated local search algorithm, called ILS-I,
for the fragment assembly problem. The algorithm was designed using the PALS
heuristic as the improvement method, and a tuning process was made studying
different perturbation and improvement methods. The resulting algorithm was
compared versus SACMA, a highly competitive structured population genetic
algorithm hybridized with PALS too. As a result, ILS-I obtains similar results
than those found by SACMA, in half time.

Among the main next research lines emerging from this work, we plan to
study larger instance sizes than the ones studied here. We think that some of
the differences shown in this paper could be more important in the case of
solving more difficult and larger problem instances. Moreover, we plan to extend
our study to a more realistic case of the problem in which we would need to deal
with errors in the reading process. This way, we would be solving instances with
much more scientific interest.
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Abstract. A new search method to the feature selection problem – the tourna-
ment searching – is proposed and compared with other popular feature selection 
methods. The tournament feature selection method is a simple stochastic 
searching method with only one parameter controlling the global-local search-
ing properties of the algorithm. It is less complicated and easier to use than 
other stochastic methods, e.g. the simulated annealing or genetic algorithm. The 
algorithm was tested on several tasks of the feature selection in the supervised 
learning. For comparison the simulated annealing, genetic algorithm, random 
search and two deterministic methods were tested as well. The experiments 
showed the best results for the tournament feature selection method in relation 
to other tested methods.  

Keywords: feature selection, tournament feature selection, tournament search-
ing, stochastic combinatorial optimization. 

1   Introduction 

The feature selection (FS) is an essential problem in the modelling of objects, proc-
esses and phenomenon, explored especially in pattern recognition, machine learning, 
data mining and artificial intelligence. The aim of FS is to reduce the dimension of the 
input vector by the feature (variable) subset selection which describes object in the 
best manner and ensures the best quality of the learning model. In this process the 
irrelevant, redundant and unpredictive features are omitted. For example, only the 
features, which contain the most information about the membership of the objects to 
the classes and which allow to minimize the risk of misclassification, are selected in 
pattern recognition. The other way of reduction in dimension of modelling problem 
relies on an application of the linear or nonlinear transformation, mapping the space 
of original features on the space with smaller dimension (the principal component 
analysis is the popular example). A creation of the new features on the base of the 
original features is called the feature extraction. 

FS is applied due to several reasons [1], [2], [3]: 

1. Model simplification. Consideration of the large number of features increases 
complexity of the model, what does not go with improvement in its quality. Some 
features can be redundant (e.g. the correlated features) or irrelevant (features not 
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carrying information about model output). The elimination of these features sim-
plifies the model, improves its comprehensibility, stays in contrary to curse of di-
mensionality and clarifies the relationships between features. 

2. Improvement in model quality. A removal of the unpredictive features does not 
often worsen the model quality, but improves it. For example a removal of fea-
tures with random values, interferenced by huge noise, usually allows to improve 
the model operation. 

3. Improvement in generalization. The simpler models with smaller number of  
parameters have greater generalization abilities (elimination of the noisy features 
reduces the model overfitting). 

4. Reduction of computation time. The model created with the use of lower number 
of the features learns and works faster. 

5. Saving of computer memory is proportional to the number of eliminated features. 
6. Reduction in cost of data collection, communication, maintenance and technical 

realization of the model.  
7. Data visualization when the number of selected features is low (1, 2 or 3).    
 

The methods of the feature selection can be generally divided into filter and wrapper 
ones [4]. Filter methods do not require application of learning model to select relevant 
features. They select features as a preprocessing step, independent on the choice of 
the predictor. They also use information included in the dataset, e.g. the correlation 
between variables and discriminatory abilities of the individual features, to create the 
most promising feature subset before commencement of learning. The main disadvan-
tage of the filter approach is the fact that it totally ignores the effect of the selected 
feature subset on the performance of the learning model [4]. Many approaches to the 
feature relevance measurements are presented in [5]. 

The wrapper approach operates in the context of the learning model – it uses feature 
selection algorithm as a wrapper around the learning algorithm and has usually better 
predictive accuracy than the filter approach. The wrapper approach using the learning 
model as a black box is remarkably universal. However, this approach can be very 
slow because the learning algorithm is called repeatedly. The comparative experiments 
between the wrapper and filter models confirmed that it is inappropriate to evaluate the 
usefulness of an input variable without taking into consideration the algorithms that 
built the classification or regression model [4]. The filter approach can be used as a 
preprocessing step for the wrapper approach in the analysis of huge datasets.  

Some learning models have internal build-in mechanisms of the FS. For example 
decision trees (CART, ID3, C4.5) which incorporate FS routine as a subroutine and 
heuristically search the space of feature subsets along tree structure during the learn-
ing process. The approaches in which FS is an essential part of the training process 
are so-called the embedded methods.  

The described above FS methods attempt to select the most relevant feature subset. 
Another approach is to apply a weighting function to features and in effect to attribute 
degrees of relevance to them. The well-known feature weighting method is the per-
ceptron updating rule, which adds or subtracts weights on a linear threshold unit in 
response to training errors. 

Many approaches were used to the FS problem: branch and bound algorithm [6], 
simulated annealing [7], genetic algorithms [7], [8], rough sets [9], adaptive agents 
[10], tabu search method [11], support vector machines [12] and ensembles [13]. The 
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popular suboptimal  fast strategies are the sequential forward selection and sequential 
backward selection algorithms [14], [3] based on simple greedy deterministic heuris-
tics. The expansion of these strategies is plus l-take away r method [15] and floating 
search method [16]. The review of the FS subject matter can be found in [1], [2], [4], 
[17]  and [18]. 

A goal of this work is to propose a simple, easy to use and control wrapper method 
of FS. 

2   Tournament Feature Selection Method 

In the FS problem the decision variables are binary and denote whether the feature is 
selected (1) or not (0). The solution is a binary vector composed of bits representing 
all m features: x = [x1, x2, …, xm].   

The tournament method to feature selection (TFS) consists of exploring the solu-
tion space starting from a randomly selected solution and generating the new ones by 
perturbing it. When the set of new l candidate solutions Ω = {x1, x2, …, xl} is gener-
ated (l is called the tournament size), their costs (e.g. classification errors) are calcu-
lated using learning model. The best candidate solution (the tournament winner), with 
the lowest value of the cost function C(x), is selected and it replaces the parent solu-
tion, even in case it is worse than the parent solution.   

TFS searches the solution space by exploring neighborhood of the current solution 
by means of the move operator. The neighborhood is defined as Φ = {x | dH(x, x*) = 
1}, where x* is the parent solution and dH is the Hamming distance. The move opera-
tor produces a candidate solution by switching the value of the randomly chosen bit 
(different for each candidate solution) of the parent solution.  

If the tournament size is equal to 1, this procedure comes down to the random 
search method. On the other hand, when l = m this method becomes the hill climbing 
method. l = 1, 2, …, m is the only parameter here. Its value decides about the explora-
tion/exploitation properties of the algorithm, and can be fixed or can increase with the 
iteration number.  

The TFS algorithm can be summarized in the following steps: 

1. Generation of the initial solution (first parent solution) by random. 
2. Generation of the set of l candidate solutions from the parent solution using 

the move operator. 
3. Evaluation of the candidate solutions using learning model. 
4. Selection of the best solution among the candidate solutions.  
5. Replacement of the parent solution by the tournament winner. 
6. Repeat steps 2-6 until the stop criterion is reached. 

The flowchart of the TFS is shown in Fig. 1, where the flowcharts of popular stochas-
tic FS methods, the simulated annealing (SA) and genetic algorithm (GA), are shown 
as well. The GA and TFS have parallel structure, the solution space is searched by a 
population of points. In SA solutions are generated one by one.  

The evaluation procedures and move or mutation operators are similar in these  
algorithms, but the selection procedures are different. In the SA method the new  
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solution x is either accepted or rejected according to an acceptance probability based 
on the Boltzmann distribution: 

⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ Δ−=

T

C
p exp,1min)(x , (1)

where T is a global time-varying parameter called the temperature, ΔC = C(x) – 
C(x*). 

The cooling schedule specifies an initial value of the temperature T0, a temperature 
update function Tk+1 = f(Tk) and the inner-loop and outer-loop criterions (not shown in 
Fig. 1). The temperature parameter T controls the probability of acceptance. Initially 
the high value of temperature is selected. Then it decreases slowly according to search 
advance in order to provoke the convergence of the algorithm to the global optimum. 
In the pioneering work [19] the temperature was reduced according to the geometric 
cooling schedule: 

kk TT α=+1 , (2)

where 0<α <1 is a constant factor. 
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Fig. 1. Simple flowcharts of the tournament feature selection method (left), simulated annealing 
(middle) and genetic algorithm (right) 

The GA is the more complicated method than TFS and SA. It requires many pa-
rameters to be set, i.e.: population size, probability of crossover and mutation, selec-
tion procedure parameters. 

There are many methods of selection in GA, e.g.: roulette wheel selection, tourna-
ment selection, rank selection and some others. The main idea of these methods is to 
select the relatively good solutions from the population – the better the solution is, the 
more chances to be selected it has. The tournament selection procedure is similar to 
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that used in TFS, but instead of one, many tournaments of the size l are performed. 
The winners form the new population. Parameter l controls the selective pressure. 

All these FS methods have some built-in mechanism of escaping from the local 
minima/maxima. In TFS method this mechanism is very simple – the parent solution 
is replaced by the tournament winner, even if it represents a worse solution. 

3   Experimental Comparison of Search Algorithms 

The TFS method was verified on several test problems of data classification. Bench-
mark datasets, described in Table 1, were taken from the UCI repository [20]. The 
features in datasets were standardized.  

Table 1. Description of data used in experiments 

Dataset Size Features Classes 
Optimal  
k value 

Ionosphere 351 34 2 3 
Cancer 569 30 2 4 
Heart 270 13 2 7 
Wine 178 13 3 4 
Glass 214 9 6 5 

Diabetes 768 8 2 14 
where: Cancer – the Wisconsin diagnostic breast cancer dataset; Heart –  the Statlog heart 
dataset. 

 
K-nearest neighbor method (k-NN) was used as a classifier, with k determined a 

priori for all features (optimal k values are shown in Table 1). The classification accu-
racy was determined in the leave-one-out procedure. For comparison, sequential for-
ward selection (SFS) and sequential backward selection (SBS) algorithms [3], [14] 
were used to FS as well as the genetic algorithm, simulated annealing and random 
search method. For each dataset the feature space was optimized running algorithms 
30-times and starting from the same initial solution (except for GA which operates on 
a population of solutions). The number of solutions generated in the searching process 
was the same for all algorithms and equal 40⋅round(m/2)2. The set of tested algorithms 
and the values of their parameters, which were adjusted experimentally, are listed 
below. 

• TFS: l = round(m/3).  
• SA schedule proposed by Kirkpatrick et al. in [19]. The initial temperature was 

calculated iteratively from (1), where p0 = 0.99 and CΔ  was the average of the 
absolute value of the cost variation obtained for an initial sequence of random 
transitions. The value of temperature reduction coefficient α was determined in 
such a way that the acceptance probability of the trial solution, which is 0.01% 
worse from the parent solution, is equal 0.1, when the annealing process is  
advanced in 80%:  
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where Lout is the number of the outer-loop iterations, Lout = 20⋅round(m/2). 
The number of inner-loop iterations Linn = 2⋅round(m/2). 

• GA: selection method – binary tournament, crossover method – uniform crossover 
with 0.5 probability of swapping, probability of crossover – 0.9, mutation method 
– classical, expected number of the chromosome mutation – 1, number of genera-
tions – 20⋅round(m/2), population size – 2⋅round(m/2), elite strategy – copying the 
best chromosome of population t-1 into the population t. 

• RS – random search algorithm in which the new solution was generated by chang-
ing one randomly chosen bit of the old solution.  

 

The results – accuracies of the classifier using selected features (minimal, maximal 
and mean in 30 runs) and their standard deviations – are presented in Tab. 2. The 
ranking of FS methods is shown in Fig. 2, where horizontal axis represents the mean 
difference between the mean accuracies of the best FS method and the given FS 
method.  

In general the effectiveness of the search process depends on the algorithm pa-
rameter values. Usually the faster convergence leads to the freezing of the searching 
process in the local optimum. In most cases the tuning of the algorithm is a hard job 
requiring many experiments. Here, the parameter values of the algorithms were set in 
such a way in order to ensure enough time to the broad exploration of the feature 
space.  

Unexpectedly in all cases TFS method gave the best results. The TFS method 
turned out to be more resistant to the local minima traps than others stochastic search 
algorithms tested in this work. The main advantage of TFS is only one parameter to 
adjust – the tournament size l. 

The second best method was the genetic algorithm – the most complicated among 
tested methods. All stochastic methods except for random search gave better results 
on average than the deterministic approaches SFS and SBS.  

 

Fig. 2. Ranking of FS methods 
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Table 2. Percentage accuracies of the classifier: mean Accmean, minimal Accmin, maximal Ac-
cmax, and their standard deviations σAcc 

Dataset  TFS SA GA RS SFS SBS 
Without 

FS 
Ionosphere Accmean 94.78 94.00 94.40 92.17 94.02 94.30 84.33 

 Accmin 94.59 92.88 93.73 91.45    
 Accmax 95.44 94.59 95.44 93.16    
 σAcc 0.26 0.32 0.26 0.47    

Cancer Accmean 98.25 97.97 98.11 97.57 97.72 97.54 96.61 
 Accmin 97.89 97.54 97.72 97.36    
 Accmax 98.42 98.42 98.42 97.89    
 σAcc 0.18 0.19 0.22 0.12    

Heart Accmean 86.25 85.92 86.07 85.67 85.93 85.93 82.22 
 Accmin 85.93 85.19 85.56 84.44    
 Accmax 86.30 86.30 86.30 86.30    
 σAcc 0.13 0.29 0.21 0.43    

Wine Accmean 98.88 98.62 98.69 98.35 98.88 97.75 96.07 
 Accmin 98.88 97.75 98.31 97.75    
 Accmax 98.88 98.88 98.88 98.88    
 σAcc 0.00 0.29 0.27 0.25    

Glass Accmean 74.77 74.75 74.77 74.67 73.36 74.77 65.89 
 Accmin 74.77 73.36 74.77 73.36    
 Accmax 74.77 74.77 74.77 74.77    
 σAcc 0.00 0.14 0.00 0.36    

Diabetes Accmean 77.21 77.20 77.21 77.09 76.30 76.30 73.96 
 Accmin 77.21 76.56 77.21 76.69    
 Accmax 77.21 77.21 77.21 77.21    
 σAcc 0.00 0.08 0.00 0.19    

 

4   Conclusions 

A practitioner would like to know which algorithm is the best choice to solve a given 
problem. Usually it is very hard to select one method looking on “no free lunch” theo-
rem. There are no problem-independent reasons to favor one optimization method 
over another. The simulated annealing, genetic algorithm and proposed tournament 
searching method belong to the stochastic generic search algorithms. Their  
application to the optimization problem requires preliminary tests in order to tune the 
parameters. This is a time-consuming procedure depending on the numbers of pa-
rameters. There is only one parameter in the tournament searching, controlling the 
global-local search properties, which makes this algorithm easy to use.    

The empirical comparison between all of the presented algorithms showed that the 
tournament searching method produced the best results (the accuracies of the k-NN 
classifier)  for all datasets. 

The tournament searching method, similarly to the genetic algorithm, has a parallel 
structure – several candidate solutions can be generated and evaluated at the same 
time. This results in the runtime decreasing. 

In order to evaluate the tournament searching method more tests on different com-
binatorial optimization problems are necessary. This will be the subject of the future 
work. 
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janusz.starczewski@gmail.com
2 Department of Computer Engineering, Czestochowa University of Technology,

Al. Armii Krajowej 36, 42-200 Czestochowa, Poland

{piotr.dziwinski,janusz.starczewski,lukasz.bartczuk}@kik.pcz.pl

Abstract. The paper presents a methodology for application of an in-

terval type-2 codebook to computing with words. The crucial problem in

this task is to formulate new hedge operators for fuzzy sets. The proposed

hybrid system is demonstrated in a numerical example.

1 Introduction

According to Zadeh [1], ”by a linguistic variable we mean a variable whose val-
ues are words or sentences in a natural or artificial language”. These variables
take their values from a term-set, i.e. the collection of all linguistic values. The
term set is composed of so called primary terms e.g., high and low, and option-
ally linguistic modifiers e.g., extremely, very and more or less. In the Zadeh’s
formulation, semantic rules associating linguistic values with their meanings are
expressed by fuzzy sets (FSs) and the linguistic modifiers are performed by hedge
operations.

However, human descriptions of semantic rules are usually ill-defined, since
”words can mean different things to different people”, as Mendel pointed out in
[2]. Also the linguistic hedges are very context dependent. Accordingly, linguistic
values frequently are associated with the concept of fuzzy truth-values specified
by linguistic values such as true, rather true or more or less true.

Many papers [3,4,5,6,7,8,9,10,11,12,13,14,15] adopt fuzzy logic systems (FLS)
to computing with words (CWW) — a new methodology performing computa-
tions in the natural language proposed by Zadeh [16].

2 New Linguistic Hedges

A modification expressed by the word very is usually realized by a concentration
hedge, i.e., by performing the square of a membership function. However, the
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square-hedge operation concentrates γ-membership function (MF) only within
its increasing part rather than concentrates the meaning of the words high or
low. The use of the square-hedge very we leave to the modification of words like
middle.

The authors are convinced that hedge operators rather should shift a mem-
bership function or extend (or narrow) the segment of this membership function
between the empty and the full membership than modify the shape of the orig-
inal membership function as the classical hedge operators do.

We shall introduce new hedge operators preserving shapes of fuzzy sets. Let
A be a fuzzy interval with a membership function μ : X → [0, 1], i.e. a convex
fuzzy subset of X (∀u1, u2, λ ∈ [0, 1], f (λu1 + (1− λ)u2) � min (f (u1) , f (u2)))
which is also normal (∃u ∈ [0, 1] : f (u) = 1). The kernel of A is bounded by m
and n, i.e., [m,n] = [A]1. Note that when either m or n reaches the right or the
left bound of X , the fuzzy interval is monotone.

The first proposed linguistic operator is the concentration hedge. To pre-
serve an original shape of a membership function, the concentration needs a
coefficient scaling slopes of the membership function. For a chosen degree of
concentration c ∈ (−1, 1), we look for a coefficient such that ψ (c) = 1/ψ (−c),
and limc→−1+ ψ (c) = ∞ for concentration, and limc→1− ψ (c) = 0 for dilation.
Formula ψ = (1− c) / (1 + c) fulfill our requirements. This together with points
of application of the concentration, μ (m) and μ (n), lead us to the following
concentration operator:

con (μ (x) , c) =

⎧⎪⎪⎨⎪⎪⎩
μ
(
(x−m) 1−c

1+c + m
)

if x < m

μ
(
(x− n) 1−c

1+c + n
)

if x > n

1 otherwise

. (1)

Note that con realizes either concentration of the fuzzy set for positive c or
dilation for negative c. The concentration hedge acts like dilation semantic mod-
ifiers: relatively, somehow or more or less, and concentration semantic modifiers,
as absolutely.

The second proposed linguistic operator is a shifting hedge. This hedge simply
shifts a membership function along its domain X leaving the kernel never com-
pressed. The move is proportional to a degree of intensity. Hence, the shifting
operator can be defined as follows:

shift (μ (x) , d) =

{
μ (x− d (supX − n)) if d ≥ 0
μ (x− d (m− inf X)) otherwise

, (2)

where supX and inf X denote the right and left bound of the universe of dis-
course, respectively.

In the context of monotone fuzzy intervals, the shifting together with a mod-
ified word are expressed by linguistic terms like: extremely high, very high, more
than high, (moderately or just) high, more than low, and not low. Note that the
use of the comparative description more than low and the negative expressions
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not low are dictated by a human way of understanding English words, while the
term not very high means high with exception of very high, and this should be
realized by a convex fuzzy set. Observe also that shifting is inseparable with the
popular word very, although in certain contexts the meaning of very should be
composed of two operations: shifting and either concentration or dilation, as for
the very high temperature of a patient.

In the context of two slope fuzzy intervals, the shifting acts in linguistic terms
like: more than usual, much more than usual, or less than usual.

In order to transform a single-expert linguistic value into a fuzzy set, we
propose to use semantic modifiers which are combinations of the both proposed
operators.

3 Interval Type-2 Decoding

Type-1 fuzzy rules of the fuzzy logic system need to be transformed into an
intelligible linguistic values with the use of a table coding type-1 fuzzy sets
(T1FSs) to linguistic terms. The route of this transformation needs to compare
the similarity of the output T1FS and the T2FS from the table. The most similar
set found in the table can be directly mapped into its linguistic value by adding
proposed hedge modifiers.

As the classic methods for measuring the similarity of interval T2FSs (IT2FSs),
the following measures can be counted: a degree of compatibility of Gorzalczany
[17], a normal interval-valued similarity measure of Bustince [18], a similarity mea-
sure of Mitchell [19]. Recently, Wu and Mendel proposed a two-element Vector
Similarity Measure for expressing the similarity of IT2FSs both in shape and prox-
imity [20]. Since from numerical data, we obtain type-1 fuzzy sets (rules) and de-
code them by means type-2 codebook, an inclusion measure is adequate to the
codebook. The inclusion of a type-1 fuzzy set A in a type-2 fuzzy set B̃ is given as
follows:

ι (A,B) =

∫
x∈X

(
μ

B̃
(x)+μB̃(x)

2

)
μA (x) dx∫

x∈X μA (x) dx
.

Using IT2FSs as a symmetric Gaussian function with the center (p
1
, p1) and

width (p
2
, p2), and using (2), we obtain shift parameter d in the form

d =

⎧⎨⎩
p1−p

′
1

sup X−p
′
1

if p1 ≥ p
′
1

p1−p
′
1

p
′
1−inf X

otherwise
, p

′
1 =

p
′

1
+ p

′
1

2
, (3)

where supX and inf X denote the right and the left bound of the universe of
discourse, respectively.

In a similar way, using (1), we obtain concentration/dilation parameter c as
follows

c =

(
1− p

′
2/p2

)
(
1 + p

′
2/p2

) , p
′
2 =

p
′

2
+ p

′
2

2
. (4)
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Table 1. Exemplary type-2 codebook generated for the Iris dataset

Domain low

(
(p

1
, p1), (p2

, p2)

)
average

(
(p

1
, p1), (p2

, p2)

)
high

(
(p

1
, p1), (p2

, p2)

)
sepal length ((0.71, 0.79), (4.86, 4.94)) ((0.71, 0.79), (6.06, 6.14)) ((0.71, 0.79), (7.26, 7.34))

sepal width ((0.48, 0.52), (2.38, 2.42)) ((0.48, 0.52), (3.18, 3.22)) ((0.48, 0.52), (3.98, 4.02))

petal length ((1.17, 1.29), (1.92, 2.04)) ((1.17, 1.29), (3.89, 4.01)) ((1.17, 1.29), (5.86, 5.98))

petal width ((0.48, 0.52), (0.48, 0.52)) ((0.48, 0.52), (1.28, 1.32)) ((0.48, 0.52), (2.08, 2.12))

Table 2. Parameters of membership functions of type-1 fuzzy rules generated for the

Iris dataset

Rule sepal length(p1, p2) sepal width (p1, p2) petal length(p1, p2) petal width (p1, p2)

1 (0.42, 5.00) (0.46, 3.41) (0.20, 1.47) (0.12, 0.22)

2 (0.62, 5.84) (0.38, 2.79) (0.56, 4.25) (0.23, 1.32)

3 (0.68, 6.20) (0.38, 2.88) (0.55, 4.41) (0.24, 1.39)

4 (0.77, 6.63) (0.38, 2.97) (0.65, 5.50) (0.33, 2.06)

5 (0.78, 6.38) (0.38, 2.90) (0.65, 5.39) (0.33, 1.98)

Table 3. Parameters of linguistic hedges for type-2 fuzzy sets decoded by exemplary

type-2 codebook

fuzzy rule class sepal length sepal width petal length petal width

r1 1 somehow(-0.29) somehow(-0.04) somehow(-0.72) somehow(-0.62)

more(0.03) more(0.17) less(-0.52) less(-0.70)

low average low low

r2 2 somehow(-0.10) somehow(-0.14) somehow(-0.37) somehow(-0.36)

less(-0.14) more(0.20) more(0.10) more(0.02)

average low average average

r3 2 somehow(-0.05) somehow(-0.13) somehow(-0.38) somehow(-0.36)

more(0.05) less(-0.27) more(0.16) more(0.07)

average average average average

r4 3 absolutely(0.01) somehow(-0.14) somehow(-0.31) somehow(-0.20)

more(0.29) less(-0.19) less(-0.09) less(-0.02)

average average high high

r5 3 absolutely(0.02) somehow(-0.14) somehow(-0.31) somehow(-0.20)

more(0.15) less(-0.25) less(-0.11) less(-0.06)

average average high high

4 Simulation

To test our methodology, we chose Iris dataset as one of the standard classifica-
tion benchmarks. For this dataset, all input attributes: sepal length, sepal width,
petal length and petal width are given in centimeters.

A type-1 fuzzy logic system (algebraic product, singleton consequents) was
obtained by the modified density algorithm [21,22,23,24], and is presented in
table 2. Then, the rules were decoded according to the type-2 codebook using
linguistic hedges described in table 3. Table 1 presents an exemplary type-2
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Fig. 1. Coding membership function (a) using type-2 codebook (c)

codebook for Iris data set. The way of coding type-1 fuzzy rules in the type-2
codebook is illustrated in figure 1. The T2FLS, obtained this way, gave not worse
performance with a possibility of linguistic interpretations of rules, and it may
be a matter of linguistic verification by experts.

5 Conclusion

The aim of this paper was to present a possibility of linguistic interpretation of
type-1 fuzzy rules by means of a type-2 codebook. Such interpreted system can
be a matter of a linguistic verification by experts. Moreover, if the type-2 code-
book contains additional information obtained form experts or other numerical
data, information extracted from this codebook can be employed to increase
performance of the obtained system.

References

1. Zadeh, L.: The concept of a linguistic variable and its application to approximate

reasoning — I. Information Sciences 8, 199–249 (1975)

2. Mendel, J.: Computing with words, when words can mean different things to differ-

ent people. In: Proceedings of the International ICSC Congress on Computational

Intelligence Methods and Applications (1999)

3. Kacprzyk, J., Wilbik, A., Zadrozny, S.: Linguistic summaries of time series via a

quantifier based aggregation using the sugeno integral. In: Proc. IEEE-FUZZ 2006,

Vancouver, BC, pp. 3610–3616 (2006)

4. Kacprzyk, J., Yager, R.: Linguistic summaries of data using fuzzy logic. Interna-

tional Journal of General Systems 30, 33–154 (2001)

5. Kacprzyk, J., Yager, R., Zadrozny, S.: A fuzzy logic based approach to linguistic

summaries of databases. International Journal of Applied Mathematics and Com-

puter Science 10, 813–834 (2000)

6. Kacprzyk, J., Zadrozny, S.: Linguistic database summaries and their proto-

forms: toward natural language based knowledge discovery tools. Information

Sciences 173, 281–304 (2005)
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Abstract. An Intelligent Lighting System providing desired illuminance

distributions at minimum electrical power was constructed in the actual

office environment. The place of construction is the Area Planning Office

in the headquarters building of Mitsubishi Estate Co., Ltd. in Otemachi,

Tokyo. The floor area is about 240 square meters, and 26 lighting fixtures

and 22 illuminance sensors are installed. One lighting fixture consists of

neutral fluorescent lamp and light bulb fluorescent lamp, and the color

temperature can be changed for each fixture. These devices are connected

with the control PC and operate with an optimization algorithm. With

the constructed system, individual illuminance was successfully provided

to each office worker.

Keywords: Lighting Control, Optimization, System Construction, Illu-

minance, Office Environment.

1 Introduction

As electronic control technologies and information processing technologies de-
velop in recent years, intelligence has been incorporated in various devices and
systems including electric appliances and automobiles, where the system au-
tonomously controls its movement and management depending on a user or
environment and burdens to people are reduced. The intelligent system has the
ability to take proper actions by thinking, understanding and making judgments
based on its own knowledge obtained from information using a sensor, etc. With
the intelligent system, autonomous movements in response to the surrounding
environment are possible, user satisfaction is improved, and it is possible to
flexibly respond to various environmental changes[1].
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Intelligence in lighting systems also began to progress from the viewpoints of
realization of illumination patterns that respond to various user requirements
as well as of reduction in power consumption. One example is the self control
system[2]. With the self control system, the influence by reflected light as well as
by daylight is measured with the illuminance sensor built in a light, depending
on which the brightness of a lighting fixture is controlled. With this system, it
is possible to maintain brightness at a constant level on the desk surface in the
measured area, to refrain brightness more than intended at the time of design,
and to realize power savings. However, this kind of system controls lights by
segment by using fixed illuminance sensors and lights can only be controlled by
segment unit; therefore it is not easy to provide discretionary illuminance at a
discretionary place.

On the other hand, it is clarified in the study by Boyce, etc. that to provide
illuminance most suitable for execution of work for each individual is effective
from the viewpoint of improving the lighting environment[3]. To provide bright-
ness most suitable for execution of work for each individual is easily realized
with task and ambient lighting. However, ceiling lighting fixtures which provide
even brightness on a floor are common in office buildings in Japan, and it is not
easy to adopt task and ambient lighting. Therefore, the lighting control system
to provide brightness most suitable for each office worker is necessary by using
ceiling lighting fixtures.

Based on the above viewpoints, an intelligent lighting system is proposed by
the authors. The intelligent lighting system consists of lighting fixtures equipped
with a microprocessor, illuminance sensors and an energy meter connected to
the network. By controlling each light based on the optimization algorithm that
determines luminance intensity, brightness required by a user is provided to a
discretionary place. Verification experiments for this system were conducted in
the laboratory, which clarified that it is possible to provide required illuminance
at several different places under the environment of 15 lights. However, there
are far more lights as well as places requiring illuminance in actual offices. For
this reason, it is necessary to conduct this kind of large-scale verification exper-
iments upon practical application of the intelligent lighting system. Therefore,
the intelligent lighting system was constructed in the actual office in Tokyo, in
order to verify the possibility to provide required illuminance.

2 Construction of Intelligent Lighting System in Actual
Office Environment

2.1 Purpose of System and Environment for Construction

As described earlier, it is necessary to conduct large-scale verification experi-
ments in an actual office upon practical application of the intelligent lighting
system. For this purpose, the intelligent lighting system was constructed in an
actual office. The intelligent lighting system constructed is referred to as the
“system.”
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The place of construction is the Area Planning Office in the Otemachi Build-
ing (Chiyoda City, Tokyo) owned by Mitsubishi Estate Co., Ltd. In the Area
Planning Office, 22 office workers are working on the 16m×15m floor. Each office
worker is provided a fixed seat, and one illuminance sensor is installed on each
of their desk surfaces. As light source, 26 lighting fixtures consisting of neutral
fluorescent lamp (color temperature: 5000K) and one light bulb fluorescent lamp
(color temperature: 3000K) manufactured by Mitsubishi Electric Co., Ltd. are
installed. The lighting layout and illuminance sensor layout in the Area Planning
Office is indicated in Fig. 1.

Under the environment described in the above, the environment to control
lights simply by setting illuminance and color temperature required by a user
was constructed.

Lighting Fixutre controlled by 
Intelligent Lighting System

Lighting Fixture being not controlled by 
Intelligent Lighting System

Illuminance Sensor

SouthNorth

East

West

Fig. 1. Environment for construction

2.2 Overview of the Constructed System

The system provides illuminance required by each office worker (target illumi-
nance) at minimum power consumption with the optimization algorithm based
on illuminance and power consumption for each illuminance sensor. It is also
possible with the system to individually change color temperature by changing
the ratio of luminance intensity for neutral fluorescent lamps and light bulb flu-
orescent lamps comprising each lighting fixture. However, the color temperature
is not controlled.

The target illuminance is established for each illuminance sensor possessed by
each office worker. It means that each lighting fixture is controlled so that bright-
ness around the illuminance sensor reaches the target illuminance. Each lighting
fixture consists of neutral fluorescent lamp and light bulb fluorescent lamps, and
the target illuminance is achieved by controlling the sum of their luminance in-
tensity. The sum of luminance intensity for neutral fluorescent lamps and light
bulb fluorescent lamps is referred to as thegluminance intensity for the lighting
fixturehand the ratio of luminance intensity as the “gratio of illumination.”
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2.3 Composition of the Constructed System

The hardware composition for the system includes one control PC, 26 lighting
fixtures (neutral fluorescent lamp and light bulb fluorescent lamp), 3 dimmers
(10 channels are mounted on each dimmer), 22 illuminance sensors, and two
A/D converters. Connection of the above device is indicated in Fig. 2.

Control PC

……

A/D Converter

Illuminace Sensor

Neutral
Fluorescent Lamp

Light Bulb
Fluorescent Lamp

Lighting Fixture

Dimmer

……

…… ……

……

Fig. 2. The hardware composition for the system

It is common in Japan to control the luminance intensity of fluorescent lamps
with the Pulse Width Modulation (PWM) method. Therefore, each lighting
fixture was connected with a dimmer in order to control luminance intensity for
each lighting fixture. The dimmer changes the duty ratio for pulse waves to 256
steps based on the PWM method and sends it to each lighting fixture. Lighting
becomes brighter when a pulse wave with a high duty ratio is sent, and darker
when a pulse wave with a low duty ratio is sent.

Therefore, it is possible to control luminance intensity for each lighting fixture
from a control PC by connecting the control PC with the dimmer. Since a dimmer
is able to change a duty ratio independently for each channel, it is possible to
independently control the luminance intensity for each light.

As described earlier, information on illuminance and power for each illumi-
nance sensor is necessary to control the intelligent lighting system. Each illumi-
nance sensor was connected to the control PC in order to obtain information
on illuminance. However, since information on illuminance from the illuminance
sensor used is output by analog signals, they are converted to digital signals
through the A/D converter then sent to the control PC.

On the other hand, a device that can obtain real-time information on power
over the network is not available; therefore such information is presumed based
on the sum of luminance intensity for each light since it is in a proportional
relationship with electric energy. Since the luminance intensity for each light
is controlled by the control PC, it is possible to operate the system more ef-
fectively than using the electric meter. It is noted however that electric energy
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can be estimated more accurately by adding electric energy for all fluorescent
lamps presumed in accordance with the calibration curve for luminance intensity
and electric energy for each lamp. However, accurate electric energy is not al-
ways necessary at the time of optimization for the purpose of minimizing power
consumption.

2.4 Control of the Constructed System

Control Method. In the system, the algorithm where Simulated Annealing
(SA) is improved for lighting control (Adaptive Neighborhood Algorithm using
Regression Coefficient: ANA/RC) is used to control luminance intensity for each
lighting fixture[5].

SA is the algorithm to obtain the optimal solution by randomly generat-
ing the subsequent solution near the present solution, to receive the solution
depending on the change in the objective function value as well as on the tem-
perature parameter, and to repeat the transitioning processing. However, using
SA is not easy for systems being always necessary to respond to an environmen-
tal changes, because SA uses the temperature parameter and cooling method.
Then, ANA/RC is proposed. ANA/RC obtains the optimal solution by using a
variable neighborhood method without using the temperature parameter that is
proposed.

It is possible with ANA/RC to provide the target illuminance with minimum
power consumption by making luminance intensity for lighting fixtures the design
variable and by using the difference between the current illuminance and target
illuminance as well as power consumption as objective functions. Furthermore,
by learning the influence of each lighting fixture on each illuminance sensor using
the regression analysis and by changing the luminance intensity depending on
the results, it is possible to promptly change to the optimal luminance intensity.
This algorithm is effective to solve the problem which the objective function is
near monomodal function and changes in real time.

The luminance intensity for each lighting fixture obtained from the above
processing is distributed at the ratio of illumination as the luminance intensity for
neutral fluorescent lamps and light bulb fluorescent lamps in accordance with the
established color temperature. This ratio of illumination is calculated based on
the preliminary experiment where the color temperature is measured by changing
the luminance intensity for neutral fluorescent lamps and light bulb fluorescent
lamps at a constant level. The ratio of illumination is indicated in Fig. 3 as the
proportion of the luminance intensity for neutral fluorescent lamps against the
luminance intensity for lighting fixtures. In Fig. 3, the ratio of illumination is
not plotted from 3000K to 3300K and from 4600K to 5000K. This is because the
dimming range for each fluorescent lamp is limited and the ratio of illumination
based on the color temperature in the above cannot be achieved.

With the above processing, it is possible to achieve the target illuminance
with the established color temperature.
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Fig. 3. Change in color temperature

Understanding of the Influence with the Regression Analysis. To un-
derstand the influence of each lighting fixture to each illuminance sensor is im-
portant to shorten the search time until achieving the target illuminance, because
each lighting fixture is able to change the luminance intensity depending on ad-
jacent illuminance sensors by understanding the influence on each illuminance
sensor. With ANA/RC, therefore, the regression analysis is conducted to un-
derstand the influence of each lighting fixture on each illuminance sensor. As a
result of this, the influence can be quantified as the regression coefficient.

Control Flow. The flow of processing in ANA/RC is indicated in the following:

1. Establish initial parameters including initial luminance intensity.
2. Illuminate each light at the initial luminance intensity.
3. Obtain information on illuminance from each illuminance sensor.
4. Estimate power consumption based on the luminance intensity for each light.
5. Calculate the objective function value in the current luminance intensity.
6. Determine the proper range where the next luminance intensity is generated

(proximity or neighborhood) based on the regression coefficient.
7. Randomly generate the next luminance intensity within the neighborhood

of (6) and illuminate the lighting fixture at the next luminance intensity.
8. Obtain information on illuminance from each illuminance sensor.
9. Estimate power consumption based on luminance intensity for each light.

10. Calculate the objective function value in the next luminance intensity.
11. Conduct regression analysis based on the amount of change in the luminance

intensity for the lighting as well as on the amount of change in illuminance
for illuminance sensors.

12. Accept the next luminance intensity if the objective function value turns
good. If not, return to the previous luminance intensity.

13. Return to (3).

By making the above (3) to (12) as the first step of searching (approximately
two seconds) and by repeating this processing, the influence of each light to each
illuminance sensor is understood, achieving the target illuminance only with
necessary lighting.
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Let’s discuss on the objective function next. The purpose of the system is to
achieve the target illuminance while minimizing power consumption. Therefore,
these are formulated as the objective function. The objective function is indicated
in the Equation 1.

f = P + w ∗
n∑

j=1

gj (1)

P =
m∑

i=1

Cdi

gj =
{

0 0 ≤ (Lcj > Ltj) > 0
Rj(Lcj − Ltj)2 (Lcj − Ltj) ≤ 0

Rj =
{

rj rj ≤ T
0 rj < T

nFnumber of Illuminance sensors, mFnumber of Lighting fixtures
wFweight, PFelectric energy, LcFCurrent illminance

LtFTarget illuminance, CdFluminance Intensity
rFregression coefficient, TFThreshold

As indicate in the Equation 1, the objective function f consists of power con-
sumption P and constraint gj . The difference between the current illuminance
and target illuminance is used for the constraint gj , and a penalty is imposed
only if the target illuminance is not achieved. As a result, the objective function
value largely increases as the target illuminance goes further than the current
illuminance. Rj = 0 is multiplied if the regression coefficient is less than the
threshold. With this, if the illuminance sensor with a lower regression coefficient
does not achieve the target illuminance, the objective function value does not
increase. Therefore, objects for optimization are successfully limited to illumi-
nance sensors to which the lighting gives a strong influence. Furthermore, the
weight w value is multiplied for constraint gj, and it is possible to switch whether
or not to prioritize the convergence to the target illuminance over minimization
of power consumption by setting the weight w value.

Let’s now discuss on the range where the next luminance intensity is generated
(neighborhood). In ANA/RC, the same neighborhood is not used for all lights
but multiple neighborhood are properly used depending on situations. Specifi-
cally, the neighborhood for the lighting with a high regression coefficient with a
sensor that does not achieve the target illuminance is from −1% to 12% of the
current luminance (brightening neighborhood). On the contrary, the neighbor-
hood for the lighting with a low regression coefficient with all sensors is from
−10% to 1% of the current luminance (dimming neighborhood). In the case that
the target illuminance for a sensor with a high regression coefficient is achieved,
it is from −2% to 2% of the current luminance (neutral neighborhood). By
properly using the three kinds of neighborhood depending on situations, it is
possible to promptly achieve the target illuminance while flexibly responding to
the change in the environment.
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3 Verification of the Operation of the Constructed
System

How closely the system was able to provide illuminance compared with the tar-
get illuminance required by a user is verified. Upon verification, three out of
22 office workers were extracted, including one who established a rather high
target illuminance (Office Worker A), one who established a rather low target
illuminance (Office Worker B) and one who regularly changed the target illumi-
nance (Office Worker C). Daily transition of the target illuminance and current
illuminance is reviewed.

Fig. 4(a) shows the transition of the target illuminance and current illumi-
nance for the office worker who established the target illuminance at 550 [lx],
Fig. 4(b) shows the office worker who established the target illuminance at 300
[lx] and Fig. 4(c) shows the office worker who regularly changed the target illu-
minance. The vertical axis indicates the illuminance [lx] and the horizontal axis
indicates the time.

(a)   Office worker A (b)   Office worker B

(c)   Office worker C
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Fig. 4. Transition of the Target Illuminance and Current Illuminance

There is a timeframe when the target illuminance is set at 0 [lx] in Fig. 4, in-
dicating the situation where the office worker is not at the desk. The timeframes
from 0:00 to 7:30, from 12:00 to 13:00, and from 22:30 to 24:00 are indicating
values close to 0 [lx] for all current illuminance regardless of the target illumi-
nance. This is because all lights are turned off by the switch, since work is not
executed during these timeframes. During the timeframe from 7:30 to 9:00, only
the illuminance during daylight from windows is measured.

For the office worker indicated in Fig. 4(a), the target illuminance was set at
550 [lx] at 9:00. It is confirmed that illuminance close to this target illuminance
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was successfully achieved except during the timeframe when the lights were
turned off for lunch break.

The target illuminance was set at 300 [lx] during the timeframes when the
office worker was at his desk as indicated in Fig. 4(b). The target illuminance
increased from 0 [lx] to 300 [lx] when he returned to his desk at 18:30. At this
time, the illuminance reached nearly 700 [lx]. This is because the lights that had
been turned off were illuminated again all at once. However, the illuminance
then converged to the target illuminance as a result of system control. It is
confirmed that illuminance close to the target illuminance was achieved except
in the above timeframe. On the other hand, the target illuminance was set at 0
[lx] when the office worker was not at his desk, while the illuminance was not
0 [lx]. This is because necessary lights were illuminated in order to achieve the
target illuminance for adjacent office workers.

The office worker indicated in Fig. 4(c) set various target illuminance depend-
ing on the time. In this case as well, it is confirmed that illuminance close to the
target illuminance was achieved except the timeframe from 16:30 to 17:00. The
target illuminance was also set at 500 [lx] and 200 [lx] in early mornings and
late evenings, because the office worker forgot to set the target illuminance at 0
[lx] when he left his desk. The current illuminance largely fell below the target
illuminance during the timeframe from 16:30 to 17:00, because the receiver of
illuminance sensor was covered by documents, etc. and illuminance might have
not been properly obtained.

In accordance with the above results, it was confirmed that the system prop-
erly controls each lighting fixture to various requirements from office workers.

4 Conclusion

It was discussed in this paper to achieve illuminance required by each office
worker in the large-scale intelligent lighting system constructed in the actual
office environment. The system operation was then verified based on the log
data output for verification experiments. As a result of verification, it was con-
firmed that the system was successfully controlled in accordance with the target
illuminance required by each office worker.

It is considered to be important to review illuminance favored by each office
worker and verify long-term energy saving effects by analyzing the log data
obtained through long-term operating experiments of the system in the future.
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Abstract. Diverse scientific studies emphasize that the dialogue with stake-
holders is one of the most important points in the area of sustainability in the 
companies. From the Theory of Stakeholders we will try to analyze the corpo-
rate sustainability and the process of suppliers' management of a company that 
owns the code of conduct in accordance with The Ten UN Global Compact 
Principles. With the accomplishment of an empirical study one tries to know the 
degree of fulfillment of the code of conduct on the part of the suppliers and the 
utility of a tool that facilitates decision making by the employer on the issue. To 
reach the proposed aim we will resort to the Theory of Affinities, across a 
model who allows the homogeneous group of variables certain levels. We will 
use basic elements of decision theory, notably the concepts of relation, as the 
affinities in the families of Moore and its representation through Galois lattices. 
The results will provide inputs to the theory of affinities bring to the sustainable 
management of suppliers. 

Keywords: supplier management, corporate sustainability, The UN Global 
Compact, The Theory of Stakeholders, Logic Fuzzy, Theory of Affinities. 

1   State of the Art in the Field 

The Stakeholder Theory postulates that a company's ability to generate sustainable 
wealth over time and thus its long-term value is determined by its relations with its 
stakeholders (Freeman, 1984). According to himself, the stakeholder of a company 
is (by definition) any group or individual who can affect or is affected by the 
achievement of organizational goals. For Elkington (1994) the sustainable devel-
opment in the company, is one that contributes to sustainable development by pro-
viding at the same time, economic, social and environmental benefits - the so-called 
triple bottom line. In agreement with the Green Book (European Commission, 
2001) the corporate responsibility can be defined as “the voluntary integration, by 
companies, social and environmental concerns in their business operations and their 
relationships with their stakeholders”. The authors Hart and Milstein (2003) use the 
term “corporate sustainability” to refer to the company that creates value at level of 
strategies and practices to move towards a more sustainable world. For Hart and 
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Milstein (2003), sustainability is a complex and multidimensional concept that 
cannot be solved by a single corporate action. The companies face the challenge of 
minimizing the residues of the operations in process (the prevention of the pollu-
tion), at the same time, the reorientation of your portfolio of skills towards more 
sustainable technologies and skills (clean technologies). The companies also face 
the challenge of engaging in extensive interaction and dialogue with external stake-
holders in relation to the current offerings (product stewardship), as well as the 
form in that might develop economically rational solutions to social and environ-
mental problems for the future (vision of sustainability).  

2   Intention 

The challenge for the companies is to decide what actions and initiatives to continuing 
and the best way of handling them. We emphasize in our study the management of the 
suppliers and consider that this one should be a group of essential interest in the 
search for the sustainability in the companies. Because of the complexity that is to 
managing suppliers is essential to address the analysis with an approach based on 
complex systems and models that help entrepreneurs in making decisions, especially 
in an uncertain environment. For these reasons, it is justified to analyze the manage-
ment of suppliers using algorithms such as the Theory of Affinities. We will use basic 
elements of decision theory, principally the concepts of relation. We realize a study of 
the affinities obtained from the families of Moore and its representation through Ga-
lois lattices. We underline some authors who have used the theory of affinities related 
to personnel management (Gil Aluja, 1987), financial analysis (Gil Lafuente, A.M., 
2001), organizational management, commercial management (Gil Lafuente, J., 2001) 
and sports management (Gil Lafuente, J., 2002). Other studies relate fuzzy logic ap-
plied to the sustainability as (Gil Lafuente, A.M. et al., 2005, 2006) in the analysis of 
the decision of ecological purchase of the consumers, (LU LYY et to., 2007) in the 
analysis of decision and evaluation of "green" suppliers, (Barcellos Paula; and Gil 
Lafuente, 2009) process of selection of elements that they contribute to the sustain-
able growth of the company, and (Barcellos Paula; and Gil Lafuente, 2009) in algo-
rithms applied in the sustainable management of the human resources. On the basis of 
these precedents the application of the model of affinities to the suppliers' manage-
ment will allow to choose of efficient form the suppliers according to its practices of 
sustainable conduct.  

3   Used Methodology 

According to Gil Aluja (1999) "We define the affinities as those homogeneous 
groupings occurring at certain levels, and structured in an ordered manner, that link 
the elements of two distinctive sets, related by the essence of the phenomena that 
they represent." It is possible to observe the existence of three aspects configurable  
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of the concept of affinity. The first one refers to the fact of which the homogeneity 
of each group is linked to the level chosen. According to the exigency of each char-
acteristic (elements of one of the sets) a level will be assigned more or less high 
definer of the threshold from which homogeneity exists. The second expresses the 
need that the elements of each of the sets are linked together by certain rules of 
nature in some cases, or by human will on others. The third requires the construc-
tion of a structure constituting a certain order that allows the subsequent decision to 
be taken. The purpose of the group, on the one hand, and the type and strength of 
the relation between elements of both together, on the other, determines unequivo-
cally all possible groupings. Our study focuses on knowing how a company of the 
retail sector, which commercializes furniture and objects of decoration, realizes the 
management of its suppliers with respect to compliance with the code of conduct in 
accordance with The Ten Global Compact Principles (2008). The empirical study 
has been realized in August, 2009 by the Ideas and Solutions Consulting in Brazil. 
For request of the contractor, the information of the study was treated by strict con-
fidentiality. According to “The UN Global Compact asks companies to embrace, 
support and enact, within their sphere of influence, a set of core values in the areas 
of human rights, labour standards, the environment, and anti-corruption” as  
presented in Figure 1. 

 

 

Fig. 1. The Ten Principles of the United Nations Global Compact 

The contracted consultancy takes charge analyzing six suppliers of the company, 
which will be represented by the set E(1)={A,B,C,D,E,F}. The aim is to determine  
the degree of compliance with the code of conduct for suppliers in their activities 
according the UN Global Compact. The consultancy realizes an appraisal of the sup-
pliers by means of the scale [0,1], according to which, as the estimation approaches  
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more 1, better it will be the fulfillment of the code of conduct, in the following items: 
(a) Human Rights , (b) Labour, (c) Environment, (d) Anti-Corruption. We can  
represent the items of the code of conduct by the set E(2)={a,b,c,d}. Following are the 
results. The valuation would be expressed as follows:  

Table 1. Valuation Matrix Suppliers 

 

According to the determination of the company, the level 9.0≥α  is considered 
to be necessarily to find affinities relations among suppliers and the code of con-
duct. It implies an exigency very high in the level of fulfillment of the described 
conducts. 

Table 2. Matrix levelffinities 9.0≥α
 

 
 
To proceed with the establishment of "relations of affinity" we will use the 

model called the families of MOORE1. We remember that it has been labeled E(1) to 
the set of suppliers and E(2) to the set of the items of the code of conduct, that is to 
say, E(1)={A,B,C,D,E,F} and E(2)={a,b,c,d}. In consequence the major possible set 
is constituted by all the possible combinations of the elements of the set E(2) that 
will be: 

P(E(2))={a,b,c,d,ab,ac,ad,bc,bd,cd,abc,abd,acd,bcd,E(2)}. 

We establish, this way, the existing relations between each element of P(E(2)) and the 
elements of the set E(1). We obtain: 

 
 

                                                           
1 Kaufmann, A.; Gil Aluja, J.: Enterprises management techniques, forecasting, decisions and 

strategies. 347-405. Ed. Pirámide. Madrid, (1992) (In Spanish). 
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The result will allow to obtain to the level 9.0≥α  the not empty elements  
of P(E(1)) and the subsets of E(2) that are not included in others, it will be had this  
way: 

 

 
Therefore the affinities obtained are as follows: (bcd,B), (acd,D), (cd,BD), (bd,BF), 

(d,ABDF), (c,BCD), (a,DE). These results can be shown graphically in the following 
Galois Lattice2: 

 
 

                                                           
2 Kaufmann, A.; Gil Aluja, J.: Special techniques for expert management. Milladoiro, Santiago 

de Compostela, pp. 151-175 (1993) (In Spanish). 
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Fig. 2. Galois lattice 

4   Obtained Results 

This network structure reveals in a visual way the existing affinities among the differ-
ent suppliers in relation to the contents of the code of conduct of the same ones. We 
emphasize that the suppliers D and B have reached the best results relating to the 
general fulfillment of the code of conduct established by the company. The result 
shows that the supplier D fulfills with the items (a) Human Rights, (b) Labour, (c) 
Environment, and that it needs the topics improve related with (d) Anti-corruption. On 
the other hand, the supplier B fulfills with the items (b) Labour, (c) Environment, (d) 
Anti-corruption, and that is necessary to improve the topics related with (a) Human 
Rights. The contribution of this paper is to provide a model that assist employers in 
decision making and sustainable management of suppliers, be a useful tool to be used 
in the process of grouping. In addition the model serves to establish relations between 
different concepts for different levels of fulfillment of the analyzed variables and to 
obtain the corresponding affinities. The Galois lattice shows visually the similarities 
existing among the various suppliers in relation to degrees of compliance code of 
conduct for themselves. We think that our contribution will serve to support future 
research in the field of sustainability in the companies and the application of the 
methodology in management with stakeholders.  
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Abstract. Among programming styles the functional one has gained an

increasing attention in the recent years. Lisp dialects and Common Lisp

in particular have always been languages of choice for artificial intelli-

gence systems implementation. Debugging functional algorithms based

in the natural way on recursion and immutability is especially hard. This

article presents a library that allows the programmer to mark and trace

Common Lisp expressions evaluation.

Keywords: Functional Programming, Common Lisp, Artificial Intelli-

gence, Debugging.

1 Introduction

Functional programming style was always regarded one of the most effective ways
of building robust, dependable software systems. It was underlined - among the
others - by Backus in his famous ACM Turing Award lecture [3]. It’s main
advantage comes from the lack of assignment and all harmful features of this
side-effect operator [9]. The functional style was one of the two major styles,
together with the imperative one. Both these styles have deep mathematical
roots; the universal Turing machine [1] in the case of imperative paradigm and
λ-calculus [2] in the case of the functional.

The ability to express programs by pure function combinations was always
and still is a very attractive perspective for solution builders in the Artificial In-
telligence domain ([10], [11]). Lisp as specified by McCarthy [8] with it’s dialects
was actually the first pragmatic approach to solve AI software problems using
the functional style of programming.

Common Lisp was the first ANSI standardized Lisp variant [14], [16]. But the
popularity of functional style led to some other achievements in the computer
languages design and implementation field [4], e.g. Haskell [5] and ML program-
ming languages that are statically typed in the opposition to the dynamic type
system of Lisp.

On the other hand, the software industry has been dominated by the imper-
ative style, considered standard, traditional etc. However in the recent years a

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 468–475, 2010.
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return to the original ideas of Church and McCarthy may be observed. The par-
allel processing raises severe problems related to mutual resources access when
using the imperative approach.

This trend led to some interesting works on the persistent (effectively im-
mutable) data structures [6], [7]. The latter work by Bagwell is a basis of Clo-
jure [18] programming language, which is a Lisp targeting JVM and the Java
programming ecosystem by a very close integration with the Java run-time [19].

Also, there is a renaissance in the Common Lisp academic and industrial
society. Works by Graham [16], Norvig [11] and Seibel [13] present Common
Lisp as a generic tool for solving general-class software problems, not only in AI,
but also in a day-to-day programmer’s activity.

The urge to popularize the functional style among the programmers raises the
need of having good development environments and effective debugging. This
article presents a debugging library for Common Lisp designed and developed
by the authors.

2 Debugging Common Lisp Programs

There are two general flavors of finding bugs in declarative languages:

1. Semantic debugging whose goal is to find semantic errors. This process re-
quires a very detailed research and it undergoes one. Works on declarative
debugging of logic programming systems [20] and lazy functional languages
[21] are especially important.

2. Run-time debugging based on observations of expression values on the pro-
gram execution time. Some great programmers [12] underline the fact that
this is still a very important and valuable technique for finding both low-
and high-level conceptual and architectural issues.

In this paper we concentrate on the second issue. Our goal was to create a
simple algorithms and a library capable of tracing CL expressions evaluation on
the program run-time, possibly considering an integration with a CL REPL. We
decided to use Steel Bank Common Lisp (SBCL) implementation, but the library
being the result of our work is capable of being used with other CL variants.

Our assumptions were:

– Tracing some explicitly indicated expressions would be the debugging tech-
nique.

– The mechanisms would be used to trace deep recursive calls.
– All library elements weaved into the debugged code would be transparent to

normal evaluation flow. In particular the would not interfere the functional
character of the language.
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3 Implementation

As usual in functional languages, all CL expressions have values. E.g. the simple
expression

(+ 1 2)

evaluates to the value 3. The idea behind Protrace is to wrap expressions into
enhanced forms. A special code-enhancing form is called prot-watch:

(prot-watch (+ 1 2))

It evaluates directly to the same value 3 as the embedded form (+ 1 2). prot-
watch is a macro that gets macro-expanded on the compile time. The final macro-
expanded form may be traced like below:

(macroexpand-1 ’(prot-watch (+ 1 2)))

It evaluates to

(prot-with-eval-level
*watch-marker*
(when *callback* (funcall *callback* ’(+ 1 2) ’(+ 1 2)

*eval-level* nil nil))
(let ((#:value821 (+ 1 2)))
(when *callback*
(funcall *callback* ’(+ 1 2) ’(+ 1 2) *eval-level*

#:value821 t))
#:value821))

The initial expression (+ 1 2) gets wrapped into a form that guaranties the
following actions taking place during evaluation of the whole form:

1. When a function *callback* is bound, it gets called with the parameters that
denote the wrapped form, the display form (if the programmer needs some
special visual form of the traced expression), the current evaluation level
(stack level) being the actual binding of *eval-level* variable and two NIL
values meaning the value of the traced expression is not known yet. It’s due
to the fact that the evaluation of the original expression (+ 1 2) is yet to be
done.

2. The original expression (+ 1 2) is evaluated and it’s value is assigned to a
temporary symbol (:value821 in this case). The symbol is auto-generated on
the compile (macro-expansion) time to avoid variable capture problems [15].

3. *callback* function is called for the second time (again only if it’s bound)
with the value of the evaluation process of the original expression.

4. Finally the value of the evaluation gets returned as the value of the whole
prot-watch form.
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Some notes on symbols *callback* and *eval-level*. They are dynamic variables
declared in the main package of the Protrace library. Initially they are bound to
NIL and 0, so that when the raw form (prot-watch . . . ) gets evaluated, nothing
interesting really happens. Only the value of the embedded form gets returned.

The *eval-level* changes during run-time within (prot-with-eval-level . . . )
macro-expansion form. This is another syntactic and semantic form that allows
to control the stack depth on the run-time. The form is completely side-effect
free from the programmer’s viewpoint, however it gets expanded into a target
form whose only side-effect is to change the *eval-level*. E.g.:

(prot-with-eval-elevel expr)

has the macro-expansion like:

(let ((#:original-level789 *eval-level*))
(incf *eval-level*)
(unwind-protect (progn expr) (setf *eval-level*

#:original-level789)))

Expressions wrapped in the (prot-with-eval-level . . . ) form are executed inside a
safe environment that keeps track of *eval-level*, increasing it and then restoring
the original value. It is then an explicit way to actually monitor some aspect of
the stack, it’s depth in this case.

Because every (prot-watch . . . ) form macro-expands into
(prot-with-eval-level . . . ), it is also automatically increases the *eval-level*.

The most low-level mechanism that actually performs the full evaluation of
the traced expression is called prot-trace-expr. It’s full signature is:

(prot-trace-expr
expr
(form-symbol display-form-symbol
eval-level-symbol
value-symbol value-p-symbol)
&body body)

Evaluation of each (prot-watch . . . ) expression covered by the ongoing trace is
being reported by calling body of the (prot-trace-expr . . . ) twice - before and
after evaluation, with a set of parameter symbols:

– form-symbol. Depicts the form being evaluated (including all prot-watch
clauses around and inside).

– display-form-symbol. Display-form of the given prot-watch if specified in
prot-watch expression, or else the form being evaluated stripped of a prot-
watch clauses,

– eval-level symbol. Depicts nesting depth of the evaluated form, both inside
other traced expressions and in call stack (including recursion).
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– value-symbol. Expression value if post-evaluation call, nil if call takes place
before evaluation.

– value-p-symbol. True (t) when post-evaluation call, nil otherwise.

This very flexible macro is capable of being a strong basis for other abstraction
layers. The form (prot-build-expr-trace . . . ) is such a higher-level tracing macro
that gets expanded into an algorithm that works on the run-time and builds a
tree representing a trace of prot-watched expressions. E.g:

(prot-build-expr-trace (+ 1 2))

gets expanded into

(let* ((#:tree965 (cons (list nil ’trace 0 ’"") nil))
(#:stack966 (list #:tree965)))

(prot-trace-expr (+ 1 2)
(#:form968 #:display-form969 #:eval-level970 #:value971
#:value-p972)

(if (not #:value-p972)
(push (cons nil nil) #:stack966)
(let ((#:node967 (pop #:stack966)))
(set-node-value #:node967

(list #:form968 #:display-form969
#:eval-level970
#:value971))

(add-node (car #:stack966) #:node967))))
#:tree965)

Again the form is built upon (prot-trace-expr . . . ) - a lower level abstraction
layer.

Results produced on the run-time by (prot-build-expr-trace . . . ) may be used
to present the flow of control in various target forms. We use only the most basic
- textual one.

(prot-print-expr-trace (prot-watch (+ 1 2)))

results in a following output on the CL REPL console:

TRACE =>
(+ 1 2) => 3

(prot-print-expr-trace . . . ) simply takes the value of (prot-build-expr-trace . . . )
and pretty-prints it. It’s worth noting that when there are no prot-watched
expressions, the output is empty:

(prot-print-expr-trace (+ 1 2))

TRACE =>
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4 Examples

Protrace may be used to analyze the recursive behavior and recursive procedures
calls. E.g. the simple factorial 1

(defun factorial (n)
(if (= n 0)

1
(* n (factorial (1- n)))))

may be enhanced by the programmer to the form like

(prot-traceable-defun factorial (n)
(if (= n 0)

1
(prot-watch (* (prot-watch n) (factorial (1- n))))))

giving a result on the evaluation (run) time

(prot-print-expr-trace (factorial 10))

TRACE =>
(* N (FACTORIAL (1- N))) => 3628800
N => 10
(* N (FACTORIAL (1- N))) => 362880
N => 9
(* N (FACTORIAL (1- N))) => 40320
N => 8
(* N (FACTORIAL (1- N))) => 5040
N => 7
(* N (FACTORIAL (1- N))) => 720
N => 6
(* N (FACTORIAL (1- N))) => 120
N => 5
(* N (FACTORIAL (1- N))) => 24
N => 4
(* N (FACTORIAL (1- N))) => 6
N => 3
(* N (FACTORIAL (1- N))) => 2
N => 2
(* N (FACTORIAL (1- N))) => 1
N => 1

(prot-traceable-defun . . . ) is just a shorthand for

1 This definition does not contain validity check (positive integer) of n for simplicity

reasons.
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(defun <name> (<params>)
(prot-with-eval-level ...))

The defined function factorial may be used without any further modifications
outside the (prot-print-expr-trace . . . ) form.

Another more complicated use-case is a mystery function puzzle solution. The
mystery function puzzle is one of the famous programming puzzles published by
ITA Software [22]. The non-trivially recursive function is defined as

(defun m (i j k)
(cond ((= i 0) (1+ k))

((and (= i 1) (= k 0)) j)
((and (= i 2) (= k 0)) 0)
((= k 0) 1)
(t (m (1- i) j (m i j (1- k))))))

Goal is to find (m 4 4 4). The enhanced version of the function has a form like
the following

(defun m (i j k)
(prot-watch (list i j k) :display-form "of ")
(cond ((= i 0) (prot-watch (1+ k)))

((and (= i 1) (= k 0)) (prot-watch j))
((and (= i 2) (= k 0)) (prot-watch 0))
((= k 0) (prot-watch 1))
(t (prot-watch (m (1- i) j (prot-watch (m i j (1- k))))))

))

After some observations of how the values of parameters impacted the execution
flow, it was possible to transform m into a non-recursive shape and to find the
final value even though it didn’t fit into the memory of a typical PC machine.

5 Conclusions

The library and language extension implemented by us is a very convenient way
to observe recursive behaviors of procedures. It is an interesting alternative to
using IDEs and their debuggers. In particular when important processes take
place with a very deep recursion, as in the case of the mystery function.
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Abstract. In this paper aspects of intelligent man-machine communi-

cation are considered. Selected topics are deemed from a perspective

of data processing. Human beings expect that data processing is under

a kind of intelligent control. This expectation forms natural properties

that communication is focused on revealing structures of data being ex-

changed and on controlling operations to which these structures of data

are subjected to. Such qualities are a scanty substitute of the main goal

of communication, which is an understanding data being exchanged. An

exposition of these topics is illustrated with an example from the domain

of music notation. The discussion leads to a conclusion that structuring

and understanding of processed data is a basis of intelligent man-machine

communication.

Keywords: man-machine communication, information processing, data

structuring, data understanding.

1 Introduction

A fundamental feature of any computer program is its ability to communicate
with its environment, i.e. with human users or with other computer programs.
Besides standard functionality of computer programs like, e.g. operations on files
(New, Open, Save, Print, ...) or operations on Desktop elements (New Window,
Cascade, Tile, Close Window, Zoom, ...), communication is related to data pro-
cessed by the program. Human users’ natural expectation, that communication
would be focused on mentioned above scanty substitutes of an understanding (of
data), is still a wishful thinking rather than reality. An intelligent man-machine
and machine-machine communication is a desirable though usually unfeasible
attribute of modern computer programs.
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Fig. 1. Example of Multiselect, Copy (upper part of the figure) and Paste (bottom

part of the figure) operations in Microsoft Word

Modern computer programs provide tools allowing operation on processed
data. The set of basic operations - Select, Copy and Paste, Find and Replace,
Sort, etc. - are available in almost every computer programAll such operations
are performed at structures of data. Such structures are usually based on internal
data format of given computer program, what affects control over data processing
and communication between such a program and a user.

The Select operation allows for selection of a data on a screen. This is a
fundamental interface operation used in other interface operations. Realization
of the Select operation in typical computer programs is performed on a plain
data without considering a structure of information.

Data processed in text editors is considered as a sequence of text symbols
(letters, digits, punctuation marks), words, paragraphs. Selection in a text is
usually a continuous part of a text. A selection of several separated parts of a
text, so-called multiselect opration, is possible in some editors. However, multise-
lection requires interpretation in further processing. Interpretation of a form and
a structure of a multiselection is rather hard and usually a simple concatenation
of all selected parts is employed.

An example of Multiselect, Copy and Paste operations in Microsoft Word
is presented in Figure 1. A multiselection is performed as a series of mouse
selections with Ctrl key pressed. Selected pieces of the text are copied to the
clipboard. They are then pasted as successive lines, i.e. every piece is appended
with a line break.

Another example of Multiselect, Copy and Paste operations in Paint Shop Pro
is shown in Figure 2. A multiselection is performed as a series of mouse selections
with Shift key pressed. Selected parts of an image in a form of rectangles are
directly pasted to a target image. Source (pasted) rectangles replace target area.
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Fig. 2. Example of Multiselect, Copy (upper part of the figure) and Paste (bottom

part of the figure) operations in Paint Shop Pro

The examples of multiselection, copying and pasting are performed at a very
low level of data structures. In the text case these operation are executed on
sequences of alphanumeric symbols without any concern of such text elements
like nouns, noun groups, etc. The operations applied to images are executed at
the level of pixels, even if a selection is performed with regard to some condition
defined, e.g. selection of pixels of a given color.

An example of Multiselect, Copy and Paste operations done on a structure
of information instead on primitive data elements is shown in Figure 3. This
example was performed in vector graphics of CorelDraw editor1. The example is
based on a derivation tree in a context-free grammar, cf.[2]. A multiselection of
a tree piece is bolded in the left part of Figure 3. The pasted tree piece is bolded.
It replaced the bottom right empty leaf. A multiselection chooses several object
of vector graphics. In CorelDraw objects laying in a rectangle could be indicated
for selection. In this example, such a primitive selection tool allowed for choosing
a part of a derivation tree and it created a sensible information structure. The
pasting is a recurrent expansion of the bottom right node < ts stave > of the
tree; it is bolded in the right part of Figure 3. A reasonable pasting requires con-
sistency of a pasting context and a pasted structure. In this example a pasting
context is interpreted as such a node of the derivation tree, which provide con-
sistency of its expansion with the grammar corresponding to this tree. However,
the program provides no tool for finding such a node. User of the program must
do it.

1 Note: usual difference between raster and vector graphics as, for instance, data com-

pression or quality of zoomed images, is not a subject of interest here.
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Fig. 3. Example of Multiselect, Copy (left part of the figure) and Paste (right part of

the figure) operations in CorelDraw

Find and Replace is a pair of structural operations based on selection. Find
operation is a kind of selection of a data equal to given data (this given data
is usually selected prior to Find operation or is defined in a similar way). Data
comparing is the fundamental part of Find operation. In case of text processors
strings of symbols are compared. In editors of raster graphic comparing has
little sense. In editors of vector graphics comparing may be performed on a set
of objects’ primitives like object types (e.g. arcs, rectangles, ellipse), background
color, background pattern and texture. But this is not what is usually meant by
intelligent man-machine communication.

2 Structural Operations in the Space of Music
Information

A language of music notation is structured by its nature. Even a small opera-
tion, e.g. insertion or deletion of a note, may substantially change a structure of
information affecting voices in the measure of insertion/deletion. In this section
we consider several important structural operations on a space of music in-
formation: music notation recognition, visualization of recognized information,
selection, transposition, separation of voices, conversion between different for-
mats of music representation. Such operations could be performed in a format
of music representation carefully designed for them. These operations illustrate
music processing which could be rightly called intelligent. They are intelligent in
a sense that they follow a man doing them, cf. [4]. Execution of such operations
involves music knowledge as well as patience needed for repeating the same ac-
tion many times (e.g. transposition of a voice involves shifting dozens of notes
and placing them in a correct configuration).

2.1 Music Notation Recognition and Representation

Automatic music notation recognition and representation of recognized informa-
tion is a fundamental structural operation. This operation is an example of a
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Fig. 4. Example of music notation recognition in the Braille Score computer program.

Original score is given on the left, recognition result is on the right.

granular computing and a granular representation of information, cf. [1,5]. Mu-
sic notation recognition includes wide range of information processing: starting
with low level data (represented in a form of raster image acquired from periph-
erals), through data segmentation, feature extraction and symbols classification,
till mining elements of information structure with an emphasis given to build-
ing a structure. The structure of information is a fundament of further music
information processing like correction of recognition errors, editing, selection,
copy/paste, find/replace, conversion to different formats, transposition, etc.

An example of music notation, recognized by the Braille Score computer pro-
gram2, is given in Figure 4, cf. [3]. Several elements of an original score are not
recognized: title and composer, global rhythmic data, guitar chords, lyric, foot-
note. Some recognized elements are displayed differently then in original score,
though correctly, e.g. triplets. It should be underlined that recognition of a score
consists of locating and finding symbols (notes, rests, clefs, chromatic symbols,
bar lines, staff lines, etc.) and uncovering relations between symbols. Uncovered
relations allow for building a score structure (systems, measures, voices, etc.).

2.2 Selection in Music Notation

Selection in music notation is a fundamental operation based on a structure of in-
formation. It could be interpreted as a kind of selection in a vector
2 The Braille Score computer program was developed in frames of State Committee

for Scientific Research Grant realized at the Warsaw University of Technology.
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Fig. 5. Selection of the lower voice in two measures (upper part of the image) and

triplets (lower part of the image)

graphics. However, since it is basic operation for further structural operations
(e.g. Copy/Paste, Find/Replace, Transpose, etc.), it must engage domain knowl-
edge. Group of symbols without relations between them make little sense in mu-
sic notation. Therefore, a selection of a group of symbols without a structure
they create would be useless as a basis for further processing.

Examples of selection in a music notation are given in Figure 5. The selected
part of the lower voice is displayed in gray in upper part of Figure while selection
of triplets in the upper voice of the score is shown in the lower part of the Figure.
In both cases selection is deeply hooked on the structure of the score.

2.3 Transposition in Music Notation

Transposition is done either on a whole score or on given, selected, part of a score.
It moves transposed notes to new positions preserving music interval between
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Fig. 6. Transposition of a section of lower voice

source and target. However, geometrical features may be preserved, e.g. they
may change stem direction, relative vertical placement, drop or get chromatic
symbols, etc.

An example of transposition of the part of voice is shown in Figure 6. Se-
lection of this part of lower voice is shown in Figure 5. The selected part of
the voice is transposed 7 halftones down. Note that interval of vertical shift in
terms of lines/spaces is not the same for every transposed note. This geometrical
irregularity of the operation is caused by a nature of processed data structure.

3 Communication

Man-machine communication is aimed to control data processing. Simple opera-
tions done on processed data, as shown in section 1, do not need a sophisticated
user interface. Simple mouse and keyboard operations as, for instance, mouse
click and drag, drag and drop, navigation keys with Shift and Ctrl keys of key-
board allow for full control of low level data processing.

However, when data create a complex information structure, common simple
tools are far inadequate for communication. For instance, transposition discussed
in section 2.3 requires a record of domain information not definable with simple
hardware or software tools (mouse, keyboard, standard menus or toolbars). In
some cases standard keyboard/mouse operation allow for reasonable selection
in a score, e.g. selection of a measure on a stave. Yet, more specific selection
requires more complex environment. For instance, a section of a voice could be
selected with standard mouse click on the beginning note and Shift mouse click
on the ending note of the section. This operation needs a special voice mode in
order to select a voice section and not, for example, a section of a whole stave.

A special dialog box is shown in Figure 7. It was designed for Braille Score
computer program to define the operation of transposition. It allows for both
selection of a part of a score and transposition of this part. Selection and trans-
position shown in Figures 5 and 7 define the same transposition as shown in
Figure 6. Man-machine communication discussed here depends deeply on under-
standing transposition features and factors described in the dialog box. It also
depends on ability of embedding them in the structure of music information as
well, cf. [1,2,6].
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Fig. 7. Transposition dialog box in Braille Score
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Abstract. This work presents a proposition of the Hough transform’s

accumulator on-line compression method in the context of music tunes

identification system. One can also find here a short discussion on the

method’s properties as well as experimental results obtained during the

research.

1 Introduction

The growing industry of multimedia devices is the fact that is hard to miss
nowadays. The cell-telephonization of our community is also very noticeable and
currently it is tremendously hard to find a person that is not using cell phone in
daily living. The development of both areas as well as the increase of abilities and
computational power of hardware causes the development of new cell telephony
gadgets as well hardware (like MP3 decoders) as software (like video games).
Among the mentioned gadgets, systems that try to support a telephony client in
automated music tunes recognition based on a few second sample recorded by
cell telephony audio subsystem are starting to appear [2,4,10,12]. The systems,
regardless of their easiness of use by the end-user (dial a dedicated number and
put your cell near sound source), are in many cases based on advanced signal
processing and recognition techniques which are supported by a large database
of tunes. One of the propositions in solving the problem of automated tunes
recognition is the technique presented in [6,7] which is based on the Hough
transform [1,11] adapted for localization and matching of a given set of sound
features using the transform’s distinctive accumulator’s voting technique (see
Fig. 1 for instance). The mentioned accumulator of the transform and its con-
struction is one of the key issues that have to be considered when setting up the
system for work. The increase of matching precision forces the right management
strategy of the information collected in the accumulator’s cells to be applied to
make the system work more compact in the sense of memory resources indeed.
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Fig. 1. Schematic diagram of the considered music tunes identification system

In this work a method of the Hough transform’s accumulator on-line com-
pression algorithm in the context of cell telephony based music tunes recognition
system is presented. One can also find here experimental results showing the ef-
ficacy of the proposed solution as well as a short discussion on the method’s
advantages and disadvantages.

2 Motivation

The main motivation to consider the problem of the Hough transform’s accumu-
lator compression are practical remarks. For instance, the music identification
problem considered in this work needs about 50 MB of operating memory for a
typical 3 ÷ 5 minute music tune to construct the accumulator with 20 ms and
7.8125 Hz cell granularity. As far as this portion of needed memory seems to be
not much in todays Giga-Byte and relatively not very expensive memory chips,
in case of a large number of requests at the same time, very long tunes (what
can be for example observed in classical music where 20 to even 30 minute com-
positions are nothing extraordinary), hardware based solutions that are small
sized and/or have very small memory resources or simply a higher resolution is
needed, a problem of too low system memory resources can occur very often.
Thus, it is worth to consider a dedicated Hough transform’s accumulator com-
pression method that will reduce the memory demands using the specifics of the
data collected in its cells. In case of lossy compression method proposed and
presented here it is of course a desired feature to have a precisely reconstructed
accumulator’s content with a possibility to steer the level of precision as well as
the compression factor and speed of the operation. It is also desired to preserve
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the speed of the voting process as much as it is possible and also to give the op-
portunity to parallelize some of the operations of the method to effectively make
a use of multi-core processing units and/or multi-threaded operating systems.
Worth noticing is also the aspect of local maxima localization at the end of the
voting process that could be simplified to a smaller area of search in opposition
to the whole accumulator look through known from the classical solution [1]. And
the last thing is that the method must work in the on-line fashion, that is it
starts with a small memory allowing the voting process to be performed just like
in the standard Hough transform, thus a quite simple approach compromising
the compression efficacy and the speed of operation is desired.

As far as some techniques can be found in literature with the fast Hough
transform being the closes relative to the considered problem [3,8,9], its way of
operation does not meet all of the mentioned assumptions. Moreover, it uses
more advanced data structures, namely trees, which are not easy do implement
in the pointer-less programming environments and can perform quite poor in
such implementations, it needs to propagate votes up the tree (from root to
leaves) which is also not very effective, it introduces a proper voting sub-space
split threshold selection problem, which can cause uncontrolled tree overgrowth
and what can be a problem in low memory resources systems, and it needs
the voting process to be repeated if tree undergrowth occurs or non-one-pass
implementation is used. Thus, the above defined requirements and the lack,
according to the authors current knowledge, of satisfying solution in literature are
the base to construct the on-line Hough transform’s accumulator compression
method, which will be presented in detail in the next section.

3 Proposed Solution

The construction of the compression method is based on the notice that the
information collected in the accumulator has peak-like character creating local
maxima (smaller or larger in the sense of height as well as width), which values
cumulated in the cells define the level of similarity between the feature function
or feature set and the searched object. Thus, the presented here compression
algorithm can use this fact extensively to model the content of the Hough trans-
form’s accumulator more or less precisely depending on demands. It is also good
to notice here on a margin that the mentioned peak-like characteristic of the
collected information can be observed in all the versions of the Hough transform
due to its design and means of operation. Thus, the proposed here compression
method can be used after adaptation in other approaches, but will be presented
here in the context of music tunes identification problem considered in this work.
Analyzing closely the peaks that can be observed in the accumulator’s cells it
can be noticed that the following function:

f(n) =
1

|n|+ 1
, where n is any integer number, (1)

can be a relatively good and simple approximator, the base function for the
compression mechanism that do not require a significant computational power.
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vote(position, value):

– l = decide which line the vote is addressed to based on the position,

– wait and lock the l line with a semaphore,

– prepare a thread to execute the following operations:

• if the buffer for the l line is full, update the structures for the l line with the

θ threshold flushing the buffer,

• insert the defined by position and value vote to the l line’s buffer,

• release the semaphore unlocking the l line,

update(l, θ):

– t = create a temporary line filled with zeros,

– for each p structure defining the l line:

• add the f(n) = 1
|n|+1

function at the t line’s ppos position scaling it by pval

value (height of the peak) with n equal to 0,±1, . . . ,±(pn − 1) (width of the

peak) to the values collected already in the t line; if two peaks meet, use the

MAX function to decide which values have to be preserved,

– remove all the p structures defining the l line,

– for each v vote from the l line’s buffer:

• add the vval valued vote at the vpos position to the t line,

– estimate the level of information in the t line using: μ =

√
1
N

∑N
i=1 t(i)2, where

N is the line length,

– for each t line’s peak (local maximum) that is crossing the μ10θ/20 threshold:

• estimate the n value of the 1
|n|+1

base function analyzing the left and right

side of the peak until a greater value then the foregoing is encountered,

• store a new structure filled with the peak’s position, height (accumulator’s

cell value) and width (n) in the line’s defining structures area,

– reset the “next free element” index of the l line’s buffer,

– remove the t temporary line from memory,

global maximum(A):

– update each line defining the A accumulator (flush the voting buffers),

– find the maximal value among the structures defining each of the line,

Fig. 2. Hough transform’s accumulator on-line compression algorithm

Due to the fact that the Hough transform’s accumulator is in many cases multi-
dimensional (two-dimensional in the considered problem where shift in time and
frequency has to be detected), it must be split into a set of row vectors (lines)
to simplify the algorithm and make it independent of the number of dimensions.
The split operation is recommended to be performed along the smaller dimension
to reduce the number of vectors and to increase the compression factor. Since
the peaks that cross an arbitrary given detection threshold will be converted
into (position, height, width) structure that will replace the peak and since the
line the peak was detected in will not have a physical representation, to equip
the algorithm with a fast voting mechanism a small voting buffer has to be
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noise level

too small peak

peak above threshold

threshold level

Fig. 3. Peak detection illustration in an exemplary accumulator’s line

attached to each of the lines. Thus, after preparation of structures that will
define the content of a line, and voting buffers to partially preserve the speed of
the transform, the voting process can be started, which decides in each iteration
which line a vote is addressed to based on the cell coordinates and inserts the vote
to a next free position in the buffer that is attached to the line. When the buffer
is already full, the structures that define the peak-like content of a line have to
be updated to make a place for subsequent votes. In case of the first time update
a temporary line filled with zeros has to be created, and in case of subsequent
updates its content has to be additionally reconstructed using the line defining
structures to which the data collected in the buffer are then added preserving the
voting order. After the temporary reconstruction of a accumulator’s row vector,
all the peaks above the noise level in the line that cross a given threshold level
(see Fig. 3 for illustration) are converted into short (position, height, width)
structure representation. The temporary line can be then released or unlocked if
this portion of memory is a shared resource and the voting buffer can be reseted
to allow subsequent votes cumulation (see the algorithm in Fig. 2). It is good
to notice here that the line update stage can be evaluated in a separate thread
outside the main voting loop (in its background) to make a better use of multi-
core hardware and/or multi-threaded operating systems, certainly with a proper
synchronization mechanism involved to lock the line that is in the update state.
The proposed and presented here the buffer-like means of votes series collection
tries to preserve the speed of the voting process, but the size of the buffers as
well as the peak detection threshold is a compromise between the mentioned
speed of the method, its compression factor (in the sense of saved memory) and
quality of the information collected in the accumulator (see exemplary results
in the next section). It is also good to note here that the structures defining the
content of a line contain the height of a peak information, which is nothing else
than the accumulator’s local maximum. Thus, after the voting process and the
last buffer flushing update the structures can be used to find all the local and
the global maximum without entire accumulator look through, what increases
the speed of this final stage in comparison to the classical approach [5].
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4 Experimental Results

The conducted experiments were about to measure the influence of the proposed
compression mechanism on the overall efficacy of the Hough transform based
matching algorithm. The variables that were observed include matching efficacy
ratio, response time and peak-signal-to-noise ratio defined as:

PSNR = 20 log10

(
MAX(A)

RMS

)
, (2)

where RMS is the root-mean-square (quadratic mean of the data collected in
the accumulator) defined as:

RMS =

√√√√ 1
TF

T∑
t=1

F∑
f=1

A(t, f)2, (3)

and where T and F define the size of the A accumulator as well in time as in
frequency dimension.

The experiments were performed on 1000-element database of different kind of
music genre with 100 5-second length randomly chosen samples to identify. The
samples were disturbed by 0dB white noise and the time trials were performed
using sequential execution (without multi-threading) repeated 10 times per trial
for a better average on three different CPUs. The peak detection threshold was
ranging from 10dB to 30dB with 5dB steps and the buffer size was ranging from
128 to 2048 elements with subsequent power of 2 steps. The implementation
was written using the C programming language and the tests were performed
at operating system’s user level, that is with other system tasks working in
background, and under control of software written cell telephony simulator (thus
no cell telephony hardware was used). The obtained results are given in Tab. 1.

As it can be observed in the obtained results, for an average 3 ÷ 5 minute
music tune the method needs about 50 MB of memory for the accumulator with
7.8125 Hz and 20 milliseconds cell granularity without any compression mecha-
nism. However, the memory demands can be reduced if needed from about 1.4 to
nearly 26 times depending on settings using the proposed on-line accumulator’s
content compression algorithm at a cost of buffers’ size depending speed decrease
and data reconstruction accuracy. It it good to notice here that over 10 times
compression ratio can be achieved in the considered problem using the settings
that well preserve the accumulated information, that is 256-element buffer and
15dB peak detection threshold, at the cost of 2 ÷ 4 times response time de-
crease depending on the used CPU and memory chips latencies. The obtained
results also illustrate how the compression mechanism affects the sharpness of
the accumulator’s content revealing the additional noise reduction property of
the proposed algorithm, which increases the accumulator’s PSNR ratio by a
value that highly depends on the used settings and ranges from about 3 up to
27 dB in the obtained experimental results. Certainly, the extreme cases of both
the compression as well as the PSNR ratio, not always have a positive effect
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Table 1. Experimental results for SNR = 0dB (upper) and corresponding time trials

for Intel Pentium III 500 MHz / Intel Pentium D 2.8 GHz / AMD Athlon64 3000+

1.8 GHz microprocessors (lower)

average efficacy [%], PSNR [dB] and peak memory usage [kB]

buffer

128

256

512

1024

2048

peak detection threshold

10 dB 15 dB 20 dB 25 dB 30 dB

93 / 49 / 4268 93 / 50 / 2756 90 / 53 / 2267 85 / 55 / 2210 84 / 59 / 1946

98 / 49 / 6010 98 / 51 / 4534 95 / 53 / 4478 92 / 56 / 4254 92 / 61 / 3481

98 / 49 / 9491 97 / 51 / 8965 98 / 54 / 8855 96 / 57 / 8040 93 / 63 / 6142

97 / 49 /17896 98 / 51 /17876 98 / 54 /17362 97 / 59 /14896 97 / 65 /10644

98 / 49 /35748 98 / 51 /35695 98 / 55 /33689 98 / 61 /27276 96 / 66 /19185

without compression = 98% / 46.12 dB / 50363 kB

average computation time [s]

buffer

128

256

512

1024

2048

peak detection threshold

10 dB 15 dB 20 dB 25 dB 30 dB

13.7 / 4.5 / 3.5 11.4 / 3.5 / 2.9 9.9 / 2.9 / 2.5 9.0 / 2.5 / 2.2 8.5 / 2.2 / 2.1

7.5 / 2.3 / 1.8 6.3 / 1.8 / 1.5 5.6 / 1.5 / 1.3 5.2 / 1.3 / 1.2 5.1 / 1.3 / 1.2

4.5 / 1.3 / 1.1 3.9 / 1.0 / 0.9 3.6 / 0.9 / 0.8 3.5 / 0.8 / 0.8 3.4 / 0.8 / 0.8

3.2 / 0.8 / 0.7 2.9 / 0.7 / 0.7 2.7 / 0.6 / 0.6 2.7 / 0.6 / 0.6 2.6 / 0.6 / 0.6

2.6 / 0.6 / 0.6 2.4 / 0.5 / 0.5 2.3 / 0.5 / 0.5 2.3 / 0.5 / 0.5 2.3 / 0.5 / 0.5

without compression = 2.9798 s / 0.4263 s / 0.4277 s

on the system’s matching efficacy and response time but are mentioned here to
show the method’s experimentally determined possibilities.

5 Conclusions

The proposed and presented in this paper method of the Hough transform’s
accumulator compression is a simple and effective way of memory reduction in
the on-line fashion. The buffering mechanism and the fact that some of the
operations can be parallelized preserves the speed of the voting process on a
tolerable level, and the organization of structures that define the content of a
line allows a fast local maxima localization practically in any moment of the being
executed algorithm. An interesting feature of the proposed algorithm is also the
fact that the method reduces the noise that is present in the accumulator’s cells.
It happens because all the peaks that do not cross the peak detection threshold
during the line update stage are omitted and threated as noise, what increases
the sharpness of the information stored in the accumulator enhancing the most
significant maxima. Unfortunately, beside the mentioned advantages the method
has two drawbacks. Firstly, the line update stage is preceded with a temporary
decompression and line reconstruction after which the buffered votes are moved
to the line and the main part of the compression starts, what lengthens in time
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the voting process in comparison to the standard version of the transform, and
too small buffers can additionally intensify the delays. Secondly, the proposed
algorithm is a lossy compression method, what means that if the combination
of peak detection threshold and the size of the buffers is chosen to aggressively
compress the data collected in the accumulator, losses and information leakage
can occur (from the least to the most significant), what will have effect in efficacy
decrease of a solution the compression mechanism is used in. Nevertheless, a
reasonable choice of the mode (size of buffers / threshold level combination)
the method can work in allows to reduce the memory demands and preserve
the quality of the information stored in the accumulator on an acceptable level
with a not very time consuming manner. Thus, the method, in the authors’
opinion, can be used with success in all the implementations where the problem
of low memory resources occurs, the time of operation is important (but has
lower priority over the memory), the voting process should be relatively fast
and single (without repetitions) and the information stored in the accumulator
preserved at the same time on an acceptable level. It is also good to underline at
the end the fact, that the method can be used after adaptation in other problems
and is not limited to the music tunes identification issue considered in this work.
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Abstract. CogBox is a system created to demonstrate a theory on Artificially 
Intelligent Agents. This paper describes this theory, explaining how it improves 
upon existing AI Agents. We draw upon already well established AI concepts, 
such as Fuzzy Logic and the Belief, Desire, Intention model, as well as Finite 
State Machines and discuss their limitations. We present a novel combination of 
these techniques to overcome these limitations. 

Keywords: BDI, Fuzzy Logic, Finite State Machines, Fuzzy Agents, Agent 
Behaviour, Hybrid Systems. 

1   Introduction 

As AI Agents progress forward, they continue to be controlled almost exclusively by 
one AI methodology in any given implementation, be it Belief Desire Intention [1], 
Fuzzy Logic [2], or Neural Networks [3]. While these methods function, applying 
them to an entire Agent often requires the method to be substantially modified, 
creating a very complex implementation. We believe that a hybrid system of several 
AI systems will result in a simpler implementation and an Agent that behaves in a 
semi-realistic manner. 

In this paper we discuss how these different systems have limitations in the field of 
behaviour simulation, and also explain how our hybrid system allows some AI 
methods to complement each other. This paper is organised as follows; Section 2 
provides a background of the Core Techniques that we intend to combine, Section 3 
details our proposed hybrid method, in Section 4  we analyse our method, concluding 
in Section 5 and noting any further work in Section 6. 

2   Core Techniques 

A number of techniques already exist within the field of AI that allow for the 
simulation of semi-realistic Agents. As they stand on their own, existing techniques 
often contain inherent limitations that make it complicated to achieve a fully featured 
behaviour simulation. It is our aim to combine these techniques, in order to create a 
more efficient system. We have concentrated on the following existing techniques. 
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2.1   Belief Desire Intention 

Belief/Desire/Intention (or BDI) is a method of modelling behaviour in rational 
agents. At its core, it is seen as giving the agent “mental attitudes of Belief, Desire and 
Intention, representing, respectively, the information, motivational, and deliberative 
states of the agent.” [4] The BDI model is based on work in the areas of both 
Philosophy and Cognitive Science, including work on Rational Agents. [5] Rational 
agents have bounded (i.e. limited) resources and usually incomplete knowledge about 
their environment. This incomplete knowledge is usually defined as the agents’ belief 
network. 

BDI has been implemented in several research models, as well as applied in several 
situations such as Air Traffic management [4], military combat simulation [6], and has 
subsequently been implemented into frameworks such as the Procedural Reasoning 
System [7], Jadex [8] and JACK Intelligent Agents [9]. 

2.2   Finite State Machines 

Finite State Machines have become more frequently used in today's computer games 
(Age of Empires, Half Life) as a method for generating AI behaviour. In most cases, 
NPC behaviour can be modelled in terms of mental states, and hence, FSMs are a 
natural choice for game developers when designing NPCs [10]. The programmer 
predefines each and every state. When the Agent enters this state it follows the rules 
laid down by the programmer. The Agent can then enter another state and follow 
another set of rules, or stay in the same state repeating rules infinitely. 

If well thought out, this approach can lead to convincing AI that can carry out tasks 
with some degree of success, however, as the amount of states increases, so does the 
complexity of the FSM. Code complexity in a FSM increases significantly as the 
system scales up with more behaviours [11], and iterating through all the state options 
may become too computationally expensive for a system required to run in real-time. 
In our theory, we aim to use FSMs to deal with very specific states that we consider 
necessary to be controlled directly to avoid behaviours that would be inappropriate. 

3   Hybrid Method 

The Core Techniques reviewed are all capable of producing semi-realistic Agents, but 
it is often the case that an excessive amount of adjustment of these Techniques is 
necessary to achieve all required aspects of behaviour. By combining different 
technologies we are capable of creating semi-realistic agents with purer 
implementations of each individual technology. [11] noted that research should be 
undertaken to determine if hybrid models of Finite State Machines performance and a 
BDI Agents’ ease of design and coding, and we aim to address this. 

Our Agents are primarily controlled by a BDI system; this is our emulation of 
human reasoning. The virtual world in which our Agents exist is simulated in a crisp 
fashion, therefore it is necessary to simulate the belief system of our Agents, adding 
uncertainty and imperfection to their beliefs. We pass these beliefs on to the BDI 
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system to enable our Agents to have a more realistic view of the virtual world. A FSM 
is given overriding control of the BDI system for situations where direct action must 
be taken with no deliberation, providing our emulation of human instincts. 

3.1   Belief Simulation 

It is important to note that an autonomous agent's decisions and plans are influenced 
by the information it receives about the world in which it is operating [6]. For the 
purposes of attempting to semi-accurately simulate real-world behaviour, a purely 
computational agent is at an immediate advantage; without the additional stage of 
filtering data that the agent receives from the Virtual Environment, the agent is 
automatically given a cognition of a situation that no real-world creature is capable of 
obtaining – Agents automatically “see and understand everything”, and as such we 
must inhibit this ability. Work on simulating belief systems of agents has already been 
undertaken by [6]. They suggest “conceptualizing the agent’s activities in terms of 
three main steps: detection, measurement and interpretation”. We carry over this idea 
to a belief simulation implementation in CogBox. As the Agent picks up (detects) new 
information it should be measured in such a way that we can determine distance from 
the Agent; the level of accuracy will be inversely proportional to the distance. 

Once a level of accuracy has been determined we are able to affect the quality of 
information that the agent receives. This can be defined as the “interpretation” stage. 
Given a set of imperfect data the agent must make a decision on how to interpret it. If 
an object is visible in the distance to the Agent, it is less likely to interpret it correctly 
as opposed to a nearby object. By determining how imperfect data it has received is, 
the Agent is capable of making a decision of what to do with the data. This decision 
making process is handled by our BDI implementation. 

3.2   Planning and Decision Making Using BDI 

Decision making via a BDI system enables us to control our Agent’s higher level 
functions, such as social interaction, complex problem solving, and other behaviours 
that are not otherwise covered by human instinct. 

The basic interpreter cycle for a BDI agent acts thus; The agent updates its beliefs, 
and then updates its available options. Once it has done this it examines its desires, 
matches them against these options and proceeds to deliberate over them, before 
updating its intentions and executing the plans to facilitate those intentions. In the 
final steps, the interpreter removes successful and impossible goals and intentions. By 
expanding on the abstract interpreter suggested in [4], we are able to form a method 
that allows our Agents to make decisions about the virtual world based on imperfect 
values it receives, and then form plans to determine its actions in this virtual world. 
Methods to expand the abstract interpreter already exist in several implementations, 
including JADEX [8], METATEM [12] and AIL [13]. These existing implementations 
provide a software framework for the creation of goal-oriented agents [8], and as such 
could be used to implement BDI in our combined system. 
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We can avoid the issue of a BDI Agent ignoring what would seemingly be a high-
priority behaviour in favour of another entirely by extracting behaviours from the BDI 
Agent that humans would consider “priority behaviours”, or, “instinctual behaviours”. 

3.3   Instinct Emulation Using FSMs 

Instinct is often an overriding factor in human behaviour. In situations that are life 
threatening, instinct comes into play and determines a behaviour to remedy the 
situation with little reasoning or thought for consequences. While instincts can be 
controlled, it can be more common (and indeed reasonable) to let an instinct take hold 
and dictate your actions. 

Finite State Machines are capable of making an Agent act a certain way in a finite 
amount of states with little processing requirement, therefore making them very fast 
when the list of states is small. The larger a FSM becomes, the less manageable it is 
for the systems programmer, and the more states the Agent must iterate through to 
determine its behaviour. For this reason a FSM should only be responsible for the 
states that we define as being “instinctual”. Our method contains a small set of basic 
instincts, dealing only with very specific cases. After the Agent receives data from the 
belief simulation, this is passed to the BDI system for evaluation. Once evaluated, the 
FSM is able to judge the state that the Agent is currently in. If the Agents’ state is 
recognised as “instinctual”, the FSM seizes control from the BDI. Once the Agent’s 
state has changed, the belief simulation system generates a new set of beliefs. 

4   Analysis of Hybrid Method 

When analysing our hybrid BDI-FSM system we see that combining AI methods 
produces a technique wherein methods that are better suited to simulating behaviour 
in certain situations, such as Finite State Machines simulating instincts, can override 
other methods when they are not as well suited.  We can now define a test scenario in 
which to place a group of Agents. The behaviours of these Agents can then be 
modelled and presented in order for us to view any possible grouping of technologies 
that is preferential in terms of complexity. 

4.1   Test Scenario 

For this analysis, a number of Agents will be placed at random in a virtual 
environment; and each of these Agents have a basic need for social interaction. In 
addition to this basic need, they follow the instinctual desire to avoid outbreaks of 
fire. Each Agent is given 4 traits (Wealth, Education, Authority and Fitness), which 
will each be assigned a value between 0 and 1. 

By varying the level of each trait that every Agent has, we are able to create Agents 
that have different degrees of compatibility with each other. When created, each of the 
Agents is free to move about within the virtual environment at a certain speed. As the 
Agents move they look in front of them with a limited visual radius and focal length. 
Any other Agents that they encounter within this visual range they should approach 
and “interact” with. This interaction allows for a calculation of how compatible each 
Agent is with each other. This is a simple calculation based on comparing the degree 
of membership of each trait each Agent has: 
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Compatibility =  { 1 if δTraits ≤ 1 , 0 if δTraits > 1 } 
Where: 

δWealth      = Agent₁.Wealth                -     Agent ₂.Wealth      (1) 

δEducation  = Agent₁.Education -   Agent ₂.Education 

δAuthority   = Agent₁.Authority -   Agent ₂.Authority 

δFitness     = Agent₁.Fitness  -   Agent ₂.Fitness 

δTraits   = δWealth+δEducation+δAuthority+δFitness 
 
If the other Agent is “compatible”, this Agent remains stationary as it has completed 
its task of finding a compatible Agent. If the other Agent is not compatible, this Agent 
moves off in search of othes. At randomly spaced intervals a fire breaks out at a 
random location in the virtual world. Any Agent near to the fire should move away 
from it; after which they return to their default searching behaviour. 

4.2   Modelling of Test Scenario 

We can model the different behaviour systems of the Agents to validate our proposed 
hybrid method to reduce system complexity and increase realism.  

4.2.1   FSM Based Model 
This model demonstrates all the possible states that our Agent can enter in our test 
scenario, as well as determining the transitions that can occur to move between states. 
In every state it is possible to transition to the “Escaping Fire” state, and it should be 
noted that the addition of states would cause the model to become increasingly 
complex, as those states would also need to transition to “Escaping Fire”. Also note 
we may not have included all the possible states that should exist; without repeated 
tests of the scenario, not all possibilities may have presented themselves. 

 

Fig. 1. FSM Model of Test Scenario 
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4.2.2   BDI Based Model 
To implement our test scenario using BDI we need the following components: 
 

Beliefs: { Location of Agents, Compatibility with other Agents, Location of Fire } 
Desires: { Socialise with others, Avoid Fire } 
Intentions: { Move to Agents, Talk to/determine compatibility with other Agents, 
Move away from Fire } 

 

This model does not deal with the complexities of adding values of “Commitment” to 
each Intention. It should also be noted that the Intentions listed here are conceptual in 
basis, as a BDI Agent only has one Intention at any time, selected from its Desires. 
We also do not deal with the priority of any Desire; without this an Agent can follow a 
Desire blindly when another should clearly take precedent. While this model is not 
complex, it highlights one limitation of BDI; namely that the computational cost of 
each BDI Agent is significantly higher than for a FSM implementation [11].  

4.2.3   Proposed Hybrid Model 
Our hybrid model combines the most appropriate components from FSM and BDI to 
reduce the complexity of the system and the computational cost of running the test. 

 

Fig. 2. FSM Model as part of Hybrid solution 

This FSM component deals with situations where we believe an “instinctual 
behaviour” is necessary to resolve the situation. In this case the need for an Agent to 
avoid nearby fires has been defined in this category. 

In this model, the BDI system handles any other situations when the FSM is in the 
“Not Escaping” state: 
 

Beliefs: { Location of Agents, Compatibility with other Agents } 
Desires: { Socialise with other Agents } 
Intentions: { Move to Agents, Talk to/determine compatibility with other Agents } 

4.3   Analysis of Hybrid Model Effectiveness 

We have observed that using FSM can result in a system that quickly becomes 
complex to implement and manage. Every state must be pre considered, as well as 
every possible transition between states. As noted, any additional states increases the 
complexity of the model significantly, requiring multiple transitions to other states. 
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However, runtime performance for a FSM system compares favourably to that of a 
BDI system, especially when the amount of Agents is increased significantly. 

Our BDI model maintains a low complexity when compared to the FSM design, 
and adding more behaviours does not affect this. However, as noted, we have not 
included any information regarding the Agents commitment values or its priority 
values for plans; without this, Agents may react in a unrealistic manner. In the BDI 
system the computational cost rises as the amount of Agents increases. 

In our combined model, the FSM method becomes significantly less complex, 
requiring only two states to handle our one “instinctive behaviour”. When the FSM is 
in its “Not Escaping” state it passes control to the BDI system, which is also less 
complex as it has fewer Desires. By keeping control of instinctive behaviours in the 
FSM, we are able to avoid the higher computation cost of BDI and react more quickly 
to situations where it is deemed necessary, without the requirement of deliberating 
over a BDI system's Desires and checking commitment and priority values. 

5   Conclusion 

While existing AI methodologies are capable of creating Agents that behave in a 
semi-realistic manner, these techniques are often very complex to implement or result 
in behaviours that can be clearly unrealistic. We have shown that using a novel hybrid 
and hierarchical combination of these methods we created a technique that brings the 
best features of existing methodologies while attempting to avoid their limitations. By 
analysing the different AI methodologies in our test scenario we have been able to 
present a case that demonstrates how our combination of techniques creates a simpler 
implementation that results in a more efficient and realistic simulation than using 
techniques individually. 
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Abstract. Multiobjective optimization problems have been solved in

recent years by several researchers using different kind of algorithms,

among them genetic and evolutionary algorithms and artificial immune

systems. The results obtained during these tests were satisfactory, but

these researchers observed that there still is a need for new ideas for al-

gorithms which will increase efficiency and at the same time decrease the

computational effort. In this paper the idea of coupling of immune al-

gorithms with game theory is presented. The authors take out the most

important elements from the artificial immune system, such as clonal

selection and suppression, and couple them with the idea of Nash equi-

librium. The new approach and some preliminary tests and results are

presented here.

1 Introduction

In the real world it is difficult to find a problem of which only one aspect is im-
portant. Usually we have to take into consideration two or even more objectives.
In such cases traditional approaches do not lead to good solutions. There is a
need for the creation of new algorithms and approaches. One way of searching
for such approaches is the application of population-based methods. New kinds
of evolutionary algorithms have been created over the pas 25 years. Schaffer
was the first author who presented a new approach for multi-objective optimiza-
tion the Vector Evaluated Genetic Algorithm ([1][2]). Since that time many new
concepts have been implemented.

For a few years now, a new population-based approach for solving different
problems called the Artificial Immune System has been presented. There were
many proposals for using these algorithms for optimization. This approach has
also been adopted for solving multiobjective optimization. The first such algo-
rithm was presented in 2002 by Coello Coello and Cruz Cortez [3]. Later on
several concepts based on immunology were presented in [4] [5] [6]. On the other
hand for some years a new interesting approach based on connecting Nash theory
and evolutionary algorithms in multiobjective optimization has developed ([7]).
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2 Artificial Immune Systems

The natural immune system is mainly built from lymphocytes and its main
goal is to protect the organism against pathogens (infectious foreign elements).
Artificial Immune Systems appeared in the ’90s as a new area in Computational
Intelligence. Based on the rules that structure the immune system, scientists
tried to generate new possibilities for solving different problems. The following
three mechanisms were developed the most: immune networks, clonal selection
and negative selection. The immune network is based on idea that all B-cells are
connected together to cooperate in order to facilitate antigen recognition. The
cells stimulate and suppress each other to stabilize the network.

In clonal selection optimization, the fitness function in immune terms is the
affinity of antibody to antigen. Antibodies are solutions of a problem collected
in the population. As in the real immune system, antibodies are cloned. The
number of clones is proportional to its affinity to antigen (value of the fitness
function). Clones are subjected to hypermutation. These ideas are extended by
suppression. This type of algorithm was described for the first time by Wierzchon
in [9].

Negative Selection is based on the assumption that the goal of the immune sys-
tem learn is how to categorize cells as self or non-self. The system has the ability
to react to unknown antigens at the same time not reacting to self cells. [10]

3 Game Theory

Game theory is a branch of mathematics applied to different sciences: economics,
sociology, politics as well as engineering. The goal of game theory is to describe
strategic situations, where parties try to make a decision based on others’ be-
havior. Games can be divided into two groups: cooperative and non-cooperative
games. The cooperative game is when the players should build compromises to
get maximum payoff. The cooperation between players is allowed in such games.
The biggest payoff for all playera can be gained only through cooperation be-
tween them. On the other hand, in non-cooperative games there is no possibility
of cooperation and communication between the players is not allowed.

The most popular applications of game theory is to find equilibriums in games.
In such an equilibrium the player has a strategy which is the best in the current
situation. One of the most important theorems in game theory is Nash equilib-
rium, defined by J.F. Nash in 1951 [7]. Imagine there is G amount of players
playing the same game. Each player optimizes his strategy following his payoff
function and it is given that all other players’ strategies are fixed (optimized for
themselves). If there is no player who can improve his strategy, it means that
players’ strategies are Nash strategies and they correspond to Nash equilibrium.

Taking into account the properties of cooperative games and Nash equilibrium
it can be stated that these concepts are similar to problems with many objectives.
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4 Multiobjective Optimization

Generally, the idea of Multiobjective Optimization can be written as follows:

minimizefi(x), i = 1, ...,m where x = [x1, x2, ..., xn] and xi ∈ (l(i), r(i)) (1)

For such defined optimization problems, several solutions better or worse accord-
ing to all criteria can be found. If for a particular solution there are no solutions
which are superior in terms of all criteria, it can be said that such a solution is
non-dominated. Others are dominated. The goal of the optimization process is
to find a set of non-dominated solutions in a feasible area. This type of set is
named the Pareto front.

The great challenge is to evaluate a set of solutions found by a particular
method. This is strictly connected with the metrics which are used for algorithm
evaluation. One of the features of the found set of solutions, is their distribution
over the Pareto front. It is expected that they will be equally spaced and the
front representation is smooth and uniform. The metric which defines such a goal
is named Spacing and was proposed by Schott in [11]. Another criterion which
should be taken into account, when evaluating the found optimal set of solutions,
is the closeness to true Pareto front. Van Veldhuizen and Lamont in [12] have
proposed a metric named Generational Distance. There are also other metrics
for example, discreet metrics Error Ratio which counts the number of solutions
which belong to the true Pareto front. We decided to use the two presented
metrics as the most often used ones, and representing the features which should
have the found Pareto front.

5 Description of the IMmune GAme Theory
MultiObective (IMGAMO) Algorithm

The metaphors of game theory and immunology are used to solve problems of
multiobjective optimization. Each player has its own objective (payoff function
in the Nash equilibrium). Nash strategy for a particular player is the optimum
solution for this player’s problem remembering that other players also play their
best strategies. The solution to the optimized problem consists of several param-
eters, each of them assigned to one of the players. Each player optimizes only
his parameters (his strategy) taking the rest of them as constant. The rest of
the parameters are set taking the best solutions from other players. Solutions
from all players should establish the solution to the problem. All players use the
immune algorithm to optimize their objectives.

5.1 Detailed Description of the Algorithm

Here are the most important assumptions of the IMGAMO algorithm: each
player has his own fitness function (payoff function), each player has assigned
part of the parameters of the solution (strategy of this player), the rest of pa-
rameters are set as constant taken from the best solutions from other players,
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all solutions are coded with real values, the result of the algorithm (the found
Pareto front) is stored in the result population, each player optimizes his use of
the immune algorithm to optimize his objective.

Parameters of the algorithm: G - number of fitness functions in problem,
pop size - size of the population for each player, clon number - maximum number
of clones in clonal selection, exchange factor - number of iteration when exchange
parameters between player is performed, iterations - number of iterations of the
algorithm.

The algorithm is executed as follows:

1. G players generate their populations which are initialized with size pop size,
2. Empty population result is created,
3. Each player has assigned one of the fitness functions,
4. Each parameter of the problem is randomly assigned to one of the player,
5. iter=0,
6. exchange iter=0,
7. Each player run the Clonal selection procedure:

(a) calculate the fitness of the solution,
(b) sort the population taking into account the fitness,
(c) the best solution creates clon number clones,
(d) each next solution creates one clone less,
(e) each clone is mutated (only parameters optimized by this player are

mutated),
(f) if the fitness of the mutated clone is better than the parent replace

parent with clone,
8. Each player runs the Suppression procedure:

(a) Each solution is checked for the number of solutions which are dominated
(dominated solutions[i]) by this one in the secondary population. If dom-
inated solutions[i]>0 the solution is stored to the secondary population,
and these dominated ones are removed,

(b) calculate the average of dominated solutions dominated solutions avg,
(c) If domination number[i] <dominated solutions avg it is replaced by ran-

domly generated one,
(d) Additionally if the solution is nondominated in the secondary population

and it was not added before, it is added,
9. If exchange iter=exchange factor,

(a) Take the best solutions from each player,
(b) store optimized parameters from each player to others populations as

constant,
(c) Each parameter of the problem is randomly assigned to one of the player

10. Exchange iter++,
11. iter++,
12. if iter <iterations go to point 7,
13. The solution of the problem (Pareto front) is stored in population result.
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Clonal selection is an element of the algorithm which is based on Nash equilib-
rium. Each player searches for optimal values of his parameters to get maximum
payoff, taking the others’ parameters as constants the best possible values from
other players. During clonal selection the solutions which are best according to
all criteria are found and they approach to the Pareto front. The goal of sup-
pression is to diversify of the solutions in populations. The Pareto front has to
fulfill two conditions. The first is to be as close as possible to the real front
this function is performed by clonal selection. Secondly, it should be regularly
distributed on this front. This is the task of the suppression.

6 Numerical Tests

In this article the results obtained by IMGAMO algorithm in two classical mu-
tiobjective test problems are presented. In order to evaluate an algorithm, it
is compared to the MISA algorithm one representative of state of the art im-
mune algorithms for multiobjective optimization. For each problem the results
are compared using two metrics: spacing and inverted generational distance. The
parameters used in the experiments were adapted to evaluate fitness functions
around 12000 times.

Table 1. The parameters for the IMISA and IMGAMO algorithms

MISA IMGAMO

population size: 100 iterations: 100

number of grid subdivisions = 25 clon number: 15

size of the external population = 100 population size: 100

exchange factor: 3

Fig. 1. Pareto fronts obtained using the MISA and IMGAMO algorithms for solving

Kursave problem
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6.1 The Kursave Problem

This is a two-objective three-parameter problem proposed by Kursave [13].

minimizef1(−→x ) =
n−1∑
i=1

(
−10exp(−0.2

√
x2

i + x2
i+1)

)
(2)

minimizef2(−→x ) =
n∑

i=1

(|x0.8
i |+ 5sin(xi)3)

where
5 ≤ x1, x2, x3 ≤ 5.
The true Pareto front is disconnected and consists of three curves. As can

be seen in Figure 1 both algorithms found the front. MISA’s front is closer to
the true front (MISA G=0.0092, IMGAMO G=0,0148), but IMGAMO’s front
is better distributed (MISA S=0,1078, IMGAMO=0,0874).

Fig. 2. Pareto fronts obtained using the MISA and IMGAMO algorithms for solving

Deb problem

6.2 The Deb Problem

This problem was proposed by Deb [14] and the true Pareto front consists of
four curves.

minimizef1(x, y) = x

(3)

minimizef2(x, y) = (1 + 10y)
[
1−

(
x

1 + 10y

)α

− x

1 + 10y
sin(2πqx)

]
where 0 ≤ x, y ≤ 1, q = 4, α = 2.
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Table 2. The values of metrics for Kursave and Deb problems

MISA IMGAMO

GD S GD S

KursaveProblem

Average 0,0092 0,1078 Average 0,0148 0,0874

Maximum 0,0340 0,1450 Maximum 0,0350 0,1500

Minimum 0,0044 0,0790 Minimum 0,0024 0,0150

Debproblem

Average 0,0380 0,0847 Average 0,000079 0,001135

Maximum 0,1350 0,2090 Maximum 0,000240 0,003200

Minimum 0,0004 0,0075 Minimum 0,000013 0,000480

In this problem, both algorithms found all segments of the front and it is very
close to the true front and well distributed (Figure 2). Looking at the metrics
IMGAMO perform better in this problem. Both metrics are significantly lower
for the IMGAMO algorithm.

7 Conclusions and Future Work

A new approach to multiobjective optimization was presented in this paper. The
novel idea of coupling ideas from Artificial Immune Systems and Game theory
was adopted to solve problems with many objectives. The IMGAMO (IMmune
GAme theory MultiObjective) algorithm was described and the results of tests on
traditional problems were presented. The results of the algorithm behavior were
compared with that of the state-of-the-art immune algorithm MISA. The first
tests and results showed that there are cases were IMGAMO and MISA behave
similarly, but there are also problems, where IMGAMO performs significantly
better. The results presented in this paper are quite satisfactory and promising.
It is important to test this algorithm in large-scale problems with a larger number
of objectives and variables. The new ideas for the suppression should be tested.
Additionally the algorithm should be adopted to solve constrained problems.
This is a very important issue in multiobjective optimization, and up to now
IMGAMO has not dealt with such problems.
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Abstract. This paper presents a new concept of an e-learning system

with intelligent two-way speech communication between the system and

its users. Computational intelligence methods allow for analysis, evalu-

ation and assessment of user’s knowledge and skills and user’s ability

for efficient information processing. The system is also capable of con-

trol, supervision and optimization of the e-learning process. Developed

as a prototype for mobile technologies, the communication system by

speech and natural language between the e-learning system and exter-

nal users consists of biometric user identification, speech recognition,

word and sentence recognition, sentence meaning analysis, and user re-

action assessment. Also discussed are selected new concepts of intelligent

e-learning systems using speech communication. The discussion focuses

on recognition and evaluation of spoken natural language sentences with

hybrid neural networks.

Keywords: e-learning system, user-computer interaction, speech inter-

face, artificial intelligence, mobile technology, cybernetics.

1 Introduction

Intelligent mobile systems for implementation, control, supervision and optimiza-
tion of distance learning when users communicate with an e-learning system by
speech and natural language are becoming increasingly important. These sys-
tems enable remote supervision of the e-learning process quality using spoken
commands in natural language and allow for quality learning. The described
remote system is an innovative solution making it possible to better exploit cur-
rent e-learning methods. The presented solution can be used to create standard
of intelligent mobile systems for implementation, control, supervision and op-
timization of e-learning processes based on two-way communication by speech
and natural language between the e-learning system and the user.

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 508–515, 2010.
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There are several advantages of intelligent e-learning systems based on in-
telligent two-way communication by speech and natural language between the
e-learning system and the user. They are robust against user’s errors and an
efficient implementation, control, supervision and optimization of the e-learning
process. They also improve the co-operation between a user and an e-learning
system in respect to the richness of communication. E-learning decision and
optimization systems can be remote elements with regard to an e-learning
system.

2 The State of the Art

Design and implementation of spoken language understanding systems is an
important field of research [2,7,9]. Vocabularies for these systems are usually
about tens of thousands of words, and they recognize spontaneous speech and
natural language. Current research in spoken language systems focuses on un-
derstanding of spoken input, and most applications involve a collaboration be-
tween the human and the computer. In many cases, spoken language output
is an appropriate means of communication that may or may not be taken ad-
vantage of, because of lack of coordination of understanding components with
system outputs [5]. This paper proposes an approach to deal with the above
problem.

E-learning systems offer new possibilities in learning, because a user can get
immediate feedback on solutions to problems, learning paths can be individual-
ized, etc. At present, numerous e-learning tools with varying functionality and
purposes exist [1,3,4]. E-learning is an alternative concept to the traditional tu-
toring system. E-learning forms a new way to empower a workforce with the
necessary skills and knowledge [8]. Towards this goal, various e-learning sys-
tems have been developed during the last years, however, most of them are old-
fashioned applications without advanced capabilities which could be delivered
with artificial intelligence methods [10,11].

3 A New Concept of Intelligent E-Learning Systems

The new concept involves e-learning systems supported by the artificial intelli-
gence methods and equipped with two-way speech communication between the
e-learning system and the user (Fig. 1A). They perform analysis, evaluation and
assessment of the user’s knowledge and skills and can efficiently process com-
munication between the user and e-learning systems. The system is also capable
of control, supervision and optimization of the e-learning process. It is equipped
with hybrid artificial neural networks and intelligent two-way voice communica-
tion which can optionally use mobile technology (Fig. 1B). The communication
via spoken natural language relies on biometric user identification, and performs
speech recognition, word and sentence recognition, sentence meaning analysis,
and user reaction assessment. The intelligent e-learning system (Fig. 2A) has



510 W. Kacalak, M. Majewski, and J.M. Zurada

been developed for personal computers as well as mobile technology devices
(Fig. 2B).

The complete intelligent e-learning system in expanded form is shown in Fig. 3.
The numbers in the cycle represent the successive phases of information process-
ing. The authenticated user’s spoken utterance in natural language is processed
for recognition of words and sentences through a cycle of sentence meaning anal-
ysis (Fig. 4A) [5,6]. The Hamming neural networks classify words and sentences
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Fig. 1. (A) Concept of an intelligent e-learning system with speech communication,

(B) e-learning system for mobile technology

and identify their meaning (fig. 4B) [6]. The recognized meaningful sentences
are further processed for analysis, evaluation and assessment of the user’s abil-
ity for efficient processing of information streams from e-learning systems. The
user’s ability is appraised in respect of perception, analyzing and reasoning of
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information, and also information memorizing and comprehension. The result
is the assessment of the user’s information processing and reactions. Next, the
user’s utterance or answer is analyzed and evaluated in terms of knowledge and
skills. The analyses and evaluations include knowledge acquisition and reason-
ing as well as knowledge memorizing and comprehension. The system diagnoses
comprehensive knowledge and consecutively assesses correctness of the user’s
knowledge and skills. Further, it assesses the user’s knowledge and skills and
executes the user’s commands. The e-learning system is capable of supervision
and optimization of the process and two-way speech communication with the
user.

(A) (B)

KNOWLEDGE ACQUISITION ANALYSIS

USING NEURAL NETWORKS

KNOWLEDGE REASONING RESEARCH

USING NEURAL NETWORKS

KNOWLEDGE MEMORIZING EVALUATION

USING NEURAL NETWORKS

KNOWLEDGE COMPREHENSION

ASSESSMENT USING NEURAL NETWORKS

COMPREHENSIVE KNOWLEDGE

DIAGNOSING USING NEURAL NETWORKS

ASSESSMENT OF CORRECTNESS OF

USER KNOWLEDGE

KNOWLEDGE MEMBERSHIP ESTIMATION

TO CORRECT KNOWLEDGE CATEGORIES

SIGNALING COMMANDS ACCEPTED

FOR EXECUTION

ANALYSIS OF REACTIONS AND REACTION

TIMES USING NEURAL NETWORKS

USER REACTION ASSESSMENT

USING FUZZY NEURAL NETWORKS

COMMAND EXECUTION

E-LEARNING SYSTEM CONFIGURATION

PROCESS AUTOMATED SUPERVISION

USING NEURAL NETWORKS

SENTENCE RECOGNITION

USING NEURAL NETWORKS

SENTENCE SEGMENT ANALYSIS

USING NEURAL NETWORKS

SENTENCE SYNTAX ANALYSIS

WORD RECOGNITION

USING NEURAL NETWORKS

WORD ANALYSIS USING

NEURAL NETWORKS

LETTER STRING ANALYSIS

SPEECH SENTENCES TO TEXT

CONVERSION

SPEECH SENTENCE ARCHIVES

BIOMETRIC USER IDENTIFICATION

USING NEURAL NETWORKS

E-LEARNING USER

TEXT TO VOICE CONVERSION

USER AUTHENTICATION

SIGNALING USER RESULTS

AND PROCESS ERRORS

29

3032

33

34

E-LEARNING PROCESS STATE SIGNALING

31

INFORMATION COMPREHENSION

ASSESSMENT USING NEURAL NETWORKS

ASSESSMENT OF CORRECTNESS OF

USER PROCESSING AND REACTIONS

PROCESSING MEMBERSHIP ESTIMATION

TO CORRECT PROCESSING CATEGORIES

INFORMATION MEMORIZING EVALUATION

STATE USING NEURAL NETWORKS

RESEARCH OF LEVEL OF INFORMATION

REASONING USING NEURAL NETWORKS

ANALYSIS OF INFORMATION PERCEPTION

LEVEL USING NEURAL NETWORKS

E-LEARNING PROCESS OPTIMIZATION

USING NEURAL NETWORKS

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

Fig. 2. (A) Complete intelligent e-learning system, (B) prototype of the intelligent

e-learning system for mobile technology: an example question and answer by speech

and natural language and the user knowledge evaluation and assessment



512 W. Kacalak, M. Majewski, and J.M. Zurada

Intelligent

Speech

Communication

Cycle

between

the User

and

the E-learning

System

with

Assessment of

User Ability

for information

Processing

SENTENCE SYNTAX ANALYSIS

SPEECH SENTENCES TO TEXT

CONVERSION

WORD RECOGNITION USING

PROBABILISTIC NEURAL NETWORKS

Recognized words

Voice message

E-LEARNING USER

E-LEARNING USER AUTHENTICATION

BIOMETRIC USER IDENTIFICATION

USING HYBRID

NEURAL NETWORKS

ERROR

CONTROL

SPEECH SENTENCE ARCHIVES

LETTER STRING ANALYSIS

Biometric features

Sentences as text in natural language (NL)

Words in segments as
sentence components

LEARNING

MEANINGFUL

SENTENCES

Letters in segments
as word components

Recognized meaningful sentences

LEARNING

WORDS AS

MEANINGFUL

SENTENCE

COMPONENTS

WORD ANALYSIS

USING NEURAL NETWORKS

SENTENCE RECOGNITION USING

PROBABILISTIC NEURAL NETWORKS

TEXT TO VOICE CONVERSION

M
E

A
N

IN
G

A
N

A
L
Y

S
IS

O
F

U
T

T
E

R
A

N
C

E
O

R
A

N
S

W
E

R

C
O

M
M

A
N

D
E

X
E

C
U

T
IO

N

E
-L

E
A

R
N

IN
G

S
Y

S
T

E
M

K
E

R
N

E
L

A
N

A
L
Y

S
IS

,
E

V
A

L
U

A
T

IO
N

A
N

D
A

S
S

E
S

S
M

E
N

T
O

F
U

S
E

R
K

N
O

W
L

E
D

G
E

A
N

D
S

K
IL

L
S

U
S

E
R

-S
Y

S
T

E
M

S
P

E
E

C
H

C
O

M
M

U
N

IC
A

T
IO

N

SENTENCE SEGMENT ANALYSIS

USING NEURAL NETWORKS

Analyzed
sentence segments

Analyzed word
segments

EXPERT RESOURCES FOR USER KNOWLEDGE ANALYSIS

ANALYSIS OF UTTERANCE OR ANSWER

USING NEURAL NETWORKS

EVALUATION OF KNOWLEDGE MEMORIZING

STATE USING HYBRID NEURAL NETWORKS

DIAGNOSING OF COMPREHENSIVE KNOWLEDGE

STATE USING PROBABILISTIC NEURAL NETWORKS

ANALYSIS OF USER KNOWLEDGE

ACQUISITION LEVEL

USING HYBRID NEURAL NETWORKS

MEMBERSHIP ESTIMATION OF USER KNOWLEDGE

TO CORRECT KNOWLEDGE CATEGORIES

CORRECTION OF ANSWERS, UTTERANCES OR COMMANDS

SIGNALING COMMANDS ACCEPTED FOR EXECUTION

ASSESSMENT OF

USING FUZZY NEURAL NETWORKS

E-LEARNING USER’S ACTIONS

AND REACTIONS

E-LEARNING USER’S COMMAND EXECUTION

Process parameters,

progress decisions

ANALYSIS OF USER REACTION AND REACTION TIMES

E-LEARNING PROCESS CONTROL AND

SUPERVISION USING FUZZY NEURAL NETWORKS

E-learning process parameters

RESEARCH LEVEL OF USER

KNOWLEDGE REASONING

OF

USING

PROBABILISTIC NEURAL NETWORKS

REQUIREMENT

RANGE OF

AND KNOWLEDGE

EVALUATION

CRITERIA

(KNOWLEDGE

STANDARDS)

USER

KNOWLEDGE

ASSESSMENT OF CORRECTNESS OF

USER KNOWLEDGE

EVALUATION OF

KNOWLEDGE USAGE

EFFECTIVENESS AND

TOPIC RELEVANCE

ASSESSMENT OF KNOWLEDGE COMPREHENSION

LEVEL USING PROBABILISTIC NEURAL NETWORKS

23

24

25

26

27

28

29

30

31

E-LEARNING USER

CHARACTERISTICS

INVESTIGATION AND

ERRORS IN ANSWERS OR UTTERANCES

INDICATION OF

32

34

35

36

37

38

45

44

MULTIPLE

TOPIC

CONTEXTS

E-LEARNING SYSTEM CONFIGURATION
Parameters, details

KNOWLEDGE

ANALYSIS

CONTEXTS

PROCESS

CONTEXT

E-LEARNING PROCESS OPTIMIZATION USING NEURAL NETWORKS

SIGNALING USER’S KNOWLEDGE

ASSESSMENT RESULTS

ADDITIONAL INFORMATION

SIGNALING OF KNOWLEDGE

ASSESSMENT PROCESS STATE

Process optimization

DISTRIBUTION OF USER KNOWLEDGE

RESEARCH CONTENT

43

42

41

40

Process state signals

Assessment results

Information streams

Research contents

Identified user

Speech sentences

Contents for knowledge
analysis and assessment

Analyses of
relevance and correction

Analyses of knowledge
acquisition levels

Errors in answers
or utterances

Correctness of
user knowledge

User’s commandse-learning system

Command executions

Analyzed reactions

Correctness memberships of
actions and reactions

33

39

Spoken sentences in
Natural Language

Levels of
knowledge reasoning

Evaluations of
knowledge memorizing states

Assessments of knowledge
comprehension levels

Diagnoses of comprehensive
knowledge states

Knowledge correctness grades

ANALYSIS, EVALUATION AND ASSESSMENT OF USER ABILITY FOR EFFICIENT INFORMATION PROCESSING

ANALYSIS OF

UTTERANCE

OR ANSWER

USING

NEURAL

NETWORKS

EVALUATION OF

INFORMATION

MEMORIZING

STATE USING

HYBRID

NEURAL

NETWORKS

ANALYSIS OF

INFORMATION

PERCEPTION

LEVEL USING

HYBRID

NEURAL

NETWORKS

RESEARCH

LEVEL OF

INFORMATION

ANALYZING AND

REASONING

OF

USING

PROBABILISTIC

NEURAL

NETWORKS

REQUIREMENT RANGE OF

AND CRITERIA (STANDARDS)

USER ABILITY

FOR EFFICIENT INFORMATION PROCESSING

ASSESSMENT OF

INFORMATION

COMPREHENSION

LEVEL USING

PROBABILISTIC

NEURAL

NETWORKS

12

13 14 15 16

MULTIPLE

SOURCE

INFORMATION

CONTEXTS

MULTIPLE ABILITY ANALYSIS CONTEXTS

FOR INFORMATION USAGE EFFECTIVENESS

AND TOPIC RELEVANCE

Relevance
and

correction
analyses

Analyses
of

information
perception

levels

Levels of
i

analysis
and

reasoning

nformation

Evaluations of
information
memorizing

states

Comprehension
levels

Correctness grades of

information processing and user reactions

EXPERT

RESOURCES

FOR ABILITY

ANALYSIS

AND

ASSESSMENT

User
commands

for the
e-learning

system

DIAGNOSING

COMMAND

EXECUTION

OF

STATE

USING

NEURAL

NETWORKS

MEMBERSHIP

ESTIMATION

OF USER’S

PROCESSING

TO CORRECT

PROCESSING

CATEGORIES

ASSESSMENT OF

CORRECTNESS

OF USER

PROCESSING

AND REACTIONS

INVESTIGATION

AND

ERRORS IN

PROCESSING

AND REACTIONS

INDICATION

OF
Errors in

processing
or reactions

Correctness
of user

processing
and reactions

Diagnoses
of

command
execution

states

18 19 20 21

11

17

22

User’s
utterances
or answers

Fig. 3. Detailed complete intelligent e-learning system



Intelligent E-Learning Systems with Efficient Information Processing 513

the algorithm seems correct

referring to discretely two

directional associated memories

algori-thm discret-ely direction-al

associat-ed memor-ies

algorithm discrete bidirectional

associative memory

Hamming distance = 3

to the class representing

sentence:

‘method is discrete

bidirectional associative

memory’

D
H Hamming distance = 10

to the class representing

:

‘method is driver-

reinforcement learning’

sentence

D
H

WORD RECOGNITION

MODULE

SENTENCE SYNTAX

ANALYSIS MODULEsentence

recognition

cycle
SENTENCE SEGMENT

ANALYSIS MODULE

z: seg.1, seg.2, seg.3, seg4.

w :
i

method is discrete bidirectional associative memory

z : algorithm discrete bidirectional associative memory

WORD ANALYSIS

MODULE

LETTER STRING

ANALYSIS MODULE

SENTENCE RECOGNITION

MODULE

S
e
n
te

n
c
e

s
y
n
ta

x
a
n
a
ly

s
is

a
n
d

c
o
d
in

g

ADAPTIVE

DRIVER

[...]

MEMORY

METHOD

CRITIC

[...]

REINFORCEMENT

ASSOCIATIVE

DISCRETE

IS

[...]

[...]

[...]

ALGORITHM

BIDIRECTIONAL

[...]

HEURISTIC

LEARNING

ADAPTIVE

DRIVER

[...]

MEMORY

METHOD

CRITIC

[...]

REINFORCEMENT

ASSOCIATIVE

DISCRETE

IS

[...]

[...]

[...]

ALGORITHM

BIDIRECTIONAL

[...]

HEURISTIC

LEARNING

ADAPTIVE

DRIVER

[...]

MEMORY

METHOD

CRITIC

[...]

REINFORCEMENT

ASSOCIATIVE

DISCRETE

IS

[...]

[...]

[...]

ALGORITHM

BIDIRECTIONAL

[...]

HEURISTIC

LEARNING

p=number of

learning patterns

Output: binary image of

the recognized sentence

Classification to sentence classes

(Set of possible meaningful sentence patterns)

1 1

x
1

b
1

Input of the net: n=a*b

x={-1,+1}
i

Binary

distance

layer

Recursive

layer

MAXNET

Output

layer

x
2

x
3

x
4

x
5

x
6

x
n

b
2

b
3

b
p

a
1

a
2

a
3

a
p

N
31

N
32

N
33

N
3p

C
1

C
2

C
3

C
p

Binary image

of a sentence

b

N
2p

1

N
23

1

N
22

N
21

N
11

N
12

N
13

N
1p

N
01

N
02

N
03

N
04

N
05

N
06

N
0n

W
pn

M
pp

ADAPTIVE

DRIVER

[...]

MEMORY

METHOD

CRITIC

[...]

REINFORCEMENT

ASSOCIATIVE

DISCRETE

IS

[...]

[...]

[...]

ALGORITHM

BIDIRECTIONAL

[...]

HEURISTIC

LEARNING

ADAPTIVE

DRIVER

[...]

CRITIC

[...]

ASSOCIATIVE

DISCRETE

IS

[...]

ALGORITHM

BIDIRECTIONAL

[...]

HEURISTIC

LEARNING

(A)

(B)

Fig. 4. (A) Meaning analysis cycle for user’s utterance or answer, (B) neural network

for sentence recognition



514 W. Kacalak, M. Majewski, and J.M. Zurada

4 Experimental Results

The prototype of the intelligent communication system was developed for Win-
dows Mobile for a PDA (Pocket PC) and a Tablet PC for Windows.

As shown in Fig. 5A, the ability of the implemented neural network to recog-
nize a word depends on the number of letters of that word. For best performance,
the neural network requires a minimum number of letters of each word being
recognized as its input.

The ability of the neural network to recognize the sentence depends on the
sentence length as shown in Fig. 5B. Similarly, for best sentence recognition, the
neural network requires a certain minimum wordcount of the given sentence.
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Fig. 5. Experimental results [5]: (A) sensitivity of spoken word recognition: minimum

number of letters of the word being recognized vs. number of word letters, (B) sensitiv-

ity of spoken sentence meaning recognition: minimum number of words of the sentence

being recognized vs. number of sentence component words

The experimental implementation of the intelligent e-learning system proto-
type allowed for its evaluation. The testing has allowed to determine the following
attributes of the system [1,8]:

– Suitability, expressing the degree of appropriateness of the system to the
tasks which have to be accomplished;

– Learnability, which conveys how easy it is for the user to learn the system
and how rapidly the user can begin to work with it;

– Error rate, which reflects the error ratio while working with the system.

5 Conclusions and Perspectives

A speech interface between users and e-learning systems using the natural lan-
guage is ideal because it is the most natural, flexible, efficient, and economical
form of human communication. Application of hybrid neural networks has al-
lowed recognition of sentences of similar meanings but of different lexical and
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grammatical patterns, which will undoubtedly be the most important for com-
munication between humans and computer systems. This approach also enriches
the methods of natural language processing.

The effectiveness of the e-learning system increases if it implements the mean-
ing analysis of the user’s spoken utterance, as well as analysis, evaluation and
assessment of the user’s knowledge, skills and ability for efficient information
processing. In the e-learning systems, the condition of high quality communica-
tion between users and e-learning systems is the analysis of the e-learning process
state before an utterance is performed by the user, and use of artificial intelli-
gence for the analysis, evaluation and assessment of the answer or command.

The developed flexible intelligent e-learning system can be extended to various
applications. The experimental results of the proposed system show its promising
performance for further development and experiments. The system described in
this paper is a conceptually new approach to the problem of coordination of
understanding components with system outputs in a spoken language system.
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Abstract. The paper reports results of transforming a human psycho-

logical model into an interactive cognitive-behavioral, emotionally-driven

system of making decisions conditioned both by the environment and the

actual extend of the fulfillment of needs. Human psychological model

is based on cognitive and personality psychology. It contains emotions,

needs and a structure of human cognition processes. The effect of trans-

formation is expressed with use of fuzzy-sets and neural-fuzzy networks.

1 Introduction

Creating a system functioning in a human-like way, has long been a principal
subject of robotics. Taking into account the external mechanical aspect, a great
number of artificial creatures (or robots) have been constructed, like antropoidal
tramping robots. Whereas, considering an inner aspect, the well-known artifi-
cial neural networks have been conceived and applied. The concept of internet
chatter-{ro}bots is widely exercised. Recently, a cat brain simulation have al-
ready been accomplished [1]. All these petite steps are made towards creating an
artificial humanoid, synthetic organism, or android robot being designed to look
and act like a human (at least from some point of view, like speaking actroids).

In practice, though, modeling and simulation of the human psychological as-
pects have been barely approached. There are some attempts to show emotions
(or rather emote like actroids or avatars), they are not, however, those proper
emotions that have been defined by psychology as the psychological states re-
lated to feelings (sentiments), thoughts, and behavior [2]. Such ”psychological”
systems can only give their external visualizations certain programmed features
(like ”smile” or ”sadness”). Motivation has attracted even less attention. There
are no systems having own, autonomous needs and willingness.

A system able to imitate human motivation could be functional in many
circumstances, from security guards, smart devices, human artificial limbs, to
personal companions. A security guard can be implemented in a form of a smart
dog snooping around and looking for a thread to the integrity of a given sphere. A
group of such guard-bots can co-operate and obey the orders of their supervisor.
For esthetic reasons, available hand bio-manipulators look quite artificial. Thus
apart from being managed by the disabled, they can also be mastered by adding
certain natural-like spontaneous movements controlled by a motivation system
in time of idleness. The perspectives of using different personal companions or
servants appears to be limitless.

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 516–523, 2010.
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Inventing an emotionally-driven system could be considered as a milestone on
our way to designing and creating semi-autonomous robots. It was dreamed for
centuries. Myths about machines-servants forged by Hefajstos are known from
Antiquity. Middle Ages have their intelligent golems made of clay. Later on the
novels of Asimow strongly affected our vision of autonomous robots.

The main idea is to model human psychology by prying about the nature in
order to create a system with an ability for auto-adaptation. Such systems can
be used for building different intelligent robots, from mobile autonomous units
to multiagent systems.

2 Outline of Cognitive Science and Personality
Psychology

A basis for creating autonomous systems based on human psychology can be
found in both cognitive science and personality psychology. The former is respon-
sible for active information processing, whereas the latter considers generating
motivations for the system reaction.

2.1 Cognitive Processes and Their Basic Model

In general, the cognitive approach to the decision-making processes postulates
that the knowledge being a basis for decisions is not simply created by passive
accumulation and storage of data. Instead, an active processing of the data takes
place. This means that the structures of the human cognitive processes constitute
a solid basis for modeling the decision process of thinking entities.

A most complex model, having a deep portrayal in reality, is shown in Fig. 1,
whichdepicts thehuman cognitiveprocesses and theways they inter-communicate.
Theprocesses canbe elementaryor composed.Perception,attention,andmemory1

are the elementary processes. Thinking and language2 are the composed
processes [3]. We accept here the classical, although some authors consider the lan-
guage within the thinking processes, whereas others also isolate calculating, ab-
stracting,differentiating, creating ideas, formulating judgments,making decisions,
organizing and planning, as well as solving problems [4].

The path of information starts when a stimulus is received, and terminates
when a decision concerning a recognized problem is made. After receiving and
pre-filtering a stimulus (the sensory perception), the discovery (perception) is
responsible for the primal information processing consisting in the discovery of
objects features and encoding them into the form of impressions. The impressions
are then translated to perceptions, being a group of impressions concerning one
object. The perceptions then are filtered, and known features are detected (the

1 It is worth noticing that the memory can be treated as a container of data, or as a

process of storing.
2 In this work the language aspects are considered to be integrated with the function of

thinking.
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unintentional attention). At the same time, perceptions are transformed into the
needs by the free attention and the decision process is formulated [5].

Thinking is accountable for solving our problems. An important role also is
played here by the memory, which keeps the images of different objects (im-
pressions, perceptions) at all the stages of the cognitive processes. Conscious
reaction affecting the environment can be treated as a final product of thinking
performed by the considered entity [6].

All the system data (representing pertinent signals) are handled by the mem-
ory read and write processes. Various memory units can be distinguished:

– sensory memory, latching and keeping stimuli
– short-lived memory is a data exchanger for the attention and thinking pro-

cesses that can contain only a limited (seven) number of abstract items
– long-lived memory, having a long record of data.

Control signals are means of direct coupling between particular cognitive pro-
cesses. By this means the thinking entity, for instance, is able to pay its attention
to one of the discoveries made by the perception process, i.e. the attention pro-
cess can ordain a deeper analysis of the object.
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Fig. 1. Basic model of the cognitive processes
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2.2 Needs in Modeling Personality Psychology

A need is an abstract state of the thinking entity experiencing a sense of dissat-
isfaction [7]. The stronger is the sense the harder it should be eliminated. There
are a number of needs, which can be divided into several classes shown in Fig. 2.

Physiological:
food, breathing, drinking, dreaming. . .

Safety:
personal security, health, well-being. . .

Social:
friendship, intimacy. . .

Esteem:
fame, freedom. . .

Self-actualization:
creativity. . .

Fig. 2. Maslow’s hierarchy of needs

The perspective autonomous robots should have certain additional ”needs”
connected to their subordinate tasks (within the assumed dependency structure),
as compared to the entities created based solely on the human prototype system
of needs. Soldiers obeying to army orders constitute a practical example. Such
orders are directly related to the safety needs and to some extend to the ”so-
cial/belonging” needs. Nevertheless, for the sake of simplicity, we assume that
the external/subordinate tasks adhere to the category of safety.

3 Model Transformation

The basic model is very complicated and have too many unknown feedbacks,
which have to be simplified. The more so as there are no signals of the needs.
According to the literature [8] the needs are taking shape right after a preliminary
selection of perceptions, de facto in the moment of determined by the attention.
The needs, in turn, exert their influence on decision process (and, consequently,
on the system reaction).

3.1 Modeling the Needs

Fuzzy set methodology will be used for the signal modeling purposes. Let us
first assume that each need can be quantified (in terms of fulfillment) based on
three fuzzy sets attributed to it. Their membership functions are determined
by certain rudimentary parameters describing this need. Consequently, it results
that each need can be in a state of satisfaction (appeasement), pre-alarm, and/or
alarm. The latter absolutely requires some reaction.

A static importance of the needs can be partly determined from the pyramid
of Fig. 2. Physiological needs are more important than those of safety, which, in
turn, are prior to the socially belonging needs, etc.
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This is not all, especially for the problem sorting point of view. Clearly, the
needs should also be dynamically differentiated in terms of importance within
each class (the pyramid level). The importance of the needs can be related to
the degree of their fulfillment with the use of the following weighting function:

ω (ηi; c) =
1

1 + exp
[
−
(
0.1 + 0.00025 (c− 50)2

)
(|ηi| − c)

] (1)

where ηi represents an actual value of the degree of fulfillment of a given i-
th need, and the coefficient c is a mean value of the membership parameters
describing the fuzzy sets of satisfaction and alarm. An exemplary classification
of such a need is shown in Fig. 3.

0.25

0.50

0.75

1.00

0 25 50 75 100−25−50−75−100
ηi

μs/p/a (ηi)/ ω (ηi)

Fig. 3. Exemplary membership of an i-th need and its estimates. The bold dashed line

denotes the weighting function (ω (ηi)), the (blue) sparsely hatched-backslashed area

describes the satisfaction set (μs (ηi)), the (red) densely hatched-crossed area portrays

the alarm set (μa (ηi)), and the (green) densely hatched-slashed area means the pre-

alarm set (μp (ηi)). The thick vertical line marks the actual value of the fulfillment

degree (ηi).

It is clear that in the moments of satisfaction the need is not important,
whereas in its alarm cases the need gets the highest rank (weight).

3.2 Integral Model

In the resulting integral model shown in Fig. 4, apart from the signals of needs,
there are certain emotions marked, which influence the process of recoding the
impressions, and the need membership parameters, too. Taking into account the
prospective robotic applications, most of the feedback signals have been replace
with interactions with the environment of the entity. An exclusion has been made
for the subconscious learning, which converts a frequent execution of the same
activity into a strong trace in the memory [9].
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3.3 Mechanism of Selecting Reactions – A Fuzzy-Neural Network

The latter to be discussed is the thinking process. One straightforward solution
implemented at this stage takes into account only a reproductive model, where
all possible reactions are assumed to be known, and the only task is to select
a suitable reaction according to the state of needs. Even this apparently simple
task complicates when one has to consider several tens of the needs. Therefore,
based a priory information about incremental effects on the needs, for each
reaction a simulation run is performed in order to estimate its influence on the
system of needs. The obtained new fulfillment degrees and importance weights
of all the simulated needs are then taken into account as the input information
u applied to the neural network of Fig. 5 (confer the symbols of Fig. 3).

The first neuron reflects the fuzzy operations between the membership of
the need to the satisfaction set and the weight of the need. The second neuron
considers the pre-alarm set and the third the alarm set (both use the fuzzy
estimates and the need weight). The neuron of type AND is described by the
following function:

y = fand (u) =
N⊗

i=1

(wi - ui) (2)
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Fig. 5. Fuzzy-neural network estimating the suitability of reactions based on the actual

state of needs and the simulated effects of reactions. The weights of the first layer are:

ω (ηi); for the second layer: [[0.8 0.2] [0.1 0.9]]; and for the third layer [0.5 0.5].

where
⊗

denotes the N -argument T-norm, and - represent the two-argument
S-norm. The neuron of type OR is described as:

y = for (u) =
N⊙

i=1

(wi ⊗ ui) (3)

where ⊗ is the two-argument T-norm, and
⊙

denotes the N -argument S-norm.
Both the T-norm and the S-norm are implemented as the Einstein norms [10]:

⊗E (x, y) =
xy

2− (x + y − xy)
(4)

-E (x, y) =
x + y

(1 + xy)
(5)

The symbol ¬ represents a negation in the Yager sense:

N (x; s) = (1− xs)
1
s (6)

In the fuzzy-neural network, estimating the effects of reactions, the negation
parameter is s = 2. The network generates its estimation as a value from the
interval < 0, 1 >, what results in easily sorting of reactions. The best reaction is
delivered for execution, with the expectation for the improvement in the system
states of needs.

4 Experiments

Let us assume that the system recognizes the following five needs: breathing,
health, friendship, fame and creativity, and knows four types of reaction, having
defined/estimated influence on its needs. The only need being in the alarm state
is fame, while the rest of needs are satisfied. In such a state the system aims to
satisfy the fame (making worse the other needs, at the same time). With refer-
ence to Tab. 1, the best reaction is action 3 (highest estimated mark), but also
action 0 making better breathing and health (which are clearly more important).
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Table 1. Reactions, their simulated effect on the needs and their estimation gained by

the fuzzy-neural network

Reaction breathing health friendship fame creativity estimated mark

action 0 +30 +10 -5 -5 -5 0.609

action 1 -30 +10 -5 -5 +10 0.318

action 2 -30 -10 +5 +5 +5 0.323

action 3 +5 +10 -5 +25 -5 0.647

5 Conclusions

The paper reports the obtained results of transforming a human psychological
model into an integral model of an interactive cognitive-behavioral, emotionally-
driven system of making decisions conditioned both by the environment and the
actual extend of the fulfillment of definite needs. A method of estimating known
reactions has been proposed. The future work is devoted to the inclusion of
emotions and mood. Creating an efficient generator of new reactions is also a
challenging task for future research.
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Abstract. One of the main objectives in survival analysis is prediction

the time of failure occurrence. It is done on a base of learning sets, which

contain incomplete (censored) information on patients failure times. Pro-

posed predictors should allow to cope with censored data. In the paper

the influence of censoring for the performance of dipolar tree ensem-

ble was investigated. The prediction ability of the model was verified

by several measures, such as direct and indirect estimators of absolute

predictive errors: D̃S,x, D̂x and explained variation. The analysis is con-

ducted on the base of artificial data, generated with different values of

censoring rate.

1 Introduction

Censoring is a term used in survival analysis. It describes the data with incom-
plete information about failure time. In survival data, each patient is character-
ized by the feature vector x and corresponding survival time t, which is counted
from the beginning event (e.g. surgery). If we define the event of interest (e.g
death, disease relapse) and the cut-off date (how long the patients will be under
investigation), time t has two different meanings:

– failure time - if the observation is finished with the event of interest,
– follow-up time - if the patient is observed to the cut-off date or the obser-

vation is finished by another event not connected directly with the aim of
medical experiment

Observations, for which only the follow-up time is given are called censored. They
do not contain the exact knowledge of the failure time. We only know, how long
the patient was observed. To distinguish between the failure and the follow-up
time, a new binary variable is introduced - failure indicator δ, which is equal to
0 for censored cases, and 1 otherwise.

The presence of censored cases causes some problems in analysis of sur-
vival data. Because the percentage of censored observations may be high (e.g.
Melanoma Malignum dataset [1] - 72%, Primary Biliary Cirrhosis dataset [5] -
60% of censored observations), they should not be ignored. There exist a number

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 524–531, 2010.
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of statistical methods which were developed to analyze censored data (e.g. Cox’s
proportional hazards model [3]), but they require some additional assumptions
to fulfill. If the requirements are difficult to obey, other non-statistical techniques
are proposed. Here, neural networks and regression trees are the most common
ones. Such methods do not always are adapted directly to censoring data. In
many cases the authors use standard tools with omitting the majority of cen-
sored cases or with earlier estimation of the failure time for censored cases, so
called imputation. Lapuerta et al. [11] proposed an additional neural network
structure for failure time estimation, the use of Cox’s regression model is intro-
duced by De Laurentiis and Ravdin [4] and Ripley [12]. Ignoring the censored
cases as well as the imputation process allow receiving the biased results. In the
first case, only the part of information is used, in the other, new information is
added to the data.

In the paper the influence of censoring on the performance of dipolar based
ensemble is investigated. The dipolar tree ensemble [8] as well as the neural net-
work ensemble [9], use censored cases during the learning process, while creating
the dipolar criterion function. Because better prediction ability was received for
dipolar tree ensemble [10], this model is taken into account. The analysis is
conducted on the base of artificial datasets, generated with different values of
censoring rate (0− 70%). Predictive ability of the models is evaluated using the
indirect an direct estimators of absolute predictive errors and explained variation
([14,13]).

The paper is organized as follows. Section 2 describes the distribution func-
tions of failure time and introduces the idea of Kaplan-Meier survival function.
In Section 3 the idea of dipoles and dipolar tree ensemble is presented. Measures
of predictive ability for censored data are described in Section 4. Experimental
results are presented in Section 5. Section 6 summarizes the results.

2 Distribution Functions of Survival Time

Let T 0 denotes the true survival time and C denotes the true censoring time
with distribution functions F and G respectively. We observe random variable
O = (T,Δ,X), where T = min(T 0, C) is the time to event, Δ = I(T ≤ C) is a
censoring indicator and X = (X1, ..., XN ) denotes the set of N covariates from a
sample space χ. We have learning sample L = (xi, ti, δi), i = 1, 2, ..., n, where xi

is N -dimensional covariates vector, ti - survival time and δi - failure indicator,
which is equal to 0 for censored cases and 1 for uncensored ones.

The distribution of random variable T may be described by several functions:

– survival function
S(t) = P (T > t) (1)

where P (•) means probability, S(0) = 1 and limt→∞ S(t) = 0
– density function

f(t) = lim
�t→0

P (t ≤ T < t +"t)
"t

(2)
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where f(t)dt is the unconditional probability of failure in the infinitesimal
interval (t, t + dt).

– hazard function

λ(t) = lim
�t→0

P (t ≤ T < t +"t|T ≥ t)
"t

(3)

where λ(t)dt is the probability of failure in the in infinitesimal interval (t, t+
dt), given survival at time t.

The estimation of survival function S(t) may be done by using the Kaplan-Meier
product limit estimator [6], which is calculated on the base of learning sample
L and is denoted by Ŝ(t):

Ŝ(t) =
∏

j|t(j)≤t

(
mj − dj

mj

)
(4)

where t(1) < t(2) < . . . < t(D) are distinct, ordered survival times from the
learning sample L, in which the event of interest occurred, dj is the number of
events at time t(j) and mj is the number of patients at risk at t(j) (i.e., the
number of patients who are alive at t(j) or experience the event of interest at
t(j)).

The ’patients specific’ survival probability function is given by S(t|x) =
P (T > t|X = x). The conditional survival probability function for the new
patient with covariates vector xnew is denoted by Ŝ(t|xnew).

3 Survival Tree Ensemble

Individual survival tree being a part of the complex predictor [8] is a kind of
binary regression tree. Each internal node contains a split, which tests the value
of an expression of the covariates. In the proposed approach the split is equivalent
to the hyper-plane H(w, θ) = {(w,x) :< w,x >= θ}.

Establishing the structure of the tree (the number of internal nodes) and the
values of hyper-planes parameters (w, θ) are based on the concept of dipoles [2].
The dipole is a pair of different covariate vectors (xi,xj) from the learning set.
Mixed and pure dipoles are distinguished. Assuming that the analysis aims at
dividing the feature space into such areas, which would include the patients with
similar survival times, pure dipoles are created between pairs of feature vectors,
for which the difference of failure times is small, mixed dipoles - between pairs
with distant failure times. Taking into account censored cases the following rules
of dipole construction can be formulated:

1. a pair of feature vectors (xi,xj) forms the pure dipole, if
- δi = δj = 1 and |ti − tj | < η

2. a pair of feature vectors (xi,xj) forms the mixed dipole, if
- δi = δj = 1 and |ti − tj | > ζ
- (δi = 0, δj = 1 and ti − tj > ζ) or (δi = 1, δj = 0 and tj − ti > ζ)
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Parameters η and ζ are equal to quartiles of absolute values of differences between
uncensored survival times. Basing on the earlier experiments, the parameter η is
fixed as 0.2 quartile and ζ - 0.6. An example of dipoles construction by censored
and uncensored observation is presented in Fig. 1

The increasing number of censored cases may decrease the number of pure
dipoles as well as the mixed ones.

a) b)

t
0

�

�

t

A

tt
0

�

�

A

Fig. 1. Construction of pure (solid line) and mixed (dotted line) dipoles by a) uncen-

sored observation; b) censored observation

The hyper-planes H(w, θ) in the internal nodes of a tree are calculated by
minimization of dipolar criterion function (detailed description may be fond in
[8]). This is equivalent with division of possibly high number of mixed dipoles
and possibly low number of pure ones constructed for a given dataset. The tree
induction algorithm starts from the root, so in the root node, the dipolar criterion
function is calculated on the base of dipoles created for the whole learning set.
The dipolar criterion function for consecutive nodes of a tree are designed on the
base on those feature vectors that reached the node. The induction of survival
tree is stopped if one of the following conditions is fulfilled: 1) all the mixed
dipoles are divided; 2) the set that reach the node consists less than 5 uncensored
cases.

The survival tree ensemble algorithm leading to receive the aggregated sur-
vival function Ŝ(t|xn) is as follows:

1. Draw k bootstrap samples (L1, L2, . . . , Lk) of size n with replacement from
L

2. Induction of dipolar survival tree T (Li) based on each bootstrap sample Li

3. For each tree T (Li), distinguish the set of observations Li(xn) which belongs
to the same terminal node as xn

4. Build aggregated sample LA(xn) = [L1(xn), L2(xn), . . . , Lk(xn)]
5. Compute the Kaplan-Meier aggregated survival function for a new observa-

tion xn as ŜA(t|xn).

The predicted value of exact failure time for observation xn may be calculated
as the median value of ŜA(t|xn).
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4 Evaluation of Predictive Ability

Predictive ability of the model is calculated using the measures adapting for
censoring. One of them is direct estimator of absolute predictive error (APE )
[14], calculated for each distinct failure time t(j):

M̂(t(j)) = 1
n

∑n
i=1

[
I(ti > t(j))(1 − Ŝ(t(j))) + δiI(ti ≤ t(j))Ŝ(t(j))+

(1− δi)I(ti ≤ t(j))
{

(1− Ŝ(t(j)))
Ŝ(t(j))
Ŝ(ti)

+ Ŝ(t(j))(1 −
Ŝ(t(j)
Ŝ(ti)

)
}]

(5)

where I(condition) is equal to 1 if the condition is fulfilled and 0 otherwise.
The measure with covariates (M̂(t(j)|x)) is obtained by replacing Ŝ(t(j)) by
Ŝ(t(j)|x) and Ŝ(ti) by Ŝ(ti|x). To receive overall estimators of APE with (D̂x)
and without covariates (D̂) the weighed averages of estimators over failure times
are calculated:

D̂ = w−1
∑

j

Ĝ(t(j))−1djM̂(t(j)) (6)

D̂x = w−1
∑

j

Ĝ(t(j))−1djM̂(t(j)|x) (7)

where w =
∑

j Ĝ(t(j))−1dj , dj is the number of events at time t(j) and Ĝ(t)
denotes the Kaplan-Meier estimator of the censoring distribution. It is calculated
on the base of observations (ti, 1− δi).

The indirect estimation of predictive accuracy was proposed by Schemper [13].
In the approach the estimates (without M̃(t(j)) and with covariates M̃(t(j)|x))
are defined by

M̃(t(j)) = 2Ŝ(t(j))(1 − Ŝ(t(j))) (8)

M̃(t(j)|x) = 2n−1
∑

i

Ŝ(t(j)|xi)(1 − Ŝ(t(j))|xi) (9)

The overall estimators of predictive accuracy with (D̃S,x) and without (D̃S)
covariates are calculated similarly to the estimators D̂x and D̂. The only change
is replacing M̂(t(j)) and M̂(t(j)|x) by M̃(t(j)) and M̃(t(j)|x) respectively.

Based on the above overall estimators of absolute predictive error, explained
variation (EV ) can be defined as ṼS = D̃S−D̃S,x

D̃S
and V̂ = D̂−D̂x

D̂
.

5 Experimental Results

The influence of censoring for the performance of survival tree ensemble was
evaluated on the base of several simulated datasets. An exponential survival
distribution was assumed for the proportional hazards models. Let

λ(t,x) = exp

⎧⎨⎩
N∑

i=1

βi(t)xi +
∑∑

i�=j

γij(t)xixj +
∑

i�=j �=k

γijk(t)xixjxk

⎫⎬⎭ (10)
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be the hazard at any time t given N covariates x, the survival times were then
generated using inverse probability transformations [15]. The following datasets
were considered:

– (a) N = 2, with β1 = 0.25, β2 = 0.5; x1 and x2 have normal distribution
N(0, 1)

– (b) the same as in (a), except that an interaction γ12 = 0.2 was assumed
– (c) N = 4, with β1 = 1, β2 = 0.25, β3 = 1, β4 = 0.5; x1, x2 and x3 have

normal distribution N(0, 1) and x4 have Bernoulli distribution with n = 1
and p = 0.5.

– (d) the same as in (c), except that interactions γ12 = γ23 = 0.2 and γ123 =
γ234 = 0.5 were assumed

Each dataset was generated with 0, 10, 20, 30, 40, 50, 60 and 70 per cent of cen-
soring, number of cases n = 400. Censoring time was exponentially distributed
and independent of the survival time.

All the experiments were performed using the ensemble of 100 survival trees
ST . The measures of predictive accuracy were calculated on the base of learning
sample L. To calculate the aggregated survival function for a given example x
from learning set L, only such STi (i = 1, 2, . . . , 100) were taken into considera-
tion, for which x was not belonged to learning set Li (i.e. x did not participate in
the learning process of the STi). On average, each learning set Li do not contain
1/3 elements from L [7].

In figure 2 the values of described earlier predictive measures for the generated
datasets are presented. In each case values of direct and indirect APE without
covariates were the same (dAPE = iAPE), so in the figure only the indirect
measure is shown. The influence of censoring rate for the predictive accuracy
is similar for each data. As we can see, relatively small values of censoring rate
do not influence much the predictive ability of the model. For datasets without
interactions ((a), (b)) we can observe similar values of explained variation for
data with censoring rate less then 30%. For dataset (a) the values of indirect (di-
rect) explained variance is equal to 0.95(0.97), 0.9(0.91), 0.93(0.94), respectively
for 0, 10 and 20 censoring rate, for dataset (c) we receive 0.93(0.96), 0.89(0.9),
0.93(0.96), respectively. For higher values of censoring rate the predictive ability
of the model is poor. The value of absolute predictive error increases and hence
explained variation is getting close to 0.

Similar behavior is observed for the datasets with interactions. The predictive
ability of received models for the censoring rates between 0 and 30% is also high
and equal to 0.85(0.89), 0.82(0.85), 0.8(0.83) and 0,84(0.87) for dataset (b) and
0.73(0.78), 0.74(0.78), 0.75(0.78), 0.76(0.8) for dataset (d). The increasing value
of censoring rate decreases the predictive ability of the model.

Analyzing the results received for the models build for data with high percent-
age of censored cases, it was noticed that for many observations the predicted
failure times were undefined. The failure time for a given patient xnew is cal-
culated as the median value of the received aggregated Kaplan-Meier survival
function. If the number of censored cases is high, the values of Ŝ(t|xnew) are
above 0.5, so the median value can not be calculated.
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Fig. 2. Predictive measures for generated datasets with different value of censoring

rate

6 Conclusions

In the paper the influence of censoring for the performance of dipolar tree ensem-
ble was investigated. The prediction ability of the models was verified by several
measures, such as direct and indirect estimators of absolute predictive errors:
D̃S,x, D̂x and explained variation. The results received for artificial datasets,
generated with different number of censoring rates (0% − 70%), suggest that
the number of inputs or the presence of interaction do not influence substan-
tially the performance of the predictor. Dipolar tree ensembles generated for the
datasets with relatively small number of censored cases (less then 30% or 40%
per cent, for datasets without and with interactions respectively) have very good
predictive ability. For higher values of censoring rate the explained variation was
decreasing. Because the high number of censored cases makes the exact predic-
tion of the failure time impossible, the patient survival should be described by
the aggregated Kaplan-Meier survival function.

Acknowledgements. This work was supported by the grant W/WI/4/08 from
Bialystok Technical University.
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Abstract. The document clustering is an important technique of Natu-

ral Language Processing (NLP). The paper presents performance of par-

titional and agglomerative algorithms applied to clustering large number

of Polish newspaper articles. We investigate different representations of

the documents. The focus of the paper is on the applicability of the

Latent Semantic Analysis to such clustering for Polish.

Keywords: document clustering, latent semantic analysis, part-of-speech

tagging, natural language processing.

1 Introduction

The document clustering is an important technique applied to unsupervised orga-
nization of documents or web search results, creating semantic nets (e.g. word-
nets) [1], information retrieval and topic extraction. Unfortunately, few works
have been done for Polish and research focused on impact of stemming or stop-
words on quality of web search results.

The aim of the paper is to investigate efficiency of Vector Space Model (VSM)
and Latent Semantic Analysis (LSA) when applied to clustering large number of
articles in the Polish language, extracted from one of the main Polish newspa-
pers. We examine both partitional and agglomerative algorithms, several cluster
criterion functions used for optimization of cluster bisection or merging process.
For LSA model we analyse the number of dimensions which is the most suitable
for performing clustering. Within VSM and LSA models we compare tfidf and
logent term weighting schemes and representation of the corpus with different
feature selection schemes.

2 Corpus Preparation

The clustering experiments have been conducted with the corpus of the Polish
daily Rzeczpospolita [2] (henceforth the ROL corpus). The whole corpus consists
of over 190,000 articles published in years 1993–2002. Each document is originally
stored in the html format and annotated by editorial board with information
about category and other metadata containing author, issue date, keywords, etc.

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 532–539, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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For the purpose of clustering experiments we selected a subset of 10,000 articles,
belonging to 6 general, disjoint categories: culture, economy, law, national news,
international news, and sport.

In order to conduct experiments we performed several transformations of
documents. The preliminary processing consists from the following steps: trans-
formation to pure UTF8 text format, encoding enhancements of some non al-
phanumeric characters, and splitting the uniform text stream into sentences.

The feature reduction process (lemmatisation) and feature selection based
on part-of-speech (POS) of a term requires POS tagging in an auxiliary phase.
The corpus has been tagged with the TnT tagger [3], trained previously on the
modified Frequency Dictionary of Contemporary Polish corpus (the m-FDCP
corpus) and thus provided with the model of tagging for Polish [4]. The TnT
tagger achieves high tagging accuracy for Polish and is able to cope with very
long sentences [5].

Next the proper lemmatisation phase is conducted with use of the morpho-
logical analyser of Polish – Morfeusz [6]. The format of the tagset required by
Morfeusz as a hint slightly differs from the format of the tags emitted by TnT
– necessary translation from the TnT to Morfeusz specification have been per-
formed. Finally, terms bearing no information, contained within stop list are
filtered out.

We consider four representations of the corpus, which we call respectively base,
noun, bigram and trigram model. The base representation of the corpus contains
only terms with open-class POS, i.e., nouns, verbs, adjectives and adverbs. In
the noun representation only noun terms are present. The bigram representation
extends the base model with bigrams which occurred more than 6 times in the
entire corpus. The trigram representation adds to the bigram model trigrams
occurring more than 9 times in the entire corpus. We took into account only bi-
grams and trigrams composed from nouns, adjectives, verbs or adverbs (possibly
intermixed).

VSM represents each text document as a vector of terms, where each dimen-
sion corresponds to a separate term. A term present in a document is assigned a
value (weight) in a vector. We reflected two most important weighting schemes,
tfidf and logent, defined according to below equations:

tfidf = fij ·
N

dfj
, (1)

logent = fij ·
(
1 +

N∑
j=1

fij

Fj
log(fij

Fj
)

logN

)
, (2)

where N – total number of documents; dfj – number of documents containing
term tj ; fij – the number of occurrences of term tj in document di; Fj – total
number of occurrences of term tj in all documents.

LSA [7] is a technique of analyzing relationships between a set of documents
and the terms they contain by producing a set of concepts represented in a
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semantic low dimensional space. It is achieved by Singular Value Decomposition
(SVD) of a term-document matrix and finding its low-rank approximation.

3 Clustering Algorithms

We examined 5 clustering algorithms: repeated bisections (RB), repeated bisec-
tions with refinements (RBR), direct method, agglomerative algorithm [8] and
density clustering (DC) algorithm developed at Institute of Computer Science
at AGH-UST by M. Kurdziel and K. Boryczko [9].

The RB method finds cluster solution by a sequence of repeated bisections.
Each bisection is chosen in a way that optimizes (maximizes or minimizes) value
described by a clustering criterion function. The RBR method improves the for-
mer one by executing a global optimization at the end of the algorithm. The
direct method computes solution by simultaneously finding all clusters. Above
methods belong to the family of partitional algorithms. The agglomerative al-
gorithm starts with a set of clusters, each containing exactly one document.
Clusters are merged until the required number of clusters is obtained. Contrary
to the previous algorithms, the criterion function does not control bisections but
the merging process, i.e., performs local optimization.

The DC method exploits differences in density of clusters. This algorithm does
not need criterion function.

With RBR method we considered the following criterion functions [10]:

I1 = max
k∑

i=1

1
ni

( ∑
u,v∈Si

sim(u, v)
)
, I2 = max

k∑
i=1

√ ∑
u,v∈Si

sim(u, v),

(3a-3b)

E1 = min
k∑

i=1

ni

∑
u∈Si,v∈S sim(u, v)√∑

u,v∈Si
sim(u, v)

, (3c)

G1 = min
k∑

i=1

∑
u∈Si,v∈S sim(u, v)∑

u,v∈Si
sim(u, v)

, G′
1 = min

k∑
i=1

n2
i

∑
u∈Si,v∈S sim(u, v)∑

u,v∈Si
sim(u, v)

,

(3d-3e)

H1 = max
I1

E1
, H2 = max

I2

E1
, (3f-3g)

where sim(u, v) stands for similarity between documents u, v; k – the total num-
ber of clusters; Si – i-th cluster of cardinality ni; S – the set of all documents.
As a similarity measure sim the cosine similarity have been always used. RB
and direct methods have been tested with the I2 function.

For the agglomerative algorithm we have tested the criterion functions: I2,
E1, G1, G′

1, H1, H2 and functions which are specific for agglomerative algorithms,
i.e., single-link (slink), complete-link (clink):
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slink = max
u∈Si,v∈Sj

sim(u, v), clink = min
u∈Si,v∈Sj

sim(u, v), (4a-4b)

and unweighted pairwise group method with averages (upgma):

upgma =
1

|Si| · |Sj|
∑

u∈Si,v∈Sj

sim(u, v) . (4c)

The clustering experiments have been conducted with the CLUTO toolkit [11].
The only exception are experiments with the DC algorithm, which could be done
due to courtesy of K. Boryczko and M. Kurdziel. The SVD decomposition have
been computed with the SVDLIBC library [12]. Experiments were performed at
the ACC Cyfronet AGH-UST site using one processor of the SGI Altix 3700 SMP
supercomputer, equipped with 256 1.5GHz Intel Itanium 2 processors, 512GB
RAM.

4 Results

Quality of a cluster solution have been evaluated in terms of the purity measure,
defined as follows:

Purity =
1
N

∑
k

max
j
|ck ∩ lj| , (5)

where N – number of documents, C = { c1, . . . , cK } denotes a set of found
clusters by an algorithm and L = { l1, . . . , lJ } is a set of golden clusters.

Results of top six clustering algorithms are presented in Table 1 and detailed
results of three experiments (out of six conducted) in Figs. 1–3.

Table 1. Top six results of clustering algorithms

No Method
Criterion Representation Number of

Purity
function of corpus dimensions

1 RBR H1 bigram 50 81.42

2 RBR H1 trigram 50 81.40

3 Direct I2 bigram 50 81.27

4 Direct I2 trigram 50 80.79

5 RBR H1 base 50 80.52

6 RBR I1 base 100 80.29

Due to the usage of the random generator, each partitional method (separately
for each criterion function) have been run ten times and an arithmetic mean of
the purity reported as a result.
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Fig. 1. Purity of the divisive and agglomerative clustering algorithms for different

representations of the corpus
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Fig. 2. Purity of the divisive and agglomerative clustering algorithms as a function

of number of dimensions. Base representation of the corpus with the tfidf weighting

scheme.

5 Conclusions

All experiments show that partitional algorithms achieve better results than
agglomerative algorithms in clustering Polish documents when small number of
clusters come into play.
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Fig. 3. Purity of the divisive and agglomerative clustering algorithms as a function

of number of dimensions. Base representation of the corpus with the logent weighting

scheme.

First experiment, which focuses only on the representation of the corpus by
terms, shows that noun representation of the corpus is the most suitable (Fig. 1).

Subsequent experiments compared the VSM model with the LSA model for
different representations of the corpus and analysed the performance of
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algorithms according to the number of LSA dimensions (Figs. 2, 3). The ex-
periments show that in case of almost all algorithms LSA transformation lead
to much better clustering quality than the classic VSM model. For almost all
methods optimal number of dimensions equals 50 or 100 and quality of clustering
decreases with further growth of number of dimensions. The highest purity is
achieved by the RBR method with the H1 criterion function on the corpus rep-
resented with bigrams, processed with LSA transformation, and equals 81.42%.

Only results of the slink function remained insensitive to shift from the VSM
to LSA model and change of the number of dimensions.

While LSA performs better than VSM in terms of the purity measure, time
requirements are major shortcoming of the former algorithm.
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Abstract. In this paper an algorithm is proposed, which combines el-

ements of immune network and clonal selection together with gradual

narrowing of a search area. It is used for optimization of multi-modal

functions and enables finding many optima in given domains. The algo-

rithm introduces a novel way of interaction between memory cells and

population cells. The influence of cell interaction strength on the algo-

rithm performance has been investigated. Experiments prove that the

algorithm is capable of fast localization of many optima. It outperforms

other presented approaches to the multi-modal function optimization

problem.

Keywords: Artificial immune systems, clonal selection, function opti-

mization.

1 Introduction

This paper investigates a modification of a Hybrid Immune Algorithm presented
in [1]. HIA is meant to find one optimum for multi-modal function with a use of
immune metaphor combined with gradual narrowing of a search area. HIAMO
(Hybrid Immune Algorithm for Many Optima) constitutes an extension of HIA,
which allows for detection of many optima for multi-modal function.

There are many solutions to optimization problems, which concentrate on
finding one global optimum of multi-modal functions. Finding many optima
seems to be less popular task, which requires some modifications to the former
solutions, in order to prevent the system individuals from gathering in just one
optimum. Niching [2] is a policy, used in biologically inspired algorithms, which
allows a population to divide into smaller groups and search different areas in
parallel. The technique has been successfully used in order to detect many optima
of multi-modal functions, for example [6].

In this paper another solution is proposed, which is based on immune metaphor.
Immune inspired algorithms [3] use some elements, functions and mechanisms
characteristic for natural immune systems. They seem to be a very suitable ap-
proach for multi-modal function optimization, because of their main features, like
distribution and adaptability. The task of the natural immune system is to identify
and destroy foreign invaders or antigens. The natural immune system is composed
of lymphocytes — B lymphocytes (B-cells) and T lymphocytes (T-cells). B-cells
produce antibodies, which bind to the invading antigens and help destroy them.
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Each B-cell produces only one kind of antigenic receptor. When an antigen enters
the body, it activates only the lymphocytes whose receptors can bind to it. Ac-
tivated by an antigen and with a second signal from accessory cells, such as the
T-cells, the B-cells proliferate (divide) producing a large number of clones. In the
final stage these clones can mutate in order to produce antibodies with very high
affinity to a specific antigen. The process is explained by the clonal selection prin-
ciple, according to which only those cells that recognize the antigens are selected
to proliferate. The production of new cells, mutation and selection is known as
maturation of immune response, because it allows the immune cells to respond
better to known antigens.

One of the widely established immune optimization algorithms is opt-aiNet,
consult [4] for details. The main goal of the algorithm is to find all local and global
function optima and to maintain them. It creates a population of antibodies,
which are evaluated against the objective function (affinity determination) and
cloned proportionally to their affinity. Then cells undergo a process of mutation.
Clones with the highest affinity are placed into a clonal memory set. The chosen
clones interact with each other, which results in suppression of the individuals,
whose affinity with others is less than a specified threshold. HIAMO uses the
same interactions as opt-aiNet, but also adds new effects. It introduces repulsion
between population cells and memory cells. In this paper the influence of the
interaction on the algorithm effectiveness is investigated.

In Section 2 the components of the system are introduced and HIAMO steps
are explained. Then, in Section 3, I show how new interaction parameters affect
the algorithm performance and compare it to other solutions. Finally, in Section
4, the main conclusions are drawn.

2 Hybrid Immune Algorithm for Many Optima

Similary to HIA, HIAMO employs a very similar system model and uses the
same terminology as the opt-aiNet algorithm [4]:

– Cell (antibody): individual, which is described as a real-valued vector in a
Euclidean shape-space;

– Fitness: the fitness of a cell equals the value of the objective function in a
given point with coordinates representing the given cell;

– Affinity: Euclidean distance between two cells;
– Clone: offspring cells, that are identical copies of their parent cell. They

undergo somatic mutation in a further step.

The algorithm creates two types of memory sets: one temporary memory set for
each individual in the population, which includes its fittest descendant found dur-
ing a current epoch, and one permanent memory set S for the whole population,
containing the best candidate solutions found so far. A number of temporary
memory sets equals a number of cells in the population. A value of population
size is discussed in the next section of the paper. For the sake of clarity let’s
assume that the algorithm searches for objective function maxima.
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HIAMO pseudocode

Until algorithm termination condition is not met do:
I Randomly generate population P
II Until epoch termination is not met:

1. For each p belonging to P:
a. If age of cell p is smaller than w
i. Produce |c| clones and mutate them
ii. Find the fittest clone cp
iii. If f(cp)>f(p) replace p by cp
iv. Else increase age of element p

b. Else
i. Move cell p to its temporary memory set Mp
ii. Perform suppression of the set Mp
iii. Limit size of temporary memory to |m| cells
iv. Generate new population cell p

2. Move the best cell in all sets Mp to set S
3. Remove all elements from temporary memory sets.
4. Perform repulsion between set S and population cells

Cells are subject to ageing. Each time an antibody has produced clones less fit
than itself, its age increases by one. When the age reaches an established value w,
the cell is moved to the temporary memory set. Similar policy is used in the opt-
IMMALG algorithm [5]. The authors have introduced so called aging operator,
which eliminates old cells in a population. The mechanism allows for maintaining
high diversity in order to avoid premature convergence. The difference between
the two algorithms lies in a possibility of further use of the old antibodies as
memory cells in HIAMO.

Mutation of the clones is performed with the help of two operators. The first
one uses Gaussian distribution independently for each dimension. The following
formula describes the process:

ck = N(pk, αk) (1)

αk = 2(pk−1 − cp
k−1) if (cp

k−1) < f(pk−1) (2)

where ck and pk are vectors of coordinates describing appropriately a mutated
cell and a parent cell in k-th iteration, N(pk, αk) is a Gaussian random variable
of mean pk and standard deviation αk. If the best clone fitness is better than that
of the parent, the standard deviation is a vector with coordinates proportional
to the difference of coordinates between the parent cell and its best clone in the
previous iteration. Otherwise the standard deviation remains the same as in the
previous iteration.

The second way of mutation concerns only one dimension, the other coordi-
nates of the mutated clone remain the same as of the parent cell. The dimension
is chosen randomly and a new value of the coordinate is generated with the help
of uniform distribution within the appropriated ranges for this dimension. The
second sort of mutation is carried out in 20% of all cases, which are also chosen
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at random. In the first phase of the algorithm operation both types of mutation
allow for exploration of a search space. Whereas at latter stages the first type
of mutation is mainly focused on exploitation but the second one still enables
exploration, which avoids getting stuck in a local extreme.

In the next step of the algorithm the mutants are evaluated against the ob-
jective function to be optimized. The best individual is selected from all the
mutants produced by the cell. Fitter descendants replace their parents. For each
dimension a change of the coordinate value is calculated, which equals a differ-
ence between two coordinate values — one of the newly chosen best cell in the
generation and the second one of the old parent. The change value will be used
in the next iteration as a standard deviation in the Gaussian distribution for
mutation purpose (2).

After reaching a given age an antibody is moved to a temporary memory
set. Cells included in the same temporary memory set interact with each other
similarly as in opt-aiNet. If affinity between two individuals is smaller than the
suppression threshold σ the worse one is removed from the memory. In addition
each temporary memory set has a size | m | limited to a few of the fittest cells.

The antibody, which was moved to the temporary memory set, is replaced by
a new individual. At the first stage of the algorithm the new cells are generated
randomly within the whole search space. When the size of the temporary memory
reaches its specified value | m | newcomers are created with a use of Gaussian
distribution:

ai
k = N(bi

k, σ
i
k) for i ∈ (1, D) (3)

σi
k = βkσ

i
k−1 + (1− βk)Δi

k (4)

Δi
k = max{(mi

kc −mi
kd); c, d ∈ (1, | m |)} (5)

βk = β0(1− (1− 1/k)q) (6)

where ai
k is i-th coordinate of the new cell, generated in k-th iteration; σi

k denotes
standard deviation of the distribution; bi

k stands for the mean value and equals i-
th coordinate of the best cell in the temporary memory; βk is a learning factor in
k-th iteration; β0 = 0.8 and q = 5; Δi

k describes the maximum difference between
any two memory cells coordinates; mkc, mkd represent cells of the temporary
memory.

In the later phase of the execution of HIAMO, the search area of each popula-
tion cell becomes more and more narrowed. Exploration gradually gives way to
exploitation. A standard deviation of the Gaussian distribution, responsible for
reduction of the search area, is controlled by a learning factor βk. It prevents too
fast convergence to a local extreme. If during two subsequent iterations, after
changing values of distribution parameters, generated cells have smaller fitness
than the best temporary memory cell, the new values are replaced by the old
ones. Such a policy avoids exploitation of misleading areas.

A novelty of HIAMO is the repulsion between population cells and cells creat-
ing the permanent memory set. If affinity between such two cells is smaller than
a specified threshold θ, coordinates of the first one are changed at random, in
order to increase their mutual distance. This type of interaction avoids focusing
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on one function optimum and increases exploration of the whole search area,
which helps to find many function optima faster.

The epoch termination condition can be based upon an achievement of the
optimum value or a lack of improvement of a fitness value for given number of it-
erations. The algorithm runs until the specified number of optima is found or the
number of optima does not increase during a determined number of iterations.

3 Experiments

The above algorithm has been implemented in Java language. The performance
of HIAMO was investigated with a use of well-known benchmark functions pub-
lished in [6] and [7]. All the benchmark functions are multi-modal and non-
separable. They cover a wide range of landscape types to allow for assessment
of the algorithms’ performance in different conditions. The functions and their
domain ranges are shown in Table 1. In the experiments the goal of the algo-
rithm was to locate a specified number of global optima with an accuracy of
ε=0.00001 for functions f1 -f5 and ε=0.1 for function f6. The presented results
are an average value calculated on the basis of 1000 independent experiments,
unless indicated differently. The following parameter values have been employed:
number of clones | c |=7, suppression threshold σ=0.00002, temporary memory
size | m |=4, and maximum cell age w=4. Parameter tuning relies on experi-
mental comparisons.

Table 1. Functions for experiments

Id Function Parameters

f1 (x2 − 5.1
4π2 x2

1 + 5
π
x1 − 6)2 +10(1− 1

8π
)cos(x1) + 10 x1 ∈ [−5, 10], x2 ∈ [−10, 10]

f2 (−4[(4 − 2.1x2
1 +

x4
1
3

)x2
1 + x1x2 + (−4 + 4x2

2)x
2
2] x1 ∈ [−2, 2], x2 ∈ [−1.1, 1.1]

f3 sin6(5πx) x ∈ [0, 1]

f4 200 − (x2
1 + x2 − 11)2 − (x1 + x2

2 − 7)2 x1, x2 ∈ [−6, 6]

f5
∑5

j=1 jcos((j +1)x1 + j)
∑5

j=1 jcos((j +1)x2 + j) x1, x2 ∈ [−10, 10]

f6
∑3

j=1 exp
−∑n

i=1(xi−aj)2

0.09
xi ∈ [−2, 2], a = (−1, 0, 1)

As a novelty of HIAMO lies in the introduction of repulsion between pop-
ulation cells and permanent memory cells, first an influence of the repulsion
threshold θ on the algorithm effectiveness is investigated. For each function the
minimum θ value was chosen so that the change in the function value within the
distance of θ is bigger than the accuracy of optima determination. Such condi-
tion avoids treating one peak as two separate optima. The maximum value of
repulsion threshold depends on the minimum distance between the optima of
a given function. Pictures 1-2 show for two benchmark functions, how number
of function evaluations, necessary to locate all optima, depends on θ value. The
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experiments were done for different population sizes, varying from one to ten.
Worth noticing is the fact, that regardless of a used function, the best results are
achieved for a population consisting of only one cell. Traditionally in immune al-
gorithms population includes many antibodies. In case of multi-modal function,
cells searching for an optimum often finish on the same peak, generating useless
redundancy and increasing number of function evaluations. For population sizes
bigger than a number of function optima, efficiency of the algorithm decreases
with an increase of the repulsion threshold. This means that the effect of multiple
detection of one optimum by many cells is bigger than repulsion influence and
leads to an enormous number of function evaluations. Other regularities appear
for smaller population sizes becoming quite distinct for one cell population. At
the beginning the number of function evaluations decreases with an increase of
repulsion threshold values and then it stabilizes in order to dramatically increase
at the end. When θ is small the interactions occur very rarely, only when cells
are very close to each other and exploitation of the already found optima is not
avoided. On the other hand, interactions between remote elements, resulting in
over intensive repulsion of cells, prevents detection of adjacent optima. The best
policy for each benchmark function would be to set the θ value at about 0.1.
The results speak in favor of cell repulsion introduction and limit of population
size to one antibody.
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Fig. 1. Performance of HIAMO for function f1 using different values for repulsion

threshold and different population sizes. Function f1 has 3 global optima.

The performance of HIAMO was compared with other algorithms. As bench-
mark solutions I have used the following algorithms: opt-aiNet, kPSO, and SDE
with switching strategies. The first one is an established immune algorithm,
mentioned in the first section of this paper. The second one belongs to a class
of particle swarm optimization algorithms [6]. The last algorithm represents
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Fig. 2. Performance of HIAMO for function f5 using different values for repulsion

threshold and different population sizes. Function f5 has 18 global optima.

Table 2. Performance of opt-aiNet, kPSO, SDE with switching strategies (SDEwss),

and HIAMO (d indicates problem dimension)

Id d Number of function evaluations

opt-aiNet kPSO SDEwss HIAMO

f1 2 25560 ± 14718 2080 ± 440 4350 ± 380 1700 ± 814

f2 2 3420 ± 1424 1120 ± 216 2000 ± 276 440 ± 205

f3 2 1000 ± 552 1200 ± 688 — 1000 ± 410

f4 2 15670 ± 9658 2260 ± 539 6490 ± 544 1780 ± 914

f5 2 82700 ± 50900 81190 ± 45460 16300 ± 2320 18490 ± 5974

f6 3 2306 ± 625 — 2250 ± 245 585 ± 226

f6 5 5600 ± 1000 — 2880 ± 207 1220 ± 420

f6 10 10670 ± 2260 — 10900 ± 13000 4450 ± 2280

species-based differential evolution techniques [7]. In the experiments, repulsion
threshold θ for functions f1 -f5 equals 0.1, whereas for f6 — 0.5. Parameters for
opt-aiNet, kPSO and SDE with switching strategies are given respectively in [4],
[6], and [7]. As can be seen from the results included in Table 2, HIAMO out-
performs the other algorithms in terms of number of evaluations, being equal to
them in terms of the quality of solutions. The differences in some cases are dra-
matically high, for example for f5 function the HIAMO result is about 5 times
better than that for kPSO and opt-aiNet. The number of evaluations obtained
for SDE with switching strategies is the smallest one in the case of function f5,
but the accuracy of the solution is one thousand times worse than for the other
algorithms.
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4 Conclusions

This paper has presented a novel hybrid algorithm HIAMO, introducing two
sorts of memory sets and a new way of interaction between population cells and
memory cells. Thanks to the interactions the algorithm does not focus on one
extreme but is capable of exploring a whole domain in search for other solu-
tions. Experiments carried out on the benchmark functions show that HIAMO
is competitive with other algorithms using biologically inspired techniques.
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Abstract. We develop and combine topographic maps trained on differ-

ent combinations of feature subsets for visualizing and classifying event-

related responses recorded with a multi-electrode array chronically im-

planted in the visual cortical area V4 of a rhesus monkey. The monkey

was trained, during consecutive training sessions, in a classical condi-

tioning paradigm in which one stimulus was consistently paired with a

fluid reward and another stimulus not. We opted for features from three

categories: time-frequency analysis, phase synchronization between elec-

trodes, and propagating waves in the array. The Emergent Self Orga-

nizing Map (ESOM) was used to explore the feasibility of single-trial

decoding. Since the effective dimensionality of the feature space is rather

high, a series of ESOMs was trained on features selected from different

combinations of the three feature categories. For each trained ESOM,

a classifier was developed, and classifiers of different ESOMs were com-

bined so as to maximize the single-trial decoding performance.

1 Introduction

An event-related potential (ERP) is any stereotyped electrophysiological re-
sponse to a stimulus. The last few years have witnessed an increasing interest
in detecting ERPs, due to the development of brain-computer interfaces (BCIs).
The problem of ERP detection requires a compromise between classification ac-
curacy and response time, pushing the signal-to-noise ratio requirements to its
limits. Indeed, in the ideal case, we would like to be able to detect an event based
on a single ERP brain response, thus, without averaging. However, in practice,
this is not very likely, since the ERP is a small signal in the ongoing brain activ-
ity. As a result, multiple presentations of the targeted stimulus are needed, and
the corresponding time-locked responses averaged.

In this paper, we will deal with event-related local field potentials (LFPs) that
represent the extracellular current flow due to the summed postsynaptic
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potentials of local cell groups [1]. The LFPs were recorded with a 96 electrode
array implanted in the visual cortical area V4 of a rhesus monkey. The monkey
was shown two stimuli, one for which he received a fluid reward, and another not
(classical conditioning paradigm). It can be seen that the variability in the single
LFP responses is large, and the difference between the responses to the two stimuli
is not visible. But if we compute the averaged ERPs, we observe a clear difference
in amplitude. As was shown in [2], the difference in the averaged ERP for the re-
warded and unrewarded stimuli grows as a result of training, due to brain plastic-
ity, from being identical in the beginning to markedly different at the end. But the
question whether it is possible to detect differences in single trial recordings (thus,
without any time-locked averaging) remains open. This question is important be-
cause it opens the way to perform real-time BCI. In this paper, we will concentrate
on the possibility to detect and visualize differences in single trial LFP recordings
using the Emergent Self Organizing Map (ESOM) [4].

The ESOM is a topographic map that differs from the traditional Self Orga-
nizing Map (SOM) [3] in that a very large number of neurons (at least a few
thousands) is used [4]. According to [5], “emergence is the ability of a system to
produce a phenomenon on a new, higher level.” In order to achieve emergence,
the existence and cooperation of a large number of elementary processes is nec-
essary, so that large numbers of neurons can represent data clusters individually,
which facilitates their detection. The ESOM is argued to be especially useful for
visualizing sparse, high-dimensional datasets, yielding an intuitive overview of
its structure [6]. In this paper we use, for the first time, the ESOM for visualizing
and decoding intracranial recordings.

2 Experiment

We briefly summarize the experimental set-up; for more information, we refer to
[2]. A rhesus monkey was implanted with a Utah array into the prelunate gyrus
(area V4). The array measures 4 × 4 mm, and consists of 10 × 10 electrodes (4
of them are not connected). The local field potential signals were obtained by
filtering the recorded signals between 0.3-250 Hz. The stimuli are displayed in
Fig. 1. During training, a different sinusoidal noise background, that filled the
display, was presented every 500 ms. At random intervals, a sinusoidal grating

Fig. 1. Examples of rewarded (left panel) and unrewarded (right panel) stimuli. The

sinusoidal grating has an orientation 157.5o (rewarded) or 67.5o (unrewarded), a spatial

frequency of 2 c/deg, a diameter 4o visual angle, and is superimposed on a sinusoidal

noise background (S/N ratio=20%).
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was presented for 500 ms. The reward was provided 400 ms after presentation of
the grating pattern and, thus, partially overlapped with the grating presentation.

For our analysis, we looked only into the period of 300 ms after stimuli onset
(thus, 100 ms before reward), to avoid the influence of the reward, and con-
centrate on ERP signals. Also, only those recordings of the rewarded and un-
rewarded stimuli were considered that were preceded by 3 background images,
and that were observed by the monkey without failing to fixate a small dot on
the screen. In this way, on average, 262 rewarded and 282 unrewarded trials per
day were retained for further analysis.

3 Emergent Self Organizing Map

An Emergent Self Organizing Map (ESOM) map is composed of a set of for-
mal (artificial) neurons I, arranged in a lattice or map. A neuron i ∈ I is a
tuple (wi,xi) consisting of a weight vector wi ∈ Rn and a position xi ∈ R2

in the lattice. The input space F is a metric subspace of Rn. The training set
F l = {f1, ..., fN} with f1, ..., fN ∈ Rn consists of input samples presented during
ESOM training. We perform online training in which the best match for an input
vector is searched for, and the corresponding weight vectors, and also those of
its neighboring neurons of the map, are updated immediately.

When an input vector fk is supplied to the training algorithm, the weight of
neuron i is modified as follows: Δwi = η · h(i, bmk, R) · (fk − wi), with η ∈
[0, 1], and bmk the best-matching neuron of an input vector fk, i.e., bmk =
arg mini∈I ‖fk −wi‖, where ‖fk −wi‖ is a distance in input space, according to
some metric, between the input vector fk and the weight vector wi of the ith
neuron; h(i, bmk, R) is a function that scales the update of neuron i according
to its position in a neighborhood with radius R (according to some metric in the
map) of the best-matching neuron bmk. The ESOM training and visualization
is done with the publicly available Databionic ESOM tool [7].

4 Features

The objective of feature selection is three-fold: 1) to improve the prediction
performance of the classifier, 2) to provide classifiers with low computational
complexitythat are also more cost-effective, and 3) to yield a better understand-
ing of the underlying process that generated the data [8]. We considered the next
feature subsets:

4.1 Time-Frequency Analysis

For the time time-frequency analysis, we used the continuous wavelet transfor-
mation (CWT) of the LFP signal s(t), defined as:

W (a, b) =
1√
a

∫ ∞

−∞
s(t) · ψ

(
t− b

a

)
dt (1)

where b is a time shift, a is a scale factor and ψ is the predefined mother wavelet
(we use the Daubechies wavelet db7) with zero mean,

∫∞
−∞ψ(t) dt = 0.
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4.2 Phase Synchrony

As a second feature, we used an index of phase synchrony between the recorded
LFPs, which was shown to be useful for decoding LFP recordings [9]. The phase
from the prefiltered LFP signal s(t) (in our case filtered below 30 Hz) is estimated

according to ϕs(t) = arctan

(
H (s(t))

s(t)

)
, where H(s(t)) is the Hilbert transform

of signal s(t). As an index of bivariate phase synchrony between signals x(t) and
y(t), we use the mean phase coherence, estimated as γx,y =

√
|〈ei(ϕx(t)−ϕy(t))〉|,

where 〈·〉 denotes the time average, and which measures how the relative phase
difference is distributed over the unit circle. The result is in the interval [0, 1],
where 1 correspond to perfect synchrony.

4.3 Propagating Waves

As a third set of features, we took the directions and velocities of waves propa-
gating in the array, since the presence of such phenomena was shown in [9,10]. In
order to detect propagating waves, we used a phase-based estimate of the optical
flow [11], in which case the electrode array should be regarded as a 10× 10 pixel
image, with each electrode corresponding to a pixel. By coupling the grey level
of each pixel to the LFP of the corresponding electrode, the array becomes a
frame in an image sequence (movie). To estimate the optical flow, the array’s
LFP recordings become a movie in the form s(x, y, t), where x and y refer to
the pixel’s position and t refers to time. The previously derived phases (see 4.2)
are now referred to as ϕ(x, y, t). The velocity of the coherent activity in the
array is defined as the velocity of the lines of constant phase [11]. This velocity
v = (dx/dt, dy/dt) is computed by taking the total derivative of ϕ(x, y, t) = C
with respect to time dϕ/dt = .ϕ · v + ∂ϕ/∂t. The velocity direction, which is
perpendicular to the lines of constant phase, is −. ϕ.

5 Results

We considered, for our analysis, all electrodes for the phase synchrony and the
wave features, but for the wavelet features only those of two electrodes (#18
and #80) that are representative for two groups of electrodes with similar LFP
responses. As time-frequency features, we divide the wavelet scalograms (for
300 ms analyzed recordings, we applied a transformation for the scale factor a
ranging from 1 to 300) into 20 × 20 squares to avoid that too many redundant
features would be taken. Within each square, the best separable features, based
on the t -statistic, were chosen. Then, from the resulting 225 features, only the 15
best features (with smallest p-values) are retained. Hence, for the two electrodes
considered, we have 15 best separable features for each electrode.

For the phase synchrony, we calculate the level of synchrony between all elec-
trode pairs within non-overlapping windows of 20 ms (so, for each electrode
pair, we have 300/20 = 15 synchrony features). These features are then sorted
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in terms of the separability between the two stimuli using the t -statistic. Only
the 15 best phase synchrony features are retained.

As wave propagation features, the direction and magnitude of the optical flow
in each electrode, for each moment after stimulus onset, are calculated. Among
these features, also the 15 best separating ones are retained.

In total, we have 60 features for decoding. These features are developed for
every training day and used for training separate ESOMs, not only for visualiza-
tion purposes, but also for decoding the responses to the two stimuli. To test the
decoding performance, the ESOM trained on a given day was used for predicting
the decoding performance for the next day.

For days 1–36 of the monkey’s training, we used the 2D ESOM with a toroid
architecture sized 50 × 82 formal neurons, given all 60 features. ESOMs were
trained for 20 presentations of the training set. As a distance metric, we used
the Euclidian distance, both in data space and in lattice space. For every training
sample, the weights of the winning neuron, and of the neurons in its neighbor-
hood, were updated. The neighborhood function was a gaussian kernel. The
neighborhood radius was linearly decreased during training from 24 to 1, and
the learning rate from 0.5 to 0.1. Weights in the network were initialized by
sampling the normal distribution. As a preprocessing, we transferred all features
into Z -scores.

Fig. 2. ESOMs for monkey training day 1 (A) and day 36 (B) using all 60 features.

The responses to the rewarded stimulus are shown as blue pixels, and those to the

unrewarded one as yellow pixels. The background shows, for each neuron, the average

distance of its weight vector to those of its lattice neighbors, normalized over all average

distances in the lattice (U-matrix) (green: smallest distance; white largest distance).

In Fig. 2 A,B, the ESOMs for the first and last days of the monkey’s training
are shown. It can be seen how clusters for two separate groups were formed as a
result of monkey training (note that no labeled information was used in training
the ESOMs). As a measure of how well the clusters are formed, we opted for the
standard deviation (in terms of distances) of the points in each class in a map X.
Note that Euclidian distances were calculated by taking into account the toroidal
structure. We plotted the mentioned measure as a function of the training days,
for each stimulus [results not shown]. The result is that the standard deviation
decreases over time, for both the rewarded and the unrewarded stimuli, which
indicates that the clusters become more condensed.
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We also calculated the average Euclidean distance between two consecutive
responses to the same stimulus in the original feature space F [results not shown].
We obtained that the average distance decreases over time for the rewarded
stimulus, but not for the unrewarded one. This means that the responses to the
consecutive rewarded stimulus vary less than to the unrewarded stimulus.
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Fig. 3. Prediction accuracy of responses based on the map, trained in the previous day,

for different combinations of classifiers

We also computed the prediction performance of the developed ESOMs, given
all 60 features. For this, we used the weighted kNN classifier:

a(u;X l, k) = arg max
y∈Y

k∑
i=1

[yi,u = y]ωi, (2)

where u is the coordinate of the best-matching neuron in the ESOM for each
new item we want to classify; X l is the set of coordinates of the best-matching
neurons for training examples F l; Y = {−1, 1} is the set of class labels (rewarded
and unrewarded classes); ωi = qi (q = 0.9) is a weight given to the ith closest
labeled sample in the training set X l; yi,u is the label of the ith closest sample
with respect to u; [a = b] is 1 when a = b and 0 elsewhere. The parameter k was
determined using leave-one-out cross-validation on the training set.

Using the ESOM constructed for the previous day, we predict the stimulus
type (rewarded or unrewarded) that corresponds to the response recorded on the
current day. The results are shown in Fig. 3 (red line). We observe the increase
in performance as a function of training days, which indicates the ESOM’s po-
tential to represent and distinguish different types of stimuli based on single trial
recordings.

Hierarchy of Feature Subsets

One can question whether the projection onto a 2 dimensional ESOM is valid. To
this end, we calculated the inner or effective dimension of the manifold consisting
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of the data point in feature space F. We opted for the Grassberger-Procaccia
correlation dimension [12]. For points f1, f2, ..., fN in our preselected feature space
with the Euclidian distance between the points ‖fi − fj‖, and for a positive
number r (radius), we estimated the correlation sum C(r) as the fraction of
pairs whose distance is smaller than r according to:

C(r) =
2

N(N − 1)

∑
i<j

Θ(r − ‖fi − fj‖), (3)

where Θ(x) is the Heaviside step function. From the known relation C(r) ∼ rD,
one can estimate the manifold dimension D as the slope of the straight part of
the log-log plot. After determining the dependency of C(r) on r, and calculating
the manifold dimension for all training days, we found that the dimensions of
the rewarded and unrewarded stimuli are always similar and decrease over time
(from 19.078 in the first day to 12.202 in the last training day).

Since the effective dimension is always above 2, we can question the faithful-
ness of the projection onto a two-dimensional ESOM. One way to address this
problem, without loosing the advantage of a two-dimensional visualization, is to
develop several ESOMs, trained on particular subsets of features, and to com-
bine their classification outcomes. Hence, we used a hierarchical feature grouping
strategy, and trained ESOMs on wavelet-, phase-, and wave features separately
(primary case, thus, 3 ESOMs), but also ESOMs trained on pairs of features
(wavelets+phases, wavelets+waves, waves+phases, thus, 3 ESOMs). We con-
sider the following possible combinations of classifiers: 1) the primary classifiers
(combination of 3 primary classifiers), 2) the classifiers for the pairs of fea-
tures (combination of 3 paired classifiers), 3) the classifiers for the primary and
the paired features (combination of 6 classifiers), and 4) the classifiers for the
primary-, paired-, and all features (combination of 7 classifiers).

For every trained map, for a particular day, the optimal value of k in the
kNN classifier was estimated by means of a leave-one-out cross-validation. The
optimal value of k for the j th ESOM, is defined as kj

o, and the corresponding
maximum leave-one-out cross-validation performance is defined as Mj . The out-
comes of the classifiers of the different ESOMs were combined as follows. For
any new sample to be classified, we estimate aj(y) =

∑kj
o

i=1[yi,u = y]ωi (nota-
tion: see above) for each ESOM considered in the combination. Based on these

results, we assign the outcome of Vj(y) =
|aj(1)− aj(−1)|
aj(1) + aj(−1)

to the class label y

for which aj(y) is maximal, and Vj(y) = 0 to the second class, for all ESOMs
that are combined. The resulting class label for the new sample, based on the
combined classifiers, is then defined as follows: arg maxy∈Y

∑n
j=1 MjVj(y). The

prediction performance for the current day samples, based on the combined clas-
sifiers and ESOMs constructed for the previous day, for different combinations
of feature sets, are shown in Fig. 3. It can be observed that the performance
for some combinations of feature sets is significantly (based on ANOVA) better
than that for the whole set of features (from day 18 onwards): the combination
of 7 classifiers is significantly different from the classifier based on the full set of
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features (p = 7.6 · 10−5); the combination of 6 classifiers also (p = 1.2 · 10−3),
and combination of the paired classifiers also (p = 2 · 10−3).

6 Conclusion

We have used the ESOM for visualizing and classifying event-related responses
recorded with a multi-electrode array implanted in area V4 of a rhesus monkey.
Since the effective dimensionality of the feature space is still quite high, one
can question the relevance of using a two-dimensional ESOM. The solution we
propose is to combine the classification outcomes of ESOMs trained on various
feature subsets. We have shown that, in this way, a significantly better decoding
performance is obtained.
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Abstract. As XML repositories are becoming more and more complex

there is a need to develop methods and tools to facilitate the understand-

ing and exploring schemas and contents of these repositories. A solution

can be provided by a proper summarization of XML documents. In this

paper we propose the summarization concerning both the schema and

the contents of XML documents. There are three general steps in our

approach: (1) the schema is extracted from a given XML document; (2)

a summary of the schema is derived, and correspondences between the

summary and the underlying source schema are established; (3) the sum-

marization information is used to summarize (aggregate) contents (text

values) of instance document. We show how the user can be involved

in this process. We develop new algorithms used in the summarization

process. We show that our approach is useful and effective in practice.

Keywords: XML summarization, XML transformation, Schema

extraction.

1 Introduction

A summary for a given complex XML schema is such a schema that provides the
users with a concise overview of the original schema for better understanding.
Each element in the summary represents a cluster of the original schema. Thus,
the challenging problem is the selection of such elements that are the most im-
portant for the understanding the original schema. In this paper we discuss a
method of selecting most important nodes in a schema based on the adaptation
of well-known PageRank algorithm. In this approach, a weight is assign to each
edge in the schema. Weights of all edges adjacent to a node are then used to cal-
culate the weight of the node (label of the schema). Next in the paper we observe
that even a well-summarized schema may be insufficient for proper understand-
ing of the semantics of the underlying schema. To facilitate this, we propose a
method for data summarization. It is easier for the user to understand a schema
if he is provided not only with good schema summary but also with sample
data conforming to this summary. We show a way for obtaining data summary
in accordance with schema summary. We propose so-called summary functions
which combine horizontal and vertical components. A horizontal component is a
function iterating over elements of a set and returning an aggregation of these
elements. The vertical components iterates along hierarchy of sets. We developed

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 556–565, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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an algorithm that calculates data summarization using summary functions and
that performs appropriate transformations.

2 Summarization Process

In this paper, the process of XML (schema and data) summarization is divided
into the following three stages (Figure 1):

XML Instance

Schema

Schema summary

Functions definitions

XML Summary

1. Schema extraction 2. Schema summarization

3. Data summarization

Fig. 1. Summarization process

1. Schema extraction. For a given XML document its XML schema must
be extracted. As has been noted in [2] most XML data in the internet is
available without a schema or with the schema of poor quality. Very rarely
XSD schemas contains more information than can be written using simple
DTD. Therefore, a more universal approach is to extract schema from the
source data. We assume that information about keys of XML elements is
discovered along with the structure of XML data.

2. Schema summarization. As the result of an analyse of the schema and
its instance(s), the most significant nodes of the schema must be chosen to
create schema summary of the required size (number of schema nodes). Then
these nodes are used to create a schema that can be treated as a summary
of the source schema.

3. Data summarization. In accordance to the relationship between the source
schema and its summary, an instance of the schema summary must be ob-
tained. So, an instance of the source schema must be transformed to form
valid according to the summarized schema. During transformation mapping
functions are used to create data summary, that can meet user expectations.

3 Schema Summarization

Schema summarization is a process in which we choose most representative nodes
from a given schema and create another schema called its summary. The size of
schema summary is determined by the number of its nodes. There is no optimal
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number of nodes to create a good summary. One user may want to get only a
few nodes although they may not provide all vital information. Other may want
to see more complicated summary, because he is already somehow familiar with
the schema. We assume that the size of a summary is given, so it can be easily
adjusted to meet user’s needs.

To create an expected schema summary, we need information provided by a
source schema and its instance(s).

Definition 1 (Schema). A XML schema is a directed graph, S=< L, E , ρ, κ >,
where: (a) L is a finite set of labels; (b) E is a finite set of directed edges between
labels, (l1 → l2) ∈ E; (c) ρ is the root label, ρ ∈ L; (d) κ is a function that,
assigns keys to labels, κ : L → 2L.

Definition 2 (Instance). A XML instance is a labeled directed graph, I =<
N,E, r, λ, ν >, where: (a) N is a finite set of nodes; (b) E is a finite set of
directed edges between nodes, (n1 → n2) ∈ E, when n1 is parent of n2; (c) r is
the root node, r ∈ N ; (d) λ is a function that assigns labels from L to nodes (the
label l, such that l = λ(n), is the type of n); (e) ν is a function assigning text
values to nodes.

A key for a label l is a set of labels (l1, ..., lm) such that for any tuple of values,
(ν(n1), ..., ν(nm)), λ(ni) = li, there exists at most one subtree of type l in any
instance of the schema [1,6].

An instance I must satisfy structural constraints and key dependencies to
be an instance of a schema S, i.e. λ(r) = ρ, and if (n1 → n2) ∈ E, then
(λ(n1)→ λ(n2)) ∈ E .

Let the exchange format used by ECTS Course Catalogue http://ects.
wmid.amu.edu.pl be our running example in this paper. It describes informa-
tion about teaching units, degree programme and courses. Its schema originally
consists of about 100 elements and attributes, so only a small part that could fit
on page is presented in Figure 2. Also an instance that conforms to this schema
is available.

3.1 Selecting Nodes

The most significant nodes in a given schema S are identified by the PageR-
ank algorithm [4]. The algorithm assigns a weight to each edge in the schema.
The weights must be normalized to ensure algorithm’s convergence. This mea-
sure of importance of schema labels was proposed in [7] and is based on labels
connectivity in the schema and nodes cardinality in the instance.

Definition 3. A relative cardinality of an edge lj → lk, RC(lj → lk), is an
average number of nodes of type lj connected to nodes of type lk.

Let S be a schema and I be an instance of S. Then RC(lj → lk), lj , lk ∈ L is
expressed as the number of edges outgoing from nodes of type lj to nodes of
type lk, divided by the number of all edges outgoing from nodes of type lj, i.e.

http://ects.wmid.amu.edu.pl
http://ects.wmid.amu.edu.pl
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eye

programme (+)

en

fieldOfStudy

name

degreeAwarded

courses

course (+)

creditPoints courseHours en

title

description

methods

examination

generality

availability

readings

item (*)

lecturers

staff (*)

objectives

year semester

areaCode

Fig. 2. ECTS Course Catalogue schema

RC(lj → lk) =
|{(n1, n2) ∈ E : λ(n1) = lj ∧ λ(n2) = lk}|

|{(n1, n2) ∈ E : λ(n1) = lj}|
.

Definition 4. Let S be a schema and I be an instance of S. The importance of
l ∈ L with respect to I, written as Vl(I), depends on its connectivity in S and its
cardinality in I, and can be calculated with the following iterative formula until
convergence is reached:

V q
l (I) = p× V q−1

l (I) + (1 − p)×
∑

j

Wlj→l × V q−1
lj

,

where: (a) Wlj→l = RC(lj→l)∑
k RC(lj→lk) is the neighbor weight, which is the relative

weight of l from its parent label lj, compared with all other children of lj; (b)
q denotes the number of iterations; (c) p, 0 ≤ p ≤ 1, is a tuning parameter.
The lower the p, the more the importance of a label is affected by the labels it
is connected to; (d) the initial importance, V 0

l (I), is set to the cardinality of the
label in I.

With this formula, importance can be easily assigned to each schema label. Then
k labels with highest importance can be chosen as candidates for the summary.
In our running example (for K=10), the following labels with highest impor-
tance have been chosen: eye, programme, courses, course, en, title, description,
readings, item, lecturers (root node is mandatory to create coherent schema).
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3.2 Summary Graph Creation

Definition 5. A summary for schema S =< L, E , ρ, κ > is a pair (S′,M),
where:
– S′ =< L′, E ′, ρ, κ′ > is a schema such that: (a) L′ ⊆ L; (b) an edge (l →

l′) ∈ E ′, if there is a connection between l and l′ in S; (c) S and S′ have the
same root ρ; (d) κ′ is defined only for l ∈ L′, that belonged to domain(κ)
and κ′(l) = κ(l) ∩ L′;

– M is the representation relation and shows how labels from S are represented
in S′, i.e. (l, l′) ∈M iff l′ ∈ L′ represents (summarizes, aggregates) the label
l ∈ L. Each label from S must have its representation in S′.

Let K be a set of k most important labels of a schema S. Algorithm 1 creates a
schema summary of S. To do this we use depth-first search algorithm. A label
not belonging to the summary is removed, and its children are attached to its
parent. The representation relationM is also updated accordingly to keep track
of how labels are represented in the summary.

Algorithm 1. Creation of summary for a schema
Input: S =< L, E , ρ, κ > - a schema,

K ⊆ L - set of relevant labels for the summary;

Output: (S′ =< K, E ′, ρ, κ′ >,M) - a summary of S.

function summarizeRoot()

foreach (node : (ρ → node) ∈ E ′)
summarizeNode(node, ρ)

function summarizeNode(node,parentNode)

foreach (childNode : (node → childNode) ∈ E ′)
summarizeNode(childNode,node)

if (node ∈ K)

M = M ∪ {(node, node)}
else

L′ = L′ \ {(node)}
E ′ = E ′ \ {(parentNode → node)}
M = M ∪ {(node, parentNode)}
foreach (child : (node → child) ∈ E ′)

E ′ = E ′ ∪ {(parentNode → child)}
E ′ = E ′ \ {(node → child)}

Program:

L′ = L
E ′ = E
M = {}
summarizeRoot()

For schema on Figure 3 and nodes limit set to 10 the summary on Figure 3 is
generated. The real source document was in fact much more complicated than
presented schema, but on the summary you can easily see the general structure
of the document.
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eye

programme

courses

course

en

title description readings

item

lecturers

Fig. 3. ECTS Course Catalogue summary of size 10

4 Data Summarization

The purpose of this step is to present the data from source document in the form
corresponding to the summary obtained in the previous step. It means that text
values from an instance of a schema S must be summarized (aggregated) in the
way consistent with the schema summary (S′,M).

4.1 Representation of Instances as Valuation Sets

We will represent an instance I of a schema S as a pair (S,Ω), where Ω is a set
of valuations of text-valued labels of S.

Definition 6. Let I =< N,E, r, λ, ν > be an instance of S = (L, E , ρ, κ), and
T ⊂ L be a set of types of nodes in N , for which the function ν is defined, i.e. T
is the set of text-valued labels (l ∈ T , if there is a node n ∈ N , such that λ(n) = l,
and ν(n) is defined). The valuation of T is a function ω : T → Str∪{⊥}, where
Str is a set of string values, and ⊥ is the empty (null) value.

According to the definition above, we see that and any instance is a finite set
of valuations of text-valued labels of its schema. Thus the set of valuations
created from an instance may be treated as an alternative, flat representation
of the instance document. Valuation set may be easily transformed back and
an instance conforming to the schema can be obtained. In this way we can
transform valuations to an instance of different schema, with similar data but
different structure [5].

Example 1. A fragment from the set Ω of valuations of an instance of schema
in Figure 2:

name areaCode title description ...

Computer science 11.3 Mathematical analysis Lecture of mathematical ... ...

Computer science 11.3 Introduction to algebra Algebra is a science ... ...

Computer science 11.3 Programming languages 1 The course focuses on ... ...

Computer science 11.3 Discrete mathematics This course deals with ... ...

... ... ... ... ...
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The set of valuations for an instance is generated by algorithm 2.

Algorithm 2. Algorithm generating valuation set from instance document

Input: I =< N, E, r, λ, ν > - instance document,

Output: Ω - valuation set for I.

function generateValuation(node)

create empty valuation set: Ω ← 
if ν(node) �= ε (node has not empty text value) then

create valuation ω, such that ω(type(node)) = ν(node)
Ω ← Ω ∪ {ω}

else

foreach (node′ : (node, node′) ∈ E)

Ω′ = generateValuation(node’)

if Ω =  then

Ω ← Ω′

else

create empty valuation set: Ω′′ ← 
foreach (ω ∈ Ω)

foreach (ω′ ∈ Ω′)
ω′′ ← ω ◦ ω′

Ω′′ ← Ω′′ ∪ {ω′′}
Ω ← Ω′′

return Ω

In Algorithm 2, ω′′ ← ω ◦ ω′ denotes the function:

ω′′(l) =

{
ω(l), if l ∈ domain(ω)

ω′(l), if l ∈ domain(ω′)

4.2 Summary Functions

Summary functions are used to compute a summary (an aggregated value) from
values occurring in an instance I of a schema S (represented by a set Ω) into
a summarized (aggregated) value being an instance I ′ of a summary schema S′

(represented by a single valuation {ω′}). A summary function is a superposition
of two functions: a ”horizontal” p-ary function f that combines values of a fixed
number of labels (e.q. concatenation of values of title and author), and a ”verti-
cal” function ϕ defined over an arbitrary set of values (e.g. sum, avg, min, max,
count, representative, concatenation).

Definition 7. Let S be a schema with the set T of text-valued labels, and
(S′,M) be its summary, and T ′ be the set of text-valued labels in S′. Let Ω be a
set of valuations of T . Then the valuation ω′ of T ′ is an M-summary of Ω, if:
ω′ = {(l′, v) : l′ ∈ L′, v = ϕl′(fl′(ω(l1), ..., ω(lp))), ω ∈ Ω, (li, l′) ∈ M}, where:
(a) fl′ : Strp → Str is a function over set of text values; (b) ϕl′ : Str|Ω| → Str
is an aggregate function.

In general, it is not possible to automatically find all dependencies between
arbitrary schemas, but in the case of summarization the problem is much simpler.
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We only need to find mappings between nodes from source schema and their
subset chosen for summary. We know also the representation relation M. Such
mappings can be divided into the following classes:

– identity mapping (one-to-one)
– functional dependency (one-to-one)
– functional dependency (many-to-one)
– functional dependency + aggregate function (many-to-one)

There is no need to define many-to-many mapping, because such a mapping
wouldn’t give us information how to evaluate function formulas during transfor-
mation.

For automatic mapping definition we used only first three classes, because it
is generally not possible to guess mapping function expected by a user. However
user can easily define custom functions f and ϕ for the mapping. In our imple-
mentation, we have chosen a simplified XPath expressions for function definition,
which seems to be simple and natural solution.

Example 2 (Mapping functions). For our running example we can use the fol-
lowing summary functions:

– identity mapping (one-to-one):
(f = title, ϕe = Id)title

– functional dependency (one-to-one):
(f = substring(title, 10), ϕ = Id)title

– functional dependency (many-to-one):
(concatenation of title and description)
(f = toUpperCase(title) + description, ϕ = Id)description

– functional dependency + aggregate function (many-to-one):
(nodes counting)
(f = staff, ϕ = count)lecturers

4.3 Transformation

The final step is creation of a summarized XML document that is an instance
of the summary schema. In this process a structural transformation must be
carried out. This is performed by Algorithm 3.

Algorithm 3. Generation of summarized document

Input:

Ω - valuation set

S′ = (< K, E , ρ, κ >,M) - a schema summary

I =< N, E, r, λ, ν > - empty target instance document (N = {r})

function generateDocument(Ω, n, l)
keys = κ(l) (key set for label l)
if keys =  then
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foreach (l′ : (l, l′) ∈ E)
create node n′, such that: λ(n′) = l′

attach element n′ to its parent: E = E ∪ (n, n′)
generateDocument(Ω, l′, n′)

else

while Ω �= 
find valuations Ω′ that have same values for key labels

Ω′ = {ω′}, for any ω′ ∈ Ω
Ω = Ω \ Ω′

foreach (ω : ω ∈ Ω)

if ∀ key ∈ keys (ω(key) = ω′(key)) then

Ω′ = Ω′ ∪ Ω′

Ω = Ω \ Ω′

create node n′, such that: λ(n′) = l′

attach element n′ to its parent: E = E ∪ (n, n′)

if l′ is of complex type: ∃ l′ ((l, l′) ∈ E)

foreach (l′ : (l, l′) ∈ E)
generateDocument(Ω′ , l′, n′

i)

else (l′ is of simple type)

ω′ = M-summary(Ω′)
assign value to node: ν(n′

i) = ω′(l′)

Example data summary is presented below. The real advantage of presented
solution is that user can easily change the data included in the summary by
changing mapping functions or the schema summary.

Example 3 (Data summary)

<eye>
<programme>
<courses>

<course>
<en>

<title>Discrete mathematics</title>
<description>This course deals ...</description>
<readings>
<item>K.A. Ross, Ch.R.B. Wright, Matematyka dyskretna, PWN, Warszawa 1996</item>
<item>V. Bryant, Aspekty kombinatoryki, WNT - Warszawa, 1997</item>

</readings>
<lecturers>Dr Tomasz Schoen Dr Edyta Szymanska </lecturers>

</en>
</course>
<course>

<en>
<title>Advanced programming with Delphi</title>
<description>The aim of the course is to ...</description>
<readings>
<item>A. Marciniak, Borland Delphi 5 Professional, Poznan 2000.</item>

</readings>
<lecturers>Prof. Dr hab. Andrzej Marciniak</lecturers>

</en>
</course>
...

</courses>
</programme>

</eye>
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5 Conclusion

We discussed data summarization for XML in which we summarize both schema
and the data. We believe that this approach facilitates understanding of very
complex schemas, because user can see the schema together with the data he
wants to analyse. We defined universal formalism for mapping functions that sup-
ports data transformation and data summarization. The user can easily choose
which data he wants to include in the summary. We presented algorithms and
their open source implementation as XTR system.

All mentioned algorithms are implemented within XTR that is available at
http://www.xtr.sf.net [3]. Some technical aspect like attributes and mixed
types elements were not mentioned in this paper, but we made effort to support
standards as much as we could. Therefore algorithm in the implementation are
a bit more complicated. Application is free and open source with the following
main features:

– XML, XSD Summarization
– XML Transformation
– XML Merging
– XSD Schema extraction - xml2xsd
– XML Validation (Syntax validation, Validation with XML Schema - XSD)
– XML Edition - with auto formatting and syntax highlighting
– XSD visualization (using tex with tikz library).

Acknowledgement. The work was supported in part by the Polish Ministry of
Science and Higher Education under Grant 3695/B/T02/2009/36.
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Abstract. We propose an algorithm for automatically generating meta-

data extraction parameters. It first enumerates candidates on the basis

of metadata occurrence in training documents, and then examines these

candidates to avoid side effects and to maximize effectiveness. This two-

stage approach enables both avoidance of exponential explosion of com-

putation and detailed optimization. An experiment on Japanese business

documents shows that an automatically generated parameter enables

metadata extraction as accurately as a manually adjusted one.

Keywords: logical structure analysis, metadata extraction, keyword

extraction, layout characteristics.

1 Introduction

In recent years, companies have created and stored more and more documents
in digital form. This increase in the number of digital documents has heightened
two kinds of needs. First, business documents must be carefully handled and
protected against information leakage. Second, accumulated documents can be
used to improve business efficiency. Enterprise Content Management (ECM)
systems are expected to address these needs. They manage business documents
using metadata such as titles, creation dates, and customer names.

Methods of metadata extraction from document content (in other words, log-
ical structure analysis) have been proposed for science articles or fixed-form doc-
uments [1], [2], and have been studied for business documents [3], [4]. Previous
methods require a prior setting of an intended document area such as articles or
fixed-form documents, detailed investigation of describing of metadata in such
an area, and definition of the description as a “parameter” for metadata extrac-
tion. We call this parameter “metadata extraction (ME) parameter”. Table 1
shows an example of an ME parameter. For each kind of metadata, strings are
extracted when the strings appear next to a neighbor keyword, contain a sub-
string keyword, or have a maximum score as a weighted sum of with or without
layout characteristics. Not only the preceding but also the following neighbor
keyword is effective (for example, “(including this sheet)” can be an effective
following neighbor keyword for total page number in a facsimile coversheet).
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Table 1. Example of Metadata Extraction parameter

kinds of metadata

information in a ME parameter Title Customer name

neighbor keyword “Subject: ” “To: ” or “Billing address”

substring keyword “Notification” “Co., Ltd.”

weight vector “center alignment” * 2 “close to upper-left

+ “bold face” * 1 hand corner” * 1

Because of this metadata extraction architecture, its accuracy depends on the
quality of the ME parameter; however, preparing a well adjusted ME param-
eter for each document area is laborious. Moreover, the inefficiency of manual
adjustment can prevent a metadata extraction method from being applicable to
business. There are algorithms that automatically induce layout characteristics
for each kind of metadata [5], [6]. However, they are for documents where each
kind of metadata has a fixed number of lines. Because of this limitation, they
cannot be applied to flexible format business documents created with office soft-
ware such as MS Word or Excel. Algorithms have been proposed for parameter
adjustment for parsing scientific bibliographic reference [7]. However, their input
data is a plain-text, while a two-dimensional location of characters is important
in business document interpretation.

We propose the “Sample-based Collection and Adjustment (SCA) algorithm”,
which uses sample documents and their manually specified metadata as training
data, and generates an ME parameter for metadata extraction. We evaluate our
algorithm by comparing the accuracy of metadata extraction with an automati-
cally generated ME parameter to that with a manually adjusted ME parameter.

In Section 2, we describe problems in calculating an ME parameter. In Sec-
tion 3, we propose our SCA algorithm and describe its calculation process in
detail. Finally, experimental results and discussion are given in Sections 4 and
5, respectively.

2 Problems in Calculating a ME Parameter

There are three problems in calculating an ME parameter. First, automatically
generated ME parameter has to enable metadata extraction as accurately as a
manual adjusted ME parameter does. Second, our SCA algorithm has to avoid
following side effects. Third, our algorithm has to search for an effective param-
eter within practical calculation time.

There are two types of side effects that may occur with an ME parameter.
The first type pertains to keywords. Inappropriately selected keywords may ap-
pear without metadata. For example, a neighbor keyword of a customer’s name
appears in the title, as shown in Fig. 1 (enclosed with dashed-dotted line); there-
fore, the prefix of the title can be misinterpreted as a customer name. Ideographic
characters in Japanese and Chinese seem to make this side effect be apparent.
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However, this side effect actually occurs with every language. Strings with un-
intended occurrence are not suitable for keywords. The second type pertains to
layout characteristics. For example, “underline” is intuitively expected to con-
tribute to title extraction because sometimes titles are underlined. However, ID
numbers and prices are underlined more frequently. Therefore, a weight vector,
which attaches too much importance to “underline”, is not suitable for distin-
guishing titles.

The search space of an ME parameter is large because of the arbitrariness of
keywords and the wide variety of layout characteristics. Each metadatum can
have any string as a keyword, and there is no number limitation. Furthermore,
several tens of layout characteristics can be used (examples are listed in Table 2).
Therefore, our SCA algorithm must efficiently search for an effective parameter.

Fig. 1. Sample function specification document of software. Creation date (enclosed
with dashed line) is next to title (enclosed with dotted line). Characters second from

right in title and neighbor keyword of customer’s name are same (enclosed with dashed-
dotted lines).

Table 2. Examples of layout characteristics

No. Layout characteristics No. Layout characteristics

1 Bold face 10 Close to lower left-hand corner

2 Center alignment 11 Close to lower right-hand corner

3 Underline 12 Close to upper left-hand corner

4 Enclosed with line 13 Close to upper right-hand corner

5 Absence of vertical neighbor string 14 Vertical small font

6 Vertical wide-spaced 15 Vertical large font

7 Minor font on page 16 Large font

8 Minor font color on page 17 Upper half of page

9 Minor background color on page 18 Smallest sized font on page

3 Algorithm for Calculating a ME Parameter

We discuss the concept of our SCA algorithm and describe its calculation process
in detail. To solve the three problems described in Section 2, we developed our
SCA algorithm with the following three features. First, it examines occurrence
of manually specified metadata in training documents to collect information re-
quired to extract the metadata. Neighbor keywords are collected from strings
close to the metadata, and substring keywords are collected from substrings of
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metadata. Layout characteristics have large weight values when the character-
istics are observed, particularly in training document metadata. Second, our
algorithm prevents the above-mentioned side effects. To examine whether each
keyword and layout characteristic is specific to a kind of metadata, non-metadata
strings and other kinds of metadata strings are used. Third, our algorithm gen-
erates an ME parameter in two-stages: collecting candidates and detailed ad-
justment. This two-stage approach enables our algorithm to optimize keywords
and a weight vector without exponential explosion of computation.

Next, we describe in detail how our SCA algorithm calculates neighbor key-
words, substring keywords, and a weight vector of layout characteristics. Cal-
culation of keywords and a weight vector are explained in Sections 3.1 and 3.2,
respectively.

3.1 Calculating Neighbor and Substring Keywords

From each occurrence of metadata in training documents, one or more neigh-
bor strings of the metadata are collected for neighbor keyword candidates, and
substrings of the metadata are collected for substring keyword candidates.

To filter out inconsistent or inefficient candidates, our SCA algorithm exam-
ines occurrences of keyword candidates in each training document according to
two rules. First, a keyword candidate must be of a kind of metadata. Fig. 1
shows an example where one string is of a neighbor keyword candidate of one
kind of metadata and of a substring keyword candidate of another kind. The cre-
ation date (enclosed with dashed line) is next to the title (enclosed with dotted
line) and therefore, creation date can be falsely collected as a neighbor keyword
candidate of the title. With this rule, the creation date will not be a neighbor
keyword of the title. Fig. 2 shows another example where a neighbor keyword
candidate of one kind of metadata and a neighbor keyword candidate of another
kind share the same string. Suppose that a string “No.” is collected as a neighbor
keyword candidate of an order form number (enclosed by dashed line). However,
“No” is contained in a string next to the product number (enclosed by dotted
line). This rule prevents “No” from extracting the product number as an order
form number.

Second, a keyword candidate must not be substantially less frequent. When
more than five training documents contain a kind of metadata and a keyword
candidate is collected from only one training document, the keyword

Fig. 2. Sample document contains order form and product numbers. Their neighbor

keyword candidates are enclosed with dashed and dotted lines, respectively.
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candidate is discarded. This rule can filter out accidentally collected strings,
which is extremely less frequently and not effective in extracting metadata from
other documents. The threshold value of five was determined from a preliminary
experiment.

3.2 Calculating Weight Vector of Layout Characteristics

Our SCA algorithm first evaluates each layout characteristic to select ones that
would be effective for extracting metadata. Then a weight vector is optimized.

Our SCA algorithm evaluates how each layout characteristic can be effective
in extracting metadata. The effectiveness of “center alignment” for extracting a
title is described to explain the evaluation process. For each training document,
the title and other strings are examined to determine if they are center aligned.
When the title is center aligned and all the other strings are not, the title can
be extracted with “center alignment” for the document. In contrast, when the
title is not center aligned and some other strings are center aligned, the title is
not extracted with “center alignment”. The effectiveness of “center alignment”
is evaluated by the difference between the number of training documents whose
titles can be extracted and the number of training documents whose titles cannot
be extracted. All layout characteristics are evaluated in this way. Up to four
layout characteristics are selected according to their effectiveness as long as the
layout characteristic extracts the title from one or more training documents. In
our experiment, described in Section 4, three layout characteristics were selected
at most. Therefore, the threshold value of four is considered to be large enough.

To successfully calculate the score for metadata extraction, the weight vector
is adjusted for the selected layout characteristics. Changing the weight value from
0 to 3 for each layout characteristic, the weight vector is optimized to maximize
the difference between the number of training documents, whose metadata can be
extracted by the weighted sum score, and number of training documents, whose
metadata cannot be extracted. The optimized weight vector is adopted when
the difference value is positive. Otherwise, the kind of metadata is considered to
be unsuitable for layout characteristic-based extraction.

4 Experimental Results

We evaluated our SCA algorithm with Japanese documents from six business
deals (Table 3). Our algorithm was compared with a manually adjusting process
according to the following five steps: The business deals were divided into two
groups of three deals (step 1), our SCA algorithm generated an ME parameter
from the group-1 documents (step 2), metadata was extracted from the group-2
documents with the ME parameter generated in step 2 (step 3), steps 1 to 3
were repeated with all different division patterns (step 4), and the accuracy rate
with a manually adjusted ME parameter was calculated from all six business
deals and was compared with the averaged accuracy rate from step 4 (step 5).



Sample-Based Collection and Adjustment Algorithm 571

Table 3. Business documents used in evaluation. Second to eighth columns show num-

ber of documents where kind of metadata is written.

Number of documents

Deal No. Title Creation Customer Estimate ID Order entry Contract Order form

date name number ID number number number

1st 12 7 11 4 2 3 4

2nd 27 11 20 5 0 11 0

3rd 13 5 9 1 0 2 0

4th 15 10 12 2 0 2 2

5th 35 10 11 3 0 3 0

6th 29 16 20 5 0 4 3

Fig. 3. Accuracy rate of metadata extraction with automatically generated (light grey)

and manually adjusted (dark grey) ME parameters. Vertical bars are standard devia-

tions.

Dividing business deals (not dividing documents) in step 1 closely aligns the
experimental results with an actual introduction of the ECM system to a com-
pany. Certain kinds of metadata, such as customer name, estimate ID number,
or order form number may have identical values in all the documents of one
business deal. With this dividing policy, metadata values are definitely differ-
ent between training and testing datasets. Fig. 3 shows the accuracy rates of
metadata extraction with manually adjusted and automatically generated ME
parameters. On average, our SCA algorithm took 28 seconds on a PC with a
Core 2 Duo (2 GHz) CPU and 3 GB of memory.

5 Discussion

Our SCA algorithm solved all three problems described in Section 2. For the first
problem, Fig. 3 shows that an automatically generated ME parameter enabled
metadata extraction as a accurately as manually adjusted one for five of seven
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kinds of metadata. For the other two kinds, order entry ID and order form
numbers, only a few documents were available as a training dataset, as shown in
Table 3. Therefore, they should be excluded from evaluation. Our SCA algorithm
also solves the second problem. In narrowing down keyword candidates, our
SCA algorithm eliminates candidates that may cause side effects. With this
process, the SCA algorithm enables extensive keyword collection and prevents
inconsistency of collection. In selecting layout characteristics, our SCA algorithm
evaluates the side effects for each layout characteristic with observation of the
characteristics in non-metadata strings. Therefore, our SCA algorithm uses only
promising layout characteristics. Since the computation time was less than 1
minute, our SCA algorithm solves the third problem. The two-stage approach
helps our SCA algorithm focus on promising candidates, even though a keyword
can be arbitrarily selected and several tens of layout characteristics can be used.

The importance of the number and variety of training data is indicated as
follows. Assuming frequencies of keywords are approximated with a Zipfian dis-
tribution [8], probabilities of collecting all keywords from training documents is
calculated, as shown in Table 4. From this table, we can say that 50 occurrences
are almost always (≥ 90%) enough to collect all keywords, even when as many
as five keywords are required. In fact, the number is expected to be large enough
for more than five keywords because less frequent keywords do not contribute
as much to metadata extraction. Our experimental results present moderate
correlation (correlation coefficient 0.68) between the accuracy rate of metadata
extraction and the number of metadata occurrences in training data, and they
almost always shows a good accuracy rate (≥ 80% with a few exceptions) when
more than 50 occurrences are available for calculating an ME parameter of a
certain kind of metadata. The exceptions indicate the importance of a variety
of training documents. For extracting customer names from Japanese business
documents, two neighbor keywords are effective. Since documents in first, sec-
ond, and sixth business deals lacked one of the neighbor keywords, our SCA
algorithm could not collect it when these three deals were grouped as training
data. For this reason, the accuracy rate of customer name extraction was not
good in spite of a sufficient number of occurrences in the training data.

We proposed the SCA algorithm, which generates an ME parameter for
metadata extraction from sample documents and their metadata as a training
data. It solves all three problems in calculating a ME parameter for metadata
extraction for flexible format documents: accurate metadata extraction, avoid-
ance of side effects, and a practical calculation time. Furthermore, we presented

Table 4. Probabilities of collecting all keywords from training documents

Number of occurrences in training documents

Number of keywords 10 15 20 25 30 35 40 45 50

3 0.42 0.74 0.89 0.95 0.98 0.99 1.00 1.00 1.00

4 0.07 0.32 0.57 0.75 0.85 0.92 0.95 0.97 0.99

5 0.00 0.07 0.24 0.43 0.59 0.72 0.81 0.87 0.92
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a rough indication of the required number of training data. Our SCA algorithm
enables a metadata extraction method to be applied to a wide variety of docu-
ment areas with manageable labor costs. We believe that our algorithm can be
effective not only for Japanese business documents but also for English docu-
ments because metadata extraction from English documents requires neighbor
keyword and substring keywords (as listed in Table 3, Fig. 1 and 2) and lay-
out characteristics [2]. On the other hand, additional enhancement can make
our SCA algorithm more effective for English documents (e.g., stemming or de-
hyphenating words). From an algorithmic viewpoint, our SCA algorithm uses
rather simple calculation, and treats each kind of metadata separately. It can
treat all kinds of metadata simultaneously through formalizing ME parameters
as association rules [9]. Moreover, our SCA algorithm can be more effective in
the operation phase of metadata extraction with a function of improving a pre-
computed ME parameter by adding a sample document.
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Toruń, Poland

{gruby,tomeks}@mat.umk.pl

Abstract. The problem of solving general Bayesian influence diagrams

is well known to be NP-complete, whence looking for efficient approxi-

mate stochastic techniques yielding suboptimal solutions in reasonable

time is well justified. The purpose of this paper is to propose a new

stochastic algorithm for strategy optimisation in Bayesian influence di-

agrams. The underlying idea is an extension of that presented in [2] by

Chen who developed a self-annealing algorithm for optimal tour gener-

ation in traveling salesman problems (TSP). Our algorithm generates

optimal decision strategies by iterative self-annealing reinforced search

procedure, gradually acquiring new information while driven by informa-

tion already acquired. The effectiveness of our method has been tested

on computer-generated examples.

1 Introduction

Influence diagrams[4,5,6] are widely acknowledged as an important probabilisti-
cally oriented graphical representation paradigm for decision problems. An in-
fluence diagram is built on a directed acyclic graph (DAG) whose nodes and
arcs admit standard interpretations steming from and extending those used for
Bayesian (belief) networks. Three principal types of nodes are considered: chance
nodes standing for random variables (represented as ovals in our figures below),
decision nodes corresponding to available decisions (rectangles in our figures)
and utility nodes (rhombi) specifying the utilities to be maximized by suitable
choices of decision policies. The arcs leading to chance nodes indicate direct
causal relationships (at least if the network is well designed) not necessarily cor-
responding to any temporal ordering. On the other hand, the arcs leading to
decision nodes specify the information available at the moment of decision mak-
ing, thus feeding input to decision policies. Some arcs between decision nodes
may also be of informative nature as determining the order of decision making.
The influence diagrams can be considered as a generalization of (symmetric)
decision trees, see [4].

In Fig. 1, generated by Hugin Lite package [3], a simple example of an influence
diagram is shown. The decision node treatment represents the choice whether or
not to visit a doctor. A visit to a doctor does increase the chance of no cough, yet
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it also causes negative effects, such as the need to pay the fee for visit. Further,
wearing a scarf decreases the chance of getting sore throat but also negatively
affects our appearence. All these effects are jointly taken into account in the
utility node happiness.

A number of algorithms for solving influence diagrams have been developed,
falling beyond the scope of the present article. We refer the reader to Chapter
10 in [4] for a detailed discussion, see also the references in Subsection 5.2.2
of [5].

In general, finding an optimal decision strategy for an influence diagram is
an NP-hard task. This is easily shown by reducing an NP-complete problem to
the considered task. A natural choice is the traveling salesman problem (TSP)
known as a classical NP-complete task. To each city a decision node is ascribed
with the remaining cities as admissible states. The decision taken coincides with
the next city to visit. Further, a utility node is created with incoming arcs from
all decision nodes. The utility function is defined by summing up the negative
distances between cities and their successors in case the decision sequence yields
a valid Hamilton tour, and is set to −∞ otherwise. Clearly, solving the TSP
problem is, in this set-up, equivalent to finding the optimal decision strategy for
the so-constructed influence diagram.

In his work [2] (see also the discussion in [7]) Chen proposed an appealing and
simple stochastic optimisation algorithm for the TSP problem, quite original in
its design, highly effective and yet apparently somewhat underestimated in the
literature. In the course of an iterative procedure subsequent TSP tours are
randomly generated: each city is assigned a table of weights for connections to
all remaining cities and each time the choice of the next city to visit is made
by random among cities not yet visited, with probabilities proportional to the
corresponding connection weights. This way all cities get visited and eventually
we get back to the starting point. Next, the so generated tour is compared
with the one obtained in the previous iteration. Depending on whether the new
cycle is longer or shorter than the previous one, the connection weights between
cities neighbouring in both tours are correspondingly reinforced or faded. The
algorithm stops when the re-normalised weights are close enough to zeros and
ones, which corresponds to a deterministic tour choice, converging to the optimal
one under suitable reinforcement/fading protocols.

With the TSP problem regarded as a particular case of decision strategy opti-
misation, the purpose of the present paper is to is to extend Chen’s approach to
general influence diagrams. As we will see, this can be done neatly and effectively,
although not without substantial extensions of Chen’s idea.

2 The Algorithm

To give a formal description of the proposed decision strategy optimisation al-
gorithm, assume an influence diagram (S,P ,U) is given, built on a connected
DAG S, with CPTs P and utility functions U . The set of nodes in S splits into
chance nodes CS , decision nodes DS and utility nodes US . All these objects are
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Fig. 1. Sample influence diagram

assumed fixed in the course of strategy optimisation. In addition, for optmisa-
tion purposes we attach to each decision node D ∈ DS the randomised policy
δD which assigns to each configuration w̄ of pa(D) a probability distribution on
possible decisions to be taken, that is to say δD(d|w̄) stands for the probability of
choosing decision d given that pa(D) = w̄. These randomised policies will evolve
in the course of the optimisation process, eventually to become (sub)optimal de-
terministic policies collectively determining the utility maximizing strategy for
the influence diagram considered. The initial choice of δD, D ∈ DC can be either
uniform, with all decisions equiprobable, or heuristic provided some additional
knowledge is available on our system allowing us to make a good first guess
about the optimal strategy.

Our algorithm relies on an iterative procedure carried out in epochs of fixed
length N. At the beginning of each epoch t, t = 1, 2, . . . we divide the collection
DC of decision nodes into the set of trainable decision nodes TDt

C whose ran-
domised decision policies are to undergo updates, and frozen decision nodes FDt

C
whose status is to remain unaltered throughout the epoch. Roughly speaking,
the purpose of this splitting is to ensure that only a modest fraction of system
parameters are updated at a time, which is indispensible for the stability of al-
gorithm, see below for a more detailed discussion. In addition, we impose the
following requirement, whose relevance is discussed in the sequel.

[Forbidden path condition.] No two trainable nodes are connected by a
directed path in S.

With D ⊆ DS write A[D] for the ancestry of D in S that is to say A[D] is
the collection of nodes in S from which a decision node from D can be reached
along a directed path in S. Clearly, the forbidden path condition is equivalent
to requiring that A[TDt

S ] ∩ TDt
S = ∅ during tth epoch. Moreover, since the

utility nodes have no progeny, we readily conclude that A[TDt
S ] ⊆ CS ∪ FDt

S .
A standard way of selecting the trainable collection, as implemented in our
software, goes as follows.
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– Whenever passing to a new epoch, do sequentially for all decision nodes
D ∈ DC
• If D is a trainable node then freeze it with some probability pF ,
• If D is a frozen node, make it trainable with some probability pT < pF

unless doing so violates the forbidden path condition and unless the frac-
tion of time during which D was trainable exceeds maximal admissible
value (specified as algorithm parameter).

Note that the quota imposed on the fraction of time a given node is trainable is
aimed at preventing the situation where a decision node with numerous progeny
in DC receives only a very poor training time fraction as predominantly blocked
by its progeny.

The following iterative procedure, repeated a fixed number N of times during
each optimisation epoch, say tth epoch, and directly motivated by the ideas
developed in [2], lies at the very heart of our algorithm.

1. Set the iteration counter i := 0.
2. Generate an instance w̄

(i)
A of the ancestral variable configuration forA[TDt

S ]⊆
CS ∪FDt

S according to the CPTs of chance nodes and using the randomised
decision policies of frozen decision nodes in FDt

S ∩A[TDt
S ] as CPTs. This is

carried out in the standard way with nodes handled recursively proceeding
from causes to effects in the policy subnetwork A[TDt

S ]. This is where the
forbidden path condition is of use as ensuring that no trainable node falls
into A[TDt

S ].
3. Repeat a fixed number M of times

(a) Sample the decisions taken, d1, . . . , dk, independently for all trainable
decision nodes D1, . . . , Dk ∈ TDt

S according to their respective current
randomised policies δDj , j=1,. . ., k given w̄

(i)
A . Note that

⋃
k
j=1 pa(Dj)⊆

A[TDt
S ] and thus the knowledge of w̄

(i)
A is sufficient for this sampling.

(b) Evaluate the expected total utility

u(i) := E[Utotal|w̄(i)
A ; d1, . . . , dk]

given w̄
(i)
A and d1, . . . , dk, under the randomised policies of frozen nodes

used as respective CPTs. This is easily done by standard Monte-Carlo
network instance generating scheme, recursively proceeding from causes
to effects. This is possible because the non-instantiated part of the net-
work S \ [A[TDt

S ] ∪ TDt
S ] contains no trainable decision nodes and it

has the upward cone property – whenever it contains a node X it also
contains all its children and, inductively, its whole progeny.

(c) If i ≥ 1, set
Δ := u(i) − u(i−1)

and update the policies δDj , j = 1, . . . , k for trainable nodes by putting

δDj (dj |w̄(i)
A ∩ pa(Dj)) := exp(βΔ)δDj (dj |w̄(i)

A ∩ pa(Dj))
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and, thereupon, re-normalising δDj (·|w̄
(i)
A ∩ pa(Dj)) so that it remain a

probability distribution. The positive constant β here is a parameter of
the algorithm, the larger it is the faster the system learns but the less
stable the optimisation is.

4. Set i := i + 1 and, if i < N, return to 1. Otherwise terminate the current
epoch.

The intuitive meaning of the above procedure is that the network is presented
with a configuration sampled according to the CPTs and current randomised
policies of the frozen nodes, whereupon the randomised policies of the trainable
nodes are used for decision sampling, with succesful choices (positive Δ) leading
to reinforcement of the corresponding probability entries and, on the other hand,
with choices deteriorating the performance resulting in fading of the correspond-
ing probability entries (negative Δ). The reinforcement/fading strength depends
on the value of the utility gain/loss compared to the previous run. In analogy
to Chen’s work [2], also here after a large enough number of epochs we even-
tually end up with the situation where all randomised policies become nearly
deterministic in that, for each D ∈ DC and parent configuration w̄ for pa(D)
the value of δD(d|w̄) is close to one for a unique d and close to zero otherwise.
This determinism can be easily quantified by looking at the maximal value of
min(δD(d|w̄), 1− δD(d|w̄)) and declaring a policy nearly deterministic when this
falls below, say, 0.01. To sum up, our algorithm carries out subsequent optimi-
sation epochs until all policies become nearly deterministic. Note in this context
that is is crucial to ensure that each node is trainable during a sufficiently large
fraction of time, for otherwise it might long remain untrained slowing down the
entire process. As already mentioned, this is handled by our training selection
scheme discussed above.

3 Implementation and Examples

The programme has been implemented in language D [8], currently gaining pop-
ularity as a natural successor to C++, and uses the Tango library [1]. The im-
plementation, aimed so far mainly at algorithm evaluation purposes, can be
described as careful but not fully performance-optimised, with the total utility
evaluation under frozen decision nodes in 3.(b) performed using the standard
Monte-Carlo rather than a more refined and effective scheme. The graph of the
diagram was represented using neighbourhood lists. The utility functions were

Table 1. Decision policy for node treatment

Y N

1.00 0.00 sore throat = Y, bronchitis = Y

0.99 0.01 sore throat = Y, bronchitis = N

0.03 0.97 sore throat = N, bronchitis = Y

0.01 0.99 sore throat = N, bronchitis = N
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Fig. 2. Convergence of decision policies

Fig. 3. Randomly generated influence diagram
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Fig. 4. Race results

always fit to [0, 1]. All test runs were executed on a machine with Intel Core 2
Q9300 2.50 GHz CPU and 2GB RAM.

A sequential version of our algorithm run for a randomly generated influence
diagram with 10 chance nodes, 10 decision nodes, 10 utility nodes and 40 arcs,
see Fig. 2 generated from Hugin Lite [3], required 1.1ms time per epoch. The
algorithm parameters were set as follows: pT = 0.01, pF = 0.04 and β = 0.01.
After 10000 epochs (11 seconds) the strategy output by our algorithm achieved
utility only 4% inferior to the optimal one (as determined using the Hugin pack-
age). For a different randomly generated network (doubled number of nodes)
execution time per one epoch was 1.8ms, with 10000 epochs. Again, the utility
of the output strategy was only 4% inferior to the optimal one.

Getting back to the network depicted in Fig. 1, we performed 10000 iterations
of our algorithm, with parameters pT = 0.01, pF = 0.04 and β = 0.03. The con-
vergence of decision policies for node treatment in the course of our algorithm
is shown in Fig. 2. The table 2 represents the policy obtained upon convergence
of the algorithm. It can be concluded that the sore throat is of crucial impor-
tance for our decision whether or not to visit a doctor. On the other hand, the
bronchitis appears to be ignored. This does coincide with the optimal strategy
as determined by the Hugin Lite package.
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For the diagram given in Fig. 3 (12 chance nodes, 6 decision nodes, one utility
node and 42 arcs) the mean execution time per epoch was 0.8ms. The decision
strategy after 10000 iterations with parameters pT = 0.01, pF = 0.04 and β =
0.01 was inferior by 5 % to the optimal strategy.
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Abstract. Call centre technology is subject to multiple improvements and inno-
vations. Some of them try to improve agent performance and client satisfaction. 
There are two different but intrinsically linked problems. The first one is related 
to predictions of call arrivals, call abandonment, available agents having a cer-
tain skill, call pick-up and average delay time; and the second one deals with 
workload distribution within a multi-skill Call Centre. In this paper, we focus 
on forecasting call arrivals, which can be approached from several angles. Spe-
cifically, we analyse and compare Neural Networks, Time Series and Regres-
sion Models in this study. 

Keywords: Time Series, Neural Networks, Regression, Forecasting. 

1   Introduction 

A Call Centre (CC) is a centralised place used for receiving and transmitting large 
volumes of requests by telephone [1]. In a CC, the flow of calls is often divided into 
outgoing and incoming traffic. Incoming calls are those that go from the client to the 
CC to contract a service, ask for information or report a problem. These calls are 
modelled and classified into several call groups (CGs) in relation to the nature of each 
call. Once these CGs have been modelled, each call is assigned to a unique CG. Con-
versely, outgoing calls are significantly dissimilar to incoming calls since these calls 
are made by the agents with commercial pretensions. 

Predictions are vital in making management decisions in CCs to properly distribute 
workload among agents. A fair distribution of workforce improves client satisfaction 
and reduces costs. In this way, an initial step to produce a planning is to predict future 
system loads, comprising both predicted arrivals and mean service times. Intuitively, 
the mean arrival rate for each CG is not the same and their calls involve different 
modelling times. Note that incoming flow in CCs is usually not a stationary Poisson 
process [2] and, the service times do not increase exponentially. Since calls randomly 
arrive according to a stochastic process, a very balanced distribution of the agents is 
needed in order to handle the calls as soon as possible. For this reason, our main con-
cern is to identify the best method to forecast incoming call arrivals.  

The rest of this paper is organised as follows: Section 2 summarises the state of the 
art on forecasting in CCs. Section 3 presents a comparative study on forecasting tech-
niques for multi-skill CCs. In Section 4, the conclusions of this study are given. 
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2   Previous Work on Forecasting in CCs 

Forecasting refers to the estimation of output values in unknown situations. In our 
domain, a precise prediction enables us to properly balance the workload among 
agents, giving higher service levels and, eventually, optimising our resources. 

This section is organised as follows: Subsection 2.1 addresses the classical Poisson 
distribution. Subsection 2.2 briefly exposes a common regressing technique. Subsec-
tion 2.3 presents some Time Series methods. Subsection 2.4 covers this problem from 
Neural Networks’ point of view.  

2.1   Poisson Distribution 

Traditionally, forecasting in CCs has been approached by a Poisson Distribution (PD). 
Assuming pure-chance arrivals and pure-chance terminations leads to the following 
probability distribution (1): 
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PD expresses the probability of a number of events occurring within a timeslice, when 
these events are independent of the previous event and take place with a known aver-
age. Under these conditions, it is a reasonable approximation of the exact binomial 
distribution of events. PD provides a useful mechanism to assessing the percentage of 
time when a given range of results will be expected. In the calculation of the distribu-
tion function, the values for the mean and standard deviation are carried over from the 
binomial distribution.   

In this way, “conventional” approaches assume that the number of call arrivals at a 
given time, t, follows a PD, where n is the number of call arrivals in an interval of 
duration d, and μ is the mean of call arrivals at time t. For this reason, pure-chance 
traffic is also known as Poisson traffic. However, as previously mentioned, the predic-
tion of call arrivals in a CC does not often follow a PD with a deterministic rate [2]. In 
all studies, the arrival process agrees with a Poisson process only if the arrival rate of 
the Poisson process is itself a stochastic process. Characteristically, the variance of 
the incoming calls in a given interval is much larger than the mean whereas it should 
be equal to the mean for PDs. The mean arrival rate also strongly depends on the day 
time and often on the week-day. Finally, there is positive stochastic dependence be-
tween arrival rates in successive periods within a day and arrival volumes of succes-
sive days. Next sections describe other procedures to forecast unknown variables, 
taking into account the nature of a real CC environment. 

2.2   Regression Model 

A Regression Model (RM) [3] is a statistical method in which an unknown variable is 
predicted according to its relation with the rest of well-known variables, using a for-
mula called regression equation. This equation deals with some constant parameters 
which must be optimised in order to reduce the Mean Square Error (MSE) between 
the predicted output and its real value. In particular, we study Lineal Regression (LR) 
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which is the commonest method. LR approximates the unknown variable with a 
straight line by using well-known variables as follows: 

iippi XY εββ ++= ∑0  (2)

where parameter i is the pattern-position in the dataset, p is the n-th well-known vari-
able, βP represents the associated parameters to the n-th well-known variable, β0 is a 
constant parameter, Y is a dependent variable and ε is the associated error. βP and β0 
are calculated in order to reduce Σεi, using well-known patterns.  

The main advantage of this method is the clearness to understand it. But, it is hard 
to choose the variables to generate the model, considering seasonality and trend, 
which is crucial to better understand the behaviour of a CC [4]. 

2.3   Time Series 

Time Series (TS) is a sequence of observed variables in regular timeslices. This se-
quence is used to understand and forecast the behaviour of a given variable over the 
time [5]. A TS approximates a future value by applying a regression (more or less 
complex) on the n-previous variables to estimate forthcoming values. TS can be di-
vided into two major groups: Exponential Smoothing (ES) and Autoregressive Inte-
grated Moving Average (ARIMA). ES assigns decreasing weights to each previous 
observation. At the same time, ES methods are divided into: Simple TS, Dumped 
Trend Time Series and Stationary Time Series.  
Simple TS or Single Exponential Smoothing [6] can be calculated as follows: 
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Dumped Trend Time Series or Holt’s Linear Model [6] can be calculated as: 
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Stationary Time Series or Holt-Winters’ Trend and Seasonality Model [6] can be ex-
pressed as follows: 
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where y is the observation, S is the smoothed observation, b is the trend factor, I is the 
seasonal index, F is the forecast at m periods ahead, t is an index which denotes a time 
period and α, β and γ are constants which must be estimated. In this way, the MSE is 
tried to be minimised. But, the main advantage of Exponential Smoothing TS is that it 
requires short computing times [7]. Nevertheless, the model cannot accurately predict 
for a long timeslice [4]. To mitigate this handicap, we generate a daily model to fore-
cast the following day (explained in Section 3.1). 
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Differently, ARIMA [6] is determined by three parameters (p, d, q), where p is the 
autoregressive term, d is the number of previous values and q is the average moving 
parameter. ARIMA (p, d, q) can be calculated for a TS sequence Yt (t=1,2,…, n), as 
follows: 
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ARIMA (p,q,d)·(P,D,Q) represents a multiplication of two ARIMAs to include sea-
sonality to the model. This method needs that new seasonal and non-seasonal pa-
rameters are estimated, analogously to simple ARIMA. The involved parameters are 
the following ones: p is the AR order which indicates the number of parameters of 
φ, d is the number of times that data series must be differenced to induce a station-
ary series, q is the MA order which indicates the number of parameters of θ, P is the 
seasonal AR order which indicates the number of parameters of φ, D is the seasonal 
MA order which indicates the number of parameters of θ, and Q is the number of 
times that a data series needs to be differenced to induce a seasonal stationary  
series.  

The principal advantage of ARIMA TS is that it usually suites better than Expo-
nential Smoothing TS, although this model requires long computing times [8] and 
poorly forecast for large time-horizons [4,9]. To mitigate this handicap, we generate 
daily models to forecast the forthcoming day as explained in Section 3.1. 

2.4   Artificial Neural Networks 

Basically, an artificial neural network (ANN) is a mathematical model based on the 
operation of biological NNs [10]. This model can be used as an effective method to 
forecast. A neuron is the simplest processing element of an ANN. Neurons are or-
ganised into two units: the first one adds products of weight coefficients and input 
signals and the second one follows a nonlinear function, commonly known as neu-
ron activation function. The function, f, sums the weights and maps the results to an 
output, o.  Neurons can be divided into three types of layers: input, hidden and out-
put. The input layer is composed by neurons that represent the data input variables 
and “feed” next layers of neurons. Next layers are denominated hidden layers and 
there may be several of them. The last layer is called output layer, in which each 
neuron represents an output variable. Each layer is fully connected to the succeeding 
layer. 

On the one hand, the main advantage of ANNs is their flexibility to make patterns, 
being suitable for large and complex datasets as well as long-time-horizon forecasting 
[8,11]. On the other hand, we can also find some disadvantages. These are the follow-
ing ones: long computing times, risk of overfitting (see Section 3.1), need of a feature 
selection process and difficulty to approach all parameters for each CG [9]. In this 
paper, we consider the ANN described in [13] which claims promising results. 
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3   Comparative Study 

In this section, we study the behaviour of the previously described techniques to 
choose the most appropriate one, considering our huge volume of data. This decision 
considers the quality of the results obtained according to the training time required.  

3.1   Data Source 

Firstly, a suitable dataset must be selected, looking for a fair balance between the 
amount of data and a representative period of time measured in terms of days. In this 
way, the number of selected days must be a multiple of seven because the predictor 
“week-day” has an important influence. Moreover, the choice of the number of days 
must be large enough to represent every possible pattern. However, this training-set 
should not be immense because this might drastically decrease the performance of the 
training process. Therefore, the number of selected days should be, at least, 91 days in 
order to cover all possible patterns with the previously exposed considerations.  

Our problem presents 321 CGs, hence, the dataset is too large to make a complete 
study for all of them due to the elevated computing-time charge. Consequently, five 
CGs (CG1 is the most difficult one whereas CG5 is the easiest one) with different 
behaviour in terms of oscillations, arrival rates, processing times and nature, have 
been carefully picked in order to have a generic enough approach. Then, a different 
model has been developed for each CG. In this way, the whole dataset has been split 
into subsets considering each CG. Another choice is, due to the poor accuracy of TS 
for large horizon predictions, to calculate a model to forecast each following day with 
the daily dataset during the last two weeks of the dataset. In contrast, only one model 
is calculated to forecast the last two weeks for ANN and Regression. In the model 
generation, the last two weeks of each dataset have been used as validation-set, which 
has not been previously shown to the model, to verify the quality of each technique. 
The rest of the dataset has been randomly divided into two groups: training-set (60%) 
and generalisation-set (40%) to implement a cross-validation structure [12]. For TS, 
where a generalisation set is not used, all the dataset has been used as training-set. 
The training dataset is used to make the model learn the patterns whereas the gener-
alisation dataset is used to prevent it from overtraining.  

3.2   Feature Selection 

Feature selection is the broadly applied technique of selecting a subset of relevant 
features or predictors in order to build robust learning models. As stated along these 
lines, our main concern is to predict incoming calls. Intuitively, the number of incom-
ing calls is a probabilistic process influenced by many factors or variables. Choosing 
the right inputs from all information we have, is not trivial and is very important for 
obtaining a higher performance. Since these variables cannot be taken ad-hoc, the 
Mann–Whitney–Wilcoxon (MWW) test has been used to obtain a metric of the rele-
vance of the variables (see Table 1). MWW test is a non-parametric test for calculat-
ing whether two independent samples of observations have the same distribution. This 
test has been chosen because it is one of the best-known non-parametric significance 
ones.  
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Table 1. Chosen-variable relevance according to MWW 

Variables              Relevance % 
# Calls in Previous 0-5 Minutes               41,171% 
# Calls in Previous 5-10 Minutes              17,857% 
Night Shift Timetable 11,741% 
Week day 8,41% 
# Calls in Previous 10-15 Minutes            6,307% 
# Calls in Previous 15-20 Minutes            4,873% 
# Calls in Previous 20-25 Minutes            4,790% 
Minutes of the Day 3,433% 
Peak Time 1,415% 
Second Peak Time 1,398% 

 

 
Additionally, to prevent us from taking wrong decisions, a study of influence has 

been done. This study reveals how the volume of incoming calls is influenced by 
variables such as week-day, day-time, peak hours, campaigns, festivities, night-shift 
timetable or volume of incoming calls in previous intervals (see Table 1). Other vari-
ables may also influence the results in some CGs sometimes but not significantly 
enough for most of them. Since a quick time response is required, these variables 
have not been considered. 

3.3   Metrics 

Metrics are usually specific for a given subject area and are often valid only within a 
certain domain and cannot be directly interpreted outside it. To measure the quality of 
each result within our domain, two traditional forecasting metrics have been selected: 
Mean Absolute Error (MAE) and Standard Deviation (SD). In order to make the 
process more understandable, the error has been defined as the difference between the 
real and predicted values. A model is better when MAE and SD are closer to 0.  

3.4   Analysis of Results 

Observing the variables which are more significant for incoming call forecasting (see 
Section 3.2), different methods have been analysed for 5-minute time-intervals with 
the aim of choosing the most suitable one for this problem. In this way, Figure 1 and 
Table 2 illustrate the MAE comparative between TS, ARIMA, RM and ANN. These 
confirm that, although each CG has a different behaviour and requires a different 
model to obtain the best approximation, the ANN regularly better behaves. ANNs 
present better results when CGs follow a complex pattern, e.g. CG2 and CG3.  

Besides, while ARIMA and TS emphasise the “recent past”; ANNs are more flexi-
ble [9,11]. Table 2 demonstrates that the SD obtained by the ANN is also lower for all 
CGs, except for CG1 which is similar. This means that the error is similar to the mean 
error, making the prediction more reliable and stable for all intervals.  

ANN also presents stable behaviour for all CGs as Figure 1 shows. CGs with few 
calls, i.e. CG5, present higher performance when the threshold is equal to five calls, 
reaching a level of accuracy up to 100%. Reasonably, those groups with huge  
volumes of incoming calls have higher absolute errors; while the error, in terms of 
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percentage, is alike (see Figure 1). For this reason, other authors use a percentage de-
pendent on the size to measure the quality of the prediction. Passed some epochs, the 
ANN learns more slowly because it is harder to minimise the error since there are 
many surrounding local optimums. The risk of overfitting due to the fast learning is 
covered with the generalisation dataset as other traditional methods do. This strategy 
is the correct one to optimise the computing times, which is a critical factor in this 
problem, allowing us to reach solutions close to the global optimum in a few epochs.   

 
 

 

Fig. 1. General Comparison (MAE x Model) 

Table 2. MAE & SD Comparison 

Call 
Group 

ANN 
MAE 

ANN 
SD 

ARIMA 
MAE 

ARIMA 
SD 

TS 
MAE 

TS 
SD 

RM 
MAE 

RM 
SD 

Group 1 3,591 6,381 3,892 6,430 3,791 6,360 4,12 6,501 
Group 2 2,502 4,472 2,872 4,851 2,841 4,821 2,87 4,507 
Group 3 2,012 3,542 2,378 4,087 2,349 4,104 2,21 3,551 
Group 4 1,387 2,682 1,494 2,785 1,486 2,771 1,62 2,718 
Group 5 0,718 1,205 0,823 1,408 0,819 1,406 0,84 1,313 

 
 
 

Finally, AM and TS present accurate results for CGs with stable behaviour and/or 
low incoming flow but, compared to ANN, the results are still poor for CGs with 
complex behaviour, i.e. CG2 and CG3. The ANN models usually offer better results 
than TS for CGs with a large volume of calls, i.e. CG1 and CG2.  

4   Conclusions and Future Work 

We have addressed the difficulty of forecasting in real-world applications and, par-
ticularly, seen the importance of predicting in making management decisions within a 
multi-cast call centre. Afterwards, we have done a literature survey on forecasting, 
explaining some techniques which are being widely applied on similar problems by 
many researches and engineers. Then, we have presented the particularities of our call 
centre and the feature selection process that we have done. After that, we have pro-
posed some metrics with the intention of comparing the different approaches. Finally, 
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we have compared and analysed these techniques among them in order to choose the 
most suitable one.  

We have also seen that the best forecast method for our problem is the ANN be-
cause it offers the tiniest MAE and SD. The reason is that, while ARIMA and TS 
techniques focus on the recent past, ANNs are more flexible for longer time horizons. 

Eventually, we think that future work should focus on more sophisticated NN 
learning algorithms which might speedup the process, giving lower MAEs. 
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Abstract. Single load parameters are identified on the base of changes

of known dynamic characteristics of an elastic-plastic steel beam. It is

also loaded by a control load in order not to involve characteristics of the

initial structure. Special attention is paid to the location of measurement

points to obtain accuracy of computations corresponding to possibilities

of planned measurement devices. Finite Element Method was used for

the simulation of dynamic characteristics and Standard Neural Networks

were applied for the inverse analysis. The main goal of the paper is

the formulation of a new non-destructive method in the area of health

monitoring of civil engineering structures.

Keywords: Identification, Finite Element Method (FEM), Standard

Neural Network (SNN), Semi Bayesian Neural Network (SBNN), con-

trol load, control measurement point.

1 Introduction

Damage or yielding of material in structures can lead to decrease of their load-
carrying capacity [1]. In order to prevent a dangerous state of the structure
the Structure Health Monitoring (SHM) analysis is performed. From among
many of SHM methods the modal analysis is frequently applied, supported on
measurement of dynamic responses. Then theses responses are used as input
data in the identification analysis [2].

In the paper, a hybrid approach with two components (FEM, SNN) is used,
where FEM is the Finite Element Method and SNNs are Standard (Determinis-
tic) Neural Networks. The modal approach can easily be applied to the identi-
fication analysis in case of elastic structures, since the structure dynamic char-
acteristics are constant. Local damage or yielding of material cause coupling of
input variables, see [3], and mechanical characteristics depend on deformation
of structures [4]. In the hybrid system, FEM is used for the simulation (forward)
analysis to prepare patterns suitable for the learning of SNN. The trained SNN
can be applied as an efficient tool in the identification (inverse) analysis. The
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hybrid system FEM&SNN is of low degree of fusing since the FEM and SNN
are used separately, applying the ’off line’ computational technique, see [4].

The present paper is a continuation of [5], where a simple supported elastic-
plastic beam was investigated. Two load parameters were identified, i.e. the
resultant load R and its location l, cf. Fig. 1a. In order to tune the values of
structure dynamic characteristics, i.e. eigenvalues fj and eigenvectors vj , an
additional control load K is applied to the beam at the distance lK , see Fig. 1a.
Due to such an approach, discussed in [6], the changes of dynamic characteristics
can be referred to the tuned structures. In such a way the dynamic parameters of
the initial (undamaged) structure can be omitted in the identification analysis.

The location of control points, in which accelerations are measured (or quasi
measurements are simulated by FEM), was fixed in [5]. In the present paper, op-
timized locations of measurement points are searched in order to minimize the
network approximation errors. The dynamic tuning of the beam enables trim-
ming its frequencies above the frequency band Δf (in the paper Δf = 0.25Hz
is assumed), related to measurement possibilities of accessible accelerometers.

Fig. 1. a) Investigated steel beam, b) Dimensions of beam cross-section, c) Assumed

material model

2 Beam and Material Models, Input and Output Data,
FEM Simulations

The investigated beam is shown in Fig. 1a. The beam is made of I340 of cross-
section of dimensions indicated in Fig. 1b. The mechanical characteristics corre-
spond to a high-strength steel 18G2A, i.e. E = 205GPa, ν = 0.3, σ0 = 345MPa.
The assumed elastic perfect plastic model of material is shown in Fig. 1c.

The FE simulation analysis was carried out by means of the commercial FE
code ADINA [7]. The rectangular, 9-node, plain stress FE was used. Altogether,
the beam was modelled by 3520 FEs. The input parameters correspond to geo-
metrical and load data shown in Fig. 1a. The uniform load q was applied at ten
different widths w ∈ [5, 50] cm. The load q was adopted for five levels r to give
the resultant R = q ·w ∈ [2.25, 14.50]× 104 N . Twenty locations l ∈ [20, 480] cm
of the resultant load were considered. Control load corresponding to the fixed
weight K = 0.34×104 N was adopted, located at seven distances lK . Altogether,
the number of FE simulations is 10×5×20×7 = 7000. After preliminary compu-
tations it was stated that 198 simulations had to be eliminated since no initial



592 B. Miller, Z. Waszczyszyn, and L. Ziemiański

yielding occurred in any beam cross-sections. Thus, N = 6802 patterns were
adopted for the simulation analysis.

The geometrical and load parameters discussed above are used in the analysis
of two eigen problems: a) only main load R is applied to the beam, b) both
the main and a control load K are applied. The vectors of parameters x can be
treated as an input vector of the forward analysis. This means that for the known
values of parameters xi dynamic parameters of the beam can be computed,
analyzing the following eigen problems to find the eigenvalues fj and eigenvector
components vjP in control points P :

a) x(2×1) = {l, R} → ω(1×5J) = {fj, vjP } , (1)
b) cx(3×1) = {l, R, lK} → cω(1×5J) = {cfj ,

cvjP } , (2)

where: l = 1, . . . , 20; R = 1, . . . , 50; j = 1, . . . , J ; P = A,B,C,D. The super-
script c denotes the application of both the main and control loads to the beam.

3 Application of SNN in the Identification Analysis

Following the paper [5] the input vector ω′ is composed of location of the control
load lK , changes of eigenfrequencies Δfj and eigenvectors components vjP :

ω′
(1×(1+5J)) = {lK , Δfi, vjP } . (3)

The changes of eigenfrequencies Δfj are defined as dimensionless relative incre-
ments:

Δfj =
∣∣∣∣fj − cfj

fj

∣∣∣∣ . (4)

The output vector has two components corresponding to the identified load
parameters:

y(2×1) = {l, R} . (5)

The data set is composed of the input/output pairs:

D = {ω′
n, tn}N=6802

n=1 , (6)

where: tn — target vector corresponding to known components of vector (5).
The data set (6) is randomly split into the learning (training), validation and

testing sets, of pattern numbers L = 0.6 · N , V = 0.2 · N and T = 0.2 · N ,
respectively, where N = 6802 is the number of data set components.

The SNN formulation is based on the Last-Square-Error (LSE) measure:

E(w) =
1
2

N∑
n=1

{tn − yn(xn;w)}2 , (7)

where: w — vector of network weights.
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A more refined formulation, cf. Bayesian NNs [8,9], can be supported on the
penalized LSE function, in which the barrier function Ew(w) is added:

Ê(w) = βE(w) + αEw(w) =
β

2

N∑
n=1

{tn − yn(xn;w)}2 +
α

2
wT w , (8)

where: α, β — hyperparameters.
In the present paper feed-forward, layered SNNs were applied, see [9,10]. Sin-

gle layer networks are composed of H tangential sigmoid functions and linear
outputs. These SNNs were learnt by means of the Levenberg-Marquardt method.
In case of the number of adopted eigenfrequencies J = 4 and for four control
measurement points the SNN of structure 16-H-2 was adopted. After the ap-
plication of the classical cross-validation method the optimal number of hidden
neurons Hopt = 28 was evaluated.

Fig. 2. Distribution of control measurement points: a) according to [2], b) after appli-

cation of approximate optimization method discussed in Section 4

In [2] a family of Semi Bayesian NN were applied. These networks are based
on error measure (8) and the hyperparameters are learnt by a Bayesian method,
see [5]. In [2] a fixed distribution of the control points was applied, see Fig. 2a.

4 Optimized Location of Control Points

In the present paper an optimized (quasi optimal) distribution of control mea-
surement points is introduced, assuming four points as assumed in [5]. The anal-
ysis of a corresponding optimization problem has to be carried out in 4D space
of location parameters lPi for i = 1, 2, 3, 4. An error of NN approximation can
be used as a cost function. The searching of the global minimum occurs to be
very time consuming since in the problem considered a sequence of identification
problems has to be solved. That is why an approximate method was formulated,
similar to the classical Gauss-Seidel optimization method.

The computation starts from the searching of an optimal location of the first
location point lopt

P1 . Then fixing the location lopt
P1 the second location lopt

P2 is eval-
uated. In the third step the computed locations are fixed and the third location
lopt
P3 is searched. A value of lopt

P4 is proceeded at three fixed locations lopt
P1 , lopt

P2 and
lopt
P3 . After a cycle of four steps the evaluated locations can be called optimized
(quasi optimal) since the search of a global minimum has not been completed.
Nevertheless, the four step method occurs to be numerically very efficient in the
investigated identification problem.
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Fig. 3. Optimized locations of control measurement points: a) first, 2) second, c) third

and d) fourth point

In case of the beam parameter identification the search of optimized loca-
tions was performed by means of a comparatively small network SNN: 5-28-2,
assuming J = 2 and one control point. The possible location of accelerometers
was limited to 19 uniformly distributed points. In Fig. 3a, the piece-wise error
function E(lP1) is depicted for the training, validation and testing sets. The op-
timized location lopt

P1 = 250 cm was evaluated. The network was then extended
to SNN: 7-28-2 in order to fix the evaluated location of the first control point. As
can be seen in Fig. 3b that the second locations corresponds to lopt

P2 = 475 cm.
The 3rd and 4th steps needed the networks SNN: 9-28-2 and SNN: 11-28-2 for
evaluating the optimized locations lopt

P3 = 50 cm and lopt
P2 = 150 cm, cf. Figs 3c,d.

The optimized location of control points is shown in Fig. 2b after the rear-
rangement of sequence the control points, corresponding to components of the
eigenvectors vj .

5 Numerical Analysis and Comparison with Existing
Results

The computations were carried out for the following input vector:

ω′
((1+5J)×1) = {lK , Δfi, vjP |j = 1, 2, 3;P = 50, 150, 250, 475 cm} , (9)

which leads to the network architecture SSS: 16-28-2.
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The obtained accuracy of neural identification is measured by two errors,
i.e. Root Mean Square Errors (RMSEi) and Average Relative Errors (AREi),
where the superfix denotes outputs i = l, R. The errors were computed only for
the testing set of patterns:

RMSEi =

√√√√ 1
T

T∑
n=1

(tin − yi
n)2 , AREi =

1
T

T∑
n=1

∣∣∣∣ tin − yi
n

tin

∣∣∣∣× 100% . (10)
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Fig. 5. Histograms of relative errors for identification of load locations l and resultant

loads R by the Standard NN

The results of identification of the main load parameters l and R are shown in
Fig. 4. The points correspond to considered patterns as the relations yi

n

(
tin
)
. It

is evident that the points are placed close to the diagonal y = t. These results
can also be presented in the form of histograms shown in Fig. 5. The horizontal
axis of histograms is related to the relative error REi

n =
(
1− yi

n/t
i
n

)
× 100%.

The vertical axis shows the percentage of testing patterns to be contained in
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Table 1. Testing errors of identification of location l and resultant force R

Eigenvalues Control Errors for i = l, R
Architecture number measurement RMSEi AREi

of ANNs J points l R/1000 l R
P [m] [N] [%] [%]

SNN: 16-28-2 3 opt. A,B,C,D 0.025 1.02 2.20 1.05

SBNN: 16-23-2 3 n-o. A,B,C,D 0.060 1.90 5.31 2.24

SBNN: 9-23-2 3 n-o. A,B,C 0.101 3.63 10.50 4.48

histogram bins. What is the most important is the central bin for the error
interval [−BW/2, BW/2], where BW is an assumed bin width.

It is visible that both the resultant load R and its location l can be identified
with errors |REi| ≤ 1.25% for about 70% of patterns.

The errors of neural identification are listed in Table 1 not only for the investi-
gated network SNN: 16-28-2 but also for Semi Bayesian NNs SBNN: 16-23-2 and
SBNN: 9-23-2, selected from [5]. The SBNNs were analysed for a non-optimized
distribution of control points, see Fig. 2a.
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Fig. 6. Histograms of relative errors for identification of load locations l and resultant

loads R by Semi Bayesian NNs

It is clear that the optimized location of control measurement points applied
in the SNN network gives double decrease of errors identified by the SBNNs.
In Fig. 6 the error histograms are depicted for the Semi Bayesian networks
SBNN: 16-23-2 and SBNN: 9-23-2. The standard network SNN:16-28-2 gives the
value of about 70% correct identified parameters for relative errors

∣∣REi
n

∣∣ ≤
1.25%, see Fig. 5. In case of Semi Bayesian NNs SBNN: 16-23-2, the errors are
more than twice as big, since the correct identification of about 60% of patterns
was obtained for

∣∣REi
n

∣∣ ≤ 2.5%. A smaller network SBNN: 9-23-2 gives for the
interval

∣∣REi
n

∣∣ ≤ 2.5% the correct identification for only about 55% patterns
with respect to location l and about 40% patterns for prediction of R.
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6 Final Remarks

1. In the paper it is shown that the application of optimized locations of control
measurement points can significantly improve the accuracy of load parame-
ters identification.

2. The attention was focused on three eigenfrequencies and four control points.
The reduction of number of theses parameters should be more deeply recog-
nized.

3. The application of Semi Bayesian and True Bayesian Neural Networks to
the analysis of inverse problems is now under development by authors of
this paper since they reflect the probabilistic character of the investigated
problems. This concerns the parametric identification of load parameters.

4. The paper deals with a theoretical basis of two grants, which are devoted to
development of new non-destructive methods of civil engineering structures
health monitoring.

Acknowledgments. The financial support of this work by the Polish Grants
MNiS N N501 134336 and N N506 4326336 is gratefully acknowledged.
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Abstract. In this paper a new rule engine called HeaRT (HeKatE Run
Time) is proposed. It uses a custom rule representation called XTT2,
which is based on a formalized rule description and allows a formalized
analysis of rule quality. The engine is integrated with a complete design
environment that provides visual rule design capabilities. The engine
supports modularized rule bases and custom inference mechanisms. The
rule-based logic can be integrated with the environment using external
callback functions in Prolog and Java. In the paper the architecture of the
engine is discussed as well as selected implementation issues are given.

1 Introduction

Rules are one of the most successful knowledge representation methods [1].
Therefore, systems build on rules found number of applications if the fields of
decision support and diagnosis; for a state-of-the art see [2,3,4,5]. Recently, the
Business Rules Approached advocated rule applications in business software [6].

Rule engines have been the main component of classic expert systems shells,
e.g. CLIPS [3]. The recent growth of interest in rule-based systems stimulated
the development of newer engine implementations, such as Jess[7] and Drools [8].
Every rule engine provides at least a rule language and inference mechanisms.
All of the above solutions are based on different variants of the classic Rete algo-
rithm [9]. However, practical implementation of rule-based systems still requires
solving three main problems: 1) efficient rule representation including modu-
larization of the rule base, 2) rule quality analysis, and 3) rule-based system
integration with the environment. For some recent studies see [10,11].

In this paper a new rule engine called HeaRT (HeKatE Run Time) is intro-
duced. It uses a custom rule representation called XTT2 [12], which is based on
a formalized rule description [13] and allows a formalized analysis of rule quality.
In fact, the engine is integrated with a design environment [14] providing visual
rule design capabilities. The engine supports modularized rule bases and custom
inference mechanisms. Its architecture addresses the problems identified above.

The rest of the paper is organized as follows: In Sect. 2 the motivation for the
HeaRT development is given. The XTT2 rule representation is shortly discussed
in Sect. 3. Then, in Sect. 4 the engine architecture and selected implementation
details are discussed. The evaluation of the results is given in Sect. 5. The paper
ends with concluding remarks as well as directions for future work in Sect. 6.

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 598–605, 2010.
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2 Motivation

Implementation of rule-based systems is a well established field. Number of im-
plementations of rule engines exist, including the classic CLIPS shell, and more
recently its Java-based reimplementation – Jess, as well as Drools, tightly inte-
grated with the JBoss application stack. They all share common roots, including
a strong assumption of a flat rule base where the Rete-base inference is executed.

In fact, these roots result in their sharing of some old problems. The three main
problems in the rule implementation include: 1) efficient rule representation and
design, including modularization of the rule base, 2) rule quality analysis, and
3) rule-based system integration with the environment. These three challenges
are still areas of active research. In fact, Drools 5 tries to deliver an integrated
implementation environment, and all of the mentioned engines provide some
kind of rule grouping that might simplify modelling and managing large rule
bases. However, these solutions seem to be not sufficient, with the problems of
rule quality and effective design mostly not addressed.

The approach that resulted in the implementation of the HeaRT rule engine
introduced in this paper is a result of the Hybrid Knowledge Engineering Project
(HeKatE, see hekate.ia.agh.edu.pl). In this approach the XTT2 rule lan-
guage, formalized with the use of the ALSV(FD) logic is proposed [13,12]. The
language introduces explicit modularization of the rule base, as well as visual
rule representation based on the network of decision tables. This allows for an
effective visual design on a high level of abstraction, where formal verification of
rules is possible. On the other hand it requires a new inference solutions and a
custom rule engine, since the classic Rete-like approaches are inappropriate.

In the next section the main aspects of the XTT2 rule representation are given,
and then the design and implementation of the HeaRT engine is discussed.

3 Rule Representation and Inference

The main motivation behind the ALSV(FD) attributive logic is the extension of
the notational possibilities and expressive power of the tabular rule-based sys-
tems [4,13,12]. Some main concepts of the logic are: attribute, atomic formulae,
state representation and rule formulation.

After [4] it is assumed that an attribute Ai is a function (or partial function)
of the form Ai:O → 2Di . Here O is a set of objects and Di is the domain
of attribute Ai. As we consider dynamic systems, the values of attributes can
change over time (or state of the system). We consider both simple attributes
of the form Ai:T → Di (i.e. taking a single value at any instant of time) and
generalized ones of the form Ai:T → 2Di (i.e. taking a set of values at a time);
here T denotes the time domain of discourse.

The atomic formulae can have the following four forms: Ai = d, Ai = t,
Ai ∈ t, and Ai ⊆ t, where d ∈ D is an atomic value from the domain D of the
attribute and t ⊆ D, t = {d1, d2, . . . , dk}, is a (finite) set of such values. The
semantics of Ai = d is straightforward – the attribute takes a single value. The
semantics of Ai = t is that the attribute takes all the values of t (see [12]).

hekate.ia.agh.edu.pl


600 G.J. Nalepa

An important extension in ALSV(FD) over previous versions of the logic [4]
consists in allowing for explicit specification of one of the relational symbols
=,
=,∈, 
∈, ⊆, ⊇, ∼ and 
∼ with an argument in the table.

From the logical point of view the state is represented by the current values of
all attributes specified within the contents of the knowledge-base, as a formula:

(A1 = S1) ∧ (A2 = S2) ∧ . . . ∧ (An = Sn) (1)

where Ai are the attributes and Si are their current values; note that Si = di

(di ∈ Di) for simple attributes and Si = Vi, (Vi ⊆ Di) for generalized ones,
where Di is the domain for attribute Ai, i = 1, 2, . . . , n. An XTT2 rule is:

(A1 ∝1 V1) ∧ (A2 ∝2 V2) ∧ . . . (An ∝n Vn) −→ RHS (2)

where ∝i is one of the admissible relational symbols, and RHS is the right-
hand side of the rule covering conclusions. In practise the conclusions are re-
stricted to assigning new attribute values, thus changing the system state. State
changes trigger external callbacks that allow for communication with the
environment.

XTT2 (eXtended Tabular Trees v2 ) knowledge representation incorporates
attributive table format. Similar rules are grouped within separated tables, and
the system is split into a network of such tables representing the inference flow
(see Fig. 1) Efficient inference is assured thanks to firing only rules necessary
for achieving the goal. It is achieved by selecting the desired output tables and
identifying the tables necessary to be fired first. The links representing the partial
order assure that when passing from one table to another one, the latter can be
fired since the former one prepares an appropriate context knowledge [12].

Fig. 1. Example of XTT2 Visual Representation

The visual representation is automatically transformed into HMR (HeKatE
Meta Representation), a corresponding textual algebraic notation, suitable for
direct execution by the rule engine. An example excerpt of HMR is:
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xschm th: [today,hour] ==> [operation].
xrule th/1:
[today eq workday, hour gt 17] ==> [operation set not_bizhours].

xrule th/4:
[today eq workday, hour in [9 to 17]] ==> [operation set bizhours].

The first line defines an XTT2 table scheme, or header, defining all of the at-
tributes used in the table. Its semantics is as follows: “the XTT table th has two
conditional attributes: today and hour and one decision attribute: operation”.
Then two examples of rules are given. The second rule can be read as: “Rule
with ID 4 in the XTT table called th: if value of the attribute today equals
(=) value workday and the value of the attribute hour belongs to the range (∈)
< 9, 17 > then set the value of the attribute operation to the value bizhours”.

4 HeaRT Architecture and Implementation

HeKatE RunTime (HeaRT) is a dedicated inference engine for the XTT2 rule
bases. The architecture of HeaRT can be observed in Fig. 2. The engine is highly
modularized. It is composed of the main inference module based on ALSV(FD).
It supports four types of inference process, Data and Goal Driven, Fixed Or-
der, and Token Driven [12]. The model management module allows loading and
managing rule models. HeaRT also provides a verification module, also known as
HalVA (HeKatE Verification and Analysis) [17]. The module implements simple
debugging mechanism that allows tracking system trajectory, logical verification
of models (several plugins are available, including completeness, determinism
and redundancy checks), and syntactic analysis of HMR files using a DCG [18]
grammar of HMR. The verification plugins can be run from the interpreter or
indirectly from the design environment using the communication module. The
communication and integration module provides environment integration based
on the callbacks mechanism. Another feature is the network-based communica-
tion protocol, that allows for both remote access as well as integration with other
components of the design environment [14].

The engine is implemented in Prolog, using the SWI-Prolog stack [16]. The
main HMR parser is heavily based on the Prolog operator redefinition [18]. A
dedicated forward and backward chaining meta interpreter is provided, imple-
menting custom rule inference modes. HeaRT supports Java integration based on
callbacks using the SWI-Prolog JPL library. Callbacks can be used to create GUI
with JPL and SWING in Java. Another option is to use the SWI XPCE GUI.
To make HeaRT integration easier, there are three integration libraries, JHeroic,
PHeroic or YHeroic. JHeroic library was written in Java. Based on JHeroic one
can build applets, desktop application or even JSP services. It is also possible to
integrate HeaRT with database using ODBC, or Hibernate. YHeroic is a library
created in Python. It has the same functionality as JHeroic but is easier to use
because of the nature of the Python language. PHeroic is the same library but
created in PHP5. It can be used in a dynamic web page based on PHP.
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Fig. 2. HeaRT Architecture (see [15,16])

Examples of callback functions are as follows:

xcall ask_symbolic_GUI : [AttName] >>>
(jpl_new(’skeleton.RequestInterface’,[],T),
alsv_domain(AttName,Domain,symbolic),
Params = [AttName|Domain],
term_to_atom(Params, AtomPar),
jpl_call(T,request,[’callbacks.input.ComboBoxFetcher’,AtomPar],Answ),
atom_to_term(Answ,Answer2,_),
alsv_new_val(AttName,Answer2)).

xcall tell_console : [AttName] >>>
(write(’Attribute ’),
write(AttName),write(’ output value is ’),
xstat(current:[AttName,V]),
write(V),nl).

The first uses the SWI-Prolog JPL library, that dynamically links the Prolog
code with Java classes, to display a graphical dialog box. The second is a simple
Prolog console-only solution that allows to printout the attribute value.
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HeaRT offers a flexible network integration mechanism. It can operate in
two modes, stand-alone and as a TCP/IP-based rule logic server. In particular,
it allows for integration with a complete rule design and verification environ-
ment [14]. It also makes the creation of console or graphical user interface built
on the Model-View-Controller design pattern possible. The logic server can also
be exposed as a network service in the SOA approach [19].

5 Evaluation

To evaluate the XTT2 method and the HeaRT engine, a number of benchmark
rule systems have been modeled in the HeKatE project1. They prove the effec-
tiveness of the design approach and rulebase modularization. However, at this
point a direct comparison of inference effectiveness with other engines is not
obvious due to different inference approach.

When it comes to comparing XTT2 and HeaRT to related approaches the
focus is on two important solutions: CLIPS and its Java-based incarnation –
Jess, as well as Drools, which inherits some of the important CLIPS features,
while providing a number of high-level integration features.

XTT2 provides an expressive, formally defined language to describe rules. It
allows for formally described inference, property analysis, and code generation.
Additional callbacks in rule decisions provide means to invoke external callbacks
in any language. This feature is superior to those of both CLIPS/Jess and Drools.
On the other hand, the main limitation of this approach is the state-based system
description, where the state is defined as the set of attribute values.

The explicit rule base structure is another feature of XTT. Rules are grouped
into decision tables during the design, and the inference control is designed
during the conceptual design, and later on refined during the logical design.
Therefore, the XTT representation is highly optimized towards rule base mod-
ularization. This feature makes the visual design much more transparent and
scalable.

In fact all the Rete-based solutions seek some kind of modularization. In the
case of CLIPS it is possible to modularize the rule base (see chapter 9 in [3]).
It is possible to group rules in modules operating in given contexts, and then
provide a context switching logic. Drools 5 offers Drools Flow that allows to
define rule set and simple control structure determining their execution. In fact
this is similar to the XTT-based solution. However, it is a weaker mechanism
that does not correspond to table-based solution.

A complete design process seems to be in practice the most important issue.
Both CLIPS and Jess are classic expert system shells, providing rule languages,
and runtimes. They are not directly connected to any design methodology. The
rule language does not have any visual representation, so no complete visual
editors are available. Implementation for these systems can be supported by a
number of external environments (e.g. Eclipse). However, it is worth emphasiz-
ing, that these tools do not visualize the knowledge contained in the rule base.
1 See https://ai.ia.agh.edu.pl/wiki/hekate:cases:start

https://ai.ia.agh.edu.pl/wiki/hekate:cases:start
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It is crucial to emphasize, that there is a fundamental difference between a
graphical user interface like the one provided by generic Eclipse-based solutions,
and visual design support and specification provided by languages such as XTT
for rules, and in software engineering by UML.

6 Concluding Remarks and Future Work

The main motivation for the research presented in this paper is to overcome some
persistent problems of rule design and implementation including efficient rule
representation and design, rule quality analysis, and rule-based system integra-
tion with the environment. The paper discusses the implementation of the HeaRT
rule engine, a result of the Hybrid Knowledge Engineering Project (HeKatE, see
hekate.ia.agh.edu.pl). In this approach the XTT2 rule language, formalized
with the use of the ALSV(FD) logic is proposed [13,12]. It introduces explicit
modularization of the rule base, as well as visual rule representation based on the
network of decision tables. This allows for an effective visual design on a high
level of abstraction, where formal verification of rules is possible. The engine
supports new inference algorithms for modularized rue bases, as well as flexible
environment integration features, using callback and network communication.

Future work includes a tighter design tool integration, as well as modeling
complex cases in order to identify possible limitations of the XTT2 methodology.
Providing a comparative studies modelling the same cases in XTT, CLIPS and
Drools is planned. This would also allow for a more accurate comparison of the
engine efficiency. Another direction is building a complete library of callback
functions for common user interface elements in different languages. This would
simplify interface integration on different platforms.

Acknowledgements. The Author wishes to thank his Master students Szymon
Bobek and Michł Gawędzki who implemented important components of the de-
signed engine as a part of their Master Thesis [15].
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Abstract. The Cardinal Direction Calculus (CDC) is one of the most

popular qualitative technique for spatial reasoning. The extended CDC

(XCDC) can be successfully used for representation and reasoning about

the spatio-temporal aspects of complex events. This paper discusses the

problem of composing spatial relations in this formalism within systems

using natural language input. We present the usage of the classic com-

position algorithm for both external and internal direction relations that

can be driven from sentences in a natural language. Also some other

solutions are introduced to improve the precision of the information pro-

cessed by a system.

Keywords: natural language processing, human-computer interaction,

cardinal direction calculus, spatio-temporal reasoning.

1 Introduction

The Cardinal Direction Calculus (CDC) is a widely known technique of qual-
itative calculus for spatial reasoning. This directional formalism, which makes
abstraction from quantitative knowledge, can be successfully used for describing
spatial relations between objects, computing positions [3] and for assessing sim-
ilarity between spatial scenes [6]. However a natural language input generates
the series of problems. In particular, the natural language is generally charac-
terized by low precision. Moreover it is necessary to reach the compromise in
a computer representation of the real-world relations: it is important to avoid
losing any potential information (so we should assume e.g. all the possible local-
ization of an object), but on the other hand too general fact has no value (e.g.
the information that an object can be everywhere). We will discuss this problem
more carefully and present some suggested solutions in the next sections.

A spatial relation between two events is represented by a pair of direction-
relation matrices from the Cardinal Direction Constraints technique originally
proposed in [5]. The key idea of that formalism is based on dividing the plane
around the reference object (i.e. the object from which the direction relation
is determined) into nine regions named after the geographical directions: NW,
N, NE, W, O (central region meaning the same location), E, SW, S and SE.
This areas, called direction tiles, are closed, unbounded (except for O), their

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 606–613, 2010.
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interiors are pairwise disjoint and their union is the whole plane. Directions
between the reference object A and target object B are represented in a 3 x
3 matrix denoted by dir(A,B). It is worth noticing that this classical model
is often extended in different aspects, e.g. in [3] we can find reference to the
four bordering lines on A at the top, bottom and both sides. The extension
increases precision of information (and could be easily applied as an extension of
the proposed representation), however it would not be useful for systems whose
knowledge is based on human senses and natural language (two domains which
are naturally characterised by low precision). Moreover, not every context needs
such a degree of details e.g. if we describe interactions between people, in most
cases it is not really important whether they have touched each other (e.g. while
shaking hands) or just were standing next to each other - the significant fact is
they have actually met. It is widely known that information which is too precise
can make deduction difficult.

We define the direction-relation matrix as follows:

dir(A,B) =

⎡⎣f(NW (A) ∩B) f(N(A) ∩B) f(NE(A) ∩B)
f(W (A) ∩B) f(O(A) ∩B) f(E(A) ∩B)
f(SW (A) ∩B) f(S(A) ∩B) f(SE(A) ∩B)

⎤⎦ ,

wheref(x) =
{

0, if Interior(X) 
= ∅
1, if Interior(X) = ∅ .

Now we can define the spatial relation between two events A and B as follows:

SR(A,B) = [dir(A,B), dir(B,A)].

The above definition describes a formalism called Extended CDC (XCDC, orig-
inally introduced in [10]) enclosed (for simplicity) to the spatial aspects of the
mentioned problems.

As can be seen we concentrate our analysis on binary matrices. However it
is also possible to use matrices in which each element is a real number in the
interval [0,1] and all the entries sum up to 1. This would lead to the fuzzy CDC.
Again we come across the question of precision. In this paper we decided to
use the Boolean matrix taking into consideration the low precision of natural
language and dynamic environments. In fact no human stands exactly in one
place all the time (even a talking person usually shifts one’s weight from foot to
foot or walks in small circles).

2 Defining Basic Direction Relations

The composition of relations is an important feature of a system for reasoning
about the spatio-temporal aspects of complex events. Such a functionality can
be used e.g. to calculate possible location of an object. If a system is dedicated to
support a staff responsible for public security no mistakes are acceptable. What
is more if we ask for the localization of a dangerous person it is better for us
to get few more possible places to check rather than have one of them missing.
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That is why it is very important to return to a user all the answers that suit
his/her query. However while using the classic composition algorithm originally
described in [12] some results can be lost if direction relations are not properly
defined. Before we will give an example it is necessary to recall two definitions
presented in the mentioned paper. We will also use the same notation (N for
[0,1,0,0,0,0,0,0,0], O for [0,0,0,0,1,0,0,0,0], NW:N:W for [1,1,0,1,0,0,0,0,0], etc.)
to simplify the calculation done below.

Let R be a basic cardinal direction relation. Then:

Def 1. The bounding relation of R, denoted by Br(R), is the rectangular relation
with the smallest number of tiles that includes R.

Def 2. Most(N, R) is a rectangular relation formed by the northernmost tiles
of a relation R.

The notation δ(R1,. . . ,Rk) is a shortcut for disjunctive relations that can be
constructed by combining single-tile relations R1,. . . ,Rk. Udir is the universal
cardinal direction relation.

For R1 being a single-tile relation and R2 - a cardinal direction relation the
classic composition algorithm can be defined by the equation:

R1 ◦R2 = (R1 ◦Most(R1, Br(R2)).

Now let us consider the following example. Suppose there is an information
about two relation between objects X, Y, Z sent to a system as two sentences in
a natural language:

(S1) X is to the west of Y.
(S2) Z is to the east of X.

Now according to the basic CDC formalism we define the relation to the west
of as a direction-relation matrix W and similarly, the relation to the east of as
E. Now let us calculate the relation between Z and Y, denoted R (which was
not directly entered to the system). This is necessary if a user wants to know
the location of the object Z with the reference to the object Y (e.g. I am in Y.
Where can I find Z? ). According to the classic algorithm:

R = W ◦E = W ◦Most(W,Br(E)) = W ◦Most(W,E) = W ◦E = δ(W,O,E).

We can notice that the results do not cover all the possible relations between the
objects. Fig. 1 shows an example of such a situation. The sentence in a natural
language does not contain information about the size of the target object. That
is why it is necessary to assume all the possible cases. The other aspect of this
problem is a very specific way of how people talk about spatial relations. It was
carefully discussed in [11] where results of a language experiment were intro-
duced. Participants were asked to describe in a natural language the situations
presented on simple pictures corresponding to the direction relations. In particu-
lar, when a relation NW:N:NE had been shown, 84.5% used the sentence ’to the
north of’ and only 9.9% said it was ’to the north-west, north and north-east of ’.
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Fig. 1. The example of spatial relations

between objects

Fig. 2. Different possible situations for

dir(B,A)=N

On the other hand a basic direction relation does not provide any information
about the size of a reference object. Fig. 2 shows different possible arrangements
of objects A and B in the plane such that all of them can be defined by the same
direction-relation matrix dir(B,A)=N. These conclusions leaded us to define the
basic language cardinal direction relation (LR) as shown in Tab. 1. Now let us
calculate the relation between Z and Y again (see the example above), this time
using definitions proposed in Tab. 1 and XCDC formalism (SR = [R1, R2]).
According to the classic algorithm:

R1 = NE : E : SE ◦NW : W : SW =
(NE ◦Most(NE,Br(NW : W : SW ))) ∪ (E ◦Most(E,Br(NW : W : SW )))
∪(SE ◦Most(SE,Br(NW : W : SW ))) = (NE ◦Most(NE,NW : W : SW ))
∪(E ◦Most(E,NW : W : SW )) ∪ (SE ◦Most(SE,NW : W : SW )) =
= (NE ◦NW ) ∪ (E ◦NW : W : SW ) ∪ (SE ◦ SW ) =
= δ(NW,N,NE) ∪ Udir ∪ δ(SE, S, SW ) = Udir.

Similarly R2 = R1. As can be noticed N ∈ R1 what means that the situation
shown in the Fig. 1 would not be omitted by a system.

3 Defining Internal Direction Relations

Apart from the conventional cardinal direction relations (which were discussed
above) there exist Internal Cardinal Direction (ICD) relations which are used
to describe the situation when one object/region contains another object (or
objects). This formalism was carefully analysed in [8] where also three ICD
models called ICD-5, ICD-9 and ICD-13 were introduced. These models are
characterized by a different degree of details. To choose the one that fit best
our particular application it is necessary to analyse two aspects: the scale of the
container objects and the spatial distribution characteristics of target objects.
We will now present how the XCDC formalism can be simple used for represent
ICD relations. Suppose there is a sentence in a natural language B is in the
north-west of A. As can be noticed this statement describes the topological
situation when the object B is localized somewhere in the north-west part of
the region A (Fig. 3a). Let us use the classic CDC definition twice: first for B
being a target object (Fig. 3b), then for B treated as a reference object (Fig. 3c).
Similarly we can define all the basic language ICD relation (ILR) as shown in
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Table 1. The basic language relations (LR) and internal language relations (ILR)

between objects B and A

LR ILR

B LR/ILR A dir(A,B) dir(B, A) dir(A,B) dir(B, A)

to/in the north of NW:N:NE SW:S:SE O O:S

to/in the south of SW:S:SE NW:N:NE O N:O

to/in the west of NW:W:SW NE:E:SE O O:E

to/in the east of NE:E:SE NW:W:SW O W:O

to/in the north-west of NW:N:W SE O O:E:S:SE

to/in the north-east of N:NE:E SW O W:O:SW:S

to/in the south-west of W:SW:S NE O N:NE:O:E

to/in the south-east of E:S:SE NW O NW:N:W:O

Fig. 3. ’B is in the north-west of A’

the Tab. 1. Both presented tables together give a full model that can be used in
systems with natural language input no matter whether an informer describes
a real-world situation by internal or external direction relations. What is more,
if necessary, further relations can be easily defined. For example we can define
a language relation inside (as in the sentence N is inside of M ) as follows:
dir(M,N), dir(N,M) = Udir. The reason of such a definition is the lack of
information about the exact location of N within the region M. Thus we need
to assume all the possible places which can be interpreted as a sum of all the
basic internal directions. It is worth to mention that even more relations can be
generated if we analyse also the aspect of time i.e. the full XCDC.

Now we will show how the classic composition algorithm can be simply im-
plemented for composing relations of different types.

Let us consider the following example. Suppose there is an information about
two relation between objects X, Y, Z sent to a system as two sentences in a
natural language:

(S3) X is in the west of Y.
(S4) Y is to the south of Z.

Now let us calculate the relation between X and Z, denoted SR = [R1, R2],
according to the classic algorithm:
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R1 = O ◦ SW : S : SE = O ◦Most(O,Br(SW : S : SE)) =
= O ◦Most(O,SW : S : SE) = O ◦ SW : S : SE = SW : S : SE.

R2 = O : E ◦NW : N : NE =
(O ◦Most(O,Br(NW : N : NE))) ∪ (E ◦Most(E,Br(NW : W : NE))) =
= (O ◦Most(O,NW : N : NE)) ∪ (E ◦Most(E,NW : W : NE)) =
= (O ◦NW : N : NE) ∪ (E ◦NE) = NW : N : NE ∪NE = NW : N : NE.

The results of the calculations are exactly what we could expected if we imagine
the spatial situation described by a user (see Fig. 4). No information was lost.
What is more in this particular example relation SR can be directly translated
into the language relation LR = ’to the south of’ so the reply of a system can be
presented as a following sentence: X is to the south of Z. However the composition
of relations not always is can be directly interpreted (see the previous example).
Thus the generation of text replies (which fulfill the requirements of a specific
user) is a totally different aspect which will not be discussed in this paper.

4 Enclosing Results of a Composition

As was already discussed the natural language is characterized by low precision.
That was the main reason why we decided to propose the definitions of lan-
guage relations presented in two previous sections. The direction-relation matri-
ces which correspond to these relations are less precise than single tiles. Such a
solution protect us from losing some potentially important spatial information.
On the other hand information (or result of a composition) which is too general
is useless. That is why we will now present the solutions that can enclose the
results of a composition.

The first suggestion is connected with disjunctive relations which can be gen-
erated by the classic algorithm. Let us consider δ(NW, W, SW) as an example.
This notation is a shortcut for {NW, W, SW, NW:W, W:SW, NW:W:SW }.
Analysing all of these relations seems necessary however it is worth to check
what was the goal of a calculation. If a user asked a system for possible local-
ization of a danger person it is enough to find the sum of these relations. In this
example NW:W:SW is an exhaustive information. No information was lost, e.g.
a danger person cannot be located in any other place. All the other relations
cover the same spatial area. In general in similar applications we can use the
following simplification:

δ(R1, . . . , Rk) = R1 : . . . : Rk. (1)

Now let us discuss the aspect of calculating the relation between two objects
which was not directly entered to a system. Of course it is necessary to use the
composition algorithm. However choosing the set of relations which are to be
composed is not so obvious. Especially in a system describing complicated envi-
ronment there are usually many different possible sequences of relations which,
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Fig. 4. The spatial situation described

by the sentences (S3) and (S4)

Fig. 5. Two sequences of compositions

if composed correctly, can lead us to a result. It is natural that the shorter a
sequence is the more precise is a result (each single composition increase the
number of tiles that must be taken into consideration). However to enclose a
result we suggest to run the composition algorithm for few different sequences
of relations (at least two) and then calculate a logical conjunction of the corre-
sponding tiles of the direction-relation matrices.

Let us consider the following example of this solution. For simplicity we will
analyse only a single (one) direction-relation matrix dir(A,B). The task is to find
the relation between objects A and B which are not directly set. The relations
between the rest of the objects are graphically presented on Fig. 5. We will
use the algorithm twice, then the conjunction of the achieved matrices will be
calculated:

dir1(B,A) = dir(X,A) ◦ dir(B,X) =
= NE ◦N = δ(NE,N) =(1) NE : N.

dir2(B,A) = dir(Y,A) ◦ (dir(Z, Y ) ◦ dir(B,Z)) =
= NW ◦ (N ◦N) = NW ◦N = δ(NW,N) =(1) NW : N.

dir(B,A) = dir1(B,A) ∩ dir2(B,A) = NE : N ∩NW : N = N.

As can be noticed the conjunction of the compositions is much more precise than
its elements. In general the more compositions are calculated the more precise a
result is.

5 Conclusion

We have presented the practical usage of the XCDC formalism in a system
with the natural language input. We have also introduced the XCDC definitions
for the external and internal qualitative language relations, so the presented
solution combines the features of both CDC and ICD techniques. Consequently
the proposed model can be implemented in a system no matter which kind of
relations a potential informer uses to describe a real-world situation. We have
also analysed the examples of the usage of the classic composition algorithm
to present its application in the full XCDC. Finally we have described some
techniques for improving the precision of results.
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Abstract. Expertise in disaster management (DM) is scarce and often

unavailable in a timely manner. Moreover, it is not timely shared as it is

often perceived as too tied to kinds of events (floods, bushfires, tsunamis,

pandemic or earthquake), leading to catastrophic consequences. In this

paper, we lay out a framework to create a decision support system to

unify, facilitate and expedite access to DM expertise. We observe that

many DM activities are actually common even when the events vary. We

provide ontology as a metamodel to describe the various DM activities

and desired outcomes. This ontology will serve as a representational layer

of DM expertise leading to a DM decision support system based on

combining and matching different DM activities according to the disaster

on hand.

Keywords: Metamodelling, Ontology, Disaster management, Disaster

models, Common concepts, Decision support system.

1 Introduction

The increasing number of disasters recently, such as earthquakes, tsunamis,
floods, bushfires, air crashes, epidemic, have posed a huge challenge not only
to population at large, but also to public services and agencies tasked with ac-
tivities relating to preventing and managing disaster responses. Recent failures
can be easily identified in the management of the Swine-Flu (H1N1) pandemic
hitting Australian shores in large numbers through cruise ships or in the dev-
astating communication failures in the recent bushfires in Victoria (Australia).
Many such failures are due to expertise not being available in a timely manner.
This is partly due to inability to recognize and identify correct expertise, as it is
often perceived as too tied to kinds of events (floods, bushfires, tsunamis or earth-
quake). Potential of reusing expertise is often overlooked leading to catastrophic
consequences. In this paper, we present an approach to unify DM knowledge
to create a DM Decision Support System (DSS) that combines and matches
different DM activities to suit the disaster on hand.

Failures in preventing disasters or failures in their subsequent management
are rarely caused by a single factor. They are often due to an accumulation of
complex chain of events and often accompanied by changes in external environ-
ment factors. Hence, it is common wisdom that no two disasters are exactly the
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same and that every disaster requires its own management process. On the other
hand, the way disasters impact human lives and business processes may well be
similar and responses are often transferrable between disasters. Evacuation of
personnel for example is a DM action that is applicable in many disaster situ-
ations. This paper aims to use a generic representational layer (a metamodel)
to give a unified view of common concepts that apply in various disasters. We
use existing DM models [1-5] as a starting point towards creating a repository of
past DM experiences to be stored as reusable components and expressed using
concepts identified in a generic DM metamodel. This will be the first to create
a DSS to enable formulating DM approaches as new situations arise.

The approach proposed in this paper is inspired by a software engineering
knowledge management practice known as method engineering which involves
storing various software methodologies as a collection of reusable process frag-
ments for later reuse to create hybrid methodologies as new software develop-
ment projects arise. In DM, the first step and the focus of this paper is to
appropriately represent DM knowledge and to warehouse DM knowledge in an
appropriate form to later allow mixing and matching DM experiences. The ap-
propriate representation of DM knowledge will enable the creation of a repository
of DM experiences. Interfacing this to a Decision Support System that takes as
input new disaster parameters, will assist in deciding the best DM approach by
combining various actions from previous DM experiences.

2 Related Work and Decision Support System
Architecture

Our work draws on research from method engineering, experience factories in soft-
ware engineering, metamodelling and DM literature produced by World Health
Organisation and Emergency Management Australia. Method engineering is
itself an application of knowledge based technology typically underpinned by soft-
ware engineering results for completion of knowledge representation and acquisi-
tion. Our work develops existing tentative attempts to represent DM knowledge
in a reusable form to give a unified point of access supported by an intelligent
DSS. In particular, later in this paper, we illustrate our unification approach by
presenting an initial metamodel that we believe could generalize most of the con-
cepts used in existing DM models. We first detail our approach further and how
it relates and draws on existing research. DM as our core application domain is
defined as a management of all aspects of planning and responding to all phases
in disaster. These phases include mitigation, preparedness, response and recovery
activities [6]. This definition includes the management of risks and consequences
of disaster. Large disasters cut across many boundaries including organizational,
political, geographical and sociological. This presents serious challenges in inter-
operability between various teams and creates difficulties in collaboration and
cooperation across authorities, countries and systems. Moreover, data collection
and integration problems arise as various technologies and tools are typically in-
volved in data gathering and monitoring e.g. Global Positioning Systems (GPS),
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Geographical Information Systems (GIS), data collection platforms and early
warning systems. A solid, general and global of coordination on how people work
and data is exchanged before, during and after disaster through is still inadequate.
We propose the use of metamodelling to uncover and make explicit the key aspects
of activities, cooperation and components in DM. Metamodelling is a central ac-
tivity promoted by the efforts of the Object Management Group (OMG) in the
software development paradigm of the Model Driven Architecture (MDA). It aims
to create interoperable, reusable, portable software components and data models
based. In this software development context, a metamodel is a fundamental build-
ing block that makes statements about the possible structure of models. It is usu-
ally defined as a set of constructs of a modelling language and their relationships,
as well as constraints and modelling rules without necessarily the concrete syntax
of the language [2].

Surveying a number of existing DM metamodels, we observed that some con-
cepts represent a similar DM activities or actions but expressed in different terms
as follows:

– Circular Model for Disaster [7]: Disaster mitigation, Disaster prevention,
Disaster preparedness, Warning,Disaster, Emergency Response, Rehabilita-
tion, Reconstruction, Development;

– A Comprehensive Conceptual Model For Disaster Management:
Hazard assessment, Strategic planning, Risk management, Mitigation, Pre-
paredness, Response, Recovery, Monitoring and evaluation;

– Ibrahim-Razi Model: Inception of errors, Accumulation of errors, Warn-
ings, Disaster impending stage, Triggering event Emergency state, Disaster,
Normal state;

– Traditional DM Cycle Model: Mitigation, Preparedness, Disaster Im-
pact, Reconstruction, Rehabilitation;

For example, in a Circular Model for Disaster [7], the terminology ’Emergency
Response’ is being used to represent the response and rescue activity of disas-
ter victims. But, the same activity however is represented by using ’Emergency
State’ in Ibrahim-Razi Model. Managing knowledge of this complex domain is
hard. As noted in [4], cyber infrastructure is proposed to manage the large num-
ber of activities involved in DM. Benefits of a unified metamodel include: domain
concepts can be easily presented to newcomers, manage to increase a portability
of models across supportive modelling tools, could create better communica-
tion amongst practitioners and research could then focus on improving and/or
realizing a unified body of knowledge [2].

Developing a DM metamodel is our first step towards creating a DSS to unify,
facilitate and expedite access to DM expertise. This metamodel will describe the
various DM activities and desired outcomes and serve as a representational layer
of DM expertise, enabling an appropriate DM DSS based to guide combining
and matching different DM activities according to the disaster scenario on hand
as defined by the disaster itself, the involved stakeholders and various rescue
teams available. The DM metamodel will be complemented with a Disaster Re-
trieval Model that will be used to choose appropriate procedures and suit with
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different kinds of disaster (natural or man-made) on hand. Figure 1 illustrates
our integration and a DSS platform which will be context independent. For in-
stance, different countries have their own organization in coordinating and act
as an advisory board for handling disaster activities. For example, in Australia,
we have EMA (Emergency Management Australia), United States of America
has FEMA (Federal Emergency Management Agency) and Canada has the PSC
(Public Safety Canada). Hence for the purpose of developing our DM meta-
model, models of different DM activities as applied by different countries are
to be combined and stored into one database namely DM Activities Reposi-
tory. This will be a collection of organizational, operational, planning, logistics
and administration procedures and policies executed by these countries through
their DM processes. These will be identified and organized according to the DM
metamodel consisting of common concepts used in all four disaster phases.

The generic DM metamodel based on identified common concepts will become
a destination point of scattered concepts used in many DM activities worldwide.
As we will later discuss, a process towards concept generalization will be applied
to make our DM metamodel more applicable. Activities from different sources
(and countries) will be stored as Procedure Fragments in the DM knowledge
repository. The DSS will assist in deriving the best disaster procedure fragment
solution according to the disaster on hand. It will use a set of rules that will
specifically determine what is the best solution based on disaster description
input entered by a Disaster Manager, as a main user of the system and the
repository. We adapt model-based reasoning techniques in the way we determine
the best decision solution for our DSS system. However the details discussion on
this technique is out of the scope of this paper. DSS with the Disaster Retrieval
Model and the DM Metamodel will form the DM Activities Integration System.
As an example, assume ’DM P1’, ’DM P2’, ’DM P3’ and ’DM P4’ are procedures
of Evacuation, Mitigation Analysis, Rescue and Recovery respectively. These four
procedure fragments will commonly occur in real DM scenarios, and will have
various instantiations in the repository of DM activities. In various scenarios, the
DSS will produce solutions that combine various instances of those procedures
differently. For example, it may that Best Bushfire Decision Solution is
a combination of An Evacuation Procedure from France,A Mitigation Analysis
from Australia, A Rescue Procedure from US and A Recovery Procedure from
France. To produce the DSS system and a populated DM knowledge repository,
the first step is to construct the DM metamodel. This will be using existing DM
metamodels (to be described in the Section 3) and emergency and DM literature
(described early in this section). Using the metamodel, DM procedures will be
classified and formulated into a unified repository. A knowledge based interfaced
to the repository will be finally be developed to support retrieval and integration
of the procedure fragments. This paper undertakes significant work towards the
creation of a DM metamodel which will be the focus of the rest of this paper.
In the next section, we overview existing relevant metamodels and describe the
process of formulating our DM metamodel, before the metamodel is presented
in Section 4.
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Fig. 1. A framework model of motivation towards Disaster Management DSS

3 DM Metamodelling Process and Existing DM Models

To create our DM metamodel, we adapt a metamodelling approach from the
work used to develop a Framework for Agent Modelling Language (FAML) in
[2] and [3]. The approach consists of these steps:

– Step 1: Extraction of general concepts relevant to any DM model using
relevant literature [1-5] which will be reviewed in this section;

– Step 2: Candidate concepts are short-listed;
– Step 3: Differences between concepts are reconciled;
– Step 4: Chosen concepts are designated into relevant sets (Mitigation, Pre-

paredness, Response and Recovery) to facilitate identification of relations
between them;

– Step 5: Relationships among concepts are identified leading to the initial
metamodel;

– Step 6: Validating the metamodel.

Existing models used to describe disasters provide a starting point to identify
commonly used concepts in DM. However, the models are not comprehensive
enough for our purpose as they are too specific to their own context. The first
is metamodel of Benaben’s [3] expressed using Web Ontology Language (OWL)
and focuses on crises management. This metamodel elaborates a common and
sharable reference model built to characterize crisis situations in three interre-
lated views namely System, Treatment System and Crisis Description. Benaben’s
metamodel covers the whole crisis characterization and collaborative processes
that deal with it, aiming to integrate partners through information system inter-
operability. The second metamodel we use is Kruchten’s [5] which conceptualises
disasters as encompassing multiple stakeholder domains depicted in four main
views: Disaster Visualization, Physical View, Communication and Coordination
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Simulator and Disaster Scenario. This metamodel attempts to unify the termi-
nology sharpening the definition of terms and their semantic relationships. The
third metamodel we consider is Asghar’s [4] which focuses on the arrangement
of disaster activities in a logical sequence.

Targeting a generic metamodel in our work is inspired by [1] and [2], where
a generic metamodel was developed for representing and securing Multi Agent
System (MAS). In fact, several generic security concepts identified in [1] have
their equivalent in DM. For example, recovering from an intrusion attack in
a MAS requires restoring datalogs. Analogies to this exist in restoring many
lost community services in disaster scenarios, requiring maintaining back up
organizational structures. Our work takes DM modelling a step further aiming to
generalize various types of DM activities concepts into one generic encompassing
metamodel.

4 DM Metamodel Proposed

Steps 1 to 5 (described in Section 3) are iteratively applied to the metamod-
els described in the previous section. Our resultant metamodel, the output of
steps of 4 and 5, contain the relationships among concepts as shown in Figure
2. It is generic and generalizes various types of disaster concepts that can be
refined according to the context on hand. It explicitly covers the management of
disaster in all four different phases including mitigation, preparedness, response
and recovery. We anticipate that various concepts in DM, their relationships
and attributes, different types of data models can be generated using refinement
of concepts in this metamodel. The core class in this DM Metamodel is the
Organisation which represents the loose ’organisation’ where DM concepts are
operationalised. All key concepts in DM are grouped in the Organisation con-
cept. Other key DM concepts are aggregated within this class and they include:
DMProcedure, DMRequirement, DMPolicy, Actor, DMTeam, DomainKnowledge,
Resource, ActorRole and MessageCommunication. DMProcedure can represent
the collections of implemented procedures of DM activities including for example
Mitigation, Preparedness, Rescue, Response and Evacuation. DMTeam defines
a collection of ActorRole class which typically describes human roles that work
towards a DMGoal. ActorTask class in our metamodel is derived from a DM-
Goal class. Here we also model a DisasterPreventionGoal as a class that can be
achieved by DisasterPreventionTask. Some of the classes from the crisis meta-
model developed by Benaben in [3] is taken into consideration while we develop
the model of the actual disaster event (left hand side of Figure 2). To model
this, we grouped all components consisting of People, Infrastructure, NaturalSite
and CivilianSociety into one class namely ElementsAtRisk. We introduced the
’is a kind of ’ (specialization) relationships which tied up these four components
with ElementsAtRisk class. Thus, DisasterActionService, a class of collaboration
among several actors will provide support and help to this affected group of el-
ements through the ElementsAtRisk class. Disaster, a tragedy that affects this
ElementsAtRisk typically occurs due to accumulation factors represented by a
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Fig. 2. DM Metamodel proposed

Fig. 3. Metamodel refinement of bushfire disaster in Marysville, Victoria, Australia

Trigger and have consequences that are described by Effect and vary in intensity
represented by ComplexityFactor and GravityFactor. Figure 3 represents one of
model example that could be derived by using the DM metamodel.
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5 Conclusion and Future Work

In this paper, we presented a metamodel (ontology) that will underpin an archi-
tecture of a Decision Support System (DSS) for a Generic Disaster Management
framework. We presented the DSS architecture where the DM metamodel will
be used to represent, store and later retrieve DM knowledge. We outlined and
presented the metamodelling process in this domain. As a proof of concept,
we presented our first version of a metamodel that can be used to unify DM
knowledge. The ability to represent key DM concepts using our metamodel is
a preliminary evidence of the feasibility of a generic metamodel in DM. This is
unlike most previous attempts in this area which have narrowed their focus on
specific types of disasters. We are currently working on a more comprehensive
validation which will involve taking 20 existing DM models and ensuring that
our metamodel can be refined to generate all of them. Following this validation,
we will create a repository of DM knowledge expressed and engineered using our
metamodel. In other words, DM actions will be represented as refinement of our
metamodel concepts. This will be the first step to develop a DSS which assists in
formulating required DM approach based on the disaster event that is provided
as input to the system.
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Abstract. Relative pairwise experts’ judgments (assessments) can turn

out to be incomplete. Such situation appears, e.g., when experts can

not propose precise values representing some judgments. In such situ-

ation, Saaty matrices could be completed using well-known averaging

methods or the correction method proposed in the current paper. De-

scribed method for correction is based on the Consistency Improvement

Algorithm.

1 Introduction

In Multiple Criteria Decision Making (MCDM), we need to estimate and cor-
rect the values of parameters representing relative judgments. Many methods
and their modifications are based on estimating attribute’s weights [2,10]. Dif-
ferent variants of these methods have been proposed in literature. Some of them
use the eigenvectors and eigenvalues to estimate the inconsistency level [6,13].
There are different algorithms used to calculate eigenvalues, e.g., additional and
multiplicative approach. Usually normalized judgments are used. The wide spec-
trum of methods were used to obtain attribute’s weights, e.g., methods based
on deterministic [3], interval [2,4], fuzzy [5] and rough sets [1,11] approach. In
the interval approach, the statistic experiments [4] or linear programming [7]
are used to get interval weights from interval judgment matrix. The method for
increasing the consistency level using the correction of judgments is proposed in
[8]. In such case, it is required to reach a compromise between experts opinions
and the consistency level [9]. The idea, that comes from correcting the given
Saaty matrix is used to solve the following problem. The problem is to com-
plete pairwise comparison judgments when the Saaty matrix is incomplete. In
order to solve this problem we introduce the relative pairwise judgment matrix
characteristics. The proposed method allows achieving judgment consensus step
by step (in an iterative process) together with the possibility of investigating
convergence to consistency. The algorithm is based on certain features of Saaty
matrix and guarantees objective assessment of objects, on the contrary to meth-
ods based on subjectively defined classes’ thresholds. Involved judgments permit
calculating consistency estimator very precisely and unambiguously. Using this
approach also relative judgments given by single expert can be corrected. Our
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proposal can give several solutions, but all of them enable us to reach the given
consistency level. Incomplete information can be found in different ways (with
the help of different reference elements: rows or columns). Such enriched infor-
mation, in the aspect of reaching the compromise, is comfortable for experts’
team, and enables us to estimate expert’s competence.

2 The Method for Correction of Relative Deterministic
Judgments to Improve the Transitive Profiles of Saaty
Matrix ((det(A − Iλ)w) → 0 or λ → m)

The proposed method can be presented as follows:
1. Choose the row or column k with the largest credibility (the choice is subjec-
tive).
2. Create the correction increments matrix Δ using the following formulas:
Δ(i, j) = a(i, j)− a(k, j)/a(k, i) for k 
= i
or
Δ(i, j) = a(i, j)− a(i, k)/a(j, k) for k 
= j.
3. Find the maximal absolute value of increment Δmax(imax, jmax), where
imax, jmax – coordinates of the largest discrepancy.
4. Correct relative weights:
aen(imax, jmax) = a(imax, jmax)−Δmax(imax, jmax)
5. Calculate the Consistency Index (CI) or the Consistency Ratio (CR) for the
obtained matrix.
5.1. Assess the normalized judgments an(i, j) (vector w).
5.2. Calculate vector u = A ·w.
5.3. Assess the eigenvector λ and its average λaver .
5.4. Calculate CI and CR.
6. Evaluate requirements concerning consistency (e.g. CI < 0.01).
7. Start next iteration from point 1.

The first step of the algorithm generates a problem. The problem is to minimize
the subjectivity of selecting the reference row or column k to minimize the num-
ber of iterations. One of the simplest solutions of the problem is to estimate the
standard deviation in the chosen row or column in reference to the average of
all elements above or below the main diagonal:

a) In relation to judgments above the main diagonal, when we choose row vector
k = {i;ϑrt(i) = min(ϑrt(r); 1 ≤ r ≤ m− 1)},
ϑrt(i) = ςr(i)/ςtop(glob),
where
ςr(i) = 1/(m− i + 1)

∑m
r=i+1 a(i, r),

ςtop(glob) = Aver(glob) = 2(m− 1)/m
∑m−1

r=1
∑m

s=r+1 a(r, s).

b) In relation to judgments above the main diagonal, when we choose column
vector
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k = {i;ϑrt(i) = min(ϑrt(r); 2 ≤ r ≤ m)},
ϑrt(i) = ςr(i)/ςtop(glob),
where
ςr(i) = 1/(m− i + 1)

∑m
r=i+1 a(r, i),

ςtop(glob) = Aver(glob) = 2(m− 1)/m
∑m

r=2
∑m

s=i+1 a(r, s).

Similiary, we calculate the average of judgments under the main diagonal.
The above method provides the following preferences: if the element is above

the main diagonal then the row number is k = 1 and the column number is c = m
and if the element is below the main diagonal the k = m and c = 1 column. We
could consider the uniform reference (when one row or column leads to decreasing
the number of iterations and shortening the process) or we can use parts of rows
or columns to correct the relative weights. It is convenient to present possible
variations graphically.

3 Graphic Presentation of Theversions of the Correction
Method

In Table 1, we show some possible variants of choosing correction elements (rows
and columns).

4 Using the Iterative Correction Method for Completing
Saaty Matrices

The relative pairwise comparison judgment matrix created basing on incomplete
knowledge has the form presented in Table 2.
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In the matrix presented in Table 2 the “lacks” (lack of initial data) can be
located in accidental cells. Applying the Correction Method (described below)
we can fill the matrix by choosing the row or column vectors. When choosing
the correction element we can consider the criteria:

– Minimize the number of corrections,
– Minimize the value of correction increments,
– Minimize the inconsistency (CI),
– Minimize the number of iterations needed to achieve the given consistency

level.

In our case, to complete the “lack” in 1-st row vector and 3-rd column (lack(1, 3))
we use the correction column k = 5:
lack(1, 3) = a(3, 5)/a(1, 5) and lack(3, 1) = 1/lack(1, 3) column k = 5
and for other lacks:
lack(2, 4) = a(4, 5)/a(2, 5) and lack(4, 2) = 1/lack(2, 4) column k = 5
lack(2, 6) = a(1, 6)/a(1, 2) and lack(6, 2) = 1/lack(2, 6) column k = 1
lack(3, 6) = a(1, 6)/a(1, 3) and lack(6, 3) = 1/lack(3, 6) column k = 1
lack(5, 6) = a(1, 6)/a(1, 5) and lack(6, 5) = 1/lack(5, 6) column k = 1

It is also possible to complete the “lack” using another method, which is based
on the average of elements in the row or column (only elements above or below
the main diagonal are considered):
lack(i, j) = 1/(m− i− nwl)

∑m
r=i+1;r �=j;a(i,r) �=“lack“ a(i, r) (row over diagonal)

or
lack(i, j) = 1/(j−1−nkl)

∑j−1
s=1;s�=j;a(s,j) �=“lack“ a(s, j) (column under diagonal)

where
nwl – the number of “lacks” in the row chosen,
nkl – the number of “lacks” in the column chosen.
For example:
lack(1, 3) = 1/(6− 1− 1)

∑6
r=2;r �=4; a(1, r)

or
lack(1, 3) = 1/(3− 1− 1)

∑2
s=1;s�=1; a(s, 3).

When choosing the rows or columns for averages we consider the following factors:

– Situation structure (location of “lacks” in the matrix),
– The amount of data in row or column.
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Using both methods we obtain matrices presented in Table 3(a),(b).

5 Experiments and Results

The experiment is based on data from Table 3. In matrix 3a we completed the
’lack’ using the formulae: a(5, 6) = a(4, 6)/a(4, 5).

We analysed the data according to the algorithm which was presented in first
section and stored the results in Table 4.
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For data from Table 3(a) we need 5 iterations (consistency ≤ limit). Finaly
we obtain consistent level showed in Table 5.

For data from Table 3(b) we needed 9 iterations. The final consistency level
is presented in Table 6.

The maximum number of iterations for the given m × m matrix is m(m −
1)/2 = 6 · 5/2 = 15.

6 Averaged Correction Method

The assumptions of the Iterative Correction Method show that correction ele-
ments can be rows (columns) which numbers are lower (greater) than the number
of the corrected row (column) (Tables 7, 8).

a(1)(4, 7) = a(0)(1, 7)/a(0)(1, 4),
a(2)(4, 7) = a(0)(2, 7)/a(0)(2, 4),
a(3)(4, 7) = a(0)(3, 7)/a(0)(3, 4),
where
a(r)(i, j) – element in i-th row and j-th column which was corrected by r-th row
(r < i)
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a(8)(3, 5) = a(0)(3, 8)/a(0)(5, 8),
a(7)(3, 5) = a(0)(3, 7)/a(0)(5, 7),
a(6)(3, 5) = a(0)(3, 6)/a(0)(5, 6),
where
a(c)(i, j) – element in i-th row and j-th column corrected by c-th column (c > j).

The proposed variation of the method is designed to eliminate the subjective
character of the Correction Method and therefore eliminate the problem which
is described in Section 2 of this paper. The proposed Averaged Method is based
on general formulas:
a(1)(i, j) = a(0)(1, j)/a(0)(1, i),
a(2)(i, j) = a(0)(2, j)/a(0)(2, i),
. . .
a(i−1)(i, j) = a(0)(i− 1, j)/a(0)(i− 1, i)
or
a(m)(i, j) = a(0)(i,m)/a(0)(j,m),
a(m−1)(i, j) = a(0)(i,m− 1)/a(0)(j,m− 1),
. . .
a(j+1)(i, j) = a(0)(i, j + 1)/a(0)(j, j + 1).

The idea of the method is to use averaged relative judgments. Instead of using
only one selected element, we use averages of elements in rows and columns:
a′(i, j) = 1/(i− 1)

∑i−1
p=1 a0(p, j)a0(p, i),

a′′(i, j) = 1/(m− j)
∑m

p=j+1 a0(i, p)a0(j, p)
or
a′′′(i, j) = 1/(m− j + i− 1)(

∑i−1
p=1 a0(p, j)a0(p, i) +

∑m
p=j+1 a0(i, p)a0(j, p)).

Estimation of correction increments using averaged correction elements:
Δ(i, j) = a(0)(i, j)− a′(i, j),
Δ(i, j) = a(0)(i, j)− a′′(i, j)
or
Δ(i, j) = a(0)(i, j)− a′′′(i, j).

This variant of the basic method is more objective as it uses all elements, not
only the one which is subjectively chosen.

7 Conclusions

When dealing with incomplete data, we have several possibilities of using dif-
ferent properties of relative pairwise comparison matrices. After creating an
option estimator the next sphere for applying it appeared and the possibility
of completing the Saaty matrix increased. When using the proposed methods
for completing the relative matrix, we simultaneously improve the consistency
level. An iterative character of these methods gives us additional chance to use
different, just created, new elements in the next iterations. Generally, we always
obtain more consistent matrices, with better characteristics than, when using
other methods.
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Andrzej Pieczyński1 and Silva Robak2

1 Institute of Control and Computation Engineering
2 Faculty of Mathematics, Computer Science and Econometrics

The University of Zielona Góra
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Abstract. In the paper some problems associated with the application

of an expert system for a solution of some logistic problems will be consid-

ered. The Decision Support System (DSS) that condenses large amount

of data is applied to support the managers who develop contracts to carry

bulk cargos from the company warehouses to the customers. Because of

the fact that some of the transportation contracts’ characteristics are

imprecise or unpredictable, the authors suggested their descriptions on

the basis of fuzzy logic and probability methods. The analytical power

of the system will be supported by the fuzzy expert system enabling the

choice of the appropriate customer orders to maximize the company’s

profits. The considered decision-support system has been implemented

and validated in the environment of the Exsys expert system.

Keywords: business intelligence, decision-support systems, heuristic de-

cision tree, fuzzy logic, probability, expert systems, Exsys.

1 Introduction and the Problem

In the contemporary world, information systems have gained increased contribu-
tion in their usefulness to business organizations. More specifically, the change
comes from extended opportunities they give in management decision-making
process.

Decision-support Systems (DSS), as ”business intelligence”-systems, are of
great value in improved decision-making process for senior and middle man-
agement, operational management, and also individual employees and project
teams. The decision characteristics may vary, depending on decision-making
level. High quality decision-making is especially important in unstructured and
semi-structured decisions. There are certain stages in decision making such as in-
telligent design, choice and implementation. Moreover, there are different types
of DSS, basically there are model-driven or data-driven systems. The model-
driven systems have good analytical capabilities based on theory and analytical

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 630–637, 2010.
c© Springer-Verlag Berlin Heidelberg 2010

http://www.uz.zgora.pl


Application of an Expert System for Some Logistic Problems 631

models and usually they include user-friendly graphical user interfaces. The data-
driven systems are capable of analysis of large pools of data, often collected from
transactions processing systems in data warehouses or data marts. DSS enable
carrying out analysis by application of libraries of diverse analytical models such
as statistical models, optimization models and forecasting models. They also pro-
vide means for accomplishment of the ”what-if”-sensitivity analysis. In case of
the problems with poor quality of analytical models, we may complement them
with the heuristic data mining methods [6].

In this paper we consider a selection of diverse solution alternatives for a suit-
able choice of customers with a voyage-estimating program for a bulk transport.
It will be aided with fuzzy logic and probability methods applied in the modules
of the Exsys expert system developed at the University of Zielona Gora.

The further contents of our paper is structured as follows. In Section 2 we
present considerations on the estimating program for managers who plan and
develop transport contracts for a company. For bulk transport with trucks (from
company warehouses to customers), motivation and a choice of features in trans-
portation planning will be considered. Section 3 contains some considerations
about the fuzzy set theory and implementation of our fuzzy expert system. In
Section 4 we conclude our work.

2 A DSS for Managers Developing Contracts for Bulk
Transport with Trucks

In the study, we analyze the instance of a company planning transport contracts
with own trucks, but when needed, the firm may also lease some external trans-
portation means. A DSS as an interactive system that operates on a powerful
desktop computer provides a system of menus that makes it easy for its users to
input data or obtain information. It may aid the managers with its analysis of
financial and technical aspects of transport contracts. Technical aspects in the
voyage estimation include such variables as: the distances between the company
warehouses and customers, the cargo capacity of the transport means, speed,
place distances, fuel consumption, the load patterns, etc. The listed technical
details have rather a stable, invariant character. The financial aspects include
costs of the transportation means and time, fright rates for different types of
cargo and other expenses. The first mentioned financial factor, which includes
the costs of fuel and labor, may vary because of some dependencies on weather
conditions, and the time spent waiting for unloading/loading, etc.

The DSS would work in an interactive way - the user can change assumptions,
ask new questions and input new data. The analytical model database collects
and stores knowledge of the system based on files like a truck file (speed, capacity,
hire history cost file), a distances file, a fuel consumption cost file, and a cus-
tomer data file. Special software may help to determine value, revenue potential
and loyalty of each customer in order to help managers to make better decisions
in developing transportation contracts. In order to achieve that the system may
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segment customers into several categories based e.g. on their needs, attitudes,
and behaviors or significance of the client for the company.

In the next Section some basic considerations about fuzzy sets will be pre-
sented, they will be applied in modeling of imprecise features of bulk transporta-
tion with trucks.

3 Application of Fuzzy Expert System for Decision
Support in Bulk Transportation

Decision support system will generate a suggestion on how to select a client for
cargo transportation between a company warehouse and a client. The expert
system will deduct, having analyzed the following voyage features:

� Transportation cost defined as aggregation of a distance between a customer
and a warehouse, fuel consumption of a transportation mean (a truck) and
possible obstacles expected during a planned voyage (probability of the op-
posite wind);

� Order capacity value defined as aggregation of order capacity declared on
paper (a hardcopy order that is sent from customer to a warehouse office)
and a kind of client regarding its importance for the company;

� Warehouse bulk resources;

� Warehouse owner profit defined as aggregation of a client’s profile and trans-
portation cost.

3.1 Knowledge Base of the Fuzzy Expert System

Most of the analyzed features will be defined with description based on fuzzy sets.
A few of the above mentioned features are continuous variables. The probability
functions are discrete variables [8]. The membership functions [1],[4] used for all
described features are shown in the Fig. 1.

The distance between a customer and a warehouse, order capacity, truck fuel
consumption, transport cost have been described by means of three fuzzy sets:
low, medium, high (see Fig. 1.a). The client profile variable has been described
also by means of three fuzzy sets namely: new, stable and very important (see
Fig. 1.b). Two fuzzy sets (empty and full) were used to describe the embarkation
rate of truck (see Fig. 1.c). The warehouse owner profit has been defined with
five fuzzy sets: very low, low, medium, high and very high (see Fig. 1.d). Trans-
portation conditions have been described by means of three fuzzy sets: very bad,
bad, good (see Fig. 1.f).

Aggregation mechanism is presented below as formulas (1) - (3). The order
capacity value may be described in the following way [2],[5]:
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Fig. 1. Membership functions used for representation of all fuzzy features

OC(POC,WPOC , PC,WPC) = max

{[
H∑

i=L

μi(POC) · wPOCi

]
,[

H∑
i=L

μi(PC) · wPCi

]}
.

(1)

where: POC is the paper order capacity, WPOC is the vector of the fuzzy capacity
value influence on the customer importance, PC is the profile of a customer, and
WPC is the customer importance factor.

The embarkation rate of truck, distance between the warehouse and the cus-
tomer location and the fuel consumption of trucks are described in the following
equation:

TC(ERT,WERT , D,WD, FC,WFC) =

[
1−

F∑
i=E

μi (ERT ) · wERTi

]
∪[

H∑
i=L

μi (D) · wDi

]
∪
[

V∑
i=N

μi (FC) · wFCi

]
.

(2)

where: TC is transport cost, ERT is embarkation rate of a truck, WERT is
embarkation rate of a truck influence on the transport cost, D is distance between
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a company warehouse and a customer location, FC is truck fuel consumption,
WD and WFC are the distance and the fuel consumption influences on transport
cost.

Trucks fuel consumption is described in the following way:

FC(AFC,WAFC ,KW,WKW , Pdw) =

{[
H∑

i=L

μi(AFC) · wAFCi

]
∩[

V B∑
i=G

μi(KW ) · wKWi

]}
· Pdw.

(3)

where: FC is fuel consumption, AFC is average fuel consumption of truck, KW
- are transportation conditions, WAFC and WKW are fuzzy value importance
vectors of the average fuel consumption and transportation conditions, Pdw is
the probability of bad weather.

Fig. 2. The decision tree in the fuzzy expert system

The decision tree [3], which describes knowledge base used in our system, is
shown in the Fig. 2.
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3.2 Implementation of the Fuzzy Expert System

The proposed solution was implemented in the expert shell system EXSYS De-
veloper. The knowledge base for this system shown in Fig. 2 is the basis for
automated generation of the knowledge rules. Such kind of knowledge represen-
tation is advantageous because of many possible hierarchies of the conclusions
with diverse certainty levels. The conception of a rule established knowledge
base, allows for acquisition of conclusion sets with assigned certainty factors.
For instance:
IF order capacity is L and warehouse bulk resource is L and transport cost is L
THEN warehouse owner profit is medium
IF order capacity is M and warehouse bulk resource is M and transport cost is
L THEN warehouse owner profit is high
...............

Fig. 3. The fuzzy expert system answer - a screen dump
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IF order capacity is H and warehouse bulk resource is L and transport cost is H
THEN warehouse owner profit is low

The applied shell expert system provides the needed consistency checks on
the knowledge base. In this version, the tree representation uses 45 nodes. The
user interface construction was based on special script language, implemented
in the EXSYS shell program (see Fig. 3).

4 Conclusion

The proposed system supports decision making process facilitating the selection
of appropriate transportation offers. In the system, in the fuzzy representation,
such aspects as: the place distance, costs, load volume of the trucks, difficulties
during the transportation have been taken into account.

The fuzzy representation of knowledge made it available to construct a trans-
parent knowledge base and a flexible inference system.

The implemented solution allowed us to validate the anticipated thesis, as
shown in our paper on a simple example. The used shell expert system Exsys
facilitates rapid development of an expert system. Nevertheless, one serious dis-
advantage of the implemented system could be the high cost of Exsys, thus not
applicable for small expert systems. Therefore, for small expert systems devel-
opment, application of a dedicated system may be a better solution.

In the paper proposition of full decision tree containing all possible combi-
nations has been presented, which results in non-optimal and redundant tree
structure. In the further work, optimization of a decision tree, for instance with
the Quinlann method, should follow.

The knowledge representation in case of more complex problem domains may
be extended with some additional models, like feature diagrams as shown in
[11],[12],[13],[14]. The feature diagrams may be modelled with standard UML
tools as suggested in [10].

Similar work considering the decision-support systems and fuzzy modelling
of some system features in the domain of web services have been presented in
[15],[16].

The expert systems with usage of the fuzzy set theory and fuzzy logic have
been successfully applied in the domain of the medicine. The expert systems sup-
port i.e. the reasoning in medical diagnosis and treatment [7] and quick decision-
making with a real-time system applied in the intensive care unit [17].
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Abstract. The idea to apply the selected AI methods for the determi-

nation and prediction of the pedagogical efficiency of the classical and

e-learning systems have been described in the paper. The partial and to-

tal information functions have been defined for such systems treated like

the information systems. The values of the partial information function

for the system elements or granules of them are the pedagogical efficiency

factors and it is possible to use them for the prediction of the total peda-

gogical efficiency factor of systems. It is possible to do a prediction only

by the AI methods.

1 Introduction

It is possible to treat each learning system like an information system. That
applies to the classical learning system and to the computer/internet supported
learning (e-learning, distance learning, intelligent tutoring) systems, as well [1,2].
There is one general assignment for each learning system: to develop the suitable
competences (the skills based on the exact, structural and oriented knowledge)
in each participant (student). It is one way to determine an efficiency of such
systems: we have to estimate the relations (ratios) between students achieve-
ment and organizers expenses (time of learning, the costs of aids and technical
equipment, etc.).

We can define efficiency of each learning system (or the elements of it) by
determination of a set of the parameters or the values of an exact function. It is
similar to a definition of an information function for a learning system treated
like an information system [2].

According to the definition of an information system [3,4,5], an information
function is one of ways to present an information about the elements of that
system, which are characterized with one set of the similar features. A set of
the features is depended on the evaluation goals. The values of an information
function are useful for their taxonomy of the system elements or for a prediction
of the efficiency factors of ones. An example of the prediction of the economical
efficiency factor for the learning system based on suitable construction of an
information function, has been presented in Kruss paper [6].
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A pedagogical efficiency factor for learning system is defined most often. It
ought to determine a rank of the learning results (based on such parameters as:
the marks, the a factor of employment of graduates, the results of professional
qualifying exams or the factor of a workstation standard conformity [7]) accom-
modation to the requirements (employers or higher level schools requirements)
or to the standards which have been worked out before (e.g. the ECTS system
that has been worked out in the Bologna process1).

2 Application of the Learning System Information
Functions for Its Pedagogical Efficiency Factor
Determination

We can determine efficiency factor of some various aspects of the learning sys-
tems. A unit system student-teacher is the crux (the elementary component) of
each learning system, even the most complex one. A schema of such component
that is based on a cybernetic model of a learning process [8] is presented on
Fig.1:

Fig. 1. The elementary component of a learning system schema

The elements of that elementary components have been granulated (i.e. stu-
dents have been joined into teams, the similar problems have been integrated
into subjects), but they have been dispersed (i.e. one can learn some different
field of study an interdisciplinary studies that are taken place in many centers
or schools ) and they have been made virtual (that is defined as replacing of

1 www.bologna-bergen2005.no

www.dfes.gov.uk/bologna
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the real states and stimulus with the simulations that affect directly on human
receptors).

In that case, the separate elements of the elementary components: student,
teacher, information transport environment, infrastructure and even processes
(ways of realization) are evaluated. It is possible to evaluate an organization of
elementary component and an influence of the precincts (the determinants) on
a system (the elements of it) and on the processes proceeded inside it.

If we treat the learning system like the information system we are able to
use the system analysis methods (they seem to be the best [2]) and we ought to
separate all system components:

- the system elements,
- a infrastructure (or the information transport environment),
- the processes,
- the precincts (the determinants).

In order to determine the efficiency factor of any learning system treated like in-
formation system (or elements of it) we ought to define an information function
in a suitable domain (a set of the elements features or of the processes features
or a set of the determinants). The separation of the system elements and the
processes and the precincts enables a determination of the independent infor-
mation functions for the separated objects of a system (they are called partial
information function). It is possible to do conditional evaluation that is lim-
ited to the similar objects of a system. We can determine an efficiency factor
of whole system (make total evaluation) by calculating the convolution of the
partial information functions.

In a case of the pedagogical efficiency factor of a learning system, the accepted
marking scale (grading system) is a set of the values of an information function
and it can be represented in the different ways [9]. The representation of a
grading system based on the fuzzy numbers seems to be the best, because it
enable to determine an efficiency factor of a learning process for an individual
student [10], for the student groups and it enable to compare the effectiveness
of the teachers [1].

The most often it is carried out a conditional evaluation of the learning sys-
tems built of the granules of the elements (i.e. schools which contain the groups
of students and the groups of the teachers, or the school district which is a set
of schools). In that case it is easy to describe a conditional evaluation proce-
dure based on a suitable standardized information function for the students or
teachers teams [1,2,11]. It is example of the evaluation oriented at a student (or
teacher) that determine a pedagogical efficiency factor of a learning system.

The description of a comparative evaluation of the pedagogical efficiency fac-
tors for schools in the districts in Poland based on an estimation of a educational
added value is contained in Pokropek’s publication [12]. Another method of an
estimation of a pedagogical efficiency for one gymnasium have been described
at my earlier paper [13].
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3 Application of the Learning System Information
Functions for a Prediction of Its Pedagogical Efficiency
Factor

We can predict a pedagogical efficiency of a learning system from the known,
standardized results for earlier time periods. The results standardization means
to use the standardized grading systems. The standard nine (stanine) scale [2],
[14] seems to be the best. It is a method of scaling scores (marks) on a nine-point
standard scale with a mean of five and a standard deviation of two. In this case,
a set of the information function values contains nine elements and it is possible
to represent them by a linguistic representation SMSling:

the lowest results, very low results, low results, below average results,
average results, above average results, high results, very high results,

the highest results

or by the numerical representation SMSnum:

SMSnum = {1, 2, 3, 4, 5, 6, 7, 8, 9}
or by the fuzzy representation (representation in the trapezoid fuzzy numbers
set – SMSfuz) [1]):

SMSfuz = {[0; 0; 1, 5; 9] , [0; 1, 5; 2, 5; 9] , ..., [0; 8, 5; 9; 9]}
The determination of the expected final (outline) values of a pedagogical effi-
ciency factors for each elementary component (student) (the outline values of a
partial information function yi) is the aim of a prediction process. Those values
are determined on the basis of the known results of students achievements for an
earlier periods that are the initial partial information function values (ui) and
the known parameters of determinants (i.e. specific values of a partial informa-
tion function for precincts zi). The forecast for a compound learning system can
be generated by estimation of an educational added value per one student on
the basis of the prediction of their pedagogical efficiency factors. The prediction
process of a pedagogical efficiency factor for individual student is presented in
Fig.2.

It is possible to carried out the prediction process in different ways:

1. The efficiency factor values are predicted from the classical statistical
estimation methods (linear or non-linear);

2. The efficiency factor values are predicted by application of the estimation
on a fuzzy representation of the input values;

3. The efficiency factor values are predicted by application of an artificial neural
network based on a classical (linguistic or numerical) representation of the
input values;

4. The efficiency factor values are predicted by application of an artificial neural
network based on a fuzzy representation of the input values (or an artificial
neural network with fuzzy artificial neurons).
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Fig. 2. The elementary component of a learning system schema

4 The Results of the Pedagogical Efficiency Factors
Prediction for the Selected Gymnasium

The results of the final exams that will be carried out on April 2010 and the
pedagogical efficiency factors corresponded to them, have been predicted for
selected gymnasium (Public Gymnasium no 26 in Lodz). The values of stanin
scale calculated from the results of the competence test carried out for the end of
a primary school for each student at 2007 (u1) and an average of her/his marks
(grades) at the same moment (u2) and her/his primary school number (as the
values of a partial information function for precincts, z1), have been the input
values. The forecast have been based on the known results for 2009 and 2008 and
2007, because only those data were available. The forecasting have been done
for two exams: a humanistic one (arts) and a scientific/nature one (the output
values: y1 and y2).

The results obtained with methods 1 and 2 have been calculated separately for
each primary school that students came into the gymnasium three years before.
It is right way for taking into consideration influence of the precincts parameters.

The results obtained with method 1 have not been precise in statistical sense:
the values of correlation coefficient were smaller then 0,6 for the linear estimation
and they were smaller then 0,5 for exponential one. It is a normal situation
because the learning process is not a chance process. That method is not useful
for a prediction of the pedagogical efficiency factors.

The results obtained with method 2 have been satisfying and it have been
possible to determine the values of the pedagogical efficiency factors for the
selected gymnasium: the educational added value for the arts exam (EAVA) and
for the science/nature exam (EAVSN ) at 2010 year. They have get the following
values:

EAVA = −0, 11± 0, 15 and EAVSN = +0, 44± 0, 06

The forecasts for students, classes and whole gymnasium will be compared to the
real exams results that will be known on June, 2010. During the research it have
been concluded that average of students marks (grades) at the end of a primary
school have not influence on the results (that have been expected after the talks
with some gymnasium teachers). The results for the students are presented in
Table 1.
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Table 1. The results of a grades predication for the gymnasium students (at a stanine

scale representation)

u1 y1 y2

1 1,2 1,2,3

2 3,4 2,3,4

3 3,4 3,4,5

4 4,5 4,5

5 4,5,6 5,6

6 5,6 5,6,7

7 5,6,7 6,7,8

8 6,7 7,8,9

9 6,7,8 8,9

The predictions with methods 3 and 4 are carrying in the present time. The
artificial neural network with one hidden layer and sigmoidal activation function
have been used at first. The set of the triples: the stanin value of the competition
test, an average of grades at the end of primary school and the primary school
number, have been used as the input data (446 data records). The results of
the art exam and of the science/nature one (both did in the past) have been
the output data pairs (446 pairs). The sets of input and output data have been
used in a supervised learning based on the mean-squared error method with
backpropagation. In that case the network learning process have been divergent.
An using of only one hidden layer was probably the cause of this divergence.

The research are continuing with an artificial neural network with three hidden
layer and all other parameters as previous, without an average of grades at the
end of primary school. The results are very promising: a learning process seems
to be convergent.
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Abstract. The paper presents the online smooth speed profile generator

used in trajectory interpolation in milling machines. Smooth kinematics

profile is obtained by imposing limit on the jerk - which is the first

derivative of acceleration. This generator is based on the neuro-fuzzy

look-ahead function and is able to adapt online the actual feedrate to

changing external conditions. Such an approach improves the machining

quality, reduces the tools wear and shortens total machining time.

1 Introduction

In the Computer Numerical Controlled (CNC) the desired feedrate of the ma-
chine tool not always can be achieved, because of the mechanical and electrical
limitation of the machine. For example every electrical motor has limited output
power, so it can produce limited component of an acceleration vector along the
toolpath. The result is a limited attainable feedrate along the toolpath, suit-
able to it curvature (Fig. 1). Moreover the feedrate and acceleration cannot be
changed abruptly, because of the possibility of exciting the natural modes of the
mechanical structure or servo control system. Non smooth trajectory results in
a fast wear of a mechanical components of the machine. Control system of a
CNC machine should control the servo drives in such a way, that the feedrate
is as close as possible to the demanded value, but the defined speed limits are
not violated. Moreover, the generated trajectory should be smooth, what can
be obtained by imposing limits on the first and second time derivatives of the
feedrate, resulting in a trapezoidal acceleration profile. On the other hand, the
trapezoidal speed profile is very popular and widely used because of its simplic-
ity. Unfortunately, in this case there are discontinuities in acceleration reference
values and they result in a low quality of the machining. The abrupt changes of
the acceleration are not possible to obtain in the servo drives and it results in a
substantial position tracking error. In order to avoid this, the feedrate must be
limited and it results in extending total machining time. In another case, if the
smooth speed profile is used, the acceleration profile has no discontinuity and it
trapezoidal form results from jerk limit.
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Fig. 1. Example of the geometrical path designed in the CAM system and limitation

imposed on a maximum allowable velocity along it (feedrate)

The online speed profile generation methods are widely investigated in lit-
erature [1]-[2], [6]-[8]. Unfortunately none of the reported methods was able to
adjust online the generated speed profile to the changing external conditions.
However it should be emphasized that feedrate adaptation mechanisms, used in
high precision machines, require such a feature.

2 A New Method for Online Trajectory Generation

In this work we describe a new neuro-fuzzy based method for online jerk-limited
trajectory generation. This method is based on the so-called testing trajectories
(Fig. 2) which are generated in defined time periods TTG. The interpolation is
always based on a basis of an initially known safe trajectory (thin black curve).
That trajectory guides the CNC machine, along the geometrical toolpath, to the
stop, guarantying the velocity, acceleration and jerk limitation. On the basis of a
predicted state of the interpolator, after defined time TTG, is generated one test-
ing trajectory. The task of testing trajectory is to speed up the move, taking into
account the acceleration and jerk limit values. The speed up is done by feeding
a limited positive jerk value in a time interval TTG. Required calculations can
be realized analytically. Generated testing trajectory has to be validated, to de-
termine if it violates or not the allowable velocity limit along the toolpath (thick
black curve in Fig. 2). This velocity limit is the lower value of the technologi-
cal demanded feedrate and allowable taking into account the machine dynamics
(Fig. 1). If a validation algorithm classifies the testing trajectory as it violates the
speed limit, this trajectory will be discarded. In other case this trajectory will be
the new safe trajectory, valid after TTG time period. After defined time consec-
utive testing trajectory will be generated, starting from the new working point.
In proposed system, the testing trajectory validation algorithm plays a key role.
Analytical solution of this task is very complicated, because the velocity con-
straints are a function of a distance while generated speed profile is a function of
time. There is no simple analytical projection of the trajectory from a function
of a time to a function of a distance. The trajectory validation process per-
formed in an analytical way is very complex. Because of the mentioned difficul-
ties with implementation of the complex calculations, we propose soft computing
methods to build an efficient validation system. The neuro-fuzzy structure (NFS)
aids an efficient quadratic approximation of the speed as a function of distance.
Such an approximated function reduces complex calculation to the simple task
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Fig. 2. Method of the online generation of the jerk limited trajectory (thick gray curve)

taking into account the feedrate limitation (thick black curve). Thin gray and black

curves represent test trajectories, violating and not violating velocity limitation, re-

spectively, along corresponding distance.

of quadratic equation solving. The quadratic approximation of any continuous
function is always possible with a defined acceptable error, if the approximation
distance does not exceed some limited value. In our case this value depends on
three parameters and can be obtained with the help of a simulation. If we know
the allowable distance, we can easily and precisely approximate the function do-
ing few simple analytical calculations. Based on such assumptions we utilize the
NFS to approximate the maximum allowable distance at which the quadratic
approximation accuracy is satisfactory. To approximate the whole trajectory we
must repeat the quadratic approximation for all successive fragments of trajec-
tory. Because in the trapezoidal acceleration profile the jerk can have only three
different discrete values, we can use three simple NFS for three separate cases
instead of a complex one. Disadvantage of this approach is the necessity to de-
clare the used jerk values at the stage of designing control system. As a result
there is no possibility to modify these values because the system is working, so
any jerk adaptation algorithms are not possible to implement. However a great
advantage of our approach is the simplification of the NFS and, consequently,
the whole algorithm is much more efficient in real time implementation.

3 Flexible Takagi-Sugeno Neuro-fuzzy System for the
Validation of the Trajectory

For the validation of the trajectory we used flexible Takagi-Sugeno neuro-fuzzy
system (see e.g. [5]). Two-input, single-output system mapping X → Y, where
X ⊂ R2 and Y ⊂ R. Assume the following the rule base
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R(r) :

⎧⎨⎩
IF x̄1 is Ar

1
(
wτ

1,r

)
AND x̄2 is Ar

2
(
wτ

2,r

)
THEN f (r) (x̄) = cf

0,r +
2∑

i=1
cf
i,rx̄i

⎫⎬⎭ (
wdef

r

)
, (1)

where r = 1, 2, . . . , N . The construction of the system is based on the following
parameters and weights:

- parameters of membership functions μAk
i
(x̄i), i = 1, 2, r = 1, 2, . . . , N ,

- parameters cf
0,r, cf

i,r, i = 1, 2, r = 1, 2, . . . , N , in linear models describing
consequences,

- certainty weights wτ
i,r ∈ [0, 1], i = 1, 2, r = 1, 2, . . . , N , describing importance

of antecedents in the rules,
- certainty weights wdef

r ∈ R, r = 1, 2, . . . , N , describing importance of the
rules.

The aggregation in the Takagi-Sugeno model, described by the rule base (1), is
in the form

ȳ = f (x̄) =

N∑
r=1

wdef
r · f (r) (x̄) · μAr (x̄)

N∑
r=1

μAr (x̄)
, (2)

where
μAr (x̄) = T ∗ {μAr

1
(x̄1) , μAr

2
(x̄2) ;wτ

1,r, w
τ
2,r

}
(3)

Fig. 3. Neuro-fuzzy system used for the validation of the trajectory
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and T ∗ is a weighted t-norm (see e.g. [3], [4]). Weighted t-norm in the two-
dimensional case is defined as follows

T ∗ {μAr
1
(x̄1) , μAr

2
(x̄2) ;wτ

1,r, w
τ
2,r

}
= T

{
1 +

(
μAr

1
(x̄1)− 1

)
· wτ

1,r,

1 +
(
μAr

2
(x̄2)− 1

)
· wτ

2,r

}
. (4)

The weights wτ
1,r and wτ

2,r are certainties (credibilities) of both antecedents in
(4). Observe that:

- If wτ
1,r = wτ

2,r = 1 then the weighted t-norm is reduced to the standard
t-norm.

- If wτ
1,r = 0 then T ∗ {μAr

1
(x̄1) , μAr

2
(x̄2) ; 0, wτ

2,r

}
= 1 +

(
μAr

2
(x̄2)− 1

)
· wτ

2,r.

The general architecture of the flexible Takagi-Sugeno system is depicted in Fig.
3. As we can see, it is a multilayer network structure. To train it, the idea of the
error backpropagation method may be applied (see e.g. [3], [4]). Based on the
learning sequence we determine all parameters and weights of fuzzy system (2).

4 Experimental Results

The simulations of the proposed algorithm were made on a dedicated software
and the results are very satisfactory. The trajectory obtained with the help of
NFS given by (2) is almost identical to the trajectory obtained based on the
time consuming iterative simulations. The insignificant differences result from
the NFS approximation errors.

We used neuro-fuzzy system given by (2) characterized by the Gaussian fuzzy
sets, 30 rules (N = 30) and algebraic t-norms. We employed the FCM algorithm
to find initial values of membership functions parameters (m = 2.0, 1000 steps).
We also initialized weights of antecedents wτ

i,r = 1, i = 1, 2, r = 1, 2 . . . , N ,
and weights of the rules wagr

r = 1, r = 1, 2 . . . , N . The system was learned by
the backpropagation method (μ = 0.15) with momentum (λ = 0.10) by 100000
epochs. The final root mean square error (RMSE) was equal 0.0996. Our ap-
proach allows to easily implement the presented algorithm in a microprocessor
system used in the CNC machine.

5 Summary

In this paper we presented a new algorithm for the online speed profile generation
for industrial machine tool. Our method, based on the neuro-fuzzy approach, al-
lows the system to work properly and quickly, and to construct the trajectory
generator, which can operate on-line. Moreover, it is possible to efficiently im-
plement it in a microprocessor system.
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Abstract. Recently significant attention has been paid to the active

reduction of vibrations in civil constructions. In this paper we present

the synthesis of an active control system using the particle swarm opti-

mization method. The controller design is analyzed as a building stories’

displacement minimalization problem. The proposed fitness function is

computationally efficient and incorporates the constraints on the sys-

tem’s stability and actuators’ maximum output. The performance of the

obtained controller was tested using historical earthquake records. The

performed numerical simulations proved that the designed controller is

capable of efficient vibrations reduction.

Keywords: active vibration reduction, particle swarm optimization,

earthquake engineering.

1 Introduction

Recently it is common to design and construct lightweight and cost-efficient
buildings. However, these light constructions are often more susceptible to vi-
brations caused either by human or by natural sources such as earthquakes.
Therefore, it is important to design methods and technologies which would pro-
vide means to reduce the unwanted vibrations in buildings.

The active control system concept, which was proposed for the first time in
a context of earthquake engineering by Yaoby Yao [1], is one of the possible
solutions to that problem. It consists of a controller, sensors measuring the state
of the building (displacements, velocities and accelerations) and actuators gen-
erating forces opposing to the forces induced by the environment. As the active
control system introduces additional forces to the structure it is neccessary to
make sure that it would not destabilize the building.

Various methods have been used to design the controller for the active control
systems. These include linear quadratic regulators (LQR) [4][5], instantaneuos
optimal control [6][7], linear quadratic Gaussian (LQG) [8][9][10], H2 and H∞
[8][11][12][13], pole placement[14], modal control[15], sliding mode control[16],
fuzzy control[17] or artificial neural networks[18][19].

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 651–658, 2010.
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Over the last years the Particle Swarm Optimization has been succesfully
used in the controller design. In [20] and [21] the PSO has been used in the
optimization of the PI and PID controllers. Wang et al.[22] have applied the
PSO to find the control system poles resulting in a robust control system. In
[23] the PSO has been succesfully used to find the optimal feedback gain in the
vehicle navigation system controller.

In this paper we present the design of the building active control system
using the PSO. The constrained controller design is formulated as an optimiza-
tion problem. The proposed fitness function minimizes the building’s structure
displacements and incorporates constraints on the system’s stability and require-
ments concerning maximum forces generated by actuators. The effectiveness of
the presented method is assessed on the model of a six-story building under
different earthquakes.

2 Structure Model

The building is modeled as a shear planar frame with actuators installed be-
tween some of its stories. It is assumed that the braces supporting actuators are
infinitely stiff. The motion equations of the system can be defined as:

Mq̈(t) + Cq̇(t) + Kq(t) = Eu(t) + f(t) (1)

where M , C, K and E stand for the mass, damping, stiffness and location
matrices. The q(t) is a vector of the stories displacements relative to the ground,
u(t) is a vector of the forces generated by the actuators and the f(t) is a vector
of the forces induced by the earthquake.

Under the assumption that the mass of each floor is lumped the mass matrix
M of N-stories building takes a form of a diagonal matrix with the masses of
the subsequent floors on the main diagonal:

M = diag(m1,m2, . . .mN) (2)

The stiffness matrix K is defined as:

K =

⎡⎢⎢⎢⎢⎣
k1 + k2 −k2 0 . . . 0 0
−k2 k2 + k3 −k3 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 . . . −kN−1 kN−1 + kN −kN

0 0 . . . 0 −kN kN

⎤⎥⎥⎥⎥⎦ (3)

where ki is the stiffness of the i-th story. In our study we assumed that N = 6,
mi = 10000kg and ki = 2250000N

m . The damping matrix is calculated as a linear
combination of the mass and stiffness matrices:

C = αM + βK (4)

α =
2ω1ω2(γ1ω2 − γ2ω1)

(ω2
2 − ω2

1)
(5)

β =
2(γ1ω2 − γ2ω1)

(ω2
2 − ω2

1)
(6)
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where ω1 = 3.6161 rad
s and ω2 = 10.6381 rad

s are the structural modal frequencies
of the first and the second mode of the uncontrolled system and γ1 = 0.02 and
γ2 = 0.02 are the dimensionless modal damping ratios.

The location matrix E defines the actuators positions in the building struc-
ture. We considered a building with two actuators placed below the first and the
third stories. The resulting location matrix took form:

E =

⎡⎢⎢⎢⎢⎢⎢⎣
−1 0
0 1
0 −1
0 0
0 0
0 0

⎤⎥⎥⎥⎥⎥⎥⎦ (7)

The vector of earthquake induced forces is calculated as:

f(t) = M · 1N×1agr(t) (8)

where agr(t) is the acceleration of the ground.
The forces generated by the actuators are calculated according to the structure

displacements q(t) and velocities q̇(t). It is assumed, that all displacements and
velocities are measured, which means that:

u(t) = −G1q(t)−G2q̇(t) (9)

where G1 and G2 are the gain matrices of the control system feedback loop. The
Eqn. 1 can be rewritten as:

Mq̈(t) + (C + EG2)q̇(t) + (K + EG1)q(t) = M · 1N×1agr(t) (10)

The model can be presented in the following form of the state equations:

z(t) =
[
q(t) q̇(t)

]T (11)
ż(t) = Az(t) + Bagr(t) (12)

A =
[

0(N×N) 1(N×N)
−M−1(K + EG1) −M−1(C + EG2)

]
(13)

B =
[
01×N 11×N

]T (14)

3 Particle Swarm Optimization

3.1 Description

The Particle Swarm Optimization (PSO) introduced by Kennedy and Eberhart
[2] is an population-based optimization technique inspired by social behaviour
of animals e.g. birds flocking or fish schooling. Similarly to the genetic algorithm
the populations consists of possible solutions (called particles) and the search for
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an optimal solutions is performed by updating subsequent generations. However,
no evolutionary operators such as cross-over or mutation are used. Instead, each
particle explores the problem space being drawn to the current optimal solutions.

The main difference between GA and PSO is the memory of particles. Each
particle keeps a record of its best fitness achieved so far (along with the associated
solution Pb) and the best fitness and corresponding solution achieved in the
particle’s neighborhood - Lb. It was shown that using the global neighborhood
(all particles are fully aware of other particles’ fitness) minimizes the median
number of iterations needed to converge. On the other hand the neighborhood
of size 2 gives the highest resistance to local minima.

At each iteration i of the PSO the velocities of the particles are changed
(accelerated) towards the Pb and the Lb and the particles are moved to new
positions:

vj(i) = w · vj(i− 1) + c1 · rand · (Pbj − pj(i)) + c2 · rand · (Lbj − pj(i)) (15)
pj(i) = pj(i− 1) + vj(i) (16)

where vj and pj are the velocity and the position of the j-th particle, w is the
intertia factor providing balance between the exploration and the exploitation,
c1 is the individuality constant and c2 is the sociality constant.

To avoid the ”velocity explosion” the maximum velocity constraint vmax =
100000 is introduced. Whenever the velocity violates the [−vmax, vmax] limits it
is truncated to that range. Additionally, to speed up the convergence the inertia
weight was linearly reduced from wmax = 0.9 to wmin = 0.1.

In our experiments we have used n = 20 particles, the maximum number of
iterations imax = 200000 and c1 = c2 = 2. The neighborhood of size 4 was used
as a tradeoff between the fast convergence and the resistance to local minima.
More information on the parameters selection of the algorithm and its variations
can be found in [3].

3.2 Fitness Function and Covergence Criterion

The optimization goal was to find the gain matrices G1 and G2 that would min-
imize the displacements of building’s stories under the earthquake. Additionally,
the resulting model had to be stable and the generated forces had to be lower
than an assumed value (Fmax = 100000N). Those constraints were incorporated
into the fitness function:

fit(p) = fitdisplacement(p) + a · fitstability(p) + b · fitforces(p) (17)

where a and b are constraints coefficients.
The displacements of the structure were analyzed in the frequency domain

under the simplifying assumption that the ground acceleration is a sinusoidal
signal. The following transfer function was defined:

Hdisp(jω) =
Q(jω)
Agr(jω)

= (−Mω2+j(C+E ·G2)ω+K+E ·G1)−1M ·1N×1 (18)
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where Q(jω) and Agr are the Fourier transforms of the displacements and ground
acceleration respectively.

The biggest (and thus the most dangerous for the structure) displacements
are generated for the modal frequencies of the resulting system. Therefore, the
following fitness function component was defined:

fitdisplacement(p) =
N∑

i=1

11×N |Hdisp(jωi)| (19)

where ωi is the i-th modal frequency of the closed-loop system.
The resulting system would be stable if the real parts of all the system’s poles

were smaller than 0. The fitness function stability component was calculated as:

fitstability(p) =
{

1 + max(�(ei))− ρ if max(�(ei)) ≥ ρ
0 if max(�(ei)) < ρ

(20)

where ei is the i-th eigenvalue of the state matrix A and ρ is the maximal allowed
real part of the system’s poles.

It was assumed that the actuators should not saturate until the ground accel-
eration amplitude reached a certain value (Amax = 1 m

s2 ) at any of the system’s
modal frequencies. The following transfer function was defined:

Hforce(jω) =
U(jω)
Agr(jω)

= (−G1 − jG2ω)Hdisp(jω) (21)

The force component of the fitness function was calculated according to:

fitforce(p) =

⎧⎨⎩max
( |Hforce(jω)|Amax

Fmax

)
if max

( |Hforce(jω)|Amax

Fmax

)
> 1

0 if max
( |Hforce(jω)|Amax

Fmax

)
≤ 1

(22)

The a parameter was set to 1000000 and the b was set to 1000. This ensured that
any solution resulting in an unstable system would have higher fitness function
value than any of the stable ones and that solutions violating the maximum force
limits would have worse fitness than those conforming to both constraints.

The proposed fitness function can be calculated without the time consum-
ing simulations which is an important advantage in any iterative optimization
algorithm.

The convergence of the PSO was assumed if the best fitness value in the
population had not changed over iconv = 5000 iterations and the best fitness
value had been smaller than min(a, b) meaning that the solution conformed to
both constraints.

4 Results

The optimization process was executed 100 times. On average the algorithm
needed 20848 iteration to converge (median = 19856). The best result obtained
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Fig. 1. The maximum displacement of building stories

Table 1. The normalized RMS of building displacement

El Centro Hachinohe Kobe Northridge
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Fig. 2. The displacement of the top floor(left) and the forces generated by the actuators

(right) under the El Centro earthquake
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was equal to 0.1745, average fitness function of the converged solutions was equal
to 0.3784 with the standard deviation of 0.0825 .

The performance of the obtained controller was tested in numerical simula-
tions. Four different earthquake records were used: El Centro, Hachinohe, Kobe,
Northridge. The peak ground accelerations of these earthquakes were: 0.3188g,
0.2294g, 0.8337g, 0.8428g respectively. The maximum displacement of the build-
ing stories is shown in the Figure 1. The example of the top story displacement of
both controlled and uncontrolled building as well as the forces generated by the
actuators are shown in the Figure 2. Additionally, the normed RMS of structure
displacement was calculated for all of the considered earthquakes (Table 1):

DRMS =
maxi

√
1
T

∫ T

0 qc
i (t)2dt

maxi

√
1
T

∫ T

0 quc
i (t)2dt

(23)

where i is the story number, T is the duration time of the earthquake, qc
i is the

displacement of the i-th story of the controlled building and quc
i is the displace-

ment of the i-th story of the uncontrolled building.

5 Conclusions

This paper presents a successfull attempt to design an active vibrations control
system using the PSO technique. To the extent of the authors’ knowledge this
was the first attempt to design an active building controller by optimization of
static, direct feedback gain matrices. A novel, computationally efficient fitness
function minimizing stories displacements and incorporating the control system
constraints was defined.

The obtained controller was tested under different historical earthquake loads.
It achieved excellent results in the terms of the absolute stories displacements
reduction and the normalized RMS of displacements.

The presented study shows that the PSO can be succesfully used to design
active control systems. In our future work we will focus on modifying the fitness
function to take into account the accelerations of building stories as well as on
incorporating the number and positions of sensors and actuators into the opti-
mization scheme. Moreover, the performance of different optimization methods
such as simulated annealing or evolutionary algorithms will be tested.
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Abstract. A new method for normalization and combination of interval-

valued belief structures within the framework of Dempster-Shafer theory

of evidence based on the so-called ”interval extended zero” method is pro-

posed. The two desirable intuitively obvious properties of normalization

procedure are defined. The main of them is based on the assumption that

the sum of normalized intervals should be an interval centered around 1

with a minimal width. The advantages of a new method are illustrated

with use of numerical examples. It is shown that a new method performs

better than known methods for combination of interval-valued belief

structures as it provides the results with the properties which are close

to the desirable ones.

Keywords: Interval Dempster’s rule of combinaion, Normalization.

1 Introduction

Dempster-Shafer theory of evidence is concerned with bodies of evidence, which
are assignments of weights to crisp events such as fault occurrence [6]. Given a
domain X of possible events, a basic assignment m is a mapping P (X)→ [0, 1]
where P (X) is the power set (set of all subsets) of the domain. For any element
A ∈ P (X), the basic assignment m(A) gives the amount of evidence that support
that event and no other. Basic assignments are required to follow the axioms:
m(∅) = 0,

∑
A∈P (X)

m(A) = 1. The core of the evidence theory is the Dempsters

rule of combination of evidence from different sources. The rule assumes that
information sources are independent and uses the so-called orthogonal sum to
combine multiple belief structures. With two belief structures m1,m2, the Demp-
ster’s rule of combination is defined as

m12(A) =

∑
B∩C=A

m1(B)m2(C)

1−K
,A 
= ∅,m12(∅) = 0, (1)

where K =
∑

B∩C=∅
m1(B)m2(C). The resulting belief structures is normalized

(
∑

A∈P (X)
m12(A) = 1). The problem arises when the belief structures m1,m2 are

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 659–666, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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presented by intervals. The use in of usual interval arithmetic rules in (1) leads to
the resulting interval belief structures m12 representing by too wide intervals [2]
which are substantially wider than the initial interval belief structures m1,m2.
Therefore, in [2,8] the quadratic programming models for interval Dempster’s
rule of combination were proposed. These models lead to the interval results,
but the question arises: are they normalized? It is well known that the sum of
intervals can be equal to 1 (or any real value) if at least one of the intervals is
inverted one, i.e., its right bound is greater than the left one. So the properties of
interval normalization should be defined. Such properties which can be treated
also as the definition of normalization are proposed in [7] as follows.

Let N =
{
X = (x1, . . . , xn)|ŵL

i ≤ xi ≤ ŵU
i , i = 1, . . . , n,

n∑
i=1

xi = 1
}

be a set

of normalized vectors. Then interval vector [ŵ] =([ŵL
1 , ŵU

1 ],...,[ŵL
n , ŵU

n ]) is said
to be normalized if and only if it satisfies the following two conditions:
(1). There exists at least one normalized vector X = (x1, . . . , xn) in the set N
(N is none empty);
(2) All ŵL

i and ŵU
i , i = 1, . . . , n are attainable in N .

Conditions (1) and (2) are rather of mathematical nature and do not form an
exhaustive set of desirable properties of interval sum normalization.

The firs such property can be formulated as follows. As the sum of normalized
real valued elements of interval belief structures m12 is always equal to 1, it seems
natural to require that it should be equal to “near 1”, where “near 1” may be
presented by an interval with a minimal width.

The second desirable property of interval weights normalization may be the
remaining of ratios between the means of normalized intervals as close as possible
to those of initial intervals as the normalization of real valued weights does not
change these ratios at all.

In the current report, we propose a new method for normalizing the Demp-
ster’s rule of combination which provides the results with above two properties.
The rest of the paper is set out as follows. In Section 2, we recall the basics of
the so called “interval extended zero” method for the solution of linear interval
equations [4,5] and show that it can be used for the normalization of interval
sum. Section 3 is devoted to the comparison of the results obtained with use of
approaches developed in [2,8] and a new method proposed in the current report.
Section 4 concludes with some remarks.

2 The Use of “Interval Extended Zero” Method for
Interval Sum Normalization

As the equation
n∑

i=1
[ŵi] = 1 is not verified for positive regular intervals [ŵi],

i = 1, . . . , n, we propose to find such interval normalization factor [x] that

n∑
i=1

[ŵi][x] = “near 1”, (2)
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where “near 1” may be presented by an interval too. The more precise definition
of “near 1” may be obtained using the following reasoning [4,5]: “Without loss of
generality, we can define the degenerated (usual) zero as the result of operation
a-a, where a is any real valued number or variable. Hence, in a similar way we
can define an “interval zero” as the result of operation [a] - [a], where [a] is an
interval. It is easy to see that for any interval [a] we get [a, a]-[a, a]=[a−a, a−a].
Therefore, in any case, the result of interval subtraction [a]-[a] is an interval
centered around 0.” Similarly we can define the “near 1” as an interval centered
around 1. The problem (2) can be solved with use of “interval extended zero”

method [4,5]. Let us denote [a] =
n∑

i=1
[ŵi]. Then the problem

n∑
i=1

[ŵi] = 1 can be

presented in the more general form:

[a][x]− [b] = 0, (3)

where [a], [b] are positive intervals or real values. Of course, when [a] or [b] or
both are intervals, the equation (3) has no solution as in the left hand side we
have interval, whereas the right hand side is the degenerated zero (non-interval
value). It is shown in [4,5] that if we treat the equation (3) as the result of
interval extension of usual real valued equation ax − b = 0 then the right hand
side of this equation (zero) should be extended too using above definition of
“interval zero”. It must be emphasized that this definition says nothing about
the width of “interval zero”. Really, when extending equation with previously
unknown values of variables in the left hand side, only what we can say about
the right hand side is that it should be interval symmetrical with respect to 0
with not defined width. Hence, as the result of interval extension of ax − b = 0
in general case we get

[a, a][x, x]− [b, b] = [−y, y]. (4)

Of course, the value of y in Eq.(4) is not yet defined and this seems to be quite
natural since the values of x, x are also not defined. In the case of positive
intervals [a] and [b], i.e., a, a, b, b > 0 from Eq. (4) we get{

ax− b = −y, ax− b = y. (5)

Finally, from Eq. (5) we obtain only one linear equation with two unknown
variables x and x:

ax + ax− b− b = 0. (6)

If there are some restrictions on the values of unknown variables x and x, then
Eq. (6) with these restrictions may be considered as the so called Constraint
Satisfaction Problem (CSP )[1] and an interval solution may be obtained. The
first restriction on the variables x and x is a solution of Eq. (6) assuming x = x.
In this degenerated case, we get the solution of Eq. (6) as xm = b+b

a+a . It is easy
to see that xm is the upper bound for x and the lower bound for x (if x > xm or
x < xm we get an inverted solution of Eq. (6)). The natural low bound for x and
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upper bond for x may be defined using basic definitions of interval arithmetic
[3] as x= b

a , x = b
a .

Thus, we have [x] = [ b
a , xm] and [x] = [xm, b

a ]. These intervals can be narrowed
taking into account Eq. (6), which in the spirit of CSP is treated as a restriction.
It is clear that the right bound of x and left bound of x , i.e., xm, can not be
changed as they present the degenerated (crisp) solution of (6). So let us focus
of the left bound of x and right bound of x. From (6) we have

x =
b + b− ax

a
, x ∈ [xm,

b

a
], x =

b + b− ax

a
, x ∈ [

b

a
, xm]. (7)

It is shown in [5] that for the positive [a] and [b], Eq. (7) have the following
interval solution:

[x] =
[
xmax,

b + b

a + a

]
, [x] =

[
b + b

a + a
, xmin

]
, (8)

where xmax = b
a , xmin = b+b

a − ab
a2 . Expressions (8) define all possible solutions of

Eq. (4). The values of xmin, xmax constitute an interval which produce the widest
interval zero after substitution of them in Eq. (4). In other words, the maximum
interval solution’s width wmax = xmin−xmax corresponds to the maximum value
of y: ymax = ab

a − b. Substitution of degenerated solution x = x = xm in Eq. (4)

produces the minimum value of y: ymin = a·b−a·b
a+a . Obviously, for any permissible

solution x′ > xmax there exists corresponding x′ < xmin, for each x′′ > x′ the
inequalities x′′ < x′ and y′′ < y′ take place. Thus, the formal interval solution
(8) factually represents the continuous set of nested interval solutions of Eq.(6)
which can be naturally interpreted as a fuzzy number [4,5]. It is seen that values
of y characterize the closeness of the right hand side of Eq. (4) to the degenerated
zero and the minimum value ymin is defined exclusively by interval parameters
[a] and [b]. Hence, the values of y may be considered, in a certain sense, as a
measure of interval solution’s uncertainty caused by the initial uncertainty of
Eq. (4). Therefore, the following expression was introduced in [4,5]:

α = 1− y − ymin

ymax − ymin
, (9)

which may be treated as a certainty degree of interval solution of Eq. (4). We can
see that α rises from 0 to 1 with decreasing of interval’s width from maximum
value to 0, i.e., with increasing of solution’s certainty. Consequently, the values
of α may be treated as labels of α-cuts representing some fuzzy solution of Eq.
(4). Finally, the solution is obtained in [4,5] in form of triangular fuzzy number

x̃ =
{
xmax,

b + b

a + a
, xmin

}
. (10)

Obviously, we can assume the support of obtained fuzzy number to be a solution
of analyzed problem. Such a solution may be treated as the “pessimistic” one
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since it corresponds to the lowest α-cuts of resulting fuzzy value. The word
“pessimistic”is used here to emphasize that this solution is charged with the
largest imprecision as it is obtained in the most uncertain conditions possible
on the set of considered α -cuts. On the other hand, it seems natural to utilize
all additional information available in the fuzzy solution. The resulting fuzzy
solution can be reduced to the interval solution using well known defuzzification
procedures. In the considered case, the defuzzified left and right boundaries of
the solution can be represented as

xdef =

∫ 1
0 x(α)dα∫ 1

0 dα
, xdef =

∫ 1
0 x(α)dα∫ 1

0 dα
(11)

In the case of [a], [b] > 0, from (4) and (9) the expressions for x(α) and x(α) can
be obtained. Substituting them into (11) we get

xdef =
b

a
− ymax + ymin

2a
, xdef =

b

a
+

ymax + ymin

2a
. (12)

Since Eq.(4) is the interval extension of Eq.(3) which can be presented in alge-
braically equivalent form [x] = [b]

[a] , this solution can be considered also as the

result of modified interval devision [x] mod =
(

[b]
[a]

)
mod

. The modified interval
devision can be treated as an alternative to the conventional interval devision:
x = b

a , x = b
a .

It is shown in [4,5] that the proposed method provides the considerable re-
ducing of resulting interval’s length in comparison with that obtained using
conventional interval arithmetic rules.

In the following we shall use the introduced modified interval devision instead
of conventional interval division in the interval Dempster’s rule of combination.
Let us turn to the normalization problem. To obtain the interval normalization
factor [x] in Eq. (2), we rewrite Eq. (4) as follows

n∑
i=1

[wi] · [x]− [1, 1] = [−y, y].

The solution is obvious and can be obtained substituting
n∑

i=1
[wi] instead of [a]

and 1 instead of b, b, in (12). As the result we get

[x] =

⎡⎢⎢⎢⎣ 1
n∑

i=1
wU

i

,
2

n∑
i=1

wU
i

−

n∑
i=1

wL
i(

n∑
i=1

wU
i

)2

⎤⎥⎥⎥⎦ . (13)

Thus, the normalization procedure can be presented as

[ŵi] = [wi] · [x], i = 1, ..., n. (14)
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It is easy to see that for normalized [ŵi] , i = 1, ..., n always
n∑

i=1
[ŵi] ⊂ [0, 2] and

the sum
n∑

i=1
[ŵi] is an interval centered around 1. In our case, the expressions

(14) take form:

[x]def =

⎡⎢⎢⎣ 1
n∑

i=1
wL

i

− ymax + ymin

2
n∑

i=1
wL

i

,
1

n∑
i=1

wU
i

− ymax + ymin

2
n∑

i=1
wU

i

⎤⎥⎥⎦ , (15)

where ymax = 1−
n∑

i=1
wL

i

n∑
i=1

wU
i

, ymin =

n∑
i=1

wU
i −

n∑
i=1

wL
i

n∑
i=1

wL
i +

n∑
i=1

wU
i

.

The normalization is presented as follows:

[ŵi] = [wi] · [x]def , i = 1, ..., n. (16)

3 The Comparison of a New Method with Known
Approaches to the Normalization of Interval
Dempster’s Rule of Combination

As a base of comparison, we analyze here three examples with the frame of
discernment consist of three elements H = (H1, H2, H3) and two sources of evi-
dence.
Example 1:
m1(H1) = [0.1, 0.3],m1(H2) = [0.2, 0.5],m1(H3) = [0.1, 0.4],m1(H) = [0, 0.4],
m2(H1) = [0.1, 0.5],m2(H2) = [0.2, 0.3],m2(H3) = [0.1, 0.4],m2(H) = [0.1, 0.3].
Example 2:
m1(H1) = [0.2, 0.4],m1(H2) = [0.2, 0.4],m1(H3) = [0.1, 0.2],m1(H) = [0.2, 0.3],
m2(H1) = [0.2, 0.4],m2(H2) = [0.2, 0.4],m2(H3) = [0.1, 0.2],m2(H) = [0.2, 0.3].
Example 3:
m1(H1) = [0, 0.2],m1(H2) = [0.3, 0.4],m1(H3) = [0.2, 0.3],m1(H) = [0.2, 0.4],
m2(H1) = [0.2, 0.4],m2(H2) = [0, 0.2],m2(H3) = [0.1, 0.6],m2(H) = [0.1, 0.4].

The numbers of the above examples correspond to the numbers in Table 1. In the
framework of a new method, we use the results presented in the previous Section
twice. We use the usual interval addition, multiplication and subtraction oper-
ations [3] in the Dempster’s rule of combination (1) when the belief structures
m1, m2 are presented by intervals, but to get the interval results more narrow
we use in (1) the modified interval division [x] mod =

(
[b]
[a]

)
mod

based on the

expressions (12). The resulting belief structure is not yet normalized as the sum∑
A∈P (X)

m12(A) is not generally an interval centered around 1. Therefore, to get

the result of the Dempster’s rule of combination with two desirable properties
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formulated in Section 1, we use additionally the normalization procedure based
on the expressions (15),(16). The results are denoted in Table 1 as New.

We compare the results we get with the use of a new method with those
obtained using the methods developed by Denoeux [2] and by Wang et al. [8].
The results obtained using the Denoeux’s and Wang’s methods generally have
no the first desirable property formulated in Section 1. Therefore, to make these
results comparable with those obtained using a new method we additionally
normalized them using the expressions (15),(16). The corresponding results are
denoted in Table 1 as the Denoeux’s and Wang’s respectively.

To estimate the degree to which the second desirable property (the remain-
ing of ratios between the means of normalized intervals as close as possible to
those of initial intervals ) is satisfied, the following expression has been used

σ = 1
n(n−1)

√
n∑

i=1
(si − ŝi)

2 , where si are the centers of intervals before the

normalization with the use expressions (15),(16), ŝi are the centers of intervals
after normalization. Of course, the lower the σ, the better the second desirable
property is satisfied.

The results of comparison of the analised methods are presented in Table 1,
where the sum

∑
A∈P (X)

m12(A) is denoted as
∑

m12.

Table 1. The results of comparison

N
Denoeux’s Wang’s New∑

m12 σ
∑

m12 σ
∑

m12 σ

1 [0.097, 1.903] 0.0282 [0.208, 1.792] 0.0179 [0.61, 1.39] 0.0252

2 [0.337, 1.663] 0.0049 [0.453, 1.547] 0.0029 [0.664, 1.336] 0.0014

3 [0.176, 1.824] 0.0296 [0.249, 1.751] 0.0081 [0.584, 1.416] 0.0074

It is easy to see that in all cases the use of the proposed normalization method
(expressions (15),(16)) guarantee that for the combined evidence the sum∑

A∈P (X)

m12(A)

is always an interval centered around 1. Nevertheless, the resulting intervals
obtained using a new method are substantionally narrower than those we get on
the base of the Denoeux’s and Wang’s methods. So a new method satisfies the
first desirable property defined in Section 1 in the more extent. We can see also
that in this context, the Wang’s method performs better than the Denoeux’s
one. A new method generally satisfies better the second desirable property than
the Denoeux’s and Wang’s methods. The only exception is the Example 1, where
Wang’s method provides somewhat more low value of σ than a new method. It is
seen that the Wang’s method better satisfies the second desirable property than
the Denoeux’s method. Summarizing, we can say that the proposed new method
for the normalization of interval Dempster’s rule of combination performs better
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than the known Denoeux’s and Wang’s methods. It is important that opposite
to the Denoeux’s and Wang’s methods, there is no need for the solution of
nonlinear programming task in the framework of a new method. This is its
additional advantage.

4 Conclusion

A new method for normalization of interval Dempster’s rule of combination
within the framework of Dempster-Shafer theory of evidence based on the so-
called ”interval extended zero” method is developed. The two desirable intu-
itively obvious properties of normalization procedure are defined. The fists of
them is based on the assumption that the sum of normalized interval weights
should be an interval centered around 1 with a minimal width. The second
desirable property is the remaining of ratios between the means of normalized
intervals as close as possible to those of initial intervals before normalization. The
advantages of a new method are illustrated with use of three numerical exam-
ples. It is shown that a new method performs better than the known Denoeux’s
and Wang’s methods for combination of interval-valued belief structures as it
provides the results with the properties which are close to the desirable ones. It
is important that opposite to the Denoeux’s and Wang’s methods, there is no
need for the solution of nonlinear programming task in the framework of a new
method. This is its additional advantage.
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Abstract. Multigame playing agents are programs capable of autono-

mously learning to play new, previously unknown games. In this paper,

we concentrate on the General Game Playing Competition which de-

fines a universal game description language and acts as a framework for

comparison of various approaches to the problem. Although so far the

most successful GGP agents have relied on classic Artificial Intelligence

approaches, we argue that it would be also worthwhile to direct more

effort to construction of General Game Players based on Computational

Intelligence methods. We point out the most promising, in our opinion,

directions of research and propose minor changes to GGP in order to

make it a common framework suited for testing various aspects of multi-

game playing.

1 Introduction

One of the most interesting areas of contemporary research on application of
Artificial Intelligence (AI) and Computational Intelligence (CI) to mind games
is the topic of multigame playing, i.e. development of agents able to effectively
play any game within some general category being informed only about the rules
of each of the games played. This poses a unique challenge to the AI community,
as all the most successful game playing agents to date have been developed to
achieve master level of play only in their specific games. Creating a system ex-
hibiting high playing competency across a variety of previously unknown games
would be a significant step in CI/AI research.

In the remainder of this paper we introduce the General Game Playing (GGP)
framework and deal with the CI perspectives in GGP. We devote chapter 4 to
analysis of possible machine learning approaches to GGP – identifying elements
of existing programs (mainly AI-based) that can be incorporated into soft learn-
ing solutions and proposing a number of possible research directions. Finally, in
chapter 5 we argue that GGP can easily become a universal multigame play-
ing platform, useful in many research areas, even outside the context of the
GGP tournament, as long as some necessary extensions are introduced into the
standard.
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2 General Game Playing Competition

General Game Playing (GGP) [3] is one of several approaches to the multigame
playing topic. It was proposed at Stanford University in 2005 in the form of
General Game Playing Competition held annually at the National Conference for
Artificial Intelligence [4]. General Game Players are agents able to interpret game
rules described as a set of Game Description Language (GDL) [6] statements in
order to devise a strategy allowing them to play those games effectively without
human intervention.

The competition always includes a wide variety of games, both known pre-
viously and devised specifically for the tournament. Contestants should be pre-
pared to deal with games of various complexity, varied branching factors and
numbers of players, both cooperative and competitive.

2.1 Game Description Language

Game Description Language (GDL) [6] is used to describe the rules of the class
of games playable within the GGP framework, i.e. finite, discrete, deterministic
multi-player games of complete information. GDL describes games in a variant of
Datalog. Game states are defined in terms of facts and algorithms for computing
legal moves, subsequent game states, termination conditions and final scores for
players are represented as logical rules.

3 GGP Competition Winners

In this section, selected most notable achievements in the field of GGP agents
development are described. As it will become evident in the following sections,
the winners of the first four editions of the contest relied on AI rather than CI
methods. We believe, however, that elements of these successful AI solutions may
be transferable to more CI-focused approaches, and these transferable aspects
will be described in more detail in further chapters.

3.1 Cluneplayer

Cluneplayer [1], developed by James Clune, was the champion of the first and
vice-champion of the second GGP tournament. It relies heavily on game domain
specific observation that most mind games share a number of common concepts
important in close-to-optimal play. Extracting definition of these crucial game
features from game description should allow construction of a new simplified
game in the form of a compound lottery based on the three core aspects of the
original game: expected payoff, control (or mobility) measure and game termi-
nation probability (or game longevity). The expected outcome of thus created
model approximates original game state evaluation.
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3.2 Fluxplayer

Fluxplayer [9] was developed by S. Schiffel and M. Thielscher and proved supe-
rior to Cluneplayer in the second GGP championship. Similarly to Cluneplayer it
depends on depth-first game tree search algorithm with widely known enhance-
ments and automatically generated evaluation function based on fuzzy logic
concepts. In each analyzed state approximate truth values of terminal and goal
formulas are calculated and the program attempts to end the game whenever its
goal is attained and avoid reaching terminal states when it would mean its loss.

3.3 CadiaPlayer

Cadiaplayer, developed by H. Finnsson and Y. Björnsson [2], is the first pro-
gram that managed to win the GGP tournament two times in a row – in 2007
and 2008. Unlike earlier champions, it does not concentrate on advanced anal-
ysis of game description, relying, instead, on strong simulation-based game tree
evaluation algorithm. Its operation is, in general case, based on Monte Carlo
simulations enhanced by the UCT (Upper Confidence bounds applied to Trees)
method. Cadiaplyer repeatedly plays partially random matches, gathering sta-
tistical data on each moves’ relative strength. The move choice routine in each
of the simulated matches is partially guided by the move quality data gathered
so far.

4 Computational Intelligence Perspectives in GGP

So far all GGP champions relied on traditional AI approaches in the form of
deterministic analysis of game description (in order to identify some well known
patterns) and sophisticated game tree search algorithms. This is probably, to
a large extent, caused by severely limited time allotted for learning before the
actual match starts, while most CI learning processes require repetitive and
time-consuming learning patterns presentation or environment sampling.

Even though current tournament rules make it difficult for an agent relying on
Computational Intelligence methods to compete against deterministic symbolic
approaches and/or brute-force game tree analysis algorithms in the competition
itself, GGP-like environment with increased learning time limits can be used as a
common test bed for various approaches to multigame playing agent implemen-
tation. In the following sections we intend to present our view on the promising
research directions and concepts in this area.

Most perfect-information deterministic game playing agents make use of vari-
ous minimax algorithms, and so far there is no evidence that this approach should
be unsuitable for multigame playing. The most difficult (and interesting) part of
minimax search-based agent development is construction of its game state evalu-
ation function. There are many possible representations of this heuristic, but two
of them have gained most popularity: linear combination of selected state fea-
tures and artificial neural networks. In any case, the input game features should
first be identified. Before presenting our solutions to those questions, we want,
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however, to take a peek at a CI-based GGP agent, which we think may provide
inspiration for further research in the field of multigame playing with machine
learning methods.

4.1 nnrg.hazel

nnrg.hazel [8] is one of the applications that suggest that CI-based approaches
may yet prove successful in GGP-like problems. It was developed by J. Reisinger,
E. Bahçeci, I. Karpov and R. Miikkulainen and came 6th (out of 12 contestants)
in 2006 GGP Competition (5th in the preliminary rounds).

nnrg.hazel makes use of minimax game tree search method based on alpha-
beta pruning algorithm with a depth limit of one ply. Game state evaluation
function is represented as an artificial neural network (ANN). It is generated
by a co-evolutionary method, evolving network topology and connection weights
simultaneously. This is done using a method called NeuroEvolution of Augment-
ing Topologies (NEAT) [10]. It starts with the simplest possible fully-connected
network with input and output layers only, which is then incrementally com-
plexified to incorporate gradually more complex concepts without forgetting the
knowledge already acquired.

The most obvious weakness of nnrg.hazel is its lack of any ‘intelligent’ ANN
input data generation algorithm. Instead, the agent simply relies on random
projection of game state features onto a 40-node ANN input layer. Improvements
in this area, described more closely in the following section, seem to be the most
obvious path of further development of NEAT-based General Game Players.

4.2 Game State Features Identification in Existing Solutions

While nnrg.hazel is able to achieve surprisingly promising results with only ran-
dom projection of state description facts onto the evaluation function input
vector, even its authors admit that it can be expected to fare much better with
better input features generation routines. The input vector of a state evaluator
should ideally include intelligently selected both static (e.g. pieces counts) and
dynamic (e.g. mobility) features of the game state.

The first widely cited and influential paper on game features identification
and generation was published by G. Kuhlmann, K. Dresner and P. Stone [5].
Their approach consists in syntactical analysis of game description (supported
by simple simulations) in search for a set of general patterns, such as successor
relations (inducing ordering), counters (incrementing in each time step according
to successor relation), two-dimensional boards, markers (occupying cells on a
board) and pieces (markers that can exist at at most one cell on a board at
a time). Having identified these structures, it is possible to easily create a set
of game features such as Manhattan distances between pieces or number of
occurrences of markers.

Cluneplayer’s game state features identification process is to some extent
similar. A set of candidate features contains initially all expressions found in the
game description. Additional features are then generated by automatic
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discovery of possible constants that can be substituted for all the variables in
these expressions. Dedicated analysis algorithm can furthermore identify con-
stant values that are, in some way, ’special’ (i.e. differ significantly from the
rest). Afterwards, Cluneplayer attempts to impose interpretations on the result-
ing features. The three available interpretations are solution cardinality, symbol
distance and partial solution.

Fluxplayer takes the concept even further by replacing syntactic analysis of
game description with exploration of semantical properties of rules definitions.
That way higher level concepts can be detected more easily and with greater
confidence. Fluxplayer evaluation function may make use of structures such as
successor and order relations.

4.3 Constructing Game State Features in CI-Based Solutions

All the above-mentioned approaches have proved relatively successful as part of
AI programs and we think that they may also be utilized in CI-based solutions
for creating input vectors for evaluation functions in any form. What is worth
noting, is that the patterns identified by the described applications generally fall
into two categories:

1. universal logical predicates (e.g. successor and order relations) and expres-
sions explicitly provided in game rules;

2. ‘real-world’ mind game specific predicates (e.g. boards, pieces).

We believe that truly universal and purely CI-based GGP agent should not
include any of the latter, as there is no inherent reason stemming from the prob-
lem specification to assume that, e.g., the concept of board should be generally
applicable.

In many cases the number of identified game features will be too big to directly
include them all in the evaluation function (whatever its form). In such cases,
some selection or dimensionality-reduction mechanism will be required. This task
can be accomplished by deterministic methods; they may,

The simplest approach might be parallel construction of several state evalua-
tors with varied input features sets and occasional comparison to decide which
of them should be maintained in the pool of candidate solutions and which
should be discarded. New candidate features sets can be generated randomly
or via modification of existing sets depending on training results, e.g. utilizing
sensitivity analysis.

4.4 Soft Learning in GGP Research Direction Proposals

Although the specifics of multigame playing application must differ significantly
from the single-game programs, we believe that much of the knowledge gathered
during development of single-game learning agents is transferable to the multi-
game case. One of the distinguishing aspects of GGP agents is that game tree
traversal and identification of legal moves may prove much more time-consuming
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than in the case of single-game programs, since in GGP both these opera-
tions require costly theorem proving. Depending on the detailed setup of the
learning approaches, this fact may make some methods less useful than others.
Particularly, coevolutionary training schemes may turn out to be slower than
expected.

We believe that one of the approaches that may be effective in terms of game
tree traversal cost might be the layered learning scheme described, in the context
of evolutionary algorithm, in [7]. The method requires dividing the game into
several disjoint stages and gradually creates evaluation function applicable to
all of them. First, a number of end-game positions are generated via random
play. These positions are analyzed with minimax algorithm without evaluation
function with the expectation that the search will reach terminal states in most
of the cases; the rest will have neutral value assigned. This way a training set
of game states with their evaluations is generated and any supervised learning
method can be used to construct the heuristic evaluation function. A number of
new positions from an earlier game stage is then generated and evaluated using
minimax search with depth limit of at least game stage length and the heuristic
evaluation function from previous step. The new training set is used for further
improvement of evaluation function. This process is repeated until the game tree
root is reached.

GGP covers a very wide spectrum of possible games. Many machine learning
algorithms can prove very sensitive to the choice of their parameters and game-
specific features. Ideal General Game Player should, therefore, be able to tune
its learning patterns to the problem at hand. We propose two basic approaches
allowing to achieve this goal.

Firstly, the agent’s training scheme could involve tuning the learning algo-
rithm’s steering parameters. This task could be performed by employing some
kind of an evolutionary approach analogical to the one proposed for input fea-
tures selection. A population of candidate solutions would be trained with sep-
arate sets of steering parameters. Their training results would occasionally be
compared in order to identify the most promising individuals. The weakest would
then be disposed of and the strongest reproduced into the next population. At
some point the parameters would usually have to be frozen, and training of sin-
gle candidate would continue to further optimize the evaluation function until
some stop condition (e.g. running out of time) was met.

More sophisticated applications might take the same idea further and try to
not only choose the best steering parameters but the training algorithm itself,
comparing, for instance, various representations of evaluation function and/or
learning schemes. The principles of the selection process would remain similar
to those described in the previous paragraph, with parallel application of all
the schemes and occasional comparison of their quality to abandon the weak-
est solutions. Alternatively, a whole ensemble of evaluation functions could be
constructed along with rules describing how their results should be combined
depending, for instance, on game phase.
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5 GGP Framework Extension Proposals

5.1 Opponent Modeling

GGP, in its current form, does not offer enough information to seriously attempt
long-term modeling of individual opponents. Contestants typically resort to one
of popular simplifications: assuming that other players will implement decision
process analogical to the playing agent’s one, treating other players as opponents
attempting to minimize the agent’s score or simply considering random reactions
of other players.

GGP framework can, however, easily be extended to include unique identifiers
of players, thus forming a useful opponent modeling test bed. Game playing
agents would then be able to gather knowledge about individual players’ behavior
and transfer it from match to match. Full opponent modeling scheme should also
attempt to identify cross-game elements of player style, such as its aggressiveness
(tendency to play risky moves, that may yield both high rewards and losses,
depending on other players’ responses), ability of long-term, strategic planning,
probability of employing mobility strategies and so on. Identified traits could
then be incorporated into game simulation and minimax tree analysis algorithms
to better predict opponents’ behavior.

5.2 Knowledge Transfer

Analogically to the case of opponent modeling, cross-game knowledge transfer
is a goal very difficult to pursue in the current form of GGP framework. Game
playing agents are not provided with game names or categorization and, during
the tournament, even the GDL constants and predicate identifiers are garbled
to devoid the programs of any lexical clues to their meaning. In this context,
knowledge transfer would require very sophisticated game description analysis
able to identify and extract patterns common to the games.

GGP framework communication protocols could, however, yet again be slightly
modified in order to create a cross-game knowledge transfer testing environment,
in which agents are provided with game names and categorization and GDL atoms
with same names represent analogical data in varied games. In the simplest ap-
proach, game agent could attempt to store metaparameters that proved most suc-
cessful in evaluation function learning for each game and attempt to select one of
those sets whenever a new game is encountered (relying on game similarities). In
case of games classified into the same category and sharing a significant number
of concepts, the learning phase could gain a head-start by starting from solutions
based on evaluators successful in similar games, instead of learning from scratch.

6 Summary

Although not new, the concept of multigame playing remains a very interesting
and still little explored research area. We believe that it is well suited for ap-
plication and comparison of various Computational Intelligence methods. One
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of the important factors that could help this research area flourish, would be a
common framework defining class of games along with their description language
that should be understood by the game playing agents and allowing direct com-
parison of various approaches. General Game Playing competition offers exactly
that.

Although so far the tournaments seem better suited for symbolic approaches,
we argue that it is possible to create a reasonable CI-based GGP player. In this
paper, we have discussed the key aspects of developing CI-based General Game
Players, identified the elements of the existing applications that can be trans-
ferred to machine learning approaches and proposed several promising research
directions for the CI community. Implementation and validation of some of these
proposals is, at the moment, a work in progress.

At the same time, we have pointed out that some aspects of multigame play-
ing, such as opponent modeling and cross-game knowledge transfer, are pro-
hibitively hard to tackle in the current form of the GGP framework. We therefore
propose slight modifications to its definition so that it can become a standard
multigame playing platform for testing and comparison of various approaches,
even outside the scope of the annual championship.
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Abstract. A serious problem in the transport system analysis is to find

a suitable methodology for modelling the management presented in real

systems. It is hard to create an ”intelligent” algorithm of dispatcher -

an algorithm giving significantly better results from pure random algo-

rithms. In the paper we propose a multilayer perceptron approach to

solve this problem. The neural network is learned using a genetic algo-

rithm. A fitness function is defined by business service requirements of

discrete transport system (DTS). The proposed approach is based on

modelling and simulating of the system behaviour. Monte Carlo simula-

tion is a tool for DTS performance metric calculation. No restriction on

the system structure and on a kind of distribution is the main advan-

tage of the method. The system is described by the formal model, which

includes reliability and functional parameters of DTS. The proposed,

novelty approach can serve for practical solving of essential management

problems related to an organization of transport systems.

1 Introduction

Management of a large transport system is not a trivial task. The transport
systems are characterized by a very complex structure. The performance of the
system can be impaired by various types of faults related to the transport ve-
hicles, communication infrastructure or even by traffic congestion. The systems
are often driven by a dispatcher - a person who allocates vehicles to the tasks
introduced into system. The dispatcher ought to take into account different fea-
tures which describe the actual situation of all elements of transport systems.
The modelling of transport systems with dispatcher is not a trivial challenge.
The most effective method is to use a time event simulation with Monte Carlo
analysis [2]. It allows to calculate different system measures which could be a
base for decisions related to administration of the transport systems. No restric-
tion on the system structure and on a kind of distribution is the main advantage
of the method. The paper presents an analysis of transport system working for
the Polish Post regional centre of mail distribution (described in section 2). Base
on which we have developed the transport system model presented in sections
3.1-3.4. The real transport system of Polish Post is managed by the set of time-
tables (section 3.5), which are composed and changed according to season of
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the year, holidays, etc. We propose to substitute the legacy management sys-
tem (section 3.5) by the soft computing management system (section 3.6). Our
previous works [10], [9] showed that it is very hard to find an ”intelligent” al-
gorithm of dispatcher - an algorithm which is giving results which significantly
differ from the pure random algorithm. In many papers, i.e. [1] [5], it was shown
that the evolutionary approach [3] to challenging science or engineering problem
gives very promising results. In a paper [6] we have shown a usage of genetic
algorithms to selection of a best set of rules for management of transport system
(different from the system presented here). For the transport system presented
here we propose a usage of neural networks learned by genetic algorithm methods
[5] (section 3.7). The approach is verified (section 4) using a simulator developed
by authors [7],[8].

2 Discrete Transport System in Polish Post

The analysed transport system is a simplified case of the Polish Post. The busi-
ness service provided by the Polish Post is the delivery of mails. The system
consists of a set of nodes placed in different geographical locations. Two kinds
of nodes could be distinguished: central nodes (CN) and ordinary nodes (ON).
There are bidirectional routes between them. Mails are distributed among or-
dinary nodes by trucks, whereas between central nodes by trucks, by trains or
by planes. The mail distribution could be understood by tracing the delivery
of some mail from point A to point B. At first the mail is transported to the
nearest ordinary node. Different mails are collected in ordinary nodes, packed
in larger units called containers and then transported by vehicles scheduled ac-
cording to a time-table to the nearest central node. In central node containers
are repacked and delivered to appropriate (according to delivery address of each
mail) central node. In the Polish Post there are 14 central nodes and more than
300 ordinary nodes. There are more than one million mails going through one
central node within 24 hours. It gives a very large system to be modelled and
simulated. Therefore, we have decided to model only a part of the Polish Post
discrete transport system - one central node with a set of ordinary nodes. The
income of mail containers to the system is modelled by a stochastic process.
Each container has a source and destination address. The central node is the
destination address for all containers generated in the ordinary nodes. In case of
central node, there are separate random processes for each ordinary node. Each
vehicle has a given capacity - maximum number of containers it can haul. Cen-
tral node is a base place for all vehicles. The vehicle time-table consists of a set of
routes (sequence of nodes starting and ending in the central node, time-moments
of leaving each node in the route and the recommended size of a vehicle). The
number of used vehicles and the capacity of them does not depend on temporary
situation described by number of transportation tasks or by the task amount for
example. The process of vehicle operation could be stopped at any moment due
to a failure (random process). After the failure, the vehicle waits for a mainte-
nance crew (if there are no available), is being repaired (random time) and after
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it continues its journey. The vehicle hauling a commodity is always fully loaded
or taking the last part of the commodity if it is less than its capacity.

3 Formal Model of Discrete Transport System

3.1 Model Overview

The described in the previous section regional part of the Polish Post transport
system with one central node and several ordinary nodes was a base for a formal
model definition of the discrete transport system with central node (DTS). Users
generate tasks which are being realised by the system. The task to be realised
requires some services available in the system. A realisation of the service needs
a defined set of technical resources. Moreover, the vehicles transporting mails
between system nodes are steering by the management system. Therefore, we
can model discrete transport system as a quadruple [8]:

DTS = 〈Client, BS, T I,MS〉 , (1)

where: Client - client model, BS - business service, a finite set of service com-
ponents, TI - technical infrastructure, MS - management system.

3.2 Technical Infrastructure

During modelling of technical infrastructure we have to take into consideration
functional and reliability aspects of the post transport system. Therefore, the
technical infrastructure of DTS could be described by three elements:

TI = 〈No, V,MM〉 , (2)

where: No - set of nodes, V - set of vehicles, MM - maintenance model.
Set of nodes (No) consists of single central node (CN) and a given number of

ordinary nodes (ONi). The distance between each two nodes is defined by the
function:

distance : No×No→ R+. (3)

Each node has one functional parameter the mean (modelled by normal distri-
bution) time of loading a vehicle:

loading : No→ R+. (4)

Moreover, the central node (CN) has additional functional parameter: number
of service points (in each ordinary node there is only one service point):

servicepoints : CN → N+. (5)

Each vehicle is described by following functional and reliability parameters:
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– mean speed of a journey - meanspeed : V → R+,
– capacity - capacity : V → N+,
– mean time to failure - MTTF : V → R+,
– mean repair time - MRT : V → R+.

The traffic is modelled by a random value of vehicle speed and therefore the time
of vehicle (v) going from one node (n1) to the other (n2) is given by a formula:

time(v, n1, n2) =
distance(n1, n2)

Normal(meanspeed(v), 0.1 ·meanspeed(v))
(6)

where: Normal denotes a random value with the Gaussian distribution.
Maintains model (MM) consists of a set of maintenance crews which are iden-

tical and unrecognized. The crews are not combined to any node, are not com-
bined to any route, they operate in the whole system and are described only
by the number of them. The time when a vehicle is repaired is equal to the
time of waiting for a free maintains crew (if all crews involved into maintenance
procedures) and the time of a vehicle repair which is a random value with the
Gaussian distribution: Normal(MRT (v), 0.1 ·MRT (v)).

3.3 Business Service

Business service (BS) is a set of services based on business logic, that can be
loaded and repeatedly used for concrete business handling process. Business
service can be seen as a set of service components and tasks, that are used to
provide service in accordance with business logic for this process. Therefore,
(BS) is modelled a set of business service components (sc):

BS = {sc1, ..., scn} , n = length(BS) > 0, (7)

the function length(X) denotes the size of any set or any sequence X .
Each service component in DTS consists of a task of delivering a container

from a source node to the destination one.

3.4 Client Model

The service realised by the clients of the transport system are sending mails
from some source node to some destination one. Client model consists of a set
of clients (C). Each client is allocated in some node of the transport system:

allocation : C → No. (8)

A client allocated in an ordinary node generates containers (since, we have de-
cided to monitor containers not separate mails during simulation) according
to the Poisson process with destination address set to ordinary nodes. In the
central node, there is a set of clients, one for each ordinary node. Each client
generates containers by a separate Poisson process and is described by intensity
of container generation:
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intensity : C → R+. (9)

The central node is the destination address for all containers generated in ordi-
nary nodes.

3.5 Legacy Management System

The management system (MS) of the DTS controls the operation of the vehicle.
In a case of Polish Post DTS consists of a sequence of routes:

MS = 〈r1, r2, ..., rn〉 . (10)

Each route is a sequence of nodes starting and ending in the central node, times
of leaving each node in the route (ti) and the recommended size of a vehicle
(size):

r = 〈CN, t0, n1, t1, ..., nm, tm, CN, size〉 , (11)

vi ∈ No− {CN} , 0 ≤ t0 < t1 < ... < tm < 24h (12)

The routes are defined for one day and are repeated each day. The management
system selects vehicles to realise each route in random way, first of all vehicles
(among vehicles available in central node) with capacity equal to recommended
size are taken into consideration. If there is no such vehicle, vehicles with larger
capacity are taken into consideration. If still there is no vehicle fulfilling require-
ments vehicle of smaller size is randomly selected. If there is no available vehicle
a given route is not realised.

3.6 Soft Computing Management System

As it was mentioned in the introduction we propose a neural network based
replacement of the legacy management system. The system consists of a multi-
layer perceptron to decide if and where to send trucks. The input to the neural
network consist of:

in = 〈onc1, onc2, ..., oncnon, cnc1, cnc2, ..., cncnon, nfv〉 , (13)

where: non - number of ordinary nodes, onci - number of containers waiting for
delivery in i-th ordinary node, cnci - number of containers waiting for delivery in
the central node with destination address set to i-th ordinary node, nfv - number
of free vehicles in the central node.

Each output of the network corresponds to each ordinary node:

nnout = 〈out1, out2, ..., outnon〉 , (14)

The output of the network is interpreted as follows (for sigmoid function used
in output layer):
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j = argmaxi=1...non {outi} (15)

If outj is greater than 0.5 send a vehicle to node j else do nothing. If there are
more vehicles available in the central node, the largest vehicle that could be fully
loaded is selected. If there are available several trucks with the same capacity
selection is done randomly. The neural network decision (send a truck or not
and where the truck should be sent) are taken in given moments in time. These
moments are defined by following states of the system:

– the vehicle comes back to the central node and is ready for the next trip;
– if in central node there is at least one available vehicle and the number

of containers of the same destination address is larger than the size of the
smallest available vehicle.

3.7 Neural Network Learning

The neural network used in the management system requires a learning process
that will set up the values of its weights. The most typical learning in the case
of multilayer perceptron is the back propagation algorithm. However, it cannot
be used here since it is impossible to state what should be the proper output
values of the neural network. Since it is hard to reconcile what are the results of a
single decision made by the management system. Important are results of the set
of decisions. Since the business service realised by transport system is to move
commodities without delays, the neural network should take such decisions that
allows to reduce delays as much as possible. To train neural network to perform
such task we propose to use genetic algorithm [3]. Similar approach to training
neural network is applied in case of computer games [5]. The most important
in case of genetic algorithm is a definition of the fitness function. To follow
business service requirements of transport system we propose following definition
of the fitness function calculated for a given neural network after some time (T)
(therefore after a set of decisions taken by neural network):

fitness(T ) =
Nontime(0, T ) + Nontimeinsystem(T )

Ndelivered(0, T ) + Ninsystem(T )
. (16)

It is a ratio of on-time containers (delivered with 24h and being in the system
but not longer then 24h) to all containers (that already delivered Ndelivered(0,T)
and still being presented in the system Ninsystem(T)).

4 Experiments and Results

We propose for the case study analysis a simple DTS. The system is composed
of one central node (marked as CN ) and three ordinary nodes (marked as ON1,
ON2 and ON3 ). The length of roads was set to 80 km for roads between central
node and each of ordinary nodes. The intensity of generation of containers for all
destinations was set to 4 per hour. The vehicles speed was modelled by Gaussian
distribution with 45km/h of mean value and 4.5km/h of standard deviation. The
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average loading time was equal to 5 minutes. A capacity of each of vehicles was
set to 10 containers. The MTTF of each vehicle was set to 2000. The average
repair time was set to 5h (Gaussian distribution). For the purpose of simulating
DTS we have developed a simulator [7],[8] using Parallel Real-time Immersive
Modelling Environment (PRIME)[4] simulation core.

To transport all generated in the system containers the time-table has to
be setup. For the described example it was designed manually in a manner to
allow to transport all containers (with 10% overhead) and 15 minutes of break
between each drive. It resulted in a usage of 10 vehicles. The soft computing
management system trained by genetic algorithm was able to achieve the (16)
metric values equal almost to 1 similarly to the legacy management system (with
a time-table). To test the soft computing management system more deeply we
analysed the transport system in a case of some system resource degradation
resulting in the transport system performance degradation [7]. During a training
of neural networks in some of generations (with a probability of 0.1) a critical
situation occurs (for all population members). The system is analysed for a 10
days of normal performance and then for a given number of days (1-10, selected
by a random generator) 50% of vehicles are not available. After these days the
number of vehicles backs to normal vales. To illustrate the achieved results we
are using a metric similar to (16). The acceptance ratio [7] is a ratio of on-time
containers to all containers within a 24h time period. Therefore a sequence of
time moments (when the metric is calculated has to be set - a midnight of each
day was used). The results for the legacy and soft computing algorithm for some
exemplar critical situation is presented in Fig. 1. As it could be expected the
acceptance ratio in day 10 is starting to drop down to 0.63 and when all trucks
are available again (on the day 13th) is slowly enlarging. Important is the fact
that a transport system with soft computing management is able to back to a
normal performance faster than that with a time-table.

Fig. 1. Results - legacy and soft computing management systems comparison
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5 Conclusion

Summarising, we have proposed the soft computing approach to management of
discrete transport systems. The multilayer perceptron learned using genetic al-
gorithm successfully substitutes the classic set of time-tables. Our solution seems
to be very useful in case of critical situations, which could not be included in
time-tables. Also Monte-Carlo approach as a device for event simulation can be
evaluate very promising to relax the strict Markov assumptions. The presented
approach could be used as a foundation for a new methodology of the function-
ality and economic analysis of transport systems with dispatcher, which is much
closer to the practice experience. We plan to test the approach on the larger
transport system which models local post distribution in Dolny Slask [7].

References

1. Corne, D.W., Fogel, G. (eds.): Evolutionary Computation in Bioinformatics. Mor-

gan Kaufman Publishers, San Francisco (2003)

2. Fishman, G.: Monte Carlo: Concepts, Algorithms and Applications. Springer, Hei-

delberg (1996)

3. Koza, J.: Genetic Programming: On The Programming of Computers by Means of

Natural Selection. MIT Press, Cambridge (1992)

4. Liu, J.: Parallel Real-time Immersive Modelling Environment (PRIME), Scalable

Simulation Framework (SSF), User’s manual. Colorado School of Mines Depart-

ment of Mathematical and Computer Sciences (2006), http://prime.mines.edu/

5. Olofsson, J.F., Andersson, W.: Human-like Behaviour in Real Time Strategy

Games - An Experiment with Genetic Algorithms, Blekinge Institute of Technology

(2003)

6. Walkowiak, T., Mazurkiewicz, J.: Genetic Approach to Modeling of a Dispatcher

in Discrete Transport Systems. In: Rutkowski, L., Tadeusiewicz, R., Zadeh, L.A.,
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Abstract. The application of the theory of proxemics brings a promis-
ing perspective to microscopic motion modeling in pedestrian dynamics.
Combining an agent-based approach and spatial context make it possible
to simulate crowd in different classes of situations. The article discusses
certain aspects of proxemics theory and the possibility of using the Social
Distances model for different classes of situations. Also, an idea of us-
ing specialized borderline cells is introduced, which enables more precise
space representation.

1 Introduction

Over the last years, we could observe growing interest in the microscopic ap-
proach to modeling of pedestrian dynamics. In order to understand pedestrian
movement from a bird’s eye view, we have to take into account microscopic in-
teractions between pedestrians; their aims and the influence of familiarities have
to be taken into consideration. As a result, the actual methodology of pedestrian
dynamics simulation moves away from cellular automata or social forces (molec-
ular dynamics) towards more sophisticated, agent-based approaches [2], [4], [1].

2 Theory of Proxemics

Studies of how people use physical space in interpersonal interaction are based
on E.T. Hall’s proxemics theory [5], [6]. Three components of his theory seem to
be the most important [7] [13]

– proxemics is connected with interpersonal interactions,
– interactions are defined in specific spatial context, defined by four informal

areas surrounding each person: intimate, personal, social and public.
– behaviors are largely learned or culturally determined rather then entirely

dictated by innate biological or psychological processes.

The sum of the behaviors involved in interpersonal interaction may be bewil-
deringly complex, but a relatively small subset of them has been shown to be
exceptionally significant.

Proxemics defines different types of space [9],[10]:

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 683–688, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fixed-feature space. This comprises things that are immobile, such as walls
and territorial boundaries.

Semifixed-feature space. This comprises movable objects, such as pieces of
furniture.

Movement space. This comprises space available for pedestrian traffic.
Informal space. This comprises the personal space around the body, that trav-

els around with a person as he/she moves, and that determines the personal
distance among people.

Proxemics also classifies spaces as either sociofugal or sociopetal. The terms are
analogous to the words "centrifugal" and "centripetal" [8].

3 Applying Theory of Proxemics in Crowds Modeling

Theory of proxemics in crowd dynamics was introduced in [11] as the Social
Distances model with extensions in [12]. The model is still being developed. It
is based on an elliptic representation of pedestrians placed on a square lattice.
One of the main assumptions in the model is that social areas are elliptical and
asymmetrical (Fig 1). Configuration in the front of a pedestrian, in majority
of situations, is more important for this pedestrian than configuration behind
them. Thus, the model has to distinguish the front and the back of a person.

Fig. 1. The author’s interpretation of proxemics theory - asymmetrical and elliptical
social distances. The upper part marks the front of a person.

The rules of proxemics are slightly different for various classes of pedestrian
situations, such as: freeway traffic, controlled evacuation, competitive evacuation
or panic. In static, passive situations (e.g. waiting) the pedestrians are likely to
act according to social distances principles. In dynamic, active situations (e.g.
looking for something or evacuating) pedestrians are oriented on defined aims
and they sometimes violate social distances of others. Thus, pedestrians-agents
in the model have these two available states: active and passive.
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3.1 Spatial Aspects of the Model

The model is based on a 2-dimensional non-homogeneous cellular automaton
(can also be interpreted as MAS). In the model, space is represented as a lattice
with square cells. The size of each cell equals 0.25 m, while the size of each
ellipsis equals: semimajor axis equals a = 0.225 m and semiminor axis b = 0.135
m connected the average size of a person according to WHO data.

Parameter ε in the presented model describes pedestrian allocation in space,
using allowed and forbidden configurations. Thanks to this parameter crowd
compressibility can be taken into consideration.

εN = 0.03 εN = 0.1 εN = 0.11

Fig. 2. Allowed neighborhood configurations for different tolerance parameters

3.2 Specialized Types of Cells in the Model Lattice

Previous versions of the model have not solved the question how to represent
boundaries of movement space. Thus, a special class of border cells is proposed
now to resolve this issue. These cells are borderlines between walls and movement
space. Their introduction makes it possible to eliminate some spatial problems
with model calibration.

Fig. 3. Each borderline cell is divided into four sections. Sections marked black are
interpreted as walls or obstacles. Sections marked white represent movement space.
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3.3 Movement Rules

Each agent is represented as an object on a square lattice [3]. An agent posses a
set of attributes as: a list of aims, desired velocity etc. A current aim –attractor is
defined on a base of a cost function. An agent heads towards the aim – attractor
(for instance exit, cash desk etc) according to a gradient of potential field 4. The
cost function is defined below:

Fcostij = wddi(aj)) + wρρ(aj) (1)

ρ(aj) =
1

|N(aj , λ)|

|N(aj ,λ)|∑
k=1

s(ck) (2)

where:
Fcostij - a cost of decision to use an at-

tractor aj by i-th pedestrian
i = 1, 2, ..., |L| - index of pedestrians
j = 1, 2, ..., |A| - index of attractors

di(aj) - normalized distance of i-th
pedestrian to j -th attractor,
di(aj) ∈ [0; 1]

ρ(aj) - crowd density around j -th at-
tractor defined by (2), ρ(aj) ∈
[0; 1]

wd, wρ - criterions weights, w ∈ [0; 10]
N(aj, λ) - Moore neighborhood of a radius

λ
s(ck) - state of k -th cell (where 0 means

vacant cell and 1 means occu-
pied cell)

3.4 Implementation

The model is implemented in C++ using standard MFC library.
Figure 4 illustrates a situation of large room evacuation situation. Pedestrians

are represented by ellipses and are all marked gray. The movement being realized
is heading towards the exit (also marked gray). This means that all pedestrians
are in an active state. It has been stressed that only classes of cells belongs
completely to the movement space (marked white) have a given value of potential
field. Borderline cells only play complementary function and they do not have any
potential values. Pedestrians move towards a decreasing gradient of the potential
field and they also take into account a set of allowed/forbidden configurations
in their movement rules.

Figures 5 illustrates a situation of passenger flow in a municipal communica-
tion vehicle. A group of pedestrians marked gray is heading towards the seats
(also gray), while other pedestrians marked black recede, because their social
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Fig. 4. Large room evacuation - different borderline cells are used for detailed topology
representation

distance is violated. Gray agents are in an active state, while black ones are in
a static state.1

Fig. 5. Two phases of social distances operating

1 Light green agents represent another active agents.
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4 Concluding Remarks

The model of Social Distances is developed and consequently prepared for real-
world simulations. The necessity of its calibration and validation requires trans-
ferring a generic idea into concrete solutions. As it was presented in the previous
section, the model can be used not only for free pedestrian traffic, but also for
evacuation situations. During evacuation situations simulated population is only
(in general) in an active state, while during freeway traffic population consists
of both: active and passive agents.

The article discusses some spatial issues of Social Distances model. The in-
troduction of specialized types of borderline cells is proposed, which make it
possible to represent space in a more accurate way, with the required details.
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Abstract. This paper presents the use of psycholinguistics [1] rules in the case 
of creating an intelligent Chatterbot. Synonyms [2], hyponyms [2] and hy-
pernyms [2] will be defined and implemented as the rules while the database of 
Chatterbot being created. The algorithm thanks to which it is possible to get 
better accuracy in generated and searched phrases by Chatterbot is presented in 
the paper. Moreover, authors have also made  comparative analysis of existing 
platforms and the Chatterbot programming languages with the proposed system. 

Keywords: chatbot, chatbot programming, artificial intelligence, data base,  
intelligent systems. 

1   Introduction 

Joseph Weinzenbaun [8] from Massachussetts Institute of Technology has created 
first code dedicated to Internet chat (chatterbot) called Eliza in 1966. This chatterbot 
had gained popularity a few years later when the Internet became more common. 
Since that time a few interesting applications have been created, i.e. Snikers, Dian-
thus, Denise, Fido-Interactive, etc.  

The general target of chatterbots applications is to replace the humans by dedicated 
computer applications, while communication skills and technologies being developed. 
The further development of chatterbots is based on equipping these programs in new 
mechanisms and configurations, leading to dedicated chatterbots to each topic or disci-
pline. The largest corporations such as Volkswagen, IKEA, ErgoHestia have began to 
use this type of chatterbots as information bots. We could even stress, that such chater-
bots are commonly used in customers service systems, and call centers instead workers.  

The current progress in chatterbot technologies enables to create intelligent bots 
with almost no difference between human communication, and computer communica-
tion as well. Generally, it is very hard target to reach such a level of communication. 
The main barrier to overcame lays in the lack of semantic meaning and understanding 
of the phrases. Moreover, searching the database to find corresponding either word or 
phrase is time consuming procedure. This inaccuracy could be decreased by imple-
menting better algorithms and better suitable linguistic rules.  
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Psycholinguistic rules used in creating of intelligent Chatterbot are presented and 
discussed in the paper.  

We will focus on synonyms, hyponyms and hiperonyms thanks to which the  
database of intelligent Chatterbot has been created. Authors also introduce their own 
algorithm, which could be more efficient than others available on the market in find-
ing and generating words by Chatterbot.  

To conclude we are going to compare present software environment and program-
ming languages of intelligent chatterbots with our designed system.   

2   Introduction to Botics 

Botics [9] is a new branch of science and it is being invented recently. The definition 
of this term has been not found neither in dictionaries nor encyclopedias. Although 
some terms, like bot or chatterbot could be found in the literature. We would stress 
that it is possible to define Botics as the science exploiting the “knowledge of behav-
ior”, modeling, and simulation of digital forms. Final product of Botics would be 
defined as more efficient interactions between humans and computers. 

The bots [9] are defined as the computer programs (codes) characterized by freedom 
of functionality, and acting thanks to solutions from artificial intelligence (neural net-
work systems, expert systems, and AIML). They are commonly used on share market, 
indexing of stock exchange, for searching the specific information in the Internet, etc. 
The next important meaning in Botics is Avatar [9]. It could be successfully used for 
graphic representation of bot in human – computer interaction (communication).  

From the point of view of botics development, special attention should be paid to 
the following subjects: first - virtual assistants (chatterbots, virtual humans, animals as 
well as the virtual world), second – implementing of the artificial intelligence in com-
puter games (simulation games and bots). 

3   History of Chatterbots 

The first chatterbot – Eliza [6] was invented in 1966, than developed. Creating such a 
bot is strictly related to generating the proper answer for defined (asked) question. 
The author of Eliza, thus the name of the first bot, has decided that the code would 
answer the question by introducing the question phrase instead basic phrase, i.e.: 

 

The Main sentence: I am happy person today. 
 

The sentence after the modification: Are you talking to me because you are happy 
person today? 

One should notice that this kind of answers generation has many drawbacks, the 
number of errors is quite significant. There are as follows: 

 

a) the generated answer is always the question, 
b) the answer is not logical, 
c) inaccuracy, 
d) semantic and grammar errors. 
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We could point out the generated phrase, which is defined as question phrase, is logi-
cally and grammatically incorrect. Due to generated errors, it was not possible to 
accept this algorithm of answering as correct. Therefore it has been decided to im-
plement other methods, which are taken till now for generating answers.  

4   Popular Methods of Searches and Generating of Answer 

The most important term of the bot is, in our opinion, the text analyzer. The general 
task of text analyzer is scanning procedure in order to understand what is written. To 
achieve this goal two browsers have been built: Matrix browser and Specialized 
browser. The special browser [5] compares text written by user with sentences in 
database. The browsers mentioned above exploits knowledge stored in the form of 
files in database system. Each file contains data suitable for both browsers. The text 
analyzer [5] should be equipped with the code (module) for searching the answer. 
There are two stages of searching procedure.  

During the first step special browser starts. If searching procedure is successful 
(positive answer) the chatbot returns the answer. If not, the second step takes place.  

During the second step matrix browser [5] starts. Again, if searching procedure is 
successful the chatbot returns the answer. If answer is negative the second step of 
searching is activated, then if searching procedure is successful the chatbot returns the 
answer.  

If answer is negative one-word file is activated. Each searching procedure has its 
probability of finding proper answer.  For the special browser it is even  96% of prob-
ability, which means a quite high level. We could stress that for the matrix browser it 
is approximately 66% of probability.  

The lowest probability is for one-word file; we estimate approximately of 15%. 
One could improve accuracy by adding a huge amount of records to database. Even 
by enlarging the database it is not possible to achieve of 100% probability by imple-
menting this method.  

The general question is how to improve the probability of proper answer?. The an-
swer is so simple - by creating modified browsers. The level of probability would be 
reached successfully by implementing to the algorithms psycholinguistic grammar, 
AI algorithms, “communication grammar” [7], etc. 

5   AIML and Decision Trees in Chatterbot Creating 

For Chatterbot programming, we could use AIML (Artificial Intelligence Markup 
Language). AML is similar to XML language, which means that both are based on 
markers. One of the most popular tools for Chatterbot programming is Gaibot AIML 
Editor by Springwald Software[4].  

This one has got user friendly graphic interface, AIML built in interpreter and an 
empty knowledge base, which is being created during the process of Chatterbot com-
posing. One could see exemplary Graphic View (see Figure 1), used for Chatterbot 
knowledge base creation. Software, based on AIML, contains three important functional 
blocks: the user interface, AIML interpreter, and the AIML  knowledge base.  
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The principle of operation is as follows: User asking Chatterbot a question starts 
the action between the interface and the knowledge base, which next starts AIML 
interpreter [4]. 

The Interpreter’s task is to find the string of signs introduced by a user and the 
string of signs stored in the knowledge base corresponding to introduced string. If the 
string of signs contained the database is found, the answer is generated automatically. 
On the contrary, if the string is not found then the answer (phrase) is generated ran-
domly or the message of phrase misunderstanding is displayed. 

The knowledge engineers try to improve the code by implementing new functions 
enabling to generate pseudo- random answers if the string of signs introduced by the 
user does not exist in the Chatterbot knowledge base. The flowchart of Chatterbot 
operation, based on AIML by Springwald Software, is presented in Figure 2. 

 
 

Fig. 1. Graphic View – Gaibot AIML Editor 
 

 

 

Fig. 2. Flow chart of Chatterbot operation 

Another way of Chatterbot creation is the use of decision trees which are present in 
CLIPS(C Language Integrated Production System) [3] software elaborated by Soft-
ware Technology Branch (STB), NASA/Lyndon B. Johnson Space Center. The ex-
emplary decision  tree (selected part) is presented in Figure 3.  

The fault of the software got through the CLIPS programme is its one way con-
cluding procedure. Thus we could get the Chatterbot which is dedicated for answering 
the direct questions. Such Chatterbot could be used as the help desk in a customer 
service or in the bus and train information centres. 
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Fig. 3. Decision tree based on the CLIPS language 

Unfortunately, there is a lack of knowledge and the lack of  concluding algorithms. 
Moreover creation the code is also so complicated, and as well code instability being 
operated under Windows operating system (see Figure 4). 

 
(defrule R0 
?x <- (initial-fact) 
=> 
(retract ?x) 
(printout t crlf) 
(printout t "INFORMTION S YSTEM ABOUT IMSI" crlf) 
(printout t "Please answer for question: y (yes) lub n (no)." crlf) 
(printout t crlf) 
(printout t "Do you want a more information abort IMSI ?" crlf) 
(assert (do-you-want-a-more-information-about-imsi? (read)))) 
(defrule R1 
?x <- (do-you-want-a-more-information-about-imsi? n) 
=> 
(retract ?x) 
(printout t crlf) 
(printout t " I am convened :-(." crlf) 
(assert (end))) 
(defrule R2 
?x <- (do-you-want-a-more-information-about-imsi? y) 
=> 
(retract ?x) 
(printout t crlf) 
(printout t "Do you want a more information about staff?" crlf) 
(assert (Do-you-want-a-more-information-about-imsi (read)))) 
(defrule R3 
?x <- (Do-you-want-a-more-information-about-staff n) 
=> 
(retract ?x) 
(printout t crlf) 
(printout t "I am saddened this answer ." crlf) 
(assert (end))) 
(defrule R4 
?x <- (do-you-want-a-more-information-about-staff y) 
=> 
(retract ?x) 
(printout t crlf) 

Fig. 4. Chatterbot code in the Clips language 
 

Finally, we could stress the above algorithms are not correct, and they generate to 
many errors. In order to reduce the errors generated by these algorithms it is necessary 
to create a special database, and algorithms based on psycholinguistics and natural 
language rules.  
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6   The Implementing of Psycholinguistics Rules in Chatterbot 
Creation 

Let us point out that Psycholinguistics [1] covers the psychological base of language 
functioning, which means the language is transformed by humans. The aim of Psy-
cholinguistics is to give the tool facilitating conceptual (not alphabetical) search of 
database dictionary. 

Psycholinguistics enables the creation of language database system based on psy-
cholinguistic theories about human “lexical memory”[2]. That means a large set of 
semantic dependences between words. Each word with the psycholinguistics use 
means the connection of semantic concept and the phrase with syntactic role. 

One of the most important concept used in the work, mentioned above, is the con-
cept of synonym.  

Synonimia [2] is so narrow meaning, thus if unit a is equivalent to unit b in a particu-
lar context, and to unit c in another one (which means that it is impossible to find natu-
ral context for b and c). Therefore, it  should be assumed that we deal with two units a, 
while the meaning of one unit is defined by the synset {a,b}and for another one {a,c}. 

Another important notion is the set of synonyms mentioned above. Such a set is 
called synsets [2]. In the aim of illustrating it, we present the example of arbitrarily 
selected synset from the Chatterbot database: 

Car{ auto, automobile, wheels, set of wheels} 
Wheels { car, auto, automobile, set of wheels} 

 

During the Chatterbot data base creation we have also used hyponyms and hy-
pernyms, which being connected with the other  database records could give the 
chance to get better results.  

Hyponym [2] is defined as a word whose semantic meaning is more narrow than 
the basic word. Exemplary, car is the hyponym of vehicle and the hypernym [2] of the 
word car is the police car (the general word with superior meaning in the respect to  
 

 

Fig. 5. The algorithm of searching the answer designed for Chatterbot (IMSI algorithm) 
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other words). The algorithm of searching the answer designed for Chatterbot is pre-
sented in Figure 5, and database schema is presented in Figure 6 (selected tables).  

The principle of operations of the algorithm (proposed by authors) lays in entering 
the phrase (sentence) to the code, then checking in if the phrase exists in the database. 
If result of searching is positive, then the answer is displayed. If result of searching is 
negative, then our algorithm is initiated. We would point out that database contains 
input and output phrases, moreover we have also information about the terms of 
which phrase is composed. If one of the term does not exist in the phrase, matching 
procedure is activated to substitute synonym, hyponym or hypernym instead term.  

We stress that proposed in the paper substituting procedure is so efficient in find-
ing proper answer, even the answer has been not found for the first stage of searching.  

Describing our algorithm we select four terms of language and three psycholin-
guistics rules. As one could see each term of language has its own synonym, hy-
pernym and hyponym.  

Finally, main table called “Sentences in and out” is created, in which full sentences 
and their parts are being stored.  

 

 

Fig. 6. The database (selected tables) 

7   Comparative Analysis of the Algorithms 

For the comparative analysis of the algorithms efficiency in searching and generating 
answers we exploited the following codes:  
 

 Gaibot AIML Editor - Springwald Software [4] 
 Authors’ algorithm (IMSI algorithm) based on psycholinguistics rules.  
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The following criteria have been defined to carry out the comparative analysis of 
algorithms efficiency (see Table 1):   
 

 - time of  searching the sentence 
 - the correctness of finding the sentence 
 - algorithm structure 
 - the possibility of database extension  
 - time of sentence generating 
 - the accuracy of correctly generated answers. 
  

For the tests calculation we defined ten sentences, treated as criteria for comparative 
analysis, and not connected. It is so important to notice that none of these criteria of 
searching and generating the answers in Chatterbot is perfect. The errors, which ap-
pear, are caused mainly by the substantial misunderstanding of the sentence. 

The available algorithms do not carry out the analysis of the content of the sen-
tence (phrase). Instead the above they could compare the sentence with the pattern 
stored in the database or they could exploit decision tree. It is so important to point 
out that in the case of the algorithm proposed by authors it could be possible to reduce 
the errors during searching and generating the answers procedure.  

Table 1. The results of comparative analysis 

Criteria of comparative analysis GaiBOT  
AIML 

Authors’  
Algorithm 

time of searching the sentence fast Fast 

the correctness of finding the sentence 6/10 8/10 

algorithm code simple more advanced 

the possibility of data base enlargement yes Yes 

time of sentence generating fast Fast 

the accuracy of correctly generated  
answers 

6/10 8/10 

 
 

Concluding there is no algorithm giving of 100% of the probability of correct an-
swer. The use of psycholinguistics principle (rules) and defining the proper relations 
could reduce the inaccuracy in searching the sentence, and what is more the generated 
sentences are more correct.  

The time of searching and generating the sentences is quite short.  In both algo-
rithms there is possibility of data base extension by means of introducing the terms of 
language or psycholinguistics rules. 

I our opinion, it seems to be impossible to create such an algorithm giving the cor-
rect answer with 100% probability.  

The problem with the creating such a precise software lays in  the difficulty to 
write down the meaning of words by means of the computer code.  
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Abstract. The problem of finding optimal locations of base stations,

their pilot powers and channel assignments in UMTS mobile networks

belongs to a class of NP-hard problems, and hence, metaheuristics op-

timization algorithms are widely used for this task. Invasive Weed Op-

timization (IWO) algorithm is relatively novel and succussed in several

real-world applications. Our experiments demonstrate that the IWO al-

gorithm outperforms the algorithms such as Evolutionary Strategies (ES)

and Genetic Algorithms (GA) for optimizing the UMTS mobile network.

1 Introduction

Planning of UMTS mobile networks involves using static Monte Carlo (MC)
simulations to efficiently optimize power resources in the designed network [1,2].
The optimization can be performed with respect to many network parameters
such as base stations locations [3,4, 5], a number of sectors and antenna config-
urations [6], their azimuth and tilt angles, their pilot powers as well as channel
assignments [7].

In this paper, we attempt to find optimal locations of BSs, their pilot powers
as well as channel assignments for one snapshot of MC simulations in a UMTS
uplink transmission. We formulate the optimization problem with respect to
power resources, where the cost function to be minimized involves the uplink
transmission powers which (except for a very simplified model) cannot be ex-
plicitly expressed as analytical functions of the parameters to be optimized. To
compute the unknown powers, the system of linear equations subject to nonneg-
ativity constraints must be solved, where the coefficients of the system matrix
are discontinues and nonlinear functions of BS locations. Thus the optimization
problem belongs to a class of NP-hard problems with large number of variables,
and hence, the usage of metaheuristics is well justified.

To tackle this problem, several approaches based on different kinds of meta-
heuristics have been proposed. Amaldi et al. [3] estimated BS locations in UMTS
using the greedy, reverse greedy randomized and Tabu Search (TS) algorithms.
The usage of TS algorithm for planning a cellular network has been also stud-
ied by Lee and Kang [8]. Several researchers [9, 10] propose to apply Sim-
ulated Annealing (SA) algorithms for locating and configuring BSs. Another

L. Rutkowski et al. (Eds.): ICAISC 2010, Part II, LNAI 6114, pp. 698–705, 2010.
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metaheuristics-based approach to optimization of UMTS networks concerns the
application of Genetic Algorithms (GA) [2, 5, 11].

In this paper, another bio-inspired metaheuristics, named Invasive Weed Opti-
mization (IWO), is used for locating BSs in UMTS. The IWO algorithm was pro-
posed by Mehrabian and Lucas [12] in 2006, and since then, it has already found
many real-world applications such as antenna design and configuration [13], rec-
ommender systems [14], piezoelectric actuator positioning [15], and study of
electric market dynamics [16]. To our best knowledge, the IWO algorithm has
not been applied to any UMTS optimization task yet. Our studies demonstrate
that the IWO algorithm in application to positioning BSs in UMTS outperforms
the most robust metaheuristics such as evolutionary strategies and GA.

The layout of the paper is as follows. The next section discusses the uplink
transmission model in UMTS and formulate the optimization problem. Section
3 describes the IWO algorithm. The experiments are given in Section 4. Finally,
the brief conclusions are presented in Section 5.

2 Model

Let us assume that in the UMTS system we have K users assigned to M base
stations. The uplink transmission is described by the model ∀k ∈ {1, . . . ,K}:

l(φk, k)pk∑
j �=k l(φk, j)pj + η(φk)

= γk, (1)

where pk is the unknown power of the signal sent by the k-th Mobile Station
(MS), φk is the index of the BS to which the k-th MS is assigned, l(φk, j) is the

link gain between the j-th MS and the φk-th BS, γk = R
(k)
b E(k)

B is the target
Signal-to-Interference Ratio (SIR) of the k-th MS, and η(φk) = (η0B)(k) is the
thermal noise of the φk-th BS. Following then, R

(k)
b is the data bit-rate of the

k-th MS, E(k) is the required ratio of bit energy to noise and interference power
spectral density, B is the channel bandwidth, and η0 is the spectral density of
thermal noise.

The model (1) can be easily expressed in the equivalent matrix form:

Ap = η̄, (2)

where p = [p1, . . . , pk]T ∈ RK , η̄ = [η(φ1), . . . , η(φK)]T ∈ RK , and A = [aij ] ∈
RK×K , where

aij =

{
−l(φi, j), for i 
= j
l(φi,i)

γi
, for i = j

(3)

The link gain in (3) can be expressed as l(φi, j) = g(φi, j)α(φi, j), where g(φi, j)
is the directional gain for a pair of the φi-th BS and the j-th MS antennas,
and α(φi, j) is the propagation loss between the φi-th BS and the j-th MS.
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Obviously, both functions g(φi, j) and α(φi, j) depend on the location of the
MS with respect to the BS. In general, the functions are nonlinear, discontin-
ues, and often given by lookup measurement tables. However, without loss of
generality, we assume g(φi, j) = G0, where G0 is a constant, and in practice
this case means that a pair of BS-MS antennas has an omnidirectional horizon-
tal gain. According to the propagation model used in [17], we have α(φi, j) =
128.38+35.2 log10(dij), [dB], where dij is the distance between the φi-th BS and
the j-th MS.

Since we consider only the uplink transmission, a handoff may be neglected,
which means that each MS is assigned to only one BS. A decision on assignments
is taken from the Received Signal Code Power (RSCP) measured by a receiver
on the Common Pilot CHannel (CPICH). If one or more CPICH signals are
detected, such a BS is selected whose the CPICH signal is received with the
highest RSCP. A CPICH power affects the assignments and the approximate
radius of a cell. Thus, the right setting of this power in each BS is important for
optimization of power resources.

Additionally, to better exploit power resources, all the data transmission
streams can be divided into several independent channels. We assumed that our
analyzed system has 3 data transmission channels (beside CPICH), and each MS
can use any accessible data channel. Thus all the network links in our system can
be superposed from 3 independent layers of channel links. The channel assign-
ment obviously affects power resources, and this is also one of the optimization
tasks.

All the variables to be optimized can be modeled by the unknown matrix
X = [x1,x2,x3,x4] ∈ RM×4, where the column vectors x1 and x2 contain
corresponding x-axis and y-axis coordinates of M BSs, x3 contains the CPICH
powers in each BS, and x4 informs on the channel assignment of the uplink
transmission links in each BS. Each variable is box constrained. We have the
following ranges for the variables x1 and x2: 0 ≤ x1 ≤ Xmax, 0 ≤ x2 ≤
Ymax, where Xmax and Ymax define the size of a rectangular area covered by
the UMTS system. For the CPICH power, we assumed 19 [dBm] ≤ x3 ≤
32 [dBm], and x4 ∈ {1, 2, 3} is a discrete variable containing channel
assignments.

Considering the variables to be optimized, the model in (2) can be rewritten
as A(X)p(X) = η̄, where each aij depends on X. The optimization problem is
defined as follows:

min
X

Ψ(X), s.t A(X)p(X) = η̄, p(X) ≥ 0, (4)

and the above box constrains for X, with Ψ(X) = ||p(X)||1, where ||p||1 denotes
the l1-norm of p. The system of linear equations in (4) subject to nonnegativity
constraints need to be solved in each iteration of the metaheuristics. The fast
methods designed for this purpose can be found, e.g. in [18].
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3 Invasive Weed Optimization

The IWO algorithm [12], which belongs to a class of metaheuristics global op-
timization, directly searches through the space of feasible solutions with some
evolutionary-based strategy, inspired from a common phenomena in agriculture
that is colonization of invasive weeds. A weed is any plant such as tree, vine,
shrub, or herb that grows in an undesirable field, and due to its vigorous and
invasive habits seriously threatens to the desired and cultivated plants. A colony
of weeds tries to improve its fitness to the environment to live longer. Weeds
vegetate, flower, and produce seeds that are spread out in the environment by
wind, water, animals, etc. When they find good conditions to sprout, they grow,
struggle for existence with competitors, produce seeds, and the reproduction
repeats. After several periods of reproduction, the population becomes better
adapted to the environment, and the individuals (weeds) live longer. This nat-
ural ecological system of weed colonization is exploited in the IWO algorithm
that somewhat resembles the evolutionary strategies. The IWO algorithm has
the following steps:

Algorithm 1. (IWO)
Initialization Create initial population X of N0 individuals (weeds):

X =
{
X(1),X(2), . . . ,X(N0)

}
, spread out in

the whole space of feasible solutions,
For t = 1, 2, . . . , T do
Step 1: Evaluate ∀n : Ψ(X(n)), where n = 1, . . . , N0,
Step 2: Sort the population X in the ascending order of Ψ(X(n)),
Step 3: Create the subset Xc from the first Nc individuals of X ,
Step 4: Apply a given reproduction scheme:
Step 4.A. Each X(c) ∈ Xc (c = 1, . . . , Nc) copy S(c) times, where

S(c) ∈ [Smin, Smax], and put all the copies to Xs =
{
X(s)

}
,

Step 4.B. Generate seeds over the search space: For s = 1, . . . , |Xs| :
X(s) ←X(s) + Δ(s), where Δ(s) ∼ N (μ(X(s)), σt) ,

Step 5: Create the set Xf = X
⋃
Xs, and sort it as in Step 2,

Step 6: Create the population X from the first Nmax individuals of X .
End

The initial population can be randomly distributed but should be considerably
diversified. Let N0 be the number of individuals in the initial population. The
fitness of the individuals is evaluated with the cost function Ψ(X) in (4). A given
number (Nc) of individuals with best fitness produces seeds according to the seed
reproduction scheme. More seeds are produced by the weeds with better fitness.
The seeds are then randomly spread out around the parent weeds according to
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the normal distribution with the mean of the parent weed, and the standard
deviation given by

σt =
(

T − t

T

)ν

(σstart − σstop) + σstop, (5)

where t denotes the current iteration (generation), T is the maximal number
of iterations, (if the stopping criterion is given by the number of iterations),
σstart and σstop are the corresponding initial and final (for the last generation)
values of the standard deviation, and ν is a nonlinear modulation index. When t
increases, σt goes down, which means that the neighborhood around the parent
weed from which the offsprings are generated gradually shrinks with iterations.
Thus, the algorithm samples the space of feasible solutions denser around the
individuals with better fitness. After evaluating fitness of the offsprings, a new
population is generated from the parent and offsprings with the best fitness.
Other individuals are eliminated.

4 Experiments

Our tests1, 2 are performed for one random snapshot of the uplink in the WCDMA
network with single omnidirectional antennas in BS/MS. We assumed 25 BSs and
250 MSs located on the squared area of 5 × 5 [km2]. One third of MSs are ran-
domly distributed according to a screw Gaussian distribution, but the others are
uniformly distributed. The black points shown in Fig. 1 (left) denote positions of
MSs. Half of MSs works with a voice service (Rb = 12.2kbps), and the other half
with a data service (Rb = 64kbps).

In the IWO algorithm, the number of individuals in the population changes
with generations. We started from N0 = 1000, and the maximum size of the
populations is set to Nmax = 1500. Similarly as in many evolutionary-based
optimization algorithms, the reproduction is strictly related to the fitness of
individuals (weeds) in the population. A number of seeds in one generation
depends on two parameters such as the number of seeds generated by one indi-
vidual (parent weed), and the other one is the number of individuals from the
base population allowed to make reproduction. We assumed the following seed
reproduction scheme: each individual from the first 10 individuals with best fit-
ness generates 10 seeds. Then, each individual from the next 10 parent weeds
produces 9 seeds, and the last 10 individuals from the first 100 individuals with
best fitness produce one individual each. Totally, we have Nc = 100 individu-
als with best fitness allowed to produce 550 seeds, i.e. |Xs| = 550. In the t-th
generation, the seeds are spread out with the rule (5). The initial and final stan-
dard deviations are defined as 1/3 and 1/100 of the range of a given variable,
respectively.
1 The experiments are carried out with the algorithms implemented in Matlab 7.0 and

tested by T. Ignor in [19].
2 The calculations have been carried out in Wroclaw Centre for Networking and Super-

computing (http://www.wcss.wroc.pl) with the Nova cluster, Grant No: 127.
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Fig. 1. Results obtained with the IWO for 10 independent initializations: (left) lo-

calizations of MSs (black points), estimated localizations of BSs (red points), (right)

convergence (fitness) versus the simulation time [in minutes]

Fig. 2. Multi-plot graphical illustration of the results obtained with the IWO algorithm:

positions of BSs (centers of color filled circles), MSs assignments (white solid lines),

channel assignments (colors of the circles around BSs), relative CPICH powers (radii

of the color filled circles)

Figs. 1–2 present the results obtained with the IWO algorithm applied to the
UMTS problem. Fig. 1 (left) illustrates the positions of MSs (black points), and
the BS positions (red points) estimated with the IWO algorithm initialized ran-
domly 10 times. Fig. 1 (right) plots the values of the cost function (convergence)
of 10 independent initializations versus the running time (max. 3 hours). Note
that both figures present the consistent results, and each initialization with the
IWO is convergent to nearly the same approximation after about 160 minutes.
Fig. 2 illustrates the multi-plot of several variables. The background presents
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Table 1. Mean-values and standard deviations (in parenthesis) of the cost function

Ψ(X) (fitness) averaged over 10 runs, and obtained using various algorithms

Algorithm ES (1+1) ES (μ + λ) RW-GA T-GA IWO

Fitness 269.5 (32.7) 70.6 (5.1) 75.1 (3.4) 74.8 (3) 67.9 (1.7)

linearly interpolated powers of the signals sent by MSs distributed on the 2D
square area (5km × 5km). The assignments of MSs to each BS are plotted by
white lines (segments) connecting MSs with their BS. Each BS is located in the
center of one color filled circle. There are 3 colors (red, green and cyan) that de-
note the channel assignment. That is, the BSs with a green filled circle work on
the first data channel but the BSs with a cyan one on the second data channel.
The radius of the color filled circle informs on the CPICH power with respect to
the maximal CPICH power that is denoted by a white dashed circle.

For comparison, we present the results [19] obtained with other metaheuristics
such as the evolutionary strategies (1+1) and (μ+λ), and the GA with Roulette
Wheel (RW) selection (RW-GA) and Tournament (T) selection (T-GA), where
the succession in both GA algorithms is defined by the elitist strategy with
the 3-points crossover. For the GA algorithms, we set: N0 = 1000, pc = 0.7
(crossover probability), pm = 0.01 (mutation probability for each bit). In the
strategie (μ + λ), the initial base populations for μ and λ account for 400 and
2800 individuals, respectively. All the tested algorithms operated with about
3 hours. The mean-values and standard deviations (in parenthesis) of the cost
function (fitness) averaged over 10 runs are given in Table 1.

5 Conclusions

The IWO algorithm gives the approximation with the lowest mean-value of the
cost function (the best fitness) and the smallest standard deviation. The approx-
imations for the BS positions are the most consistent. The channel assignments
need more research and it is still an open question.
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Kuczyński, Karol I-627

Kudelski, Michal II-289

Kühne, Ronald II-132

Kunene, Niki I-495

Kurach, Damian I-643
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Ploix, Stéphane I-372

Pluciennik-Psota, Ewa I-323

Poelmans, Jonas II-548

Pokropinska, Agata I-74

Poncelet, P. I-267

Potok, Thomas E. I-657
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