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Preface

These are the proceedings of Eurocrypt 2010, the 29th in the series of Euro-
pean conferences on the Theory and Application of Cryptographic Techniques.
The conference was sponsored by the International Association for Cryptologic
Research and held on the French Riviera, May 30–June 3, 2010.

A total of 191 papers were received of which 188 were retained as valid
submissions. These were each assigned to at least three Program Committee
members and a total of 606 review reports were produced. The printed record
of the reviews and extensive online discussions that followed would be almost as
voluminous as these proceedings. In the end 35 submissions were accepted with
two submission pairs being merged to give 33 papers presented at the conference.
The final papers in these proceedings were not subject to a second review before
publication and the authors are responsible for their contents.

The Program Committee, listed on the next page, deserves particular thanks
for all their hard work, their outstanding expertise, and their constant com-
mitment to all aspects of the evaluation process. These thanks are of course
extended to the very many external reviewers who took the time to help out
during the evaluation process. It was also a great pleasure to honor and welcome
Moti Yung who gave the 2010 IACR Distinguished Lecture.

It might be recalled that Eurocrypt 2010 took place under exceptionally
difficult circumstances. First, in the aftermath of the financial crisis, sponsorship
was a low priority for many companies. We are therefore grateful to I3S, Ingenico,
Microsoft, Nagravision, Oberthur, Orange Labs, Qualcomm, Sagem Sécurité, and
Technicolor for their support of Eurocrypt 2010. We specifically acknowledge the
kind efforts of Hervé Chabanne, Guillaume Dabosville, Jean-Bernard Fischer,
Paul Friedel, Marc Joye, François Larbey, Kristin Lauter, Bruno Martin, David
Naccache, Jim Ostrich, and Greg Rose for making it happen. Second, long-
standing plans for Eurocrypt 2010 were disrupted by the sudden decision of the
French Government to hold an international summit at the same time and at
the same venue. For their help following this forced relocation, we would like to
extend our gratitude to our friends and family members who helped with wise
advice, good connections, and imaginative suggestions.

We would like to thank the IACR board for the honor of hosting Euro-
crypt 2010. Particular thanks are due to Shai Halevi for all his unseen work on
the submission, review, and registration sites, to Antoine Joux for sharing his
experience as Program Chair of Eurocrypt 2009, and to Helena Handschuh and
Bart Preneel for their constant advice, help, and support. Last, but not least,
we are grateful for the help and input of our colleagues Ryad Benadjila, Gilles
Macario-Rat, and Yannick Seurin, all at Orange Labs.

March 2010 Henri Gilbert (Program Chair)
Olivier Billet (General Chair)

Matthew Robshaw (General Chair)
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On Ideal Lattices and
Learning with Errors over Rings

Vadim Lyubashevsky1,�, Chris Peikert2,��, and Oded Regev1,���

1 Blavatnik School of Computer Science, Tel Aviv University, Tel Aviv 69978, Israel
2 School of Computer Science, College of Computing, Georgia Institute of Technology

cpeikert@cc.gatech.edu

Abstract. The “learning with errors” (LWE) problem is to distinguish
random linear equations, which have been perturbed by a small amount
of noise, from truly uniform ones. The problem has been shown to be
as hard as worst-case lattice problems, and in recent years it has served
as the foundation for a plethora of cryptographic applications. Unfor-
tunately, these applications are rather inefficient due to an inherent
quadratic overhead in the use of LWE. A main open question was whether
LWE and its applications could be made truly efficient by exploiting ex-
tra algebraic structure, as was done for lattice-based hash functions (and
related primitives).

We resolve this question in the affirmative by introducing an algebraic
variant of LWE called ring-LWE, and proving that it too enjoys very strong
hardness guarantees. Specifically, we show that the ring-LWE distribution
is pseudorandom, assuming that worst-case problems on ideal lattices are
hard for polynomial-time quantum algorithms. Applications include the
first truly practical lattice-based public-key cryptosystem with an efficient
security reduction; moreover, many of the other applications of LWE can
be made much more efficient through the use of ring-LWE. Finally, the
algebraic structure of ring-LWE might lead to new cryptographic applica-
tions previously not known to be based on LWE.

1 Introduction

Over the last decade, lattices have emerged as a very attractive foundation for
cryptography. The appeal of lattice-based primitives stems from the fact that

� Supported by a European Research Council (ERC) Starting Grant. Part of this
work was performed while visiting Georgia Tech.

�� This material is based upon work supported by the National Science Foundation
under Grant CNS-0716786. Any opinions, findings, and conclusions or recommen-
dations expressed in this material are those of the author(s) and do not necessarily
reflect the views of the National Science Foundation.

��� Supported by the Binational Science Foundation, by the Israel Science Foundation,
by the European Commission under the Integrated Project QAP funded by the
IST directorate as Contract Number 015848, by the Wolfson Family Charitable
Trust, and by a European Research Council (ERC) Starting Grant.

H. Gilbert (Ed.): EUROCRYPT 2010, LNCS 6110, pp. 1–23, 2010.
c© International Association for Cryptologic Research 2010



2 V. Lyubashevsky, C. Peikert, and O. Regev

their security can often be based on worst-case hardness assumptions, and that
they appear to remain secure even against quantum computers.

Many lattice-based cryptographic schemes are based directly upon two nat-
ural average-case problems that have been shown to enjoy worst-case hardness
guarantees. The short integer solution (SIS) problem was first shown in Ajtai’s
groundbreaking work [2] to be at least as hard as approximating several lattice
problems, such as the (gap) shortest vector problem, to within a polynomial
factor in the lattice dimension. More recently, Regev [31] defined the learning
with errors (LWE) problem and proved that it enjoys similar worst-case hard-
ness properties, under a quantum reduction. (That is, an efficient algorithm for
LWE would imply an efficient quantum algorithm for approximate lattice prob-
lems.) Peikert [26] subsequently proved the hardness of LWE under certain lattice
assumptions, via a classical reduction.

The SIS problem may be seen as a variant of subset-sum over a particular
additive group. In more detail, let n ≥ 1 be an integer dimension and q ≥ 2
be an integer modulus; the problem is, given polynomially many random and
independent ai ∈ Znq , to find a ‘small’ integer combination of them that sums to
0 ∈ Znq . The LWE problem is closely related to SIS, and can be stated succinctly
as the task of distinguishing ‘noisy linear equations’ from truly random ones.
More specifically, the goal is to distinguish polynomially many pairs of the form
(ai, bi ≈ 〈ai, s〉) ∈ Znq ×Zq from uniformly random and independent ones, where
s ∈ Znq is a uniformly random secret (which is kept the same for all pairs), each
ai ∈ Znq is uniformly random and independent, and each inner product 〈ai, s〉 ∈
Zq is perturbed by a fresh random error term that is relatively concentrated
around 0 (modulo q).

In recentyears,amultitudeof cryptographic schemeshavebeenproposedaround
the SIS and LWE problems. As a search problem (without unique solution), SIS
has been the foundation for one-way [2] and collision-resistant hash functions [15],
identification schemes [25, 18, 17], and digital signatures [13, 8]. The LWE prob-
lem has proved to be amazingly versatile for encryption schemes, serving as the
basis for secure public-key encryption under both chosen-plaintext [31, 29] and
chosen-ciphertext [30, 26] attacks, oblivious transfer [29], identity-based encryp-
tion [13, 8, 1], various forms of leakage-resilient encryption (e.g., [4, 6]), and more.

One drawback of schemes based on the SIS and LWE problems, however, is
that they tend not to be efficient enough for practical applications. Even the
simplest primitives, such as one-way functions, have key sizes at least quadratic
in the primary security parameter, which needs to be in the several hundreds for
sufficient security against the best known attacks.

A promising approach for avoiding this intrinsic inefficiency is to use lattices
that possess extra algebraic structure. Influenced by the heuristic design of the
NTRU cryptosystem [16], Micciancio [23] proposed a “compact,” efficient one-way
function using a ring-based variant of SIS that he showed to be at least as hard as
worst-case problems on cyclic lattices. Later, Peikert and Rosen [27] and Lyuba-
shevsky and Micciancio [20] independently constructed collision-resistant hash
functions based on ideal lattices (a generalization of cyclic lattices), and provided
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a fast and practical implementation [22]. These results paved the way for other ef-
ficient cryptographic constructions, including identification schemes [19] and sig-
natures [21, 19]. (The recent fully homomorphic cryptosystem of Gentry [12] is
also based on ideal lattices, but it relies on new assumptions that are not related
to SIS or LWE.)

Despite its expected utility, a compact analogue of LWE with comparable
security properties has not yet appeared in the literature (though see Section 1.5
for discussion of a recent related work). Indeed, the perspectives and techniques
that have so far been employed for the ring-SIS problem appear insufficient for
adapting the more involved hardness proofs for LWE to the ring setting. Our
main contributions in this paper are to define an appropriate version of the
learning with errors problem in a wide class of rings, and to prove its hardness
under worst-case assumptions on ideal lattices in these rings.

1.1 Informal Description of Results

Here we give an informal overview of the ring-LWE problem and our hardness
results for it. For concreteness, this summary deals with one particular ‘nice’
ring, and deliberately omits the exact error distribution for which we can prove
hardness. Our results actually apply much more generally to rings of algebraic
integers in number fields, and the error distribution is defined precisely using
concepts from algebraic number theory.

Let f(x) = xn + 1 ∈ Z[x], where the security parameter n is a power of 2,
making f(x) irreducible over the rationals. (This particular f(x) comes from
the family of cyclotomic polynomials, which play a special role in this work.)
Let R = Z[x]/ 〈f(x)〉 be the ring of integer polynomials modulo f(x). Elements
of R (i.e., residues mod f(x)) are typically represented by integer polynomials
of degree less than n. Let q = 1 mod 2n be a sufficiently large public prime
modulus (bounded by a polynomial in n), and let Rq = R/ 〈q〉 = Zq[x]/ 〈f(x)〉
be the ring of integer polynomials modulo both f(x) and q. Elements of Rq may
be represented by polynomials of degree less than n -whose coefficients are from
{0, . . . , q − 1}.

In the above-described ring, the R-LWE problem may be described as follows.
Let s = s(x) ∈ Rq be a uniformly random ring element, which is kept secret.
Analogously to standard LWE, the goal of the attacker is to distinguish arbitrar-
ily many (independent) ‘random noisy ring equations’ from truly uniform ones.
More specifically, the noisy equations are of the form (a, b ≈ a · s) ∈ Rq × Rq,
where a is uniformly random and the product a · s is perturbed by some ‘small’
random error term, chosen from a certain distribution over R.

Main Theorem 1 (Informal). Suppose that it is hard for polynomial-time quan-
tum algorithms to approximate the shortest vector problem (SVP) in the worst case
on ideal lattices1 inR to within a fixed poly(n) factor. Then any poly(n) number of

1 Briefly, an ideal lattice in R is just an ideal under some appropriate geometric embed-
ding. See Section 1.3 for a precise definition and discussion.
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samples drawn from the R-LWE distribution are pseudorandom to any polynomial-
time (even quantum) attacker.

Our main theorem follows from two component results, which are each of inde-
pendent interest.
Worst-case hardness of the search problem. We give a quantum reduction from
approximate SVP (in the worst case) on ideal lattices in R to the search version
of ring-LWE, where the goal is to recover the secret s ∈ Rq (with high probability,
for any s) from arbitrarily many noisy products. This result follows the general
outline of Regev’s iterative quantum reduction for general lattices [31], but ideal
lattices introduce several new technical roadblocks in both the ‘algebraic’ and
‘geometric’ components of the reduction. We overcome these obstacles using
perspectives and tools from algebraic number theory, in particular, the canonical
embedding of a number field and the Chinese remainder theorem. Our result is
stated formally as Theorem 1, and is proved throughout Section 3.

We point out that in contrast with standard LWE, the precise error distribu-
tion for which we can prove worst-case hardness is somewhat subtle: the distri-
bution has up to n independent parameters (one for each direction in a certain
orthogonal basis) which themselves are chosen at random and kept secret. Most
cryptographic applications only require (for correctness) that the error distri-
bution be relatively concentrated, so this form of noise generally presents no
problem. (It is also possible show hardness for a fixed spherical distribution,
but for a slightly super-polynomial approximation factor, modulus q, and reduc-
tion runtime.) The non-spherical error distribution is an artifact of our proof
technique, and can perhaps be avoided using additional ideas.
Search / decision equivalence. We then show that the R-LWE distribution is in
fact pseudorandom if the search problem is hard (given arbitrarily many sam-
ples). This result is also inspired by analogous reductions for the standard LWE
problem [7, 31], but again the ring context presents new obstacles, primarily re-
lated to proving that the entire n-dimensional quantity b ≈ a·s is simultaneously
pseudorandom. Here again, the solution seems to rely inherently on tools from
algebraic number theory. The full result is stated as Theorem 2, and is proved
throughout Section 4.

We stress that our search/decision equivalence works for a wide class of natural
noise distributions, and is entirely classical (no quantum). Therefore, it is of value
even without our worst-case reduction, and can be understood independently of
it. For example, if one makes the plausible conjecture that the search version of
R-LWE is hard for a fixed spherical error distribution and small modulus q, then
our proof demonstrates that the same R-LWE distribution is also pseudorandom.

1.2 Discussion and Applications

For cryptographic applications, the R-LWE problem has many attractive features.
First note the cryptographic strength of R-LWE versus standard LWE (or, for
that matter, any other common number-theoretic function): each noisy product
b ≈ a · s is a pseudorandom n-dimensional vector over Zq, rather than just a
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scalar, and we can generate as many of these values as we like. Yet the cost of
generating them is quite small: polynomial multiplication can be performed in
O(n log n) scalar operations using the Fast Fourier Transform (FFT). Moreover,
the specific choice of polynomial f(x) = xn + 1 and modulus q = 1 mod 2n
(among others) admits an optimized implementation that works entirely over
the field Zq, and is very fast on modern architectures (see [22]). Finally, in most
applications each sample (a, b) ∈ Rq × Rq from the R-LWE distribution can
replace n samples (a, b) ∈ Znq × Zq from the standard LWE distribution, thus
reducing the size of the public key (and often the secret key as well) by a Θ(n)
factor. This is especially beneficial because key size has probably been the main
barrier to practical lattice-based cryptosystems with rigorous security analysis.
Sample cryptosystem. As an example application, we exploit the pseudoran-
domness of the R-LWE distribution (e.g., over the ring R = Z[x]/ 〈xn + 1〉 de-
scribed above) to construct a simple semantically secure public-key cryptosystem.
This scheme and its security proof are a direct translation of the ‘dual’ scheme
from [13] based on the standard LWE problem, and similarly direct adaptations
are possible for most other LWE-based schemes, including Regev’s original ‘pri-
mal’ cryptosystem [31], Peikert’s CCA-secure cryptosystem [26], and at least the
identity-based encryption schemes of [13, 8].2

In our example cryptosystem, the key generation algorithm chooses m ≈
lg q = O(log n) uniformly random and independent elements ai ∈ Rq, along
with m random ‘small’ ring elements ri ∈ R (e.g., having uniformly random and
independent 0-1 coefficients when viewed as polynomials). The element am+1 ∈
Rq is computed as am+1 =

∑
i∈[m] ri ·ai. The public and secret keys, respectively,

are the tuples

(a1, . . . , am+1) ∈ Rm+1
q and (r1, . . . , rm, rm+1 = −1) ∈ Rm+1.

This key generation procedure has two main properties: first, the public key is
essentially uniform (statistically) over Rm+1

q , which can be shown by a variant
of the leftover hash lemma for the ring Rq [23]. Second, the public and secret
keys satisfy

∑
i ri · ai = 0 ∈ Rq.

To encrypt an n-bit message z ∈ {0, 1}n, view it as an element of R by
using its bits as the 0-1 coefficients of a polynomial. Choose a uniformly random
s ∈ Rq, and for each i ∈ [m + 1] compute bi ≈ ai · s ∈ Rq, where each product
is perturbed by an independent ‘small’ error term ei ∈ R from the prescribed
LWE error distribution. Lastly, subtract (modulo q) from bm+1 the ring element
z · �q/2�. The ciphertext is the tuple (b1, . . . , bm+1) ∈ Rm+1

q . Note that semantic
security is straightforward to prove, because the adversary’s view, i.e., the public
key and ciphertext, simply consists of m + 1 samples from the pseudorandom
R-LWE distribution, which hide the message.

To decrypt the ciphertext, simply compute∑
ri · bi ≈ z · �q/2�+

(∑
ri · ai

) · s = z · �q/2�+ 0 · s ∈ Rq,

2 Some of these constructions also require an adaptation of the basis-generation pro-
cedure of [5] to the ring setting, which was done in [32].
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where the ≈ symbol hides
∑

i ri · ei ∈ R, the error terms accumulated by the
short elements from the secret key. For appropriate choices of parameters, the
coefficients of this sum have magnitudes much smaller than q/2, so the bits of z
can be recovered by rounding each coefficient back to either 0 or �q/2�, whichever
is closest (mod q).

Security. Given the utility, flexibility, and efficiency of the ring-LWE problem,
a natural question is: how plausible is the underlying assumption? All of the
algebraic and algorithmic tools (including quantum computation) that we em-
ploy in our hardness reductions can also be brought to bear against SVP and
other problems on ideal lattices. Yet despite much effort in this vein, we have
been unable to make any significant progress in attacking these problems. The
best known algorithms for ideal lattices perform essentially no better than their
generic counterparts, which require exponential time and space to achieve a
poly(n) approximation factor [3].

We also gain some confidence in the inherent hardness of ideal lattices from
the fact that they arise (under a suitable definition; see Section 1.3 below) from
a deep and well-studied branch of mathematics, which has also been investigated
reasonably thoroughly from a computational point of view (see, e.g., [9]). Due
to their recent application in the design of cryptographic schemes, however, it is
probably still too early to say anything about their security with great confidence.
Further study is certainly a very important research direction.

1.3 Ideal Lattices

Here we give a brief description of ideal lattices, survey their use in previous
work, and compare to our work. All of the definitions of ideal lattices from prior
work are instances of the following general notion: let R be a ring whose additive
group is isomorphic to Zn (i.e., it is a free Z-module of rank n), and let σ be
an additive isomorphism mapping R to some lattice σ(R) in an n-dimensional
real vector space (e.g., Rn). The family of ideal lattices for the ring R under the
embedding σ is the set of all lattices σ(I), where I is an ideal in R.3 For instance,
taking R = Z[x]/ 〈xn − 1〉 and the näıve “coefficient embedding” σ, i.e., the one
that views the coefficients of a polynomial residue (modulo xn−1) as an integer
vector in Zn, leads exactly to the family of (integer) cyclic lattices. Note that
under the coefficient embedding, addition of ring elements simply corresponds
to (coordinate-wise) addition of their vectors in Zn, but multiplication does not
have such a nice geometrical interpretation, due to the reduction modulo xn− 1.

The main difference between this work and almost all previous work is in the
choice of embedding σ. Prior works [23, 27, 20, 21, 12, 19, 32] used rings of the
form Z[x]/ 〈f(x)〉 with the coefficient embedding described above. In this work,
following Peikert and Rosen [28], we instead consider the so-called canonical
embedding from algebraic number theory. Strictly speaking, the coefficient and
canonical embeddings are equivalent up to a fixed linear transformation that

3 An ideal I in a ring R is an additive subgroup of R that is closed under multiplication
by R.
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introduces some distortion. (In fact, this is true of any two fixed embeddings,
under our definition above.) Moreover, in many cases the distortion is small;
for example, in the ring Z[x]/ 〈xn + 1〉 for n a power of 2, the transformation
is even an isometry (i.e., a scaled rotation). In such cases, lattice problems are
essentially equivalent under either embedding. Yet due to its central role in the
study of number fields and useful geometric properties (explained below), we
contend that the canonical embedding is the ‘right’ notion to use in the study
of ideal lattices.

First, unlike the coefficient embedding, under the canonical embedding both
addition and multiplication of ring elements are simply coordinate-wise. As a
result, both operations have simple geometric interpretations leading to tight
bounds, and probability distributions such as Gaussians behave very nicely un-
der multiplication by fixed elements. In contrast, understanding the behavior of
multiplication under the coefficient embedding required previous work to intro-
duce notions like the expansion factor, which implicitly measures the distortion
involved in going between the coefficient and canonical embeddings, but is not
of much help for analyzing probability distributions. Second, although for many
rings the two embeddings are nearly isometric, in many other rings of interest
the distortion can be quite large — even super-polynomial in the dimension for
some cyclotomic polynomial rings [11]. This may explain why we can prove tight
hardness results for all such cyclotomic rings (as explained below), whereas pre-
vious work was mostly restricted to Z[x]/ 〈xn + 1〉 for n a power of 2 (and a
few others). A third point in favor of the canonical embedding is that it also be-
haves very nicely under the automorphisms that we use in our search-to-decision
reductions for ring-LWE.

Moving now to the choice of ring R, in this work our main focus is on the rings
of integer polynomials modulo a cyclotomic polynomial.4 From an algebraic point
of view, it is more natural to view these rings as the rings of (algebraic) integers in
cyclotomic number fields, and this is indeed the perspective we adopt. Moreover,
our main theorem’s first component (hardness of the search version of ring-LWE)
applies generically to the ring of integers in any number field. Almost all previous
work applied to rings of the form Z[x]/ 〈f(x)〉 for a monic irreducible f(x) having
small “expansion” (under the coefficient embedding mentioned above). This set
of rings is incomparable to the set used in our work, although for some important
examples like cyclotomics, our set is larger.

Rings of integers in number fields have some nice algebraic properties that are
useful for our results. For instance, they have unique factorization of ideals, and
their fractional ideals form a multiplicative group; in general, neither property
holds in Z[x]/ 〈f(x)〉, even for monic and irreducible f(x) (as demonstrated by the
ring Z[x]/

〈
x2 + 3

〉
). Another useful property is that certain number fields, such as

the cyclotomic number fields used in our search/decision reduction, have automor-
phisms that ‘shuffle’ groups of related prime ideals while still preserving the LWE
error distribution (when appropriately defined using the canonical embedding).

4 The mth cyclotomic polynomial in Z[x] is the polynomial of degree n = ϕ(m) whose
roots are the primitive mth roots of unity ζi

m for i ∈ Z∗
m, where ζm = exp(2πi/m).
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To summarize, while the number-theoretic perspective on ideal lattices re-
quires some investment in the mathematical background, we find that it delivers
many nice geometric and algebraic properties that pay dividends in the ease of
working with the objects, and in the strength and generality of results that can
be obtained.

1.4 Techniques

We introduce several new techniques for working with rings of integers and their
ideal lattices, which fall into two broad categories: first, those that work in
general number fields for reducing worst-case problems on ideal lattices to ring-
LWE (and related problems); second, those that work in cyclotomic number fields,
where we demonstrate a search/decision equivalence for ring-LWE and construct
cryptographic schemes. All of the new techniques are entirely classical, i.e., non-
quantum. (Our main reduction uses existing quantum technology essentially as
a black box.)

In the category of worst-case reductions for ideal lattices, we show how to use
the Chinese remainder theorem (CRT) for ‘clearing the ideal’ I from an arbitrary
ideal lattice instance. This involves mapping the quotient ring I/qI to the fixed
quotient ring R/qR in an ‘algebraically consistent’ way. Our CRT techniques
are also compatible with the ‘discrete Gaussian’ style of worst-to-average-case
reduction from [13], which implies simpler and slightly tighter hardness proofs
for ring-SIS. We remark that prior reductions following [23] work by restricting
to a principal subideal of I with known generator; however, this technique does
not seem to be compatible with the approaches of [31, 13], where the reduction
must deal with Gaussian samples from the full ideal I.

In our search/decision equivalence for ring-LWE, we also develop new tech-
niques that exploit special properties of cyclotomic number fields of degree n —
namely, that they are Galois (i.e., have n automorphisms) — and our particular
choice of modulus q — namely, that it ‘splits completely’ into n prime ideals qi
each of norm q = poly(n), which are permuted by the automorphisms. (Interest-
ingly, this complete splitting of q is also useful for performing the ring operations
very efficiently in practice; see [22].)

The basic layout of our pseudorandomness proof is as follows: first, a hy-
brid argument shows that any distinguisher between the ring-LWE distribution
As,ψ and the uniform distribution must have some noticeable advantage relative
to some prime ideal factor qi of 〈q〉 (of the distinguisher’s choice); this advan-
tage can be amplified using standard self-reduction techniques. Next, an efficient
search-to-decision reduction finds the value of s modulo qi, using the fact that
the ring modulo qi is a field of order q = poly(n). Then, because the automor-
phisms of the number field permute the qis, we can find s modulo each qj by
applying an appropriate automorphism to the distribution As,ψ. (Crucially, the
error distribution ψ also remains legal under this transformation). Finally, we
recover all of s mod q using the Chinese remainder theorem.
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1.5 Related Work

In a concurrent and independent work, Stehlé, Steinfeld, Tanaka, and Xagawa [32]
also formulated a variant of LWE over certain polynomial rings and proved its
hardness under a worst-case (quantum) assumption. Their main application is a
public-key cryptosystem with logO(1) n encryption and decryption time per mes-
sage bit. Due to the close similarities between our works, we wish to give a detailed
comparison of the approaches and final outcomes.

Stehlé et al. [32] give a quantum reduction from the (average-case) ring-SIS
problem to (average-case) ring-LWE, by exploiting the duality between the two
problems and making new observations about Regev’s quantum machinery [31].
Then, invoking prior worst-case hardness results for ring-SIS [20], they conclude
that ring-LWE is hard under a worst-case quantum assumption. More precisely,
they show that the search version of ring-LWE is hard for an a priori bounded
number of samples with spherical Gaussian noise; however, the approach does
not seem to extend to the decision version (i.e., pseudorandomness), nor to an
unbounded number of samples.

The lack of pseudorandomness has some important drawbacks. For example, a
primary motivation for the use of ring-LWE is to encrypt and decrypt faster than
the most efficient cryptosystems based on standard LWE. In [32], achieving this
goal requires many simultaneous hard-core bits for the search variant of ring-LWE,
which are obtained via the efficient Goldreich-Levin construction using Toeplitz
matrices [14, Section 2.5]. This approach, however, induces a security reduction
that runs in time exponential in the number of hard bits. Therefore, to encrypt
in amortized Õ(1) time per message bit induces the assumption that ideal-SVP
is hard for 2o(n)-time quantum algorithms. In contrast, our scheme has the same
(actually somewhat better) running times under a fully polynomial assumption.

It is also worth noting that the main proof technique from [32], while quite
transparent and modular, requires an a priori bound on the number of LWE
samples consumed, and the modulus q and underlying approximation factor for
ideal-SVP grow with this bound. This is suboptimal for cryptographic schemes
(such as those in [30, 26, 6, 8]) that use a large (or even unbounded) number
of samples in their security proofs. Moreover, having an unbounded number of
samples seems essential for proving a search/decision equivalence for any type
of LWE problem, because at the very least, the reduction needs to amplify the
adversary’s success probability.

2 Preliminaries

For a vector x in Rn or Cn and p ∈ [1,∞], we define the �p norm as ‖x‖p =
(
∑

i∈[n]|xi|p)1/p when p <∞, and ‖x‖∞ = maxi∈[n]|xi| when p = ∞.
When working with number fields and ideal lattices, it is convenient to work

with the space H ⊆ Rs1 × C2s2 for some numbers s1 + 2s2 = n, defined as

H = {(x1, . . . , xn) ∈ Rs1 × C2s2 : xs1+s2+j = xs1+j , ∀ j ∈ [s2]} ⊆ Cn.
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It is not difficult to verify that H (with the inner product induced on it by Cn) is
isomorphic to Rn as an inner product space. This can seen via the orthonormal
basis {hi}i∈[n], defined as follows: for j ∈ [n], let ej ∈ Cn be the vector with
1 in its jth (complex) coordinate, and 0 elsewhere. Then for j ∈ [s1], the basis
vector hj = ej ∈ Cn; for s1 < j ≤ s1 + s2, the vector hj = 1√

2
(ej + ej+s2 ) and

hj+s2 =
√−1√

2
(ej − ej+s2 ). Note that the complex conjugation operation (which

maps H to itself) acts in the {hi}i∈[n] basis by flipping the sign of all coordinates
in {s1 + s2 + 1, . . . , n}.

We will also equip H with the �p norm induced on it from Cn. We note that
for any p ∈ [1,∞], this norm is equal within a factor of

√
2 to the �p norm

induced on H from the isomorphism with Rn described above, and that for the
�2 norm we in fact have an equality. This (near) equivalence between H and Rn

will allow us to use known definitions and results on lattices in our setting, the
only caveat being the

√
2 factor when dealing with �p norms for p �= 2.

2.1 Lattice Background

We define a lattice as a discrete additive subgroup of H . We deal here exclusively
with full-rank lattices, which are generated as the set of all integer linear combina-
tions of some set of n linearly independent basis vectors B = {b1, . . . ,bn} ⊂ H .

The minimum distance λ1(Λ) of a lattice Λ in some norm ‖·‖ is the length of
a shortest nonzero lattice vector: λ1(Λ) = min0 �=x∈Λ‖x‖. When left unspecified,
the norm is taken to be the Euclidean norm; for the minimum distance of Λ in
the �p norm, we write λ(p)

1 (Λ).
The dual lattice of Λ ⊂ H is defined as Λ∗ = {x ∈ H : ∀ v ∈ Λ, 〈x,v〉 ∈ Z}.

It is easy to see that (Λ∗)∗ = Λ.

Gaussian Measures. For r > 0, define the Gaussian function ρr : H → (0, 1] as
ρr(x) = exp(−π〈x,x〉/r2) = exp(−π‖x‖22/r2). By normalizing this function we
obtain the continuous Gaussian probability distribution Dr of width r, whose
density is given by r−n ·ρr(x). We extend this to elliptical (non-spherical) Gaus-
sian distributions (in the basis {hi}i∈[n]) as follows. Let r = (r1, . . . , rn) ∈ (R+)n

be a vector of positive real numbers, such that rj+s1+s2 = rj+s1 for each j ∈ [s2].
Then a sample from Dr is given by

∑
i∈[n] xi · hi, where the xi are chosen inde-

pendently from the (one-dimensional) Gaussian distribution Dri over R.
Micciancio and Regev [24] introduced a lattice quantity called the smoothing

parameter, and related it to various lattice quantities.

Definition 1. For a lattice Λ and positive real ε > 0, the smoothing parameter
ηε(Λ) is defined to be the smallest r such that ρ1/r(Λ∗\{0}) ≤ ε.

Lemma 1 ([24, Lemma 4.1] and [31, Claim 3.8]). For any lattice Λ, ε > 0,
r ≥ ηε(Λ), and c ∈ H, we have ρr(Λ+ c) ∈ [ 1−ε1+ε , 1] · ρr(Λ).

For a lattice Λ, point u ∈ H , and real r > 0, define the discrete Gaussian
probability distribution over Λ+u with parameter r as the distribution assigning
probability proportional to ρr(x) to each x ∈ Λ+ u.
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We also need the following property of the smoothing parameter, which says
that continuous noise ‘smooths’ the discrete structure of a discrete Gaussian
distribution into a continuous one.

Lemma 2 ([31]). Let Λ be a lattice, let u ∈ H be any vector, and let r, s > 0
be reals. Assume that 1/

√
1/r2 + 1/s2 ≥ ηε(Λ) for some ε < 1

2 . Consider the
continuous distribution Y on H obtained by sampling from DΛ+u,r and then
adding an element drawn independently from Ds. Then the statistical distance
between Y and D√

r2+s2 is at most 4ε.

2.2 Algebraic Number Theory Background

Due to space constraints, we assume familiarity with the standard concepts of
a number field K, its field trace Tr and norm N, and its ring of integers OK ,
discriminant ΔK , and group of (fractional) ideals. Details may be found in the
full version or in any introductory book on the subject, e.g., [33].

Embeddings and Geometry. Here we describe the embeddings of a number field,
which induce a natural ‘canonical’ geometry on it.

A number field K = Q(ζ) of degree n has exactly n field homomorphisms
σi : K → C that fix every element of Q. Concretely, each embedding takes ζ to a
different one of its conjugates; it can be verified that these are the only such field
homomorphisms because the conjugates are the only roots of ζ’s minimal polyno-
mial f(x). An embedding whose image lies in R (corresponding to a real root of f)
is called a real embedding; otherwise (for a complex root of f) it is called a com-
plex embedding. Because complex roots of f(x) come in conjugate pairs, so too do
the complex embeddings. The number of real and complex pairs of embeddings
are denoted s1 and s2 respectively, so we have n = s1 + 2s2. The pair (s1, s2) is
called the signature ofK. By convention, we let {σj}j∈[s1] be the real embeddings,
and we order the complex embeddings so that σs1+s2+j = σs1+j for j ∈ [s2]. The
canonical embedding σ : K → Rs1 ×C2s2 is defined as σ(x) = (σ1(x), . . . , σn(x)).
The canonical embedding σ is a field homomorphism fromK to Rs1×C2s2 , where
multiplication and addition in Rs1 × C2s2 are both component-wise. Due to the
pairing of the complex embeddings, we have that σ maps into H .

By identifying elements K with their canonical embeddings in H , we can
speak of geometric norms (e.g., the Euclidean norm) on K. Recalling that we
define norms on H as those induced from Cn, we see that for any x ∈ K and
any p ∈ [1,∞], the �p norm of x is simply ‖x‖p = ‖σ(x)‖p = (

∑
i∈[n]|σi(x)|p)1/p

for p <∞, and is maxi∈[n]|σi(x)| for p =∞. (As always, we assume the �2 norm
when p is omitted.) Because multiplication of embedded elements is component-
wise (since σ is a ring homomorphism), we have ‖x · y‖p ≤ ‖x‖∞ · ‖y‖p for any
x, y ∈ K and any p ∈ [1,∞]. Thus the �∞ norm acts as an ‘absolute value’ for
K that bounds how much an element ‘expands’ any other by multiplication.

Using the canonical embedding also allows us to think of the distribution
Dr (for r ∈ (R+)n) over H as a distribution over K. Strictly speaking, the
distribution Dr is not quite over K, but rather over the field KR = K ⊗Q R,
which, roughly speaking, is to K as R is to Q. Since multiplication of elements
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in the number field is mapped to coordinate-wise multiplication, we get that for
any element x ∈ K, the distribution of x ·Dr is Dr′ , where r′i = ri · |σi(x)| (this
uses the fact that our distributions have the same variance in the complex and
real components of each embedding).

Ideal Lattices. Here we recall how (fractional) ideals in K yield lattices un-
der the canonical embedding, and describe some of their properties. Recall
that a fractional ideal I has a Z-basis U = {u1, . . . , un}. Therefore, under
the canonical embedding σ, the ideal yields a rank-n ideal lattice having ba-
sis {σ(u1), . . . , σ(un)} ⊂ H . The fundamental volume of the ideal lattice σ(I)
is |det(σ(U))| = N(I) · √ΔK ; as expected, this quantity is basis-invariant. For
convenience, we often identity an ideal with its embedded lattice, and speak of,
e.g., the minimum distance λ1(I) of an ideal, etc.

We now recall the notion of a dual ideal and explain its close connection to
both the inverse ideal and the dual lattice. For more details, see, e.g., [10].

For a (fractional) ideal I, its (fractional) dual ideal is defined as
I∨ = {x ∈ K : Tr(xI) ⊂ Z}. It is not difficult to see that, under the canon-
ical embedding into H , the dual ideal embeds exactly as the complex con-
jugate of the dual lattice, i.e., σ(I∨) = σ(I)∗. This is due to the fact that
Tr(xy) =

∑
i σi(x)σi(y) = 〈σ(x), σ(y)〉.

Except in the trivial number field K = Q, the ring of integers OK is not
self-dual, nor are an ideal and its inverse dual to each other. Fortunately, a
useful and important fact is that an ideal and its inverse are equivalent up to
multiplication by the dual ideal of the entire ring. That is, for any fractional
ideal I, its dual ideal is I∨ = I−1 · O∨

K . (Notice that for I = OK this holds by
definition, since O−1

K = OK .) The dual ideal O∨
K is itself sometimes called the

codifferent ideal.

Chinese Remainder Theorem. Here we recall the Chinese remainder theorem
(CRT) for the ring of integers in a number field, and some of its important
consequences for this work. Let K be an arbitrary fixed number field and let
R = OK be its ring of integers.

Lemma 3 (Chinese remainder theorem). Let I1, . . . , Ir be pairwise co-
prime ideals in R, and let I =

∏
i∈[r] Ii. The natural ring homomorphism

C : R→ ⊕i∈[r](R/Ii) induces a ring isomorphism R/I →⊕
i∈[r](R/Ii).

We state the following important consequences of the CRT; proofs are given in
the full version.

Lemma 4. Let I and J be ideals in R. Then there exists t ∈ I such that the
ideal t ·I−1 ⊆ R is coprime to J . Moreover, such t can be found efficiently given
I and the prime ideal factorization of J .

Lemma 5. Let I and J be ideals in R, let t ∈ I be such that t · I−1 is coprime
with J , and let M be any fractional ideal in K. Then the function θt : K → K
defined as θt(u) = t · u induces an isomorphism from M/JM to IM/IJM,
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as R-modules. Moreover, this isomorphism may be inverted efficiently given I,
J , M, and t.

Other Properties of Cyclotomic Number Fields. Here we state a few more use-
ful facts about cyclotomic number fields, which are used only in our search-to-
decision reductions of Section 4.

Letting K = Q(ζ) for ζ = ζm be the mth cyclotomic number field, recall
that OK = Z[ζ]. For an integer prime q ∈ Z, the factorization of the ideal 〈q〉
is as follows. Let the factorization of Φm(x) modulo q (i.e., in Zq[x]) into monic
irreducible polynomials be Φm(x) =

∏
i(fi(x))ei . Then in OK , the prime ideal

factorization of 〈q〉 is 〈q〉 =
∏
i q
ei

i , where each qi = 〈q, fi(ζ)〉 is a prime ideal
with norm qdeg(fi).5

For an integer prime q = 1 mod m, the field Zq has a primitive mth root of
unity r, because the multiplicative group of Zq is cyclic with order q−1. Indeed,
there are n = ϕ(m) distinct such roots of unity ri ∈ Zq, for i ∈ Z∗

m. Therefore,
the cyclotomic polynomial Φm(x) factors in Zq[x] as Φ(x) =

∏
i∈Z∗

m
(x − ri).

The ideal 〈q〉 ⊂ OK then “splits completely” into n distinct prime ideals, as
〈q〉 =

∏
i∈Z∗

m
qi where qi =

〈
q, ζ − ri

〉
is prime and has norm q. (The fact that

the ideal 〈q〉 splits into distinct prime ideals with small norm will be crucial in
our search-to-decision for ring-LWE.)

We also need the fact that K has n = ϕ(m) automorphisms τk : K → K
indexed by k ∈ Z∗

m, which are defined by τk(ζ) = ζk. The automorphisms τj
“act transitively” on the prime ideals qi, i.e., τj(qi) = qi/j . This fact follows
directly from the fact that cyclotomic number fields are Galois extensions of Q.
Computation in Number Fields. All of the operations required by our reductions
can be performed in polynomial time given a suitable representation of the num-
ber field and its ring of integers. Due to space constraints, we defer the details
to the full version.

We now define some seemingly hard computational problems on ideal lattices
in number fields.

Definition 2. Let K be a number field endowed with some geometric norm (e.g.,
the �2 norm), and let γ ≥ 1. The K-SVPγ problem (in the given norm) is: given
a (fractional) ideal I in K, find some nonzero x ∈ I such that ‖x‖ ≤ γ · λ1(I).

Definition 3. Let K be a number field endowed with some geometric norm (e.g.,
the �∞ norm), let I be a (fractional) ideal in K, and let d < λ1(I)/2. The K-
BDDI,d problem (in the given norm) is: given I and y of the form y = x+ e for
some x ∈ I and ‖e‖ ≤ d, find x.

Without loss of generality, both of the above problems may be restricted to
integral ideals I ⊆ OK , by the following scaling argument: if I is a fractional
ideal with denominator d ∈ OK (such that dI ⊆ OK is an integral ideal), then
the scaled ideal N(d) · I ⊆ OK , because N(d) ∈ 〈d〉.
5 In fact, this factorization holds in any ‘monogenic’ ring of integers OK = Z[ζ], with

Φm(x) replaced by the minimal polynomial of ζ.
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2.3 The Ring-LWE Problem

Let K be a number field, let R = OK be its ring of integers, let R∨ be its dual
(codifferent) ideal, let q ≥ 2 be a (rational) integer modulus, and let Rq = R/qR
and R∨

q = R∨/qR∨. Let T = KR/R
∨.

For an s ∈ R∨
q and a distribution ψ over KR, the distribution As,ψ over Rq×T

is generated by choosing a ← Rq uniformly at random, choosing e ← ψ, and
outputting (a, (a ·s)/q+e), where addition in the second component is in T (i.e.,
modulo R∨).

Definition 4 (Learning with Errors in a Ring of Integers). Let q ≥ 2 be
a (rational) integer and let Ψ be a family of distributions over KR. The ring-LWE
problem in R = OK , denoted R-LWEq,Ψ , is defined as follows: given access to
arbitrarily many independent samples from As,ψ for some arbitrary s ∈ R∨

q and
ψ ∈ Ψ , find s.

For an asymptotic treatment of the ring-LWE problem, we let K come from an
infinite sequence of number fields K = {Kn} of increasing dimension n.

A natural question at this point is, why is the secret s chosen from the domain
R∨
q rather than Rq, as the values a are? From a purely algebraic perspective, it is

possible to transform the ring-LWE distribution to make s come from the quotient
ring I/qI for any desired fractional ideal I, making the choice of domain appear
arbitrary. However, from a geometric perspective, such a transformation can in
general introduce some distortion in the noise distribution. Upon close inspection,
there are several reasons why R∨

q is the most natural “canonical” domain for s;
due to space constraints, we defer an explanation to the full version.

We now define the exact LWE error distributions for which our results apply.
Informally, they are elliptical Gaussians whose widths along each axis (in the
canonical embedding) are bounded by some parameter α.

Definition 5. For a positive real α > 0, the family Ψ≤α is the set of all elliptical
Gaussian distributions Dr (over KR) where each parameter ri ≤ α.

In Section 4.1, we exploit a particular closure property for the family Ψ≤α over
the mth cyclotomic number field K = Q(ζ), where ζ = ζm. Let τj : K → K be
an automorphism of K, which is of the form τj(ζ) = ζj for some j ∈ Z∗

m. Then
Ψ≤α is closed under τj , i.e., for any ψ = Dr ∈ Ψ≤α, we have τj(Dr) = Dr′ ∈ Ψ≤α,
where the entries of r′ are merely a rearrangement of the entries of r and hence
are at most α.

3 Main Reduction

Since the results in this section apply to arbitrary number fields, we choose to
present them in their most general form. For concreteness, the reader may wish
to keep in mind the particular case of a cyclotomic number field.

Throughout this section, let K denote an arbitrary number field of degree
n. We prove that solving the search problem OK-LWE (for a certain family of
error distributions) is at least as hard as quantumly solving K-SVPγ , where the
approximation factor γ depends on the parameters of the error distributions.
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3.1 Main Theorem and Proof Overview

The following is the main theorem of this section. Here, K-DGSγ denotes the
discrete Gaussian sampling problem [31], which asks, given an ideal I and a
number r ≥ γ, to produce samples from the distribution DI,r. It is easy to
show reductions from other more standard lattice problems such as SVP to DGS
(see [31] for some examples).

Theorem 1. Let K be an arbitrary number field of degree n. Let α = α(n) ∈
(0, 1) be arbitrary, and let the (rational) integer modulus q = q(n) ≥ 2 be such
that α · q ≥ ω(

√
logn). There is a probabilistic polynomial-time quantum reduc-

tion from K-DGSγ to OK-LWEq,Ψ≤α
, where γ = ηε(I) · ω(

√
logn)/α.

We prove the theorem by taking Regev’s iterative reduction for general lat-
tices [31] and replacing its core component (namely, the reduction from the
bounded-distance decoding (BDD) problem to LWE) with an analogous state-
ment for the ideal case (Lemma 7). It is here that we crucially apply algebraic
techniques such as the Chinese remainder theorem, and we view this as one of
our main contributions.

For self-containment, we describe now the main steps of the iterative reduction
of [31], making the necessary changes for our setting. The reduction works by
repeated application of an iterative step, which consists of the following two
components.

1. The first component, which forms the core of [31], is a reduction from BDD
on the dual lattice to LWE that uses Gaussian samples over the primal lattice.
In Section 3.2 we show how to perform an analogous reduction in the ring
setting. Namely, we show that given an oracle that generates samples from
the discrete Gaussian distribution DI,r for some (not too small) r > 0,
using an OK-LWEq,Ψ≤α

oracle we can solve the BDD problem on the dual
ideal I∨ to within distance d = α · q/r in the �∞ norm. From this it follows
that with probability negligibly close to 1, we can also solve BDD on I∨
where the unknown offset vector e is drawn from the distribution Dd′ for
d′ = α · q/(r ·ω(

√
logn)). The reason is that a sample from Ds has �∞ norm

at most s · ω(
√

logn), except with negligible probability.
2. The second step is quantum, and is essentially identical to the corresponding

step in Regev’s reduction [31, Lemma 3.14]. This step uses an oracle that with
all but negligible probability solves the BDD problem on I∨, where the offset
vector e is chosen from the distribution Dd′ . Using a quantum procedure, it
is shown in [31] how to use such an oracle to produce samples from the
discrete Gaussian distribution DI,r′ for r′ = 1/(2d′). The exact statement
of [31, Lemma 3.14] is more specialized; to get the above statement, one has
to observe that the procedure used to prove the lemma calls the oracle with
offset vectors e chosen from Dd′ , and that correctness is maintained even if
the oracle errs with negligible probability over the choice of e.

Notice that when α · q ≥ ω(
√

logn), we can choose r′ ≤ r/2 so that the output
distribution DI,r′ of Step 2 is half as wide as the input distribution DI,r of
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Step 1. The value of r starts out exponentially large so that the samples for
the first execution of Step 1 can be generated classically (see [31, Lemma 3.2]),
then in later phases of the iteration they are produced by the quantum part.
By iterating back and forth between the two procedures, we can sample from
a progressively tighter distribution until we obtain a sample from DI,r for the
(typically small) r given as input to the DGS problem.

3.2 Core Step: The BDD to LWE Reduction

We first observe that to solve BDD on an ideal J , it suffices to find the solution
modulo qJ . This is actually a special case of a lemma from [31], which gives a
lattice-preserving reduction for BDD in general lattices. Because the reduction
is lattice-preserving, it also applies to ideal lattices.

Definition 6. The q-BDDJ ,d problem (in any norm) is: given an instance y of
BDDJ ,d that has solution x ∈ J , find x mod qJ .

Lemma 6 (Special case of [31, Lemma 3.5]). For any q ≥ 2, there is a
deterministic polynomial-time reduction from BDDJ ,d (in any �p norm) to q-
BDDJ ,d (in the same norm).

Lemma 7. Let α ∈ (0, 1), let q ≥ 2 be a (rational) integer with known factor-
ization, let I be an ideal in R = OK , and let r ≥ √2q · ηε(I) for some negligible
ε = ε(n). Given an oracle for the discrete Gaussian distribution DI,r, there is
a probabilistic polynomial-time (classical) reduction from q-BDDI∨,d (in the �∞
norm) to R-LWEq,Ψ≤α

, where d = αq/(
√

2r).

Note that the hypothesis that I is an integral ideal (in OK) is without loss of
generality, by the scaling argument at the end of Section 2.2.

Proof. The high-level description of the reduction is as follows. Its input is a
q-BDDI∨,d instance y = x+ e (where x ∈ I∨ and ‖e‖∞ ≤ d), and it is given ac-
cess to an oracle that generates independent samples from the discrete Gaussian
distribution DI,r, and an oracle L that solves R-LWE. The reduction produces
samples from the LWE distribution As,ψ, where the secret s and the error distri-
bution ψ are related to x and e, respectively. Finally, given the solution s output
by L, the reduction recovers x mod qI∨ from s.

In detail, the reduction does the following, given a q-BDDI∨,d instance y:

1. Compute an element t ∈ I such that t · I−1 and 〈q〉 are coprime.
(By Lemma 4, such t exists and can be found efficiently using the factoriza-
tion of 〈q〉.)

2. For each sample requested by L, get a fresh z ← DI,r from the Gaussian
oracle and provide to L the pair (a, b), computed as follows: let e′ ← Dα/

√
2,

and
a = θ−1

t (z mod qI) ∈ Rq and b = (z · y)/q + e′ mod R∨.

(Recall that by Lemma 5 with J = 〈q〉 and M = R, the function θt(u) =
t · u induces a bijection from Rq = R/qR to I/qI which may be inverted
efficiently given I, q, and t.)
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3. When L produces a solution s ∈ R∨
q , output θ−1

t (s) ∈ I∨/qI∨.
(Again, by Lemma 5 with J = 〈q〉 and M = I∨ = I−1 ·R∨, the function θt
induces a bijection from I∨/qI∨ to R∨

q = R∨/qR∨, which may be inverted
efficiently).

The correctness of the reduction follows from Lemma 8 below, which says that the
samples (a, b) are distributed according to As,ψ for s = θt(x mod qI∨) ∈ R∨

q and
some ψ ∈ Ψ≤α. By hypothesis, L returns s, so the reduction outputs θ−1

t (s) =
x mod qI∨, which is the correct solution to its q-BDDI∨,d input instance.

Lemma 8. Let y be the BDDI∨,d instance given to the reduction above, where
y = x + e for some x ∈ I∨ and ‖e‖∞ ≤ d. Each pair (a, b) produced by the
reduction has distribution As,ψ (up to negligible statistical distance), for s =
θt(x mod qI∨) = t · x ∈ R∨

q and some ψ ∈ Ψ≤α.

Proof. We first show that in each output pair (a, b), the component a ∈ Rq is
2ε-uniform. Because r ≥ q ·ηε(I), each sample z from DI,r is 2ε-uniform in I/qI
by Lemma 1. Then because θt induces a bijection from Rq = R/qR to I/qI by
Lemma 5, a = θ−1

t (z mod qI) is 2ε-uniform over Rq.
Now condition on any fixed value of a. We next analyze the component

b = (z · y)/q + e′ = (z · x)/q + (z/q) · e+ e′ mod R∨,

starting with (z · x)/q. By definition of a, we have z = θt(a) = a · t ∈ I/qI.
Because x ∈ I∨ = I−1 · R∨, we have

z · x = θt(a) · x = a · (t · x) mod R∨
q .

Then because s = t · x mod R∨
q , we have z · x = a · s mod R∨

q , which implies
(z · x)/q = (a · s)/q mod R∨.

To analyze the remaining (z/q) · e + e′ term, note that conditioned on the
value of a, the random variable z/q has distribution DI+u/q,r/q, where I + u/q

is a coset of I (specifically, u = θt(a) mod qI) and r/q ≥ √2 · ηε(I). Note that

(r/q) · ‖e‖∞ ≤ (r/q) · d = α/
√

2,

so we may apply Lemma 9 below, which implies that the distribution of (z/q) ·
e+e′ is within negligible statistical distance of the elliptical Gaussian Dr, where
each

r2i = (r/q)2 · |σi(e)|2 + (α/
√

2)2 ≤ (r/q)2 · d2 + α2/2 = α2.

We conclude that each (a, b) is distributed as As,ψ for some ψ ∈ Ψ≤α, as desired.

Lemma 9. Let I be a (fractional) ideal in K, and let r ≥ √2 · ηε(I) for some
ε = negl(n). Let e ∈ K be fixed, let z be distributed as DI+v,r for arbitrary v ∈ K,
and let e′ be distributed as Dr′ for some r′ ≥ r · ‖e‖∞. Then the distribution
of z · e + e′ is within negligible statistical distance of the elliptical Gaussian
distribution Dr over KR, where r2i = r2 · |σi(e)|2 + (r′)2.
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Proof. We can write z · e + e′ as (z + e′/e) · e. The distribution of e′/e is the
elliptical Gaussian Dt, where each ti = r′/|σi(e)| ≥ r′/‖e‖∞ ≥ r. Thus e′/e can
be written as the sum f + g of independent f and g, where f has distribution
Dr, and g has distribution Dt′ where (t′i)

2 = t2i − r2.
Now by Lemma 2, the distribution of z + f is negligibly close to D√

2r, so
(z + e′/e) = (z + f + g) has distribution Dt′′ , where

(t′′i )
2 = 2r2 + t2i − r2 = r2 + (r′)2/|σi(e)|2.

We conclude that (z + e′/e) · e has distribution Dr, as desired.

4 Pseudorandomness of Ring-LWE

In this section we show that for an appropriate choice of ring, modulus, and
error distribution, the ring-LWE distribution is pseudorandom. For concreteness
and simplicity, we specialize the discussion to cyclotomic fields (though our tech-
niques generalize somewhat to others). So throughout this section we assume
that ζ = ζm ∈ C is a primitive mth root of unity, K = Q(ζ) is the mth cy-
clotomic number field, R = OK is its ring of integers, R∨ = O∨

K is its dual
(codifferent) ideal, and q = 1 mod m is a poly(n)-bounded prime.

The main goal of this section is to show that the following average-case prob-
lem is hard. (Recall that Rq = R/qR, R∨

q = R∨/qR∨, and T = KR/R
∨.)

Definition 7 (Distinguishing LWE). For a distribution Υ over a family of
noise distributions (each over KR), we say that an algorithm solves the DLWEq,Υ
problem if its acceptance probability given samples from As,ψ, over the random
choice of (s, ψ)← U(R∨

q )×Υ and all other randomness of the experiment, differs
by a non-negligible amount from its acceptance probability on uniformly random
samples from Rq × T.

The following is the main theorem of this section. It shows a reduction from the
worst-case search variant of LWE (which by Theorem 1 is as hard as a worst-
case lattice problem) to the above average-case problem. This establishes the
hardness of the average-case problem, which means that the LWE distribution
As,ψ is itself pseudorandom when both s and the error distribution ψ are both
chosen at random from appropriate distributions (and kept secret).

Theorem 2. Let R,m, q be as above, and let α · q ≥ 1 ≥ η2−n(R∨). Then there
is a randomized polynomial-time reduction from LWEq,Ψ≤α

to DLWEq,Υα .

The proof of Theorem 2 goes through a chain of reductions, summarized in the
following diagram (the numbers refer to lemma numbers, and the definitions of
all intermediate problems are given later).

LWEq,Ψ
10−−−−−−−−−−−−→

Automorphisms
qi-LWEq,Ψ

11−−−−−−−−−−−−−−→
Search to Decision

DecLWEi
q,Ψ

−−−−−−−−−−−−−−→
Worst to Average

DecLWEi
q,Υ −−−−−−−−−−−→

Amplification
DLWEi

q,Υ −−−−−→
Hybrid

DLWEq,Υ
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This sequence of reductions is similar in spirit to the one given in previous work
on the (non-ideal) LWE problem [31]. However, there are a few important dif-
ferences, requiring the introduction of new tools. One fundamental issue arising
in the ring setting is that an oracle for DLWE might only let us deduce the
value of the secret s relative to one ideal factor qi of 〈q〉. In order to recover the
entire secret, we ‘shuffle’ the ideal factors using the field’s automorphisms (see
Lemma 10) to recover s relative to every factor qj .

Another issue arises from the fact that the reduction in Section 3 only estab-
lishes the hardness of LWEq,Ψ for a family of distributions Ψ that contains non-
spherical Gaussian distributions. As a result, the average-case problem requires
a distribution Υ over Gaussian noise distributions that are both non-spherical
and wider by a factor of

√
n. Although this is somewhat undesirable, we do not

yet see any way to avoid it; luckily, this only has a minor effect on the result-
ing cryptographic applications, i.e., adding an extra step of choosing the noise
parameters. Let us mention, though, that if one is willing to assume that (the
search problem) LWEq,Ψ is hard with spherical Gaussian noise distributions, then
we can fix the noise distribution in all the average-case problems (so there is no
need to use a distribution over noise distributions Υ ) and we do not need to lose
the factor

√
n.

Due to space constraints, here we present only the first two steps of the chain
of reductions, which contain the bulk of the novel ideas. The rest can be found
in the full version.

4.1 Worst-Case Search to Worst-Case Decision

In this subsection we reduce the search version of LWEq,Ψ to a certain decision
problem over just one arbitrary prime ideal qi. All of the problems considered
here are worst-case over the choice of s ∈ R∨

q and error distribution ψ ∈ Ψ ,
where Ψ is a family of allowed error distributions (though the actual error terms
drawn from ψ are still random), and require their solutions to be found with
overwhelming probability (over all the randomness of the experiment).

We first define some intermediate computational problems and probability dis-
tributions, then present two reductions. For notational convenience, we identify
the elements of Z∗

m with their integer representatives from the set {1, . . . ,m− 1},
with the usual ordering. For i ∈ Z∗

m we let i− denote the largest element in Z∗
m

less than i, defining 1− to be 0.
We define the notation R∨

qi
= R∨/qiR∨, and note that by Lemmas 3 and 5,

there is an efficiently computableR-module isomorphism betweenR∨
q and

⊕
iR

∨
qi

.

Definition 8 (LWE over qi). The qi-LWEq,Ψ problem is: given access to As,ψ
for some arbitrary s ∈ R∨

q and ψ ∈ Ψ , find s ∈ R∨
qi

.

Definition 9 (Hybrid LWE distribution). For i ∈ Z∗
m, s ∈ R∨

q , and a distri-
bution ψ over K, the distribution Ais,ψ over Rq ×T is defined as follows: choose
(a, b) ← As,ψ and output (a, b + r/q) where r ∈ R∨

q is uniformly random and
independent in R∨

qj
for all j ≤ i, and is 0 in all the remaining R∨

qj
. Also define

A0
s,ψ simply as As,ψ.
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Definition 10 (Decision LWE relative to qi). For i ∈ Z∗
m and a family of

distributions Ψ , the DecLWEiq,Ψ problem is defined as follows. Given access to
Ajs,ψ for arbitrary s ∈ R∨

q , ψ ∈ Ψ , and j ∈ {i−, i}, find j.

Claim. For any i ∈ Z∗
m there exists an efficient procedure that transforms Aks,ψ

(for any unknown k ∈ Z∗
m ∪ {0}, s, and ψ) into A

max{i,k}
s,ψ .

Lemma 10 (LWE to qi-LWE). Suppose that the family Ψ is closed under all
the automorphisms of K, i.e., ψ ∈ Ψ ⇒ τk(ψ) ∈ Ψ for every k ∈ Z∗

m. Then for
every i ∈ Z∗

m, there is a deterministic polynomial-time reduction from LWEq,Ψ
to qi-LWEq,Ψ .

Proof. To compute s ∈ R∨
qj

, we use the oracle for qi-LWE along with the field
automorphisms τk to recover the value s ∈ R∨

qj
for all j ∈ Z∗

m. We can then
efficiently reconstruct s ∈ R∨

q .
The reduction that finds s ∈ R∨

qj
works as follows: transform each sample

(a, b) ← As,ψ into the sample (τk(a), τk(b)), where k = j/i ∈ Z∗
m and hence

τk(qj) = qi. (Also note that because τk is an automorphism on K and R is
the set of all its algebraic integers, τk(R) = R and τk(R∨) = R∨.) Give the
transformed samples to the qi-LWEq,Ψ oracle, and when the oracle returns some
element t ∈ R∨

qi
, return τ−1

k (t) ∈ R∨
qj

.
We now prove that τ−1

k (t) = s ∈ R∨
qj

. For each sample (a, b) from As,ψ, notice
that because b = as/q + e and τk(q) = q, we have

τk(b) = τk(a)τk(s)/q + τk(e).

Because τk is an automorphism on R, τk(a) ∈ Rq is uniformly random, and
because ψ′ = τk(ψ) ∈ Ψ , the pairs (τk(a), τk(b)) are distributed according to
Aτk(s),ψ′ . By hypothesis, the oracle returns t = τk(s) ∈ R∨

qi
. Thus τ−1

k (t) = s ∈
τ−1
k (R∨

qi
) = R∨

qj
.

Lemma 11 (Search to Decision). For any i ∈ Z∗
m, there is a probabilistic

polynomial-time reduction from qi-LWEq,Ψ to DecLWEiq,Ψ .

Proof. The idea for recovering s ∈ R∨
qi

is to try each of its possible values,
modifying the samples we receive from As,ψ so that on the correct value the
modified samples are distributed according to Ai−s,ψ, whereas on all the other
values the modified samples are distributed according to Ais,ψ . We can then use
the DecLWEiq,Ψ oracle to tell us which distribution was generated. Because there
are only N(qi) = q = poly(n) possible values for s ∈ R∨

qi
, we can enumerate over

all of them efficiently and discover the correct value.
First note that by Claim 4.1, we can transform our input distribution As,ψ to

Ai−s,ψ. We now give the transformation that takes some g ∈ R∨
q and maps Ai−s,ψ

to either Ai−s,ψ or Ais,ψ , depending on whether or not g = s ∈ R∨
qi

(its values in
the other R∨

qj
are irrelevant). Given a sample (a, b) ← Ai−s,ψ , the transformation

produces a sample

(a′, b′) = (a+ v, b+ vg/q) ∈ Rq × T,
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where v ∈ Rq is uniformly random modulo qi and is 0 modulo the other qj . First,
notice that since a is uniformly distributed in Rq, so is a′. Next, condition on
any fixed value of a′. Then b′ can be written as

b′ = b+ vg/q = (as+ r)/q + e+ vg/q

= (a′s+ v(g − s) + r)/q + e,

where e is chosen from ψ, and r is distributed as in the definition of Ai−s,ψ , i.e., it
is uniformly random and independent modulo qj for all j < i, and is 0 modulo
all the remaining qj.

We consider two cases. First, assume that g = s ∈ R∨
qi

. Then by the Chinese
remainder theorem (Lemma 3), v(g − s) = 0 ∈ R∨

q , and hence the distribution
of (a′, b′) is exactly Ai−s,ψ . Next, assume that g �= s mod qi. Then since qi is a
maximal ideal (which in R is equivalent to being a prime ideal), R∨

qi
is a field,

and hence v(g − s) is distributed uniformly in R∨
qi

(and is zero in all other
R∨

qj
). From this it follows that v(g− s) + r is distributed uniformly random and

independently in R∨
qj

for all j ≤ i, and is 0 in all the remaining R∨
qj

. Hence, the
distribution of (a′, b′) is exactly Ais,ψ, as promised.
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Abstract. We construct a simple fully homomorphic encryption scheme,
using only elementary modular arithmetic. We use Gentry’s technique to
construct a fully homomorphic scheme from a “bootstrappable” some-
what homomorphic scheme. However, instead of using ideal lattices over a
polynomial ring, our bootstrappable encryption scheme merely uses addi-
tion and multiplication over the integers. The main appeal of our scheme
is the conceptual simplicity.

We reduce the security of our scheme to finding an approximate inte-
ger gcd – i.e., given a list of integers that are near-multiples of a hidden
integer, output that hidden integer. We investigate the hardness of this
task, building on earlier work of Howgrave-Graham.

1 Introduction

What is the simplest encryption scheme for which one can hope to achieve secu-
rity? The Caesar cipher is simple, but not secure. We believe that conventional
public-key encryption schemes with modular exponentiations are secure, but
modular exponentiation is not a very simple operation. If we were to forget our
current schemes and start from scratch, perhaps something like the following
scheme would be a good candidate for a simple symmetric encryption scheme:

KeyGen: The key is an odd integer, chosen from some interval p ∈ [2η−1, 2η).
Encrypt(p,m): To encrypt a bit m ∈ {0, 1}, set the ciphertext as an integer

whose residue mod p has the same parity as the plaintext. Namely, set c =
pq + 2r + m, where the integers q, r are chosen at random in some other
prescribed intervals, such that 2r is smaller than p/2 in absolute value.

Decrypt(p, c): Output (c mod p) mod 2.

It is easy to see that when the noise r is sufficiently smaller than the secret
key p, this simple scheme is both additively and multiplicatively homomorphic
for shallow arithmetic circuits. Moreover, one can use Gentry’s techniques [6]
(i.e., “bootstrapping” and “squashing the decryption circuit”) to morph this
scheme into a fully homomorphic encryption scheme [20]. Amazingly, it seems
that with judicious choice of parameters (say r ≈ 2

√
η and q ≈ 2η

3
), this simple

scheme may even be secure!!

H. Gilbert (Ed.): EUROCRYPT 2010, LNCS 6110, pp. 24–43, 2010.
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So far we only described a symmetric scheme, but turning it into a public key
scheme is easy: The public key consists of many “encryptions of zero”, namely
integers xi = qi ·p+2ri where qi, ri are chosen from the same prescribed intervals
as above. Then to encrypt a bit m, the ciphertext is essentially set as m plus a
subset sum of the xi’s.

We reduce the security of this scheme to approximate integer gcd – roughly,
that it is hard to recover p from the xi’s. This problem, for the case of two xi’s,
was analyzed by Howgrave-Graham [9]. Our parameters – in particular, the large
size of the qi’s – are designed to avoid a generalized version of his attack (as well
as other attack avenues, such as solving the associated simultaneous Diophantine
approximation problem).

We comment that our scheme is similar to Regev’s first encryption scheme
[19]. In fact, a slight variation of Regev’s scheme can be described by exactly
the same formula as ours, Enc(m, p) = qp+2r+m. The main difference between
the schemes is that in order to get the homomorphic properties, our choice of
parameters is much more aggressive than his. Another difference is that the
secret key p in our scheme is an integer, whereas in Regev’s scheme the secret
key is chosen as an integral fraction of the domain size (i.e., p = N/h for some
integer h). Unfortunately, Regev’s worst-to-average-case security reductions from
[19] do not seem to apply to our scheme.

2 Preliminaries

Below we usually denote parameters by Greek letters (e.g., η, γ, τ , etc.), with λ
always denoting the security parameter. Real numbers and integers are denoted
by lowercase English letters (p, q, x, y, etc.). All logarithms in the text are base-2
unless stated otherwise.

For a real number z, we denote by �z�, �z�, �z� the rounding of a up, down,
or to the nearest integer. Namely, these are the unique integers in the half open
intervals [z, z + 1), (z − 1, z], and (z − 1

2 , z + 1
2 ], respectively.

For a real number z and an integer p, we use qp(z) and rp(z) to denote

the quotient and remainder of z with respect to p, namely qp(z)
def= �z/p� and

rp(z)
def= z − qp(z) · p. (Note that rp(z) ∈ (−p/2, p/2].) We also denote the

remainder by [z]p or (z mod p), we use these three notations interchangeably
throughout the paper.

A family H of hash functions from X to Y , both finite sets, is said to be
2-universal if for all distinct x, x′ ∈ X , Pr

h
R←H[h(x) = h(x′)] = 1/|Y |. A distri-

bution D is ε-uniform if its statistical distance from the uniform distribution is
at most ε, where the statistical difference between two distributions D1, D2 over
a finite domain X is 1

2

∑
x∈X |D1(x)−D2(x)|.

Lemma 1 (Simplified Leftover Hash Lemma [8]). Let H be a family of
2-universal hash functions from X to Y . Suppose that h R← H and x

R← X are
chosen uniformly and independently. Then, (h, h(x)) is 1

2

√|Y |/|X |-uniform over
H× Y .
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2.1 Homomorphic Encryption

Our definitions are adapted from Gentry [6]. Below we only consider encryption
schemes that are homomorphic with respect to boolean circuits consisting of gates
for addition and multiplication mod 2. (Considering only bit operations alsomeans
that the plaintext space of the encryption schemes that we consider is limited to
{0, 1}.) See the works of Ishai and Paskin [10] for a more general definitional treat-
ment of homomorphic encryption with respect to other forms of “programs.”

A homomorphic public key encryption scheme E has four algorithms: the usual
KeyGen, Encrypt, and Decrypt, and an additional algorithm Evaluate. The algo-
rithm Evaluate takes as input a public key pk, a circuit C, a tuple of ciphertexts
c = 〈c1, . . . , ct〉 (one for every input bit of C), and outputs another ciphertext c.

Definition 1 (Correct Homomorphic Decryption). The scheme E =
(KeyGen,Encrypt,Decrypt,Evaluate) is correct for a given t-input circuit C if, for
any key-pair (sk, pk) output by KeyGen(λ), any t plaintext bitsm1, . . . ,mt, and any
ciphertexts c = 〈c1, . . . , ct〉 with ci ← EncryptE(pk,mi), it is the case that:

Decrypt (sk, Evaluate(pk, C, c)) = C(m1, . . . ,mt)

Definition 2 (Homomorphic Encryption). The schemeE=(KeyGen,Encrypt,
Decrypt,Evaluate) is homomorphic for a class C of circuits1 if it is correct for all
circuits C ∈ C. E is fully homomorphic if it is correct for all boolean circuits.

The semantic security of a homomorphic encryption scheme is defined in the
usual way [7], without reference to the Evaluate algorithm. (Indeed Evaluate is a
public algorithm with no secrets.)

It is clear that as defined above, fully homomorphic encryption can be trivially
realized from any secure encryption scheme, by an algorithm Evaluate that simply
attaches a description of the circuit C to the ciphertext tuple, and a Decrypt
procedure that first decrypts all the ciphertexts and then evaluates C on the
corresponding plaintext bits. Two properties of homomorphic encryption that
rule out this trivial solution are circuit-privacy and compactness.

Circuit privacy roughly means that the ciphertext generated by Evaluate does
not reveal anything about the circuit that it evaluates beyond the output value
of that circuit, even for someone who knows the secret key. We discuss circuit pri-
vacy in the full version [21]. It is folklore that circuit-private fully-homomorphic
encryption can be realized using Yao’s “garbled circuits” [22,15] and a two-flow
oblivious transfer protocol. (This construction is similar to the trivial solution
from above, essentially it replaces the plaintext circuit with a garbled circuit.)
Hence the “real challenge” in constructing fully homomorphic encryption comes
from the compactness property, which essentially means that the size of the
ciphertext that Evaluate generates does not depend on the size of the circuit C.

Definition 3 (Compact Homomorphic Encryption). The scheme E =
(KeyGen,Encrypt,Decrypt,Evaluate) is compact if there exists a fixed polynomial
1 Formally, C is an ensemble, parametrized by the security parameter.
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bound b(λ) so that for any key-pair (sk, pk) output by KeyGen(λ), any circuit C
and any sequence of ciphertext c = 〈c1, . . . , ct〉 that was generated with respect
to pk, the size of the ciphertext Evaluate(pk, C, c) is not more than b(λ) bits
(independently of the size of C).

2.2 Bootstrappable Encryption

Following Gentry [6], we construct homomorphic encryption for circuits of any
depth from one that is capable of evaluating just a little more than its own
decryption circuit.

Definition 4 (Augmented Decryption Circuits). Let E=(KeyGen,Encrypt,
Decrypt,Evaluate) be an encryption scheme, where decryption is implemented by a
circuit that depends only on the security parameter.2

For a given value of the security parameter λ, the set of augmented decryption
circuits consists of two circuits, both take as input a secret key and two cipher-
texts: One circuit decrypts both ciphertexts and adds the resulting plaintext bits
mod 2, the other decrypts both ciphertexts and multiplies the resulting plaintext
bits mod 2. We denote this set by DE(λ).

Definition 5 (Bootstrappable Encryption). Let E = (KeyGen,Encrypt,
Decrypt,Evaluate) be a homomorphic encryption scheme, and for every value
of the security parameter λ let CE(λ) be a set of circuits with respect to which E
is correct. We say that E is bootstrappable if DE(λ) ⊆ CE(λ) holds for every λ.

Theorem 1 ([6]). There is an (efficient, explicit) transformation that given a
description of a bootstrappable scheme E and a parameter d = d(λ), outputs a
description of another encryption scheme E(d) such that:

1. E(d) is compact (in particular the Decrypt circuit in E(d) is identical to that
in E), and

2. E(d) is homomorphic for all circuits of depth up to d.

Moreover, E(d) is semantically secure if E is: Any attack with advantage ε against
E(d) can be converted into an attack with similar complexity against E with ad-
vantage at least ε/�d , where � is the length of the secret key in E.
We also note that if the bootstrappable scheme E is “circular secure” then it
can be converted into a single compact fully-homomorphic encryption scheme
E ′. See [6] for details.

3 A Somewhat Homomorphic Encryption Scheme

Parameters. The construction below has many parameters, controlling the num-
ber of integers in the public key and the bit-length of the various integers.

2 This in particular means that for a fixed value of the security parameter, the size
of the secret key is always the same, and similarly all the ciphertexts that can be
decrypted have the same size.
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Specifically, we use the following four parameters (all polynomial in the security
parameter λ):

γ is the bit-length of the integers in the public key,
η is the bit-length of the secret key (which is the hidden approximate-gcd of

all the public-key integers),
ρ is the bit-length of the noise (i.e., the distance between the public key ele-

ments and the nearest multiples of the secret key), and
τ is the number of integers in the public key.

These parameters must be set under the following constraints:

– ρ = ω(logλ), to protect against brute-force attacks on the noise;
– η ≥ ρ ·Θ(λ log2 λ), in order to support homomorphism for deep enough cir-

cuits to evaluate the “squashed decryption circuit” (cf. Sections 3.2 and 6.2);
– γ = ω(η2 logλ), to thwart various lattice-based attacks on the underlying

approximate-gcd problem (cf. Section 5);
– τ ≥ γ + ω(logλ), in order to use the leftover hash lemma in the reduction

to approximate gcd.

We also use a secondary noise parameter ρ′ = ρ+ω(logλ). A convenient param-
eter set to keep in mind is ρ = λ, ρ′ = 2λ, η = Õ(λ2), γ = Õ(λ5) and τ = γ +λ.
(This setting results in a scheme with complexity Õ(λ10).)

For a specific (η-bit) odd positive integer p, we use the following distribution
over γ-bit integers:

Dγ,ρ(p) =
{
choose q

$← Z ∩ [0, 2γ/p), r $← Z ∩ (−2ρ, 2ρ) : output x = pq + r
}

This distribution is clearly efficiently sampleable.

3.1 The Construction

KeyGen(λ). The secret key is an odd η-bit integer: p $← (2Z + 1) ∩ [2η−1, 2η).
For the public key, sample xi

$← Dγ,ρ(p) for i = 0, . . . , τ . Relabel so that x0
is the largest. Restart unless x0 is odd and rp(x0) is even. The public key is
pk = 〈x0, x1, . . . , xτ 〉.

Encrypt(pk,m ∈ {0, 1}). Choose a random subset S ⊆ {1, 2, . . . , τ} and a ran-
dom integer r in (−2ρ

′
, 2ρ

′
), and output c← [

m+ 2r + 2
∑
i∈S xi

]
x0

.
Evaluate(pk, C, c1, . . . , ct). Given the (binary) circuit CE with t inputs, and t

ciphertexts ci, apply the (integer) addition and multiplication gates of CE to
the ciphertexts, performing all the operations over the integers, and return
the resulting integer.

Decrypt(sk, c). Output m′ ← (c mod p) mod 2.

Remark 1. Recall that (c mod p) = c− p · �c/p�, and as p is odd we can instead
decrypt using the formula m′ ← [c− �c/p�]2 = (c mod 2)⊕ (�c/p� mod 2).

Remark 2. Originally, we described encryption as adding m to a random subset
sum of “encryptions of zero”. Indeed, the scheme can viewed this way. Let wi =
[2xi]x0 for i = 1, . . . , τ . Each wi, and also x0, is essentially an encryption of zero;
its noise is even. Moreover, c = m+ 2r +

∑
i∈S wi − k · x0 for some integer k.
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3.2 Correctness

Permitted Circuits and Polynomials. For a mod-2 arithmetic circuit (composed
of mod-2 Add and Mult gates), we consider its generalization to the integers, i.e.,
the same circuits with the Add and Mult gates applied to integers rather than
to bits. Similar to Gentry [6], we define a permitted circuit as one where for any
α ≥ 1 and any set of integer inputs all less than 2α(ρ′+2) in absolute value, it
holds that the generalized circuit’s output has absolute value at most 2α(η−4).
Let CE denote the set of permitted circuits. Clearly, we have:

Lemma 2. The scheme from above is correct for CE . ��

Remark 3. Since “fresh” ciphertexts output by Encrypt have noise at most 2ρ
′+2,

the ciphertext output by Evaluate applied to a permitted circuit has noise at most
2η−4 < p/8. The bound 2η−2 < p/2 would suffice for correct decryption. But we
will later use the fact that the noise remains below p/8 in Section 6 to perform
the decryption operation using a very shallow arithmetic circuit.

The definition of the set CE from above is rather indirect. In particular this
definition does not give a good picture of what CE “looks like”. By the triangle
inequality, a k-fan-in Add gate clearly increases the magnitude of the integers by
at most a factor of k. However, a 2-fan-in Mult gate may square the magnitude of
the integers – i.e., double their bit-lengths. So, clearly, the main bottleneck is the
multiplicative depth of the circuit, or the degree of the multivariate polynomial
computed by the circuit. We have the following lemma.

Lemma 3. Let C be a boolean circuit with t inputs, and let C† be the associated
integer circuit (where boolean gates are replaced with integer operations). Let
f(x1, . . . , xt) be the multivariate polynomial computed by C†; let d be its degree.
If |f | · (2ρ′+2)d ≤ 2η−4 (where |f | is the l1 norm of the coefficient vector of f)
then C ∈ CE . ��

In particular, E can handle f as long as

d ≤ η − 4− log |f |
ρ′ + 2

(1)

Below we refer to polynomials that satisfy Equation (1) as permitted polynomials
and we denote by PE the set of permitted polynomials and by C(PE) the set of
circuits that compute them. The discussion above implies that C(PE ) ⊆ CE .

Remark 4. For our purposes, we consider settings where log |f | is small in rela-
tion to η, ρ′ = ω(logλ) and t, τ ≤ λβ , and we need to support polynomials of
degree up to αλ log2 λ (for some constants α, β). Plugging these expressions in
Equation (1), it is sufficient to set η = ρ′ ·Θ(λ log2 λ).
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3.3 Optimizations

Modular-reduction during Evaluate. Note that while Encrypt reduces the
ciphertext modulo the public key element x0, we cannot do the same in Evaluate.
The reason is that after just one multiplication the ciphertext becomes much
larger than x0, so modular reduction will include a large multiple of x0 hence
introducing intolerable error.

To reduce the ciphertext size during Evaluate, we can add to the public key
more elements of the form x′i = q′ip+2r′i where the r′i’s are chosen as usual from
the interval (−2ρ, 2ρ) but the qi’s are chosen much larger than for the other
public key elements. Specifically, for i = 0, . . . γ, we set:

q′i
$← Z ∩ [2γ+i−1/p, 2γ+i/p), r′i

$← Z ∩ (−2ρ, 2ρ), x′i ← 2(q′i · p + r′i),

thus getting x′i ∈ [2γ+i, 2γ+i+1]. During Evaluate, every time we have a cipher-
text that grows beyond 2γ , we reduce it first modulo x′γ , then modulo x′γ−1,
and so on all the way down to x′0, at which point we again have a ciphertext of
bit-length no more than γ.

Recall that a single operation at most doubles the bit-length of the ciphertext.
Hence after any one operation the ciphertext cannot be larger than 2x′γ , and
therefore the sequence of modular reductions involves only small multiples of the
x′i’s, which means that it only adds a small amount of noise. (We note that in
addition to smaller ciphertexts, this optimization also reduces the public key size
when we use the “decryption squashing” technique as described in Section 6.1.)

It is not clear to what extent adding these larger integers to the public
key influences the security of the scheme. It does change the specifics of the
approximate-GCD assumption that we need to make, but the same decision-to-
search reduction from Section 4 still goes through.3 Also, we note that having
integers with these very large quotients does not seem to help in any of the
attacks on approximate-GCD that we considered.

Remark 5. Note that when using the original scheme without the optimization,
homomorphic evaluation of different circuits that compute the same polynomial
would result in the exact same output ciphertext (i.e., the polynomial applied to
the input ciphertexts over the integers). This is no longer true when using the
size-reduction optimization, because of the additional modular reduction steps.
For example, evaluating the circuit “x1(x2 + x3)” is likely to yield a different
ciphertext than the circuit “x1x2 + x1x3.”

In principle, it is plausible that evaluating one circuit would yield a ciphertext
with small enough noise to be decrypted, while evaluating another circuit for the
same polynomial will produce a ciphertext with too much noise. Adapting the
“bootstrappability analysis” from Section 6.2 to the optimized scheme, one would
have to take into account not only the degree of the polynomial implementing
the decryption process but also the particular circuit that implements this poly-
nomial. It should not be hard to argue that the circuit in Section 6.2 does not
introduce too much noise, but the analysis is quite tedious and is omitted here.
3 Allowing this reduction to go through is the reason that the x′

i’s are set as even
integers.
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Ciphertext compression. Even though the optimization from above keeps
evaluated ciphertexts at the same length as original ciphertexts, the size of these
ciphertexts is still very large – θ̃(λ5) bits under our suggested parameters. We
next show how to “compress”, or post-process the ciphertexts, down to (asymp-
totically) the size of an RSA modulus, reducing the communication complexity
of our scheme dramatically.

The price of this optimization, however, is that we cannot evaluate anything
on these compressed ciphertexts. Hence we can only use this compression tech-
nique on the final output ciphertexts, after all applications of the Evaluate al-
gorithm have been completed. (This technique also introduces another hardness
assumption, similar to the φ-hiding assumption of Cachin et al. [3].)

Roughly, we supplement the public key with the description of a group G and
an element g ∈ G whose order is a multiple of the secret key p. Then, given
the ciphertext c from our scheme, the compressed ciphertext is simply c∗ ← gc.
Note that DLg(c∗) = c (mod p), so decrypting is done by first computing
y ← DLg(c∗) mod p, and then m ← y mod 2. Correctness follows immediately
from the correctness of the original scheme.

To implement this idea, we need to choose the secret key p as a smooth number
so that we can compute (DLg(c∗) mod p) on decryption. It seems sufficient to
choose the secret key as a product of random distinct λ2/ logλ small primes (say,
all smaller than λ3). Also, we need to ensure that publishing G, g does not violate
the security of the scheme. This can be accomplished by publishing an RSA
modulus N such that p|φ(N) (and logN sufficiently larger than 4 log p),4 along
with a random element g ∈R Z∗

N , relying on a variant of the φ-hiding assumption
[3]. Namely, we assume that given two smooth numbers p1, p2 as above and given
N such that one of the pi’s divides φ(N), it is hard to determine which of the
two pi’s divides φ(N). In the full version we describe this optimization in more
details, and provide a proof of security for it under this φ-hiding variant.

4 Security of the Somewhat Homomorphic Scheme

We reduce the security of the scheme from Section 3 to the hardness of the
approximate-gcd problem. Namely, given a set of integers x0, x1, . . . , xτ , all ran-
domly chosen close to multiples of a large integer p, find this “common near
divisor” p.

On a high level, our reduction resembles classical hard-core-bit proofs in
factoring-based cryptography (e.g., Alexi et al. [1]): Fixing a randomly-chosen
public key, we roughly show that an adversary who can predict the encrypted
bit in a random ciphertext under this public key can be used to find the secret
key (for this fixed public key). As in [1], we describe a random-self-reduction and
accuracy-amplification step that uses the promised adversary to get a reliable
oracle for the least-significant bit, and then a binary-GCD algorithm that uses
that reliable oracle to find p.
4 The condition log N > 4 log p is needed, since otherwise we can use Coppersmith’s

method [4] to break the corresponding φ-hiding assumption.
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The technical details, of course, are very different than in factoring-based
cryptography. Perhaps the main difference is that our random self-reduction
entails a loss in parameters. Specifically, we show that a noticeable advantage
in guessing the encrypted bit in a random “high noise ciphertext” – where the
noise is ρ′ bits – can be converted into the ability to predict reliably the parity
bit of the quotient in an arbitrary “low noise integer” – where the noise is ρ bits.
(Roughly, the reason for this is that we need to add extra noise to “wipe out the
traces” of the non-random noise in the arbitrary input integer.)

The implication is that we can only reduce the security of our cryptosystem
in the “high-noise regime” to the hardness of approximate-gcd in the “low-noise
regime.” Note that the difference between “high noise” and “low noise” is rather
small: only ω(logλ) bits.

4.1 Reduction to Approximate-GCD

The approximate-gcd problem is defined as follows:

Definition 6 (Approximate GCD). The (ρ, η, γ)-approximate-gcd problem
is: given polynomially many samples from Dγ,ρ(p) for a randomly chosen η-bit
odd integer p, output p.

Theorem 2. Fix the parameters (ρ, ρ′, η, γ, τ) as in the Somewhat Homomor-
phic Scheme from Section 3 (all polynomial in the security parameter λ).

Any attack A with advantage ε on the encryption scheme can be converted
into an algorithm B for solving (ρ, η, γ)-approximate-gcd with success probability
at least ε/2. The running time of B is polynomial in the running time of A, and
in λ and 1/ε.

Proof. Recall that we use qp(z) and rp(z) to denote the quotient and remainder
of z with respect to p, hence z = qp(z) · p + rp(z). Let A be an attacker against
the scheme. Namely, A takes as input a public key and a ciphertext (as produced
by KeyGen and Encrypt of our scheme), and outputs the correct plaintext bit with
probability 1

2+ε for somenoticeable ε. (Theprobability is overKeyGenandEncrypt,
as well as the choice of the plaintext bit and the internal randomness of A.)

We use A to construct a solver B for approximate-gcd with parameters ρ, η, γ.
For a randomly chosen η-bit odd integer p, the solver B has access to as many
samples from Dγ,ρ(p) as it needs, and the goal is to find p.

Step 1: Creating a public key. The solver B begins by constructing a public
key for the scheme. B draws τ + 1 samples x0, . . . , xτ

$← Dγ,ρ(p). It relabels so
that x0 is the largest. It restarts unless x0 is odd. B then outputs a public key
pk = 〈x0, x1, . . . , xτ 〉. Clearly, if rp(x0) happens to be even then the distribution
induced on the public key is identical to that of the scheme.

Step 2: A subroutine for high-accuracy LSB predictor. Next, B produces a se-
quence of integers, and attempts to recover p by utilizing A to learn the least-
significant bit of the quotients of these integers with respect to p. For this, B
uses the following subroutine:
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Subroutine Learn-LSB(z, pk):
Input: z ∈ [0, 2γ) with |rp(z)| < 2ρ, a public key pk = 〈x0, x1, . . . , xτ 〉
Output: The least-significant-bit of qp(z)

1. For j = 1 to poly(λ)/ε do: // ε is the overall advantage of A
2. Choose noise rj

$← (−2ρ
′
, 2ρ

′
), a bit mj

$← {0, 1},
and a random subset Sj ⊆R {1, . . . , τ}

3. Set cj ←
[
z +mj + 2rj + 2

∑
k∈Sj

xk

]
x0

4. Call A to get a prediction aj ← A(pk, cj)
5. Set bj ← aj ⊕ parity(z)⊕mj // bj should be the parity of qp(z)

6. Output the majority vote among the bj’s.

In the full version [21] we show that for all but a negligible fraction of the
public keys generated by the scheme, the “ciphertext” cj in line 3 is distributed
almost identically to a valid encryption of the bit [rp(z)]2 ⊕mj . Note also that
since p is odd, we always have [qp(z)]2 = [rp(z)]2 ⊕ parity(z). It follows that
if A has a noticeable advantage in guessing the encrypted bit under pk then
Learn-LSB(z, pk) will return [qp(z)]2 with overwhelming probability.

Step 3: Binary GCD. Once we turned A into an oracle for the least-significant-
bit of qp(z), recovering p is rather straightforward. Perhaps the simplest way
of doing it is using the binary GCD algorithm [12]: Given any two integers
z1 = qp(z1) · p+ rp(z1) and z2 = qp(z2) · p+ rp(z2) (with rp(zi)� p), repeatedly
apply the following process to them:

1. If z2 > z1 then swap them, z1 ↔ z2.
2. Use the oracle to learn the parity bit of both qp(z1) and qp(z2), denote

bi = [qp(zi)]2.
3. If both qp(zi) are odd then replace z1 by z1 ← z1 − z2 and set b1 ← 0.
4. For each zi with bi = 0, replace zi by zi ← (zi − parity(zi))/2. (Note that

zi − parity(zi) is even, so the new zi is an integer.)

Observe that when p � rp(zi), subtracting the parity bit does not change the
quotient with respect to p, only the remainder. That is, qp(zi − parity(zi)) =
qp(zi). It follows that when we set z′i ← (zi − parity(zi))/2 in line 4 (where we
know that qp(zi) is even), we get

qp(z′i) = qp(zi)/2 and rp(z′i) =
(
rp(zi)− parity(zi)

)
/2.

We now show that the noise in z1, z2 never grows too large in this process. Clearly,
setting z′i ← (zi − parity(zi))/2 in line 4 we have |rp(z′i)| ≤ (|rp(zi)| + 1)/2 ≤
|rp(zi)|. Moreover, when we replace z1 by z′1 ← z1 − z2 in line 3 and then by
z′′1 ← (z′1 − parity(z′1))/2 in line 4, we have

|rp(z′′1 )| =
(|rp(z1)− rp(z2)− parity(z′1)|

)
/2 ≤ max

{|rp(z1)|, |rp(z2)|}
Hence the rp(zi)’s never grow beyond the largest of the initial two, so we always
have p� rp(zi).
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This implies that the operations above correspond to the usual operations of
the binary GCD algorithm, applied to the qp(zi)’s. Hence after O(γ) iterations
we will finally get two integers z′1, z′2 with z′2 = 0 and qp(z′1) being the odd part
of GCD(qp(z1), qp(z2)) (for the two initial integers).

Step 4: Recovering p. To recover p, the solver B draws a pair of elements z∗1 , z
∗
2

$←
Dγ,ρ(p) and applies the binary-GCD algorithm to them. With probability at least
π2/6 ≈ 0.6, the odd part of GCD(qp(z∗1), qp(z∗2)) is one, which means that the
procedure will output an element z̃ = 1 · p + r with |r| ≤ 2ρ. (If this does not
happen then B draws two new integers and tries again.)

Lastly B repeats the binary-GCD procedure from above using z1 = z∗1 and
z2 = z̃, and the sequence of parity bits of the qp(z1)’s in all the iterations spell
out the binary representation of qp(z∗1). Now B recovers p = �z∗1/qp(z∗1)�.
Summary. We have shown that B can recover p given access to a reliable oracle
for computing [qp(z)]2 (for z’s with noise much smaller than p). It is left to
analyze the probability (over B’s choice of public key) with which the procedure
Learn-LSB(z, pk) from above is indeed such a reliable oracle.

The Success Probability of B. In the full version we prove a simple tech-
nical lemma about the distribution of ciphertexts in our scheme. Recall that
conditioned on some probability- 1

2 event in our reduction (i.e., qp(x0) is odd),
the distribution of the public key that B generates is identical to the correct dis-
tribution from the scheme. Let us denote this probability- 1

2 “good event” by G.
In the full version we prove that for every secret key p and for all but a negli-
gible fraction of the public keys (as generated by KeyGen for the secret key p),
the procedure that B uses to generate ciphertexts in line 3 of the subroutine
Learn-LSB produces a distribution which is statistically close to the ciphertext
distribution of the scheme. This lets us analyze the success probability of B, as
follows: Let P be the set of odd integers in [2η−1, 2η) for which A has more than
ε/2 advantage

P def=
{
p ∈ [2η−1, 2η) : advantage(A) conditioned on sk = p is at least ε/2

}
A counting argument shows that the fraction of odd integers from [2η−1, 2η) that
are in P is at least ε/2. For a given p ∈ P , we similarly denote by PKp the set
of public keys for which A has advantage at least ε/4:

PKp def= {pk for p : advantage(A) conditioned on pk is at least ε/4}
Again, for every p ∈ P , the KeyGen algorithm (when using the secret key sk = p)
must output pk ∈ PKp with probability at least ε/4.

Consider now a single run of B when it is given access to Dγ,ρ(p) for some
p ∈ P . With probability 1/2 the “good event” G happens, in which case the
public key that B produces is negligibly close to the right distribution. Hence
conditioned on G, B generates some pk ∈ PKp with probability ε′ ≥ ε/4 −
negl. Moreover, with probability ε′ − negl not only is the public key in PKp,
but also the ciphertext-generation that B uses in line 3 of Learn-LSB “works” for
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this public key (meaning that the ciphertexts that it generates are chosen from
almost the right distribution). If that happens then A returns the right answer
in line 4 of Learn-LSB with probability ε/4 − negl. As that subroutine calls A
for poly(λ)/ε times and takes majority vote, it will return the right answer with
overwhelming probability, and B will recover the approximate-gcd p.

Thus, when the hidden secret is p ∈ P then B has probability at least 1/2 ·
(ε/4−negl) of recovering it in a single run. Repeating the algorithm B for (8/ε) ·
ω(logλ) times will therefore recover such p’s with overwhelming probability.
Hence we have a solver of complexity poly(λ, 1/ε) that works with overwhelming
probability for every p ∈ P , so the overall success probability of this solver is
at least the density of P , which is at least ε/2. This completes the proof of
Theorem 2. ��

5 Known Attacks

Consider the approximate-gcd instance {x0, . . . , xt} where xi = pqi + ri. In this
section, we first review known attacks on the approximate-gcd problem for two
numbers (i.e., when t = 1) – including brute-forcing the remainders, contin-
ued fractions, and Howgrave-Graham’s approximate gcd algorithm [9]. Later,
we consider attacks for arbitrarily large values of t – including lattice-based al-
gorithms for simultaneous Diophantine approximation [13], Nguyen and Stern’s
orthogonal lattice [17], and extensions of Coppersmith’s method to multivariate
polynomials [4].

5.1 The Approximate GCD of Two Numbers

A simple brute-force attack is to try to guess r1 and r2, and verify the guess
with a gcd computation. Specifically, for r′1, r

′
2 ∈ (−2ρ, 2ρ), set

x′1 ← x1 − r′1 , x′2 ← x2 − r′2 , p′ ← gcd(x′1, x
′
2)

If p′ has η bits, output p′ as a possible solution. The solution p will definitely be
found by this technique, and for our parameter choices, where ρ is much smaller
than η, the solution is likely to be unique. The running time of the attack is
approximately 22ρ.

A variant of the brute-force attack is to set x′1 as above, factor x′1, and, if there
is an η-bit factor p′, see whether p′ is an approximate divisor of x′2. Since in our
parameters γ is substantially greater than η, the attack should use a factoring
algorithm whose performance depends primarily on the size of the target factor
rather than the size of the entire number being factored. For example, Lenstra’s
elliptic curve factoring algorithm [14] runs in time roughly exp(O(

√
η)) (with

only polynomial dependence on γ), thus resulting in overall attack complexity
≈ 2ρ+

√
η. The attack time is less if the approximate gcd is known to be smooth,

but still exponential in ρ.
Continued fractions seem like a natural way to recover p from x1 and x2. Using

continued fractions, one obtains a sequence of integer pairs (ai, bi) such that
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|x1/x2−ai/bi| < 1/b2i . Moreover, every pair (s, t) such that |x1/x2−s/t| < 1/2t2

is in the sequence. Since q1/q2 is a good approximation of x1/x2, one may hope
that it occurs as a pair in the sequence; if so, one recovers p = �x1/q1�. However,
in our scheme, |x1/x2−q1/q2| is not small enough to be recovered using continued
fractions. Specifically, we have∣∣∣∣x1

x2
− q1
q2

∣∣∣∣ =
∣∣∣∣ q2r1 − q1r2
q2(pq2 + r2)

∣∣∣∣ ≈ ∣∣∣∣q2r1 − q1r2
p

∣∣∣∣ · 1
q22

where (q2r1 − q1r2)/p in the final term is likely to be much larger than 1. To de-
scribe the failure of continued fractions another way, the mere fact that an ap-
proximant ai/bi is close to x1/x2 does not mean that there exist r′1, r

′
2 � p such

that x1 = pai + r′1 and x2 = pbi + r′2 – i.e., the continued fractions method is not
constrained to output the kind of approximants that we need. See [9] for a more
detailed exposition of the continued fractions approach to approximate-gcd.

Howgrave-Graham [9] also gives a lattice attack on the two-element
approximate-gcd problem that is related to Coppersmith’s celebrated algorithm
for finding small solutions to univariate and bivariate modular equations [4]. For
the case where x1 is exactly divisible by p, where his algorithm performs slightly
better, the attack recovers p when ρ/γ is smaller than (η/γ)2. The algorithm
does not degrade gracefully for ρ, η, γ that do not satisfy the constraint. Rather,
in this case, the relevant lattice may contain exponentially vectors unrelated to
the approximate-gcd solution, so that lattice reduction yields nothing useful.

5.2 The Approximate GCD of Many Numbers

Now, let us consider attacks – specifically, lattice attacks – for arbitrary t. First,
note that the rational numbers yi = xi/x0 are an instance of the simultaneous
Diophantine approximation (SDA) problem: indeed for all i it holds that xi

x0
=

qi+si

q0
, where |si| ≈ 2ρ−η. We can therefore try to use Lagarias’ algorithm for

SDA [13], namely apply LLL to the (t+1)-dimensional lattice L spanned by the
rows of the following matrix:

M =

⎛⎜⎜⎜⎜⎜⎝
2ρ x1 x2 . . . xt
−x0

−x0
. . .
−x0

⎞⎟⎟⎟⎟⎟⎠
Our target solution corresponds to a vector of length roughly 2γ+ρ−η√t+ 1 –
specifically,

v = 〈q0, q1, . . . , qt〉 ·M = 〈q02ρ, q0x1 − q1x0, . . . , q0xt − qtx0〉
=

〈
q02ρ, x0q0(

x1

x0
− q1
q0

), . . . , x0q0(
xt
x0
− qt
q0

)
〉
,
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where the first entry in v satisfies |q02ρ| < 2γ−η+ρ and all the other entries
satisfy |x0q0( xi

x0
− qi

q0
)| = |x0si| ≈ 2γ+ρ−η.

However, the target solution is not necessarily the shortest nonzero vector
in the lattice, and therefore is not necessarily discovered by lattice reduction.
In particular, Minkowski tells us that L has a nonzero vector of length at
most det(L)1/(t+1)√t+ 1 < 2(ρ+tγ)/(t+1)√t+ 1 = 2γ+(ρ−γ)/(t+1)√t+ 1. This
is shorter than our target solution when t+1 < γ/η. In fact, heuristically, L will
tend to have exponentially (in t) many vectors of length poly(t)det(L)1/(t+1),
which obscure our target solution.5

On the other hand, when t is large, v likely is the shortest vector in L, but
known lattice reductions algorithms will not be able to find it efficiently. Specif-
ically, as a rule of thumb, they require time roughly 2t/k to output a 2k approx-
imation of the shortest vector. Since clearly there are exponentially (in t) many
vectors in L of length at most ‖x0‖

√
t+ 1 < 2γ

√
t+ 1, which is about 2η−ρ

times longer than v, we need better than a 2η−ρ approximation. For t ≥ γ/η,
the time needed to guarantee a 2η approximation (which is not even good enough
to recover v) is roughly 2γ/η

2
. Thus setting γ/η2 = ω(logλ) foils this attack.

Other known attacks are described in the full version. These attacks do not
perform any better than the ones above, and our choice of parameters achieves
at least 2λ security against all of them.

6 Making the Scheme Fully Homomorphic

We follow Gentry’s approach [6] for constructing a fully homomorphic encryp-
tion scheme from a somewhat homomorphic scheme E that is bootstrappable as
per Definition 5. For reasons similar to those in Gentry’s construction from [6],
computing the decryption equation m′ ← [c− �c/p�]2 seems to require boolean
circuits that are deeper (by a constant factor) than what our somewhat homo-
morphic scheme can handle. Hence we use Gentry’s transformation to “squash
the decryption circuit.” In this transformation, we add to the public key some
extra information about the secret key, and use this extra information to “post
process” the ciphertext. The post-processed ciphertext can be decrypted more
efficiently than the original ciphertext, thus making the scheme bootstrappable.
We pay for this saving by having a larger ciphertext, and also by introducing
another hardness assumption (basically assuming that the extra information in
the public key does not help an attacker break the scheme).

6.1 Squashing the Decryption Circuit

Let κ, θ,Θ be three more parameters, which are functions of λ. Concretely, below
we use κ = γη/ρ′, θ = λ, and Θ = ω(κ · log λ).6 For a secret key sk∗ = p and
5 When t is very small – e.g., t = 1 – the information that one obtains from the

two dimensional lattice is related to what one obtains from the continued fractions
approach.

6 When using the size-reduction optimization from Section 3.3 it is sufficient to use
κ = γ + 2, which would also make Θ smaller.
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public key pk∗ from the original somewhat homomorphic scheme E∗, we add to
the public key a set y = {y1, . . . , yΘ} of rational numbers in [0, 2) with κ bits
of precision, such that there is a sparse subset S ⊂ {1, . . . , Θ} of size θ with∑

i∈S yi ≈ 1/p (mod 2). We also replace the secret key by the indicator vector
of the subset S. In more details, we modify the encryption scheme from Section 3
as follows:

KeyGen. Generate sk∗ = p and pk∗ as before. Set xp ← �2κ/p�, choose at
random a Θ-bit vector with Hamming weight θ, s = 〈s1, . . . , sΘ〉, and let
S = {i : si = 1}.

Choose at random integers ui ∈ Z ∩ [0, 2κ+1), i = 1, . . . , Θ, subject to
the condition that

∑
i∈S ui = xp (mod 2κ+1). Set yi = ui/2κ and y =

{y1, . . . , yΘ}. Hence each yi is a positive number smaller than two, with κ
bits of precision after the binary point. Also, [

∑
i∈S yi]2 = (1/p) − Δp for

some |Δp| < 2−κ.
Output the secret key sk = s and public key pk = (pk∗,y).

Encrypt and Evaluate. Generate a ciphertext c∗ as before (i.e., an integer). Then
for i ∈ {1, . . . , Θ}, set zi ← [c∗ · yi]2, keeping only n = �log θ� + 3 bits
of precision after the binary point for each zi. Output both c∗ and z =
〈z1, . . . , zΘ〉.

Decrypt. Output m′ ← [
c∗ − �∑i sizi�

]
2 .

Recall our definition of permitted polynomials from Section 3.2. We proved that
our somewhat homomorphic scheme was correct for the set C(PE) of circuit that
compute permitted polynomials, and we now show that this is true also of the
modified scheme.

Lemma 4. The modified scheme from above is correct for C(PE). Moreover, for
every ciphertext (c∗, z) that is generated by evaluating a permitted polynomial,
it holds that

∑
sizi is within 1/4 of an integer.

Proof. Fix public and secret keys, generated with respect to security parameter
λ, with {yi}Θi=1 the rational numbers in the public key and {si}Θi=1 the secret-
key bits. Recall that the yi’s were chosen so that [

∑
i siyi]2 = (1/p)−Δp with

|Δp| ≤ 2−κ.
Fix a permitted polynomial P (x1, . . . , xt) ∈ PE , an arithmetic circuit C that

computes P , and t ciphertexts {ci}ti=1 that encrypt the inputs to C, and denote
c∗ = Evaluate(pk, C, c1, . . . , ct). We need to establish that

�c∗/p� =

⌊∑
i

sizi

⌉
(mod 2)

where the zi’s are computed as [c∗ · yi]2 with only �log θ� + 3 bits of precision
after the binary point, so [c∗ · yi]2 = zi −Δi with |Δi| ≤ 1/16θ. We have
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[
(c∗/p)−

∑
sizi

]
2

=
[
(c∗/p)−

∑
si[c∗ · yi]2 +

∑
siΔi

]
2

=
[
(c∗/p)− c∗ · [∑ siyi

]
2 +

∑
siΔi

]
2

=
[
(c∗/p)− c∗ · (1/p−Δp) +

∑
siΔi

]
2

=
[
c∗ ·Δp +

∑
siΔi

]
2

We claim that the final quantity inside the brackets has magnitude at most 1/8.
By definition, since c∗ is a valid ciphertext output by a permitted polynomial,
the value c∗/p is within 1/8 of an integer. Together, these facts imply the lemma.

To establish the claim, observe that |∑ siΔi| ≤ θ · 1
16θ = 1/16. Regarding

c∗ ·Δp, recall that the output ciphertext c∗ is obtained by evaluating the poly-
nomial P on the input ciphertexts ci (as if P was an integer polynomial). By the
definition of a permitted polynomial, for any α ≥ 1, if P ’s inputs have magni-
tude at most 2α(ρ′+2), its output has magnitude at most 2α(η−4) when its inputs
have magnitude. In particular, when P ’s inputs are “fresh” ciphertexts, which
have magnitude at most 2γ , P ’s output ciphertext c∗ has magnitude at most
2γ(η−4)/(ρ′+2) < 2κ−4. Thus, |c∗ ·Δp| < 1/16 and the claim follows.

6.2 Bootstrapping Achieved!

Theorem 3. Let E be the scheme above, and let DE be the set of augmented
(squashed) decryption circuits. Then, DE ⊂ C(PE).

In other words, E is bootstrappable. The proof is similar to Gentry’s [5,6]. By
Theorem 1, we obtain homomorphic encryption schemes for circuits of any depth.

Proof. The goal is to express the modified decryption equation

m′ ← c∗ −
⌊∑

si · zi
⌉

mod 2

as a permitted polynomial (i.e., one satisfying Equation (1)), and show that there
is a polynomial-size circuit that computes this polynomial. Recall that c∗ is an
integer, the si’s are bits, and the zi’s are rational numbers in [0, 2), in binary
representation with n = �log θ�+3 bits of precision after the binary point. Also,
our parameter setting implies two promises – namely, that

∑
si ·zi is within 1/4

of an integer, and that only θ of the bits s1, . . . , sΘ are nonzero.
We split the computation up into three steps:

1. For i ∈ {1, . . . , Θ}, set ai ← si · zi (i.e., ai = zi when si = 1 and ai =
0 otherwise). The ai’s are still rational numbers in [0, 2), given in binary
representation with n bits of precision after the binary point.

2. From the Θ rational numbers {ai}Θi=1, generate other n+1 rational numbers
{wj}nj=0, each with less than n bits of precision, such that

∑
j wj =

∑
i ai

(mod 2).
3. Output c∗ − (

∑
j wj) mod 2.
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The first step can be performed with a 1-level sub-circuit of multiplication gates.
However, the second and third steps require more complicated sub-circuits.

The problem of using a shallow boolean circuit to compute the sum
∑k

i=1 ri
of k rational numbers in binary representation is well-studied. A well-known
technique uses the three-for-two trick (see [11]), whereby a constant-depth circuit
is used to transform three numbers of arbitrary bit-length into two numbers that
are at most 1 bit longer, such that the sum of the two output numbers is the same
as the sum of the three input numbers. (The output bits of the constant-depth
circuit are linear or quadratic expressions with 3 monomials in the input bits.)
By applying this trick at most

⌈
log3/2 k

⌉
+ 2 times, one obtains two numbers

s1 and s2 such that s1 + s2 =
∑k

i=1 ri. Hence the total depth that it takes to
reduce k numbers to two numbers is d′ ≤ 2�log3/2 k�+2 < 8k1/ log(3/2) < 8k1.71.
The depth of the circuit needed to compute the final sum of two numbers is
logarithmic in their bit-lengths, but if we are only interested in �s1 + s2� mod 2
and have the promise that s1 + s2 is within 1/4 of an integer, this value can be
computed by multivariate polynomial of degree 4 (and only nine terms). Overall,
the circuit for computing

⌊∑k
i=1 ri

⌉
mod 2 corresponds to a polynomial of degree

at most d ≤ 32k1/ log(3/2). with coefficient vector having l1-norm at most 27d.
Unfortunately, this degree (with k = Θ) is still too large for our scheme to
handle. Hence we use Gentry’s technique from [5] that takes advantage of the
fact that all but θ of the ai’s are zero.

Denote the bit representation of each number ai by ai,0•ai,−1ai,−2 . . . ai,−n.
That is, ai =

∑n
j=0 2−jai,−j . The heart of this procedure is a subroutine for

computing integers W−j , j = 0, 1, . . . , n, where W−j is the Hamming weight of
the “column” of bits (a1,−j , a2,−j, . . . , aΘ,−j) (see an illustration in Figure 1).
Since at most θ of the ai’s are nonzero, then the W−j ’s are no larger than θ, and
hence can be represented by �log(θ + 1)� < n bits. By Lemma 5 below, every

Fig. 1. The procedure for summing up the ai’s: The binary representation of the ra-
tional number ai is ai,0•ai,−1ai,−2 . . . ai,−n . The integer W−j is the Hamming weight
of the column of bits (a1,−j , a2,−j , . . . , aΘ,−j ).
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bit in the binary representation of W−j can be expressed as a polynomial of
degree at most θ in the Θ variables ai,−j , i = 1, 2, . . . , Θ. Moreover all of these
polynomials can be computed simultaneously by an arithmetic circuit of size
O(θ ·Θ).

Once we have the W−j ’s, the sum of the ai’s can be obtained by
∑

i ai =∑
j 2−jW−j . For j = 0, 1, . . . , n we set wj = (2−j ·W−j) mod 2, so the wj ’s are

rational numbers with �log(θ + 1)� < n bits of precision. We can now sum-up
the wj ’s using the three-for-two trick as above, this time with k = n + 1, thus
obtaining the sum of the ai’s mod 2.

We conclude that the degree of the polynomials in the first step is two, the
degree of polynomials in the second step is at most θ, and the degree of the
polynomial in the third step is at most

32(n+ 1)1/ log(3/2) < 32 �log θ + 4�1.71 < 32 log2 θ

Therefore the total degree of the decryption circuit is bounded by 2·θ ·32 log2 θ =
64θ log2 θ, and since we are using θ = λ we have degree at most 64λ log2 λ.

It follows that the augmented decryption circuits DE (i.e., decryption fol-
lowed by a single multiplication or addition, cf. Definition 4) can be expressed
as polynomials of degree at most 128λ log2 λ in the Θ variables si. Since the
logarithm of l1-norm of this polynomial is small in relation to η, and since
Θ = ηγ

ρ · ω(logλ) < λ7 (and also τ < λ7) the argument in Remark 4 at the end
of Section 3.2 (with α = 128 and β = 7) indicates that we can get DE ⊂ C(PE),
making the scheme bootstrappable, by setting η = ρ ·Θ(λ log2 λ).

It is left to show how to compute the Wj ’s using polynomials of degree no larger
than θ.

Lemma 5. Let σ = 〈σ1, σ2, . . . , σt〉 be a binary vector, let W = W (σ) be the
Hamming weight of σ, and denote the binary representation ofW byWn . . .W1W0.
(That is, W =

∑n
i=0 2iWi and all the Wi’s are bits.)

Then for every i ≤ n, the bit Wi(σ) can be expressed as a binary polynomial of
degree exactly 2i in the variables σ1, . . . , σt. Moreover, there is an arithmetic cir-
cuit of size 2i ·t that simultaneously computes all the polynomials for W0, . . . ,Wi.

Proof. It is well known that the i’th bit in the binary representation of the
Hamming weight of bit-vector σ is equal to e2i(σ) modulo 2, where ek(·) is the
k’th elementary symmetric polynomial, see Lemma 4 of [2]. That is,

Wi(σ) = e2i(σ) mod 2 =

⎛⎝ ∑
|S|=2i

∏
j∈S

σj

⎞⎠ mod 2

Clearly, the degree of e2i is exactly 2i.
As for the “Moreover” part, we can compute the elementary symmetric poly-

nomials in the σi’s as the coefficients of the polynomial Pσ(z) =
∏t
i=1(z−σi) in

the auxiliary formal variable z, with ek(σ) being the coefficient of zt−k. Conve-
niently, to compute only the first few bits W0,W1, . . . ,Wi, we can simply discard
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the lower-order terms in Pσ(z) – i.e., we do not need the coefficients of zj for
j < t− 2i.

For example, one “dynamic programming” procedure for computing W0, W1,
. . ., Wi (which can be trivially made into a circuit) would go as follows:

Input: bits σ1, . . . , σt

0. Initialization: Set P0,0 ← 1 and Pj,0 ← 0 for j = 1, 2, 3, . . . , 2i

// Pj,k is the j’th symmetric polynomial in σ1 . . .σk
1. For k = 1, 2, . . . , t // incorporate σk
2. For j = 2i down to 1, set Pj,k ← σk × Pj−1,k−1 + Pj,k−1
3. Output P1,t, P2,t, P4,t, . . . , P2i,t

We can do a little better by using fast Fourier transform multiplication of poly-
nomials. Using this technique, we can compute the entire polynomial Pσ(z) with
complexity t · polylog(t).

Remark 6. Note that our first circuit implementation of the procedure from
above is not “shallow”. Nonetheless, since it computes only “low degree polyno-
mials” (i.e., up to degree 2i), then by Lemma 3 it is a permitted circuit.

6.3 Security of the Squashed Scheme

Putting the hint y in the public key induces another computational assumption,
related to the sparse subset sum problem (SSSP) used by Gentry [5], and studied
previously (sometimes under the name “low-weight” knapsack) in the context
of server-aided cryptography [16] and in connection to the Chor-Rivest cryp-
tosystem [18]. We can easily avoid known attacks on the problem by choosing θ
large enough to avoid brute-force attacks (and improvements using time-space
trade-offs) and choosing Θ to be larger than ω(logλ) times the bit-length of the
rational numbers in the public key (which have length κ).7

7 Conclusion and Open Problems

We described a fully homomorphic encryption scheme that uses only simple
integer arithmetic. The primary open problem is to improve the efficiency of the
scheme, to the extent that it is possible while preserving the hardness of the
approximate-gcd problem.
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Abstract. We develop an abstract framework that encompasses the
key properties of bilinear groups of composite order that are required
to construct secure pairing-based cryptosystems, and we show how to
use prime-order elliptic curve groups to construct bilinear groups with
the same properties. In particular, we define a generalized version of
the subgroup decision problem and give explicit constructions of bilin-
ear groups in which the generalized subgroup decision assumption follows
from the decision Diffie-Hellman assumption, the decision linear assump-
tion, and/or related assumptions in prime-order groups.

We apply our framework and our prime-order group constructions to
create more efficient versions of cryptosystems that originally required
composite-order groups. Specifically, we consider the Boneh-Goh-Nissim
encryption scheme, the Boneh-Sahai-Waters traitor tracing system, and
the Katz-Sahai-Waters attribute-based encryption scheme. We give a
security theorem for the prime-order group instantiation of each sys-
tem, using assumptions of comparable complexity to those used in the
composite-order setting. Our conversion of the last two systems to prime-
order groups answers a problem posed by Groth and Sahai.

Keywords: pairing-based cryptography, composite-order groups, cryp-
tographic hardness assumptions.

1 Introduction

Bilinear groups of composite order are a tool that has been used in the last
few years to solve many problems in cryptography. The concept was introduced
by Boneh, Goh, and Nissim [3], who applied the technique to the problems of
private information retrieval, online voting, and universally verifiable computa-
tion. Subsequent authors have built on their work to create protocols such as
non-interactive zero-knowledge proofs [13,14], ring and group signatures [6,20],
attribute-based encryption [5,16], traitor tracing schemes [4], and hierarchical
IBE [17,21].
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Bilinear groups of composite order are pairs of abelian groups (G,Gt), each
of composite order N = pq, equipped with a nondegenerate bilinear map e :
G × G → Gt. Cryptosystems using bilinear groups of composite order usually
base their security on variants of the subgroup decision assumption. Informally,
this assumption says that given an element g ∈ G, there is no efficient algorithm
to determine whether g has order p. In particular, the assumption implies that
it is infeasible to factor the group order N .

While the subgroup decision assumption is a useful tool for constructing se-
cure protocols, it presents significant obstacles to implementing these protocols
in practice. The only known instantiations of composite-order bilinear groups use
elliptic curves (or more generally, abelian varieties) over finite fields. Since the el-
liptic curve group order n must be infeasible to factor, it must be at least (say)
1024 bits. On the other hand, the size of a prime-order elliptic curve group that
provides an equivalent level of security is 160 bits [1]. As a result, group oper-
ations and especially pairing computations are prohibitively slow on composite-
order curves: a Tate pairing on a 1024-bit composite-order elliptic curve is roughly
50 times slower than the same pairing on a comparable prime-order curve [18], and
this performance gap will only get worse at higher security levels.

In short, requiring that the group order be infeasible to factor negates the
principal advantage of elliptic curve cryptography over factoring-based systems,
namely, that there is no known subexponential-time algorithm for computing
discrete logarithms on an elliptic curve, while there is such an algorithm for
factoring. Thus for efficient implementations we seek versions of protocols that
use only prime-order elliptic curve groups. Developing these protocols is the main
goal of this paper. In particular, we do the following:

• We develop an abstract framework that encompasses the key properties
of bilinear groups of composite order, and we show how to use prime-order
elliptic curves to construct bilinear groups with the same properties.

• We apply our framework and our prime-order construction to create more
efficient versions of cryptosystems that originally used composite-order
groups. Specifically, we consider:
1. The Boneh-Goh-Nissim encryption scheme [3],
2. The Boneh-Sahai-Waters traitor tracing system [4], and
3. The Katz-Sahai-Waters attribute-based encryption scheme [16].

Our conversion of the last two systems to prime-order groups answers a problem
posed by Groth and Sahai [14, Section 9], who themselves implicitly use our
framework to construct non-interactive proof systems using either composite-
order or prime-order groups.

Outline and Summary of Results. The starting point for our abstract frame-
work is the fact that the subgroup decision assumption defined by Boneh, Goh,
and Nissim depends only on the existence of a group G for which it is infeasi-
ble to determine if an element g ∈ G lies in a given proper subgroup G1 of G.
This observation gives us a more general subgroup decision assumption in the
language of abstract groups (see Section 2).
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Our construction using prime-order groups is based on the observation, used
implicitly by Cramer and Shoup [7] and articulated explicitly by Gjøsteen [12],
that the decision Diffie-Hellman (DDH) assumption is a generalized subgroup
decision assumption. Specifically, suppose we are given a cyclic group G and
elements g, ga, gb, gc ∈ G. Then the DDH assumption for G says exactly that
it is infeasible to determine whether (gb, gc) is in the cyclic subgroup of G × G

generated by (g, ga). Thus any protocol that requires two groups G1 ⊂ G in
which the generalized subgroup decision assumption holds can be instantiated
using G = G × G and G1 = 〈(g1, g2)〉, where G is a cyclic group in which the
DDH assumption holds and g1, g2 are random elements of G.

More generally, we can use G = Gn for any n ≥ 2 and let G1 be a rank-k
subgroup for any 1 ≤ k < n. In this case the subgroup decision assumption
in G follows from the k-Linear assumption in G, which generalizes the DDH
assumption. In particular, the 1-Linear assumption is DDH, while the 2-Linear
assumption is the decision linear assumption. This more general construction
makes explicit a relationship noticed by several previous authors (e.g., [14,21]),
namely, that functionality that can be achieved in composite-order groups under
the subgroup decision assumption can also be achieved in prime-order groups
under either the DDH or the decision linear assumption.

If the group G is equipped with a pairing ê : G × G → Gt, then applying
ê componentwise defines a pairing on G = Gn. However, such a “symmetric”
pairing (which only exists on supersingular elliptic curves) can be used to solve
DDH in G, so in this case our DDH-based construction is not secure. To get
around this problem we use the fact that on ordinary (i.e., non-supersingular)
elliptic curves there are two distinguished subgroups, denoted G1 and G2, in
which DDH is believed to be infeasible for sufficiently large group orders. We
can thus apply our construction twice to produce groups G = Gn

1 , H = Gn
2 ,

Gt = Gm
t (for some m), and an “asymmetric” pairing e : G ×H → Gt. If the

DDH assumption holds in G1 and G2, then the subgroup decision assumption
holds in G and H . (If using the d-Linear assumption with d ≥ 2, we can remain
in the symmetric setting.)

While the security of composite-order group protocols depends on (variants
of) the subgroup decision assumption, the correctness of these protocols depends
on the groups having certain additional properties. In some cases, the groups
G,H,Gt must be equipped with projection maps π1, π2, πt that map them onto
proper subgroups and commute with the pairing. In other cases, the groups
must decompose into subgroups G ∼= ∏

Gi and H ∼= ∏
Hi such that the pairing

restricted to Gi × Hj is trivial whenever i �= j. In Section 3 we define these
properties in our abstract framework and show how to instantiate them in the
product groups Gn

1 , Gn
2 .

Sections 2 and 3 give us the framework and the tools necessary to convert
composite-order group protocols to prime-order groups. Section 4 analyzes the
efficiency gains realized in terms of the number of bits needed to represent group
elements. For example, at a security level equivalent to 80-bit AES, ciphertexts
in the Boneh-Goh-Nissim cryptosystem can be up to three times smaller when
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instantiated using our prime-order construction than in the original composite-
order system. At the 256-bit security level the improvement can be as large as a
factor of 12.

In Section 5 we describe in detail the conversion procedure for the Boneh-
Goh-Nissim cryptosystem, and in Section 6 we sketch the same for the Boneh-
Sahai-Waters traitor tracing system and the Katz-Sahai-Waters attribute-based
encryption scheme. (Details are in the full version of this paper [10].) In each case
we describe the scheme in our general framework and convert the assumptions
used in the security proofs to our more general setting. We then consider the
system instantiated with our prime-order group construction and give security
theorems in this setting. If the original system is secure under a simple assump-
tion (e.g., subgroup decision) then the converted scheme is also secure under a
simple assumption (e.g., DDH); if the original system uses a complex assump-
tion (as in the Katz-Sahai-Waters system) then the corresponding assumption
in prime-order groups is also complex.

We note that our conversion process is not “black box”: the security proof for
each system must be analyzed to determine whether it carries over to our more
general setting. For example, the recent IBE scheme of Lewko and Waters [17]
uses explicitly in its security proof the fact that the group G has two subgroups
of relatively prime order, and thus our techniques do not apply. However, we do
expect that our framework can be used to convert to prime-order groups other
cryptosystems originally built using composite-order groups.

2 Subgroup Decision Problems

The problem of determining whether a given element g of a finite group G
lies in a specified proper subgroup G1 was used as a hardness assumption for
constructing cryptosystems long before Boneh, Goh, and Nissim defined their
“subgroup decision problem.” Gjøsteen [12] has undertaken an extensive survey
of such problems, which he calls “subgroup membership problems.” For example,
the quadratic residuosity problem is a subgroup membership problem: if we let
N = pq be a product of two distinct primes and define the group G to be the
group of elements of Z∗

N with Jacobi symbol 1, the problem is to determine
whether a given element in G lies in the subgroup of squares in G.

Boneh, Goh, and Nissim [3] defined their problem for pairs of groups (G,Gt)
of composite order N = pq for which there exists a nondegenerate bilinear map,
or “pairing,” e : G × G → Gt. The problem is to determine whether a given
element g ∈ G is in the subgroup of order p. Note that if g′ generates G, then
e(g, g′) is a challenge element for the same problem in Gt; thus if the subgroup
decision problem is infeasible in G then it is in Gt as well.

Our general notion of a subgroup decision problem extends Gjøsteen’s work
to the bilinear setting. We begin by defining an object that generates the groups
we will work with. We assume that the two groups input to the pairing are not
identical; this is known as an asymmetric pairing.
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Definition 2.1. A bilinear group generator is an algorithm G that takes as in-
put a security parameter λ and outputs a description of five abelian groups
G,G1, H,H1, Gt, with G1 ⊂ G and H1 ⊂ H . We assume that this description
permits efficient (i.e., polynomial-time in λ) group operations and random sam-
pling in each group. The algorithm also outputs an efficiently computable map
(or “pairing”) e : G×H → Gt that is

• Bilinear: e(g1g2, h1h2) = e(g1, h1)e(g1, h2)e(g2, h1)e(g2, h2) for all g1, g2 ∈ G,
h1, h2 ∈ H ; and

• Nondegenerate: for any g ∈ G, if e(g, h) = 1 for all h ∈ H , then g = 1 (and
similarly with G,H reversed).

Our generalized subgroup decision assumption says that it is infeasible to dis-
tinguish an element in G1 from a random element of G, and similarly for H .
More precisely, we have the following definition. (The notation x

R← X means x
is chosen uniformly at random from the set X .)

Definition 2.2. Let G be a bilinear group generator. We define the following
distribution:

G = (G,G1, H,H1, Gt, e)
R← G(λ), T0

R← G, T1
R← G1.

We define the advantage of an algorithm A in solving the subgroup decision
problem on the left to be

SDPL-Adv[A,G] =
∣∣∣Pr[A(G, T0) = 1]− Pr[A(G, T1) = 1]

∣∣∣.
We say that G satisfies the subgroup decision assumption on the left if
SDPL-Adv[A,G](λ) is a negligible function of λ for any polynomial-time algo-
rithm A. We define the subgroup decision problem/assumption on the right and
SDPR-Adv[A,G] analogously, with T0

R← H and T1
R← H1. We say G satisfies the

subgroup decision assumption if it satisfies both the left and right assumptions.

Example 2.3 ([3, Section 2.1]). Boneh, Goh, and Nissim construct a bilinear
group generator GBGN using supersingular elliptic curves of composite order. Let
E(λ) be an algorithm that outputs a product N = p1p2 of two distinct primes
greater than 2λ, a prime q ≡ −1 (mod N), and a supersingular elliptic curve E
over the finite field Fq. Then #E(Fq) is divisible by N , and we can construct
GBGN (λ) by running E(λ) and setting the output as follows:
• G = H is the order-N subgroup of E(Fq);
• G1 = H1 is the order-p1 subgroup of E(Fq);
• Gt is the order-N subgroup of F∗

q2 ; and
• e : G×G→ Gt is the modified N -Tate pairing on E [8, Sect. 2.1].

Each group is described by giving a generator.
It is believed that GBGN satisfies the subgroup decision assumption when N

is infeasible to factor. The construction can be extended to produce a group G
whose order is a product of three or more primes, and the subgroup decision
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assumption is believed to hold in any nontrivial proper subgroup G1 of G. Using
the generic group analysis of Katz, Sahai, and Waters [16, Theorem A.2], one can
show that any efficient generic algorithm to solve the subgroup decision problem
for GBGN can be used construct an efficient algorithm to factor N .

2.1 Product Groups, DDH, and d-Linear Assumptions

The primary motivation for our abstraction of composite-order group protocols
is the observation that the decision Diffie-Hellman problem is also a subgroup
decision problem [12, Section 4.5].

Let G be a finite cyclic group, and let T = (g, ga, gb, gc) be a 4-tuple of ele-
ments in G. The decision Diffie-Hellman (DDH) problem is to determine whether
c ≡ ab (mod |g|); if this is infeasible then we say that G satisfies the decision
Diffie-Hellman assumption. Now suppose we are given a DDH challenge T . De-
fine G to be G×G and G1 to be the cyclic subgroup of G generated by (g, ga).
Then the element (gb, gc) ∈ G is in G1 if and only if c ≡ ab (mod |g|) — so solv-
ing the subgroup decision problem for G1 ⊂ G is exactly equivalent to solving
DDH in G.

Now we consider the same construction in the bilinear setting: let G1,G2,Gt

be finite cyclic groups, and let ê : G1×G2 → Gt be a nondegenerate bilinear map.
Then we can define G = G2

1, H = G2
2, and Gt = G2

t , and choose random elements
of G and H to generate G1 and H1 respectively. We can define a nondegenerate
pairing e : G×H → Gt by taking any invertible matrix A =

(
a b
c d

) ∈ Mat2(Fp)
and setting

e((g1, g2), (h1, h2)) := e(g1, h1)ae(g1, h2)be(g2, h1)ce(g2, h2)d.

We can define a pairing mapping to Gt = Gm
t by choosing different coefficients

a, b, c, d to define each component of the output. With this setup, if the DDH
assumption holds in G1 and G2, then the subgroup decision assumption holds
for G1 ⊂ G and H1 ⊂ H .

More generally, we consider a bilinear group generator Gnk that produces two
groups G = Gn

1 and H = Gn
2 and random rank-k subgroups G1 ⊂ G and

H1 ⊂ H . In this situation the natural analogue of the DDH problem is the k-
Linear problem, introduced by Hofheinz and Kiltz [15] and Shacham [19]. The 1-
Linear problem is simply DDH, while the 2-Linear problem is called the decision
linear problem and was originally proposed by Boneh, Boyen, and Shacham [2]
as a reasonable analogue for DDH in a group with a bilinear map.

The following definition and theorem formalize the relationship between sub-
group decision problems and d-Linear problems. We will use the following no-
tation: if we have a group G of order p, an element g ∈ G, and a vector
�x = (x1, . . . , xn) ∈ Fnp , then we define g�x := (gx1 , . . . , gxn) ∈ Gn.

Definition 2.4. A bilinear group generator P is prime-order if the groups
G,G1, H,H1, Gt all have prime order p > 2λ. Then we haveG = G1 andH = H1,
and we denote the three distinct groups by G1 = G, G2 = H , and Gt = Gt. We
let Ĝ denote the output (p,G1,G2,Gt, e) of P(λ).
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Let d ≥ 1 be an integer. If A is an algorithm that takes as input 2d + 2
elements of G1, we define the advantage of A in solving the d-Linear problem in
G1, denoted d-LinG1 -Adv[A,P ], to be∣∣∣∣∣Pr

[
A(Ĝ, g1, . . . , gd, gr11 , . . . , grd

d , h, h
r1+···+rd) = 1 :

Ĝ
R←P, g1,...,gd

R←G1,

r1,...,rd
R←Fp

]

− Pr
[
A(Ĝ, g1, . . . , gd, gr11 , . . . , grd

d , h, h
s) = 1 : Ĝ

R←P, g1,...,gd
R←G1,

r1,...,rd,s
R←Fp

] ∣∣∣∣∣,
and similarly for d-LinG2-Adv[A,P ]. We say that G satisfies the d-Linear as-
sumption in G1 if d-LinG1-Adv[A,G](λ) is a negligible function of λ for any
polynomial-time algorithmA (and similarly for G2). The decision Diffie-Hellman
(DDH) assumption is the 1-Linear assumption. The decision linear assumption
is the 2-Linear assumption.

Some previous authors (e.g., [14]) have called the assumption that DDH is in-
feasible in both G1 and G2 the symmetric external Diffie-Hellman assumption,
or SXDH. For clarity in our arguments, we prefer to call the problems DDH in
G1 and G2, respectively.

Theorem 2.5. Let P be a prime-order bilinear group generator. For integers
n, k with n ≥ 2 and 1 ≤ k < n, define Gnk to be a bilinear group generator that
on input λ does the following:

1. Let (p,G1,G2,Gt, ê)
R← P(λ).

2. Let G = Gn
1 , H = Gn

2 , Gt = Gm
t for some m.

3. Choose generators g R← G1, h
R← G2.

4. Choose random �xi, �yi
R← Fnp for i = 1, . . . , k, such that the sets {�xi} and {�yi}

are each linearly independent.
5. Let G1 be the subgroup of G generated by {g�x1 , . . . , g�xk} and H1 be the sub-

group of H generated by {h�y1 , . . . , h�yk}
6. Choose nonzero n× n matrices A� = (a(�)

ij ) for � = 1, . . . ,m.

7. Define e : G×H → Gt by e((g1, . . . , gn), (h1, . . . , hn))� :=
∏

e(gi, hj)a
(�)
ij .

8. Output the tuple Γnk = (G,G1, H,H1, Gt, e).

If P satisfies the k-Linear assumption in G1 and G2, then Gnk satisfies the sub-
group decision assumption. Specifically, for any adversary A that solves the sub-
group decision problem on the left for Gnk , there exists an adversary B that solves
the k-Linear problem in G1 for P, with

SDPL-Adv[A,Gnk ] ≤ (n− k) · k-LinG1-Adv[B,P ].

An analogous statement holds for A solving the subgroup decision problem on
the right for Gnk and B solving the k-Linear problem in G2 for P.
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Proof sketch. We sketch the proof for n = k+1; the general case is proved in the
full paper [10]. Let (Ĝ, u1, . . . , uk, v1, . . . , vk, y, z) be a k-Linear challenge in G1.
Let �xi = (xi,1, . . . , xi,n) be the vectors chosen in Step (4) above. Choose �b R← Fkp,
and let G1 be the subgroup generated by{

(uxi,1
i , . . . , u

xi,k

i , v
1/bi

i )
}k
i=1.

Now consider T = (y
∑
bixi,1 , . . . y

∑
bixi,k , z) ∈ Gn

1 , where each sum in the ex-
ponent runs over i = 1 to k. Write vi = uri

i , z = yc. If c =
∑
i ri (mod p)

then T is uniformly distributed in G1, while if c is random then T is uniformly
distributed in Gn

1 . It follows that any algorithm that has advantage ε in solving
the subgroup decision problem for Gnk can solve the k-Linear problem in G1 with
advantage at least ε. ��
Since the d-Linear assumption implies the (d+1)-Linear assumption for all d ≥ 1
[15, Lemma 3], if P satisfies the DDH assumption in G1 and G2, then Gnk satisfies
the subgroup decision assumption for any n ≥ 1 and 1 ≤ k < n. The converse
holds when k = 1; the proof is in the full paper.

If we view all of the groups in the above construction as Fp-vector spaces, then
we see that the subgroup decision problem is a decisional version of the vector
decomposition problem [22,11], in which the adversary is given a decomposition
G ∼= G1 ×G2 and an element x ∈ G and asked to find y ∈ G1 and z ∈ G2 such
that x = yz.

The nondegeneracy of the pairing e defined on Gnk will depend on the matrices
A� and must be checked in each case. However, if m = 1 then e is nondegenerate
if and only if A1 is invertible.

3 Pairings on Product Groups

In our construction of the bilinear group generator Gnk from the prime-order bilin-
ear group generatorP , we took the pairing e on the product groups to be any non-
trivial linear combination of the componentwise pairings on the underlying prime-
order group. However, the correctness proofs for protocols built in composite-
order groups all use the fact that the pairings have some extra structure that arbi-
trary linear combinations are unlikely to have. We now investigate this structure
further and determine how to replicate it in our product group context.

Projecting Pairings. The cryptosystem of Boneh, Goh, and Nissim works by
taking elements g ∈ G and h ∈ G1 and encrypting a message m as C = gmhr,
where r is random. The h term is a “blinding term” used to hide the part of
the ciphertext that contains the message. Decryption is achieved by “projecting”
the ciphertext away from the blinding term and taking a discrete logarithm to
recover m. Specifically, when g has order N = p1p2 and h has order p1, the
decryption can be achieved by first computing Cp1 to remove the h term, and
then taking the discrete logarithm to the base gp1 to recoverm. The functionality
of the cryptosystem requires that we can do this procedure either before or after
the pairing; i.e., that we can construct and remove blinding terms in Gt. The
following definition incorporates this concept into our abstract framework.
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Definition 3.1. Let G be a bilinear group generator (Def. 2.1). We say G is pro-
jecting if it also outputs a group G′

t ⊂ Gt and group homomor-phisms π1, π2, πt
mapping G,H,Gt to themselves, respectively, such that

1. G1, H1, G
′
t are contained in the kernels of π1, π2, πt, respectively, and

2. e(π1(g), π2(h)) = πt(e(g, h)) for all g ∈ G, h ∈ H .

Example 3.2. The bilinear group generator GBGN of Example 2.3 is projecting:
we let G′

t be the order-p1 subgroup of Gt, let π1 = π2 be exponentiation by p1,
and let πt be exponentiation by (p1)2.

Given a prime-order bilinear group generator P , we wish to modify the bilinear
group generator Gnk constructed in Theorem 2.5 so it is projecting. To do so, we
interpret the generation of G1 and H1 in terms of matrix actions, and we define
the pairing e using a tensor product of matrices.

We begin by defining the projection maps π1 and π2. Let G = Gn
1 and let g be

a generator of G1. For i = 1, . . . , n, let �ei be the unit vector with a 1 in the ith
place and zeroes elsewhere. To construct the projection map π1, we first observe
that if G′

1 is the subgroup of G generated by g�e1 , . . . , g�ek , then any element of
G′

1 has 1’s in the last n − k coordinates, so we can define a projection map π′
1

whose kernel is G′
1 by

π′
1(g1, . . . , gn) := (1, . . . , 1, gn−k+1, . . . , gn).

Next we observe that the elements g�x1 , . . . , g�xk produced by Gnk can be viewed
as coming from a (right) action of an n× n matrix on the elements g�e1 , . . . , g�ek .
More precisely, for g = (g1, . . . , gn) ∈ G and a matrix M = (aij) ∈ Matn(Fp),
we define gM by

gM := (
∏n
i=1 g

ai1
i , . . . ,

∏n
i=1 g

ain

i ) .

With this definition, we have (g�x)M = g(�xM).
Now let M be an invertible matrix whose first k rows are the vectors �xi. Then

g�xi = g�eiM . If we define Uk to be the matrix with 1’s in the last n− k diagonal
places and zeroes elsewhere, then the map π′

1 is given by π′
1(g) = gUk . Thus we

can construct a projection map π1 on G1 by applying M−1 to map to G′
1, using

π′
1 to project, and acting by M to map back to G1; that is, π1(g) = gM

−1UkM .
We define π2 analogously on H by computing an invertible matrix M ′ whose
first k rows are the �yi produced by Gnk .

We now define the pairing e, the subgroup G′
t, and the projection map πt.

Recall that the tensor product of two n-dimensional vectors �x, �y is

�x⊗ �y = (x1�y, . . . , xn�y) = (x1y1, . . . , x1yn, . . . , xny1, . . . , xnyn).

We define e : G × H → Gt := Gn2

t by e(g�x, h�y) := ê(g, h)�x⊗�y. That is, to pair
g ∈ G and h ∈ H , we take all the n2 componentwise pairings e(gi, hj) and write
them in lexicographical order. In this case the A� of Theorem 2.5 are the n2

matrices with a 1 in entry (i, j) and zeroes elsewhere; it is easy to see that these
A� definite a nondegenerate pairing e.
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Defining the pairing in this manner allows us to define the map πt abstractly
as the tensor product of the maps π1 and π2. In terms of the matrices we have
defined, we have

πt(gt) = g(M−1⊗M ′−1)(Uk⊗Uk)(M⊗M ′)
t ,

where ⊗ indicates the tensor product (or Kronecker product) of matrices: if
A = (aij) and B = (bij) are two n × n matrices, then A ⊗ B is the n2 × n2

matrix which, when divided into n × n blocks, has the (i, j)th block equal to
aijB.

Given this framework, we see that the constructions of Groth and Sahai [14,
Section 5] are exactly the above with (n, k) = (2, 1) and (3, 2). We now give
explicit details for the first case.

Example 3.3. Let P be a prime-order bilinear group generator. Define GP to
be a bilinear group generator that on input λ does the following:

1. Let (p,G1,G2,Gt, ê)
R← P(λ), and let G = G2

1, H = G2
2, Gt = G4

t .
2. Choose generators g R← G1, h

R← G2, and let γ = e(g, h).
3. Choose random a1, b1, c1, d1, a2, b2, c2, d2

R← Fp, such that a1d1 − b1c1 =
a2d2 − b2c2 = 1.

4. Let G1 be the subgroup of G generated by (ga1 , gb1), let H1 be the subgroup
of H generated by (ha2 , hb2), and let G′

t be the subgroup of Gt generated by

{γ(a1a2,a1b2,b1a2,b1b2), γ(a1c2,a1d2,b1c2,b1d2), γ(c1a2,d1b2,c1a2,d1b2)}.
5. Define e : G×H → Gt by

e((g1, g2), (h1, h2)) := (ê(g1, h1), ê(g1, h2), ê(g2, h1), ê(g2, h2)).

6. Let A =
(−b1c1 −b1d1
a1c1 a1d1

)
, B =

(−b2c2 −b2d2
a2c2 a2d2

)
, and define

π1((g1, g2)) := (g1, g2)A = (g−b1c11 ga1c1
2 , g−b1d11 ga1d1

2 )
π2((h1, h2)) := (h1, h2)B = (h−b2c21 ha2c2

2 , h−b2d21 ha2d2
2 )

πt((γ1, γ2, γ3, γ4)) := (γ1, γ2, γ3, γ4)A⊗B

7. Output the tuple (G,G1, H,H1, Gt, G
′
t, e, π1, π2, πt).

It is easy (though tedious) to check that GP is a projecting bilinear group gener-
ator. We note that the groups output by GP can be described simply by giving
G1,G2,Gt and the pairs (ga1 , gb1), (ha2 , hb2). In particular, the group G′

t is gen-
erated by elements of the form e(g,h1) and e(g1,h) with g ∈ G, g1 ∈ G1, h ∈ H ,
and h1 ∈ H1. This is important since in applications the maps π1, π2, πt will be
“trapdoor” information used as the system’s secret key.

Proposition 3.4. If P satisfies the DDH assumption in G1 and G2, then GP
satisfies the subgroup decision assumption.

Proof. Since g is uniform in G1 and a1, b1, c1 are uniformly random in Fp, im-
posing the condition a1d1 − b1c1 = 1 does not introduce any deviations from
uniformity in the generation of G1 (and similar for G2). We can thus apply The-
orem 2.5 with n = 2, k = 1. ��
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Cancelling Pairings. The traitor-tracing scheme of Boneh, Sahai, and Waters
[4], the predicate encryption scheme of Katz, Sahai, and Waters [16], and many
other schemes based on bilinear groups of composite order use in an essential
manner the fact that if two group elements g, h have relatively prime orders,
then e(g, h) = 1. This property implies, for example, that we can use the two
subgroups generated by g and h to encode different types of information, and the
two components will remain distinct after the pairing operation. The following
definition incorporates this concept into our framework.

Definition 3.5. Let G be a bilinear group generator (Definition 2.1). We say
that G is r-cancelling if it also outputs groups G2, . . . , Gr ⊂ G and H2, . . . , Hr ⊂
H , such that

1. G ∼= G1 × · · · ×Gr and H ∼= H1 × · · · ×Hr,
2. e(gi, hj) = 1 whenever gi ∈ Gi, hj ∈ Hj , and i �= j.

Example 3.6. The bilinear group generatorGBGN of Example 2.3 is 2-cancelling:
we set G2 = H2 to be the order-p2 subgroup of E(Fp). An analogous r-cancelling
generator can be built by making the group orderN a product of r distinct primes.

Given a prime-order bilinear group generator P , we now show how to modify
the bilinear group generator Gn1 constructed in Theorem 2.5 so it is n-cancelling.
We define the pairing e : G×H → Gt := Gt to be

e((g1, . . . , gn), (h1, . . . , hn)) :=
∏n
i=1 ê(gi, hi), (3.1)

so we have e(g�x, h�y) = e(g, h)�x·�y, where · indicates the vector dot product; this
pairing is necessarily nondegenerate.

If Gn1 is n-cancelling, then the subgroups Gi, Hi are all cyclic of order p. Thus
we need to choose generators g�xi of Gi and h�yi of Hi such that �xi · �yj = 0 if
and only if i = j. This is straightforward: we first choose any set of n linearly
independent �xi; then the equation �xi · �yj = 0 for all i �= j gives a linear system
n variables of rank n− 1, so there is a one-dimensional solution space in Fnp . If
we choose �yj in this space then with high probability we have �xj · �yj �= 0; if this
is not the case then we can start again with a different set of �xi. We illustrate
with concrete examples for n = 2 and 3. We use the notation 〈X〉 to indicate
the cyclic group generated by X .

Example 3.7. Let P be a prime-order bilinear group generator. Define G3C to
be a bilinear group generator that on input λ does the following:

1. Let (p,G1,G2,Gt, ê)
R← P(λ), and let G = G3

1, H = G3
2, Gt = Gt.

2. Choose generators g1, g2, g3
R← G1, h1, h2, h3

R← G2.

3. Choose random x, y, z, u, v, w
R← Fp, with

{−xv−xw−yu+yw+zu+zv �=0,

xv−xw−yu+yw+zu−zv �=0.

4. Define the subgroups

G1 = 〈(g1, gx1 , gu1 )〉, G2 = 〈(g2, gy2 , gv2)〉, G3 = 〈(g3, gz3 , gw3 )〉,
H1 = 〈(hzv−yw1 , hw−v

1 , hy−z1 )〉, H2 = 〈(hzu−xw2 , hw−u
2 , hz−x2 )〉,

H3 = 〈(hyu−xv3 , hv−u3 , hx−y3 )〉.
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5. Define e : G×H → Gt by (3.1) (with n = 3).
6. Output the tuple (G,G1, G2, G3, H,H1, H2, H3, Gt, e).

It is straightforward to show that G3C is a 3-cancelling bilinear group generator.
The inequalities in Step (3) guarantee non-degeneracy of the pairing e. Note
that choosing the elements g1, g2, g3 independently uniform allows us to scale
the vectors �x1 = (1, x, u), �x2 = (1, y, v), �x3 = (1, z, w) so their first components
are 1 without losing uniformity.

Example 3.8. We define a 2-cancelling bilinear group generator G2C by restrict-
ing the construction in Example 3.7 to the first two components. Explicitly, we
have G = G2

1, H = G2
2, Gt = Gt and we set u = 0, v = 0, w = 1 to obtain

G1 = 〈(g1, gx1 )〉, G2 = 〈(g2, gy2)〉, H1 = 〈(h−y1 , h1)〉, H2 = 〈(h−x2 , h2)〉.
We define e : G×H → Gt by (3.1) and output (G,G1, G2, H,H1, H2, Gt, e).

Example 3.9. If we have a symmetric pairing (i.e. G1 = G2), then for any
n > k > 1 we can obtain an (n − k + 1)-cancelling bilinear group generator
GL(n, k) by doing the following:

1. Let (p,G,Gt, ê)
R← P(λ), and let G = H = Gn, Gt = Gt.

2. Choose �x1, . . . , �xn
R← Fnp , such that {�xi} is linearly independent and for all

i > k we have �xi · �xj = 0 if i �= j, and �xi · �xj �= 0 if i = j.
3. Choose a generator g R← G, and let γi = g�xi ∈ G.
4. Let G1 = 〈γ1, . . . , γk〉, and Gi = 〈γi+k−1〉 for 2 ≤ i ≤ n− k + 1.
5. Define e by (3.1) and output (G,G1, . . . , Gn−k+1, Gt, e).

Proposition 3.10. If P satisfies the DDH assumption in G1 and G2, then G3C
and G2C satisfy the subgroup decision assumption. If G1 = G2 and P satis-
fies the k-linear assumption in G1, then GL(n, k) satisfies the subgroup decision
assumption.

Proof. Recall that an SDP adversary is given only G,G1, H,H1, and not a de-
scription of any Gi or Hi for i ≥ 2. Since in each case the generators of G1
and H1 are independent and uniform, the outputs of G3C , G2C , and GL(n, k) are
distributed identically to the output of Gnk (for the appropriate values of n, k) so
we may apply Theorem 2.5. ��

4 Performance Analysis

Our primary motivation for converting composite-order group protocols to
prime-order groups is to improve efficiency in implementations. This improve-
ment results from the fact that we can use smaller prime-order groups than
composite-order groups at equivalent security levels. We now examine this im-
provement concretely. Specifically, we compare the sizes of the groups G, H ,
and Gt produced by the bilinear group generator GBGN (Example 2.3) with the
four examples from Section 3 of bilinear group generators built from prime-order
generators.
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For the generators GP (Example 3.3), G3C (Example 3.7), and G2C (Example
3.8) we take the prime-order bilinear group generator P to be an algorithm that
produces a “pairing-friendly” ordinary elliptic curve E over a finite field Fq. On
such curves there are two “distinguished” subgroups G1 and G2 of order p in
which the DDH problem is presumed to be infeasible, and such that the Tate
pairing ê : G1 × G2 → Gt ⊂ F∗

qk is nondegenerate. Here k is the embedding
degree, defined to be the smallest integer such that p divides the order of F∗

qk .
The ordinary elliptic curves E that give the best performance while providing

discrete log security comparable to three commonly proposed levels of AES se-
curity are as follows. The group sizes follow the 2007 NIST recommendations [1].
Further details can be found in the full version of this paper [10, Appendix A];
descriptions of the elliptic curves are in [9].

80-bit security: A 170-bit MNT curve with embedding degree k = 6.
128-bit security: A 256-bit Barreto-Naehrig curve with k = 12.
256-bit security: A 640-bit Brezing-Weng curve with k = 24.

The advantage of the generator GL is that we can use a prime-order group with
a symmetric pairing, which only exists on supersingular elliptic curves. Thus in
this case we take P to produce a supersingular curve over F3m with embedding
degree k = 6. The fields that provide the best “match” for group orders at our
three security levels are F3111 , F3323 , and F31615 . Since 6 is the maximum possible
embedding degree for supersingular curves, at high security levels the group G1
will be much larger than the group G1 on an equivalent ordinary curve.

Table 1 compares the sizes of the groups produced by all of our bilinear group
generators at each of the three security levels. In all cases the groups G and H
built using products of prime-order groups are much smaller than the groups
G and H built using composite-order groups. The group Gt for the projecting
generator GP is twice as large as the composite-order Gt, due to the fact that
elements of Gt are four elements of Fqk . However, the groupsGt for the cancelling
generators G2C , G3C , GL are half as large as the composite-order Gt.

The last column indicates the number of elliptic curve pairings required to
compute the pairing e for the specified generator. While the prime-order gener-
ators require more pairings than the composite-order generator GBGN , the sizes
of the elliptic curve groups in this case are so much smaller that the pairings will

Table 1. Estimated bit sizes of group elements for bilinear group generators at three
different security levels

80-bit AES 128-bit AES 256-bit AES #Pai-
Bilinear group generator G H Gt G H Gt G H Gt rings
GBGN (Example 2.3) 1024 1024 2048 3072 3072 6144 15360 15360 30720 1
GP (Example 3.3) 340 680 4080 512 1024 12288 1280 5120 61440 4
G3C (Example 3.7) 510 1020 1020 768 1536 3072 1920 7680 15360 3
G2C (Example 3.8) 340 680 1020 512 1024 3072 1280 5120 15360 2
GL(3, 2) (Example 3.9) 528 528 1056 1536 1536 3072 7680 7680 15360 3
GL(4, 2) (Example 3.9) 704 704 1056 2048 2048 3072 10240 10240 15360 4
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be far more than four times faster. For example, the Tate pairing on a 1024-bit
supersingular curve runs ≈ 50 times slower than the Tate pairing on a 170-bit
MNT curve [18], so a pairing for GP at the 80-bit security level will be roughly
12 times faster than a pairing for GBGN .

5 Application: The BGN Cryptosystem

Our first application of the framework developed above is to the public-key
encryption scheme of Boneh, Goh, and Nissim [3]. This scheme has the feature
that given two ciphertexts, anyone can create a new ciphertext that encrypts
either the sum or the product of the corresponding plaintexts. The product
operation can only be carried out once; the system is thus “partially doubly
homomorphic.”

Step 1 of the conversion process is to write the scheme in the abstract frame-
work and transfer it to asymmetric groups. In the original BGN protocol any
ciphertext may be paired with any other ciphertext, so in the asymmetric set-
ting each computation in G must be duplicated in H . We must use a projecting
pairing, as the decryption algorithm requires projection away from a certain
subgroup.

KeyGen(λ): Let G be a projecting bilinear group generator (Definition 3.1). Com-
pute (G,G1, H , H1, Gt, G

′
t, e, π1, π2, πt) ← G(λ). Choose g R← G, h R← H , and

output the public key PK = (G,G1, H,H1, Gt, e, g, h) and the secret key
SK = (π1, π2, πt).

Encrypt(PK,m): Choose g1
R← G1 and h1

R← H1. (Recall that the output of G
allows random sampling fromG1 andH1.) Output the ciphertext (CA, CB) =
(gm · g1, hm · h1) ∈ G×H .

Multiply(PK,CA, CB): This algorithm takes as input two ciphertexts CA ∈ G
and CB ∈ H . Choose g1

R← G1 and h1
R← H1, and output C = e(CA, CB) ·

e(g, h1) · e(g1, h) ∈ Gt.

Add(PK,C,C′): This algorithm takes as input two ciphertexts C,C′ in one of
G, H , or Gt. Choose g1

R← G1, h1
R← H1, and do the following:

1. If C,C′ ∈ G, output C · C′ · g1 ∈ G.
2. If C,C′ ∈ H , output C · C′ · h1 ∈ H .
3. If C,C′ ∈ Gt, output C · C′ · e(g, h1) · e(g1, h) ∈ Gt.

Decrypt(SK,C): The input ciphertext C is an element of G, H , or Gt.
1. If C ∈ G, output m← logπ1(g)(π1(C)).
2. If C ∈ H , output m← logπ2(h)(π2(C)).
3. If C ∈ Gt, output m← logπt(e(g,h))(πt(C)).

It is clear that if C,C′ are encryptions of m,m′ respectively, then the Add algo-
rithm gives a correctly distributed encryption of m+m′. Furthermore, it follows
from the bilinear property of the pairing that if CA ∈ G, CB ∈ H are the left
and right halves of encryptions of m,m′ respectively, then the Multiply algorithm
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gives a correctly distributed encryption of m · m′. Since there is no pairing on
Gt we can only perform the multiplication once.

Correctness of decryption of ciphertexts in G and H follows from the fact
that G1, H1 are in the kernels of π1, π2, respectively. Correctness of decryption
of ciphertexts in Gt follows from the “projecting” properties of G; for example,
we have πt(e(g, h1)) = e(π1(g), π2(h1)) = e(π1(g), 1) = 1.

Step 2 of the conversion process is to translate the security assumptions to
asymmetric bilinear groups. In this case, semantic security of ciphertexts in G
follows from the subgroup decision assumption on the left for G. Intuitively, if G
satisfies the subgroup decision assumption on the left, then an adversary cannot
distinguish the real system from a “fake” system in which g ∈ G1. Semantic
security then follows from the fact that in the fake system the ciphertext ele-
ment CA will be a uniformly random element of G1 and thus will contain no
information about the message m. The same argument holds for ciphertexts in
H , and semantic security of ciphertexts in Gt follows from semantic security in
G and H . For further details see [3, Theorem 3.1].

Step 3 is to translate the assumption to prime-order groups. Since the security
proof uses no intrinsic properties of the groups G and H , it carries over to our
more general setting.

Theorem 5.1. Let P be a prime-order bilinear group generator, and let GP be
the projecting bilinear group generator constructed from P in Example 3.3. If
P satisfies the DDH assumption in G1 and G2, then the BGN cryptosystem
instantiated with G = GP is semantically secure.

When instantiated with either GBGN or GP , decryption in the BGN system
requires taking discrete logarithms in a group of large prime order. Thus to
achieve efficient decryption the message space must be small (i.e., logarithmic
in the group size). It is an open problem to find a projecting bilinear group
generator G for which the subgroup decision assumption may hold and for which
discrete logarithms can be computed in a subset of π1(G) whose size is a constant
fraction of the full group order.

If we carry out the tensor product construction described in Section 3 for any
k and n ≥ k + 1, we obtain an instantiation of the BGN cryptosystem whose
security depends on the k-Linear assumption. Since ciphertexts will consist of n
elements of G1 or G2 or n2 elements of Gt, these systems will be less efficient
than the system constructed using GP , which has (n, k) = (2, 1). We do note,
however, that if k ≥ 2 we can use a group with a symmetric pairing, in which
case the Encrypt algorithm needs only to output the ciphertext CA.

6 More Applications

We conclude by summarizing several further applications of our framework to
cryptosystems constructed using composite-order groups. Details can be found
in the full version of this paper [10].
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Traitor Tracing. Boneh, Sahai, and Waters [4] construct a traitor tracing
system that is fully collusion resistant and has short ciphertexts. After reducing
the construction of their system to construction of a primitive called private
linear broadcast encryption (or PLBE), Boneh et al. devise a PLBE scheme using
bilinear groups of composite order and show it secure under three assumptions
in bilinear groups: the subgroup decision assumption, the 3-party Diffie-Hellman
assumption, and the bilinear subgroup decision assumption.

To apply our general framework to the Boneh et al. PLBE scheme, we first
write the original system using asymmetric pairings on abstract groups, and then
convert the three assumptions to this more general context. We instantiate the
system using the 2-cancelling bilinear group generator G2C of Example 3.8 and
obtain the following security theorem.

Theorem 6.1. Let P be a prime-order bilinear group generator, and let G2C be
the 2-cancelling bilinear group generator constructed from P in Example 3.8. If
P satisfies the DDH assumption in G2 and the 3-party DDH assumptions in G1
and G2 (i.e., given g, ga, gb, gc, no efficient adversary can distinguish gabc from
a random group element), then the Boneh-Sahai-Waters PLBE system is secure
when instantiated with G = G2C .

Predicate Encryption. Katz, Sahai, and Waters [16] construct a predicate
encryption scheme using bilinear groups whose order is a product N of three dis-
tinct primes. The security of the system is based on two complex (yet constant-
size) assumptions in composite-order bilinear groups, which we call Assumptions
1 and 2; both can be seen as variants of the subgroup decision problem.

To apply our general framework to this scheme, we write the scheme using a
bilinear group generator with an asymmetric pairing and translate the security
assumptions into this more general context. We then instantiate the system in
two different ways, using the 3-cancelling bilinear group generators G3C of Ex-
ample 3.7 and GL(4, 2) of Example 3.9. When using G3C , translating the asym-
metric versions of Assumptions 1 and 2 explicitly to this setting produces two
new (constant-size) assumptions in prime-order groups; we call these Assump-
tions 3 and 4. (We also show that these assumptions hold in the generic group
model.) When using GL(4, 2) we can use simpler assumptions at the expense of
a less efficient system (cf. Table 1). We obtain the following security theorem for
G3C ; details for both cases appear in the full paper.

Theorem 6.2. Let P be a prime-order bilinear group generator, and let G3C be
the 3-cancelling bilinear group generator constructed from P in Example 3.7. If P
satisfies Assumptions 3 and 4, then the Katz-Sahai-Waters predicate encryption
scheme is secure when instantiated with G = G2C .

Further Work. We expect that our framework can be used to create prime-
order group instantiations of other cryptosystems that use composite-order bilin-
ear groups. However, since our construction is not black box, the security proof
of each cryptosystem must be checked to ensure that it is still valid in our more
general framework. For example, the proof of the Lewko-Waters IBE system [17]
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uses in an essential way the fact that G has two subgroups with relatively prime
order; thus our prime-order construction does not apply in this case. Lewko and
Waters do give a version of their system in prime-order groups, with a different
security proof under new assumptions. It remains an open problem to find a
framework that incorporates both versions of the system.

Acknowledgments. The author thanks Dennis Hofheinz, Eike Kiltz, and Brent
Waters for helpful discussions.
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Abstract. We present two fully secure functional encryption schemes: a
fully secure attribute-based encryption (ABE) scheme and a fully secure
(attribute-hiding) predicate encryption (PE) scheme for inner-product
predicates. In both cases, previous constructions were only proven to
be selectively secure. Both results use novel strategies to adapt the
dual system encryption methodology introduced by Waters. We con-
struct our ABE scheme in composite order bilinear groups, and prove
its security from three static assumptions. Our ABE scheme supports
arbitrary monotone access formulas. Our predicate encryption scheme is
constructed via a new approach on bilinear pairings using the notion of
dual pairing vector spaces proposed by Okamoto and Takashima.

1 Introduction

In a traditional public key encryption system, data is encrypted to be read by
a particular individual who has already established a public key. Functional
encryption is a new way of viewing encryption which opens up a much larger
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world of possibilities for sharing encrypted data. In a functional encryption sys-
tem, there is a functionality f(x, y) which determines what a user with secret
key y can learn from a ciphertext encrypted under x (we can think of both x
and y as binary strings, for example). This allows an encryptor to specify a
policy describing what users can learn from the ciphertext, without needing to
know the identities of these users or requiring them to have already set up public
keys. The enhanced functionality and flexibility provided by such systems is very
appealing for many practical applications.

Several previous works have pursued directions falling into this general frame-
work, e.g. [34,25,17,5,32,24,39,27,12]. However, the same expressive power of
these systems that makes them appealing also makes proving their security es-
pecially challenging. For this reason, all of the prior systems were only proven
selectively secure, meaning that security was proven in a weaker model where
part of the challenge ciphertext description must be revealed before the attacker
receives the public parameters.

In this paper, we present fully secure systems for two cases of functional en-
cryption, namely attribute-based encryption (ABE) and predicate encryption
(PE) for inner products. Sahai and Waters [34] proposed Attribute-Based En-
cryption as a new concept of encryption algorithms that allow the encryptor to
set a policy describing who should be able to read the data. In an attribute-based
encryption system, private keys distributed by an authority are associated with
sets of attributes and ciphertexts are associated with formulas over attributes.
A user should be able to decrypt a ciphertext if and only if their private key
attributes satisfy the formula. Predicate encryption for inner products was first
presented by Katz, Sahai, and Waters [27]. In a predicate encryption scheme,
secret keys are associated with predicates, and ciphertexts are associated with
attributes. A user should be able to decrypt a ciphertext if and only if their
private key predicate evaluates to 1 when applied to the ciphertext attribute.

Our Two Results. The ABE and PE schemes described in this paper have essen-
tial commonalities: both are functional encryption schemes that employ the dual
system methodology of Waters [40] to prove full security. This is a powerful tool
for achieving full security of systems with advanced functionalities, but realizing
the dual system methodology in each new context presents unique challenges.
In particular, the technical challenges for ABE and PE are distinct, and the
two results now combined into this paper were obtained by separate research
groups working independently. The ABE result was obtained by Lewko, Sahai,
and Waters, while the PE result was obtained by Okamoto and Takashima.

1.1 Attribute-Based Encryption

We are particularly interested in attribute-based encryption as a special case
of functional encryption because it provides a functionality that can be very
useful in practice. For example, a police force could use an ABE system to
encrypt documents under policies like “Internal Affairs OR (Undercover AND
Central)” and give out secret keys to undercover officers in the central division
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corresponding to the attributes “Undercover” and “Central”. Given the many
potential uses of ABE systems, constructing efficient systems with strong security
guarantees is an important problem.

Previous Constructions and Selective Security. All previous constructions of ABE
systems [34,25,18,5,32,24,39] have only been proven to be selectively secure. This
is a limited model of security where the attacker is required to announce the tar-
get he intends to attack before seeing the public parameters of the system. This
is an unnatural and undesirable restriction on the attacker, but it unfortunately
appears to be necessary for the proof techniques used in prior works.

To see why this is the case, it is instructive to look into the way that previous
security proofs have worked. In these security proofs, the simulator uses the
attacker’s announced target to embed the challenge in the public parameters in
such a way that the simulator can produce any keys the attacker can request but
can also leverage the attacker’s output to break the underlying challenge. This is
a partitioning strategy reminiscent of the strategies first used to prove security
for IBE systems. The formation of the public parameters partitions the keys into
two classes: those that the simulator can make, and those that are useful to the
simulator in solving its challenge.

While this partitioning strategy was successfully employed by Boneh and
Boyen [7], and Waters [38] to prove full security for an IBE system, any parti-
tioning approach seems doomed to failure when one tries to achieve full security
for ABE systems. Without selectivity, the simulator cannot anticipate which
keys the attacker may ask for, so the attacker must make some type of a guess
about what the partition should be. One natural direction is to partition the
identity space in some random way and hope that the attacker’s queries respect
the partition (which was the main idea behind the works in the IBE setting). For
ABE systems, however, private keys and ciphertexts have much more structure;
different keys can be related (they may share attributes), and this severely re-
stricts allowable partitions. Thus, the power and expressiveness of ABE systems
work directly against us when attempting to create partitioning proofs.

Our Approach. We are able to obtain full security by adapting the dual system
encryption technique of [40,28] to the ABE case. Waters [40] introduced dual
system encryption to overcome the limitations of partitioning. In a dual encryp-
tion system, keys and ciphertexts can take on one of two forms: normal and
semi-functional. A normal key can decrypt both normal and semi-functional ci-
phertexts, while a semi-functional key can only decrypt normal ciphertexts. The
semi-functional keys and ciphertexts are not used in the real system, only in
the proof of security. The proof employs a hybrid argument over a sequence of
security games. The first is the real security game, with normal keys and cipher-
text. In the second game, the ciphertext is semi-functional and the keys remain
normal. In subsequent games, the keys requested by the attacker are changed to
be semi-functional one by one. By the final game, none of the keys given out are
actually useful for decrypting a semi-functional ciphertext, and proving security
becomes relatively easy.
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There is one important subtlety inherent in the dual system technique. In the
step where the kth key becomes semi-functional, the simulator must be prepared
to make any semi-functional challenge ciphertext and any key as the kth key.
At first, this appears to be a paradox, since it seems the simulator can just
make a key that should decrypt the challenge ciphertext and decide for itself
whether the key is semi-functional by attempting to decrypt the semi-functional
challenge ciphertext. Waters addresses this issue by introducing tags: if a key and
ciphertext in his IBE system have the same tag, decryption will fail regardless of
semi-functionality. The simulator is constructed in such a way that if it attempts
to check if key k is semi-functional by decrypting a semi-functional ciphertext,
it will be thwarted because they will have equal tags. (This relationship between
the tags will be hidden to an attacker who cannot request a key able to decrypt
the challenge ciphertext.)

Lewko andWaters [28]provideanew realizationof dual systemencryptionwhere
tags are replaced by nominally semi-functional keys. Nominally semi-functional
keys are structured like semi-functional keys except that they do also successfully
decrypt semi-functional ciphertexts (the semi-functional contribution cancelsout).
When the kth key turns semi-functional in the hybrid, the simulator is constructed
so that it can only make a nominally semi-functional key k. It is then argued that
this looks like a regular semi-functional key to the attacker.

Though they achieve fully secure HIBE with constant size ciphertext, it is not
clear how to extend the techniques of [40,28] to obtain fully secure ABE systems.
Both rely on the fact that the identities attached to keys and ciphertexts are
the same. Waters relies on this to align tags, while Lewko and Waters use this
symmetry in designing their system so that a nominally semi-functional key is
identically distributed to a regular semi-functional key in the view of an attacker
who cannot decrypt. This symmetry does not hold in an ABE system, where
keys and ciphertexts are each associated with different objects: attributes and
formulas. The additional flexibility and expressiveness of ABE systems leads to a
much more complicated structure of relationships between keys and ciphertexts,
which makes the potential paradox of the dual system encryption technique more
challenging to address for ABE.

We overcome this by giving a new realization of nominally semi-functional
keys in the ABE setting. We do this by designing the semi-functional components
of our keys and ciphertexts to mirror the functionality of the ABE scheme.
Intuitively, we want to argue that an attacker who cannot decrypt the message
also cannot determine if the final contribution of the semi-functional components
will be non-zero. We make this argument information-theoretically by showing
that our nominally semi-functional keys are distributed identically to regular
semi-functional keys from the attacker’s perspective. This information-theoretic
argument is more intricate than the HIBE analog executed in [28], due to the
more complicated structure of ABE systems.

The ideas above allow us to construct an ABE system that is fully secure. We
build our construction in two phases. First, we construct an ABE system with
the restriction that each attribute can only be used once in an access formula.
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We call this a one-use ABE system. Then, we provide a generic transformation
from a one-use system to a system which is fully secure when attributes are
used multiple times (up to a constant number of uses fixed at setup). While
this transformation does incur some cost in key size, it does not increase the
size of the ciphertext; we stress that ours is the first feasibility result for fully
secure ABE. Our construction supports arbitrary monotone access formulas. We
realize our ABE construction using bilinear groups of composite order and prove
security under three assumptions used by Lewko and Waters [28].

1.2 Predicate Encryption for Inner Products

ABE systems have desirable functionality, but have one limitation in that the
structure of the ciphertext is revealed to users who cannot reveal. For example,
in a CP-ABE system, a user who cannot decrypt can still learn the formula
associated with the ciphertext. For applications where the access policy must
also be kept secret, this is unacceptable. In our second result we address a class of
systems, called predicate encryption systems, that overcome this limitation. Our
second result gives predicate encryption of inner products between the ciphertext
and key vectors.

Predicate encryption (PE) for inner products was presented by Katz, Sahai
and Waters [27] as a generalized (fine-grained) notion of encryption that cov-
ers identity-based encryption (IBE) [6,7,9,19,21,26], hidden-vector encryption
(HVE) [12] and attribute-based encryption (ABE) [5,25,32,33,34]. Informally,
secret keys in a PE scheme correspond to predicates in some class F , and a
sender associates a ciphertext with an attribute in set Σ; a ciphertext associated
with attribute I ∈ Σ can be decrypted using a secret key skf corresponding to
predicate f ∈ F if and only if f(I) = 1.

The special case of inner product predicates is obtained by having each at-
tribute correspond to a vector −→x and each predicate f−→v correspond to a vec-
tor −→v , where f−→v (−→x ) = 1 iff −→x · −→v = 0. (Here, −→x · −→v denotes the standard
inner-product). We note that these represent a wide class of predicates includ-
ing equality tests (for IBE and HVE), disjunctions or conjunctions of equality
tests, and, more generally, arbitrary CNF or DNF formulas (for ABE). However,
we note that inner product predicates are less expressive than the LSSS access
structures of ABE. To use inner product predicates for ABE, formulas must be
written in CNF or DNF form, which can cause a superpolynomial blowup in size
for arbitrary formulas.

Katz, Sahai, and Waters also introduced attribute-hiding, a security notion
for PE that is stronger than the basic security requirement, payload-hiding.
Roughly speaking, attribute-hiding requires that a ciphertext conceal the asso-
ciated attribute as well as the plaintext, while payload-hiding only requires that
a ciphertext conceal the plaintext. If attributes are identities, i.e., PE is IBE,
attribute-hiding PE implies anonymous IBE. This notion of attribute-hiding
addresses the limitation of ABE systems. Katz, Sahai, and Waters provided a
scheme which is attribute-hiding PE for inner-product predicates, but it is only
proven to be selectively secure and no delegation functionality is provided.
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Our Results

– This paper proposes the first adaptively secure PE scheme for inner-product
predicates in the standard model. The scheme is proven to be adaptively
attribute-hiding (against CPA) under an assumption that is non-interactive.
The number of terms of the assumption depends on a system parameter
n, which is the vector length. (However, the number of terms does not de-
pend on the number of adversarial private key queries.) We prove that the
assumption is true in the generic model of bilinear pairing groups.

The efficiency of the proposed PE scheme is comparable to that of the
existing selectively-secure PE schemes [27,31].

– This paper also establishes a (hierarchical) delegation functionality on the
proposed adaptively secure PE scheme. That is, we propose an adaptively
secure (attribute-hiding) hierarchical PE (HPE) scheme for inner-product
predicates (with polynomially many levels) in the standard model under the
n-eDDH assumption.

The proposed HPE scheme implies the first anonymous hierarchical IBE
(HIBE) with polynomially many levels in the standard model as a special
case (when the associated inner-product predicate is specialized as the equal-
ity test for HIBE).

– It is straightforward to convert the (CPA-secure) basic (H)PE scheme to a
CCA-secure (H)PE scheme by employing an existing general conversion such
as that by Canetti, Halevi and Katz [16] or that by Boneh and Katz [11] (us-
ing an additional level with two-dimensions for the basic (H)PE scheme, and
a strongly unforgeable one-time signature scheme or message authentication
code and encapsulation). That is, we can present a fully secure (adaptively
attribute-hiding against CCA) (H)PE scheme for inner-product predicates
in the standard model under the n-eDDH assumption as well as a strongly
unforgeable one-time signature scheme or message authentication code and
encapsulation.

– To achieve the result, this paper elaborately combines a new methodology,
the dual system encryption, proposed by Waters [40] and a new approach
based on a notion of higher dimensional vector spaces, dual pairing vector
spaces (DPVS), proposed by Okamoto and Takashima [30,31]. The notion
of DPVS is constructed on bilinear pairing groups, and they presented a
selectively secure (H)PE scheme on DPVS [31]. We will explain this approach
and our key technique in Section 3.1.

Note that the n-eDDH assumption in this paper is defined over the basic
primitive, bilinear pairing groups (not over the higher level concept, DPVS),
although the proposed PE and HPE schemes are constructed over DPVS,
and the assumptions in [31] are defined over DPVS.

– Since HPE is a generalized (fine-grained) version of anonymous HIBE
(AHIBE) (or includes AHIBE as a special case), HPE covers (a generalized
version of) applications described in [13], fully private communication and
search on encrypted data. For example, we can use a two-level HPE scheme
where the first level corresponds to the predicate/attribute of (single-layer)
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PE and the second level corresponds to those of “attribute search by a pred-
icate” (generalized “key-word search”).

1.3 Related Work

Identity Based Encryption (IBE) was proposed by Shamir [35]. In an identity
based encryption system, an authority distributes keys to users with associ-
ated identities, and messages are encrypted directly to identities. The first IBE
schemes were constructed by Boneh and Franklin [9] and Cocks [19]. These
schemes were proven secure in the random oracle model. Then selectively secure
schemes in the standard model were constructed [15,6]. Boneh and Boyen [7]
and Waters [38] constructed fully secure IBE schemes in the standard model.
Gentry [21] gave an IBE system and security proof that moved beyond the con-
fines of the partitioning strategy, but at the cost of a large and complicated
complexity assumption.

Hierarchical Identity Based Encryption (HIBE) [23,26] expands the function-
ality of identity based encryption to include a hierarchical structure on identities,
where identities can delegate secret keys to their subordinate identities. Boneh
and Boyen [6] constructed a selectively secure HIBE scheme. Boneh, Boyen, and
Goh [8] constructed a selectively secure HIBE scheme with constant size cipher-
texts. Gentry and Halevi [22] extended Gentry’s techniques to get a fully secure
HIBE system, but under “q-type” assumptions. Waters [40] leveraged the dual
system encryption methodology to obtain fully secure IBE and HIBE systems
from simple assumptions. Lewko and Waters [28] extended the dual encryption
technique to obtain a fully secure HIBE system with constant size ciphertexts.

Attribute-based encryption was introduced by Sahai and Waters [34]. Goyal,
Pandey, Sahai, and Waters [25] formulated two complimentary forms of ABE:
Ciphertext-Policy Attribute-Based Encryption (CP-ABE) and Key-Policy
Attribute-Based Encryption (KP-ABE). In a CP-ABE system, keys are asso-
ciated with sets of attributes and ciphertexts are associated with access policies.
In a KP-ABE system, the situation is reversed: keys are associated with access
policies and ciphertexts are associated with sets of attributes. Selectively secure
CP-ABE and KP-ABE systems were constructed in [34,25,18,5,32,24,39].

Goyal, Jain, Pandey, and Sahai [24] provide a general way to transform a
KP-ABE system into a CP-ABE system. Chase [17] considered the problem of
ABE with multiple authorities.

Other works have discussed similar problems without addressing collusion re-
sistance [1,2,3,14,29,37]. In these systems, the data encryptor specifies an access
policy such that a set of users can decrypt the data only if the union of their
credentials satisfies the access policy.

Predicate encryption was introduced by Katz, Sahai, and Waters [27], who
also provided a scheme which is attribute-hiding PE for inner-product predicates;
only the selective security (not adaptive security) is proven and no delegation
functionality is provided.
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Shi and Waters [36] presented a delegation mechanism for a class of PE, but
the admissible predicates of the system, which is a class of equality tests for
HVE, are more limited than inner-product predicates in [27]. Moreover, they
proved only selective security.

Okamoto and Takashima [31] proposed a (hierarchical) delegation mechanism
for a PE scheme, i.e., a hierarchical PE (HPE) scheme, for inner-product predi-
cates, but only selective security is proven.

Dual pairing vector spaces were introduced by Okamoto and Takashima [30,31],
who presented a selectively secure (H)PE scheme based on DPVS.

1.4 Organization

In Section 2, we present our result for ABE. In more detail, Subsection 2.1 pro-
vides the necessary background on linear secret-sharing schemes (LSSS), CP-
ABE, and composite order bilinear groups, and states our complexity assump-
tions. Subsection 2.2, we describe our transformation from a one-use CP-ABE
system to a system that is secure when attributes are used multiple times in a
formula. In Subsection 2.3, we present our CP-ABE system and prove its secu-
rity. In Subsection 2.4, we discuss extensions of our ABE result.

In Section 3, we present our result for PE for inner products. Subsection 3.1
describes the main ideas of the approach and establishes the necessary notations.
In Subsection 3.2, we formally define DPVS. In Subsection 3.3, we state the com-
plexity assumption. In Subsection 3.4, we formally define predicate encryption
and inner product predicate encryption. In Subsection 3.5, we present our in-
ner product predicate encryption scheme and its security. In Subsection 3.6, we
present our HPE scheme.

2 Fully Secure Attribute-Based Encryption

2.1 Background

Linear Secret-Sharing Schemes. The formal definitions of access structures and
linear secret-sharing schemes (LSSS) can be found in [4] and the full version of
this paper. Informally, a LSSS is a share-generating matrix A whose rows are
labeled by attributes. When we consider the column vector v = (s, r2, . . . , rn),
where s ∈ Zp is the secret to be shared and r2, . . . , rn ∈ Zp are randomly
chosen, then Av is the vector of � shares of the secret s. A user’s set of attributes
S satisfies the LSSS access matrix if the rows labeled by the attributes in S have
the linear reconstruction property, which means there exist constants {ωi} such
that, for any valid shares {λi} of a secret s according to the LSSS matrix, we
have:

∑
i ωiλi = s. Essentially, a user will be able to decrypt a ciphertext with

access matrix A if and only if the rows of A labeled by the user’s attributes
include the vector (1, 0, . . . , 0) in their span.

Now, we formally define CP-ABE and give the full security definition. We also
give the necessary background on composite order bilinear groups and state our
complexity assumptions.
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CP-ABE. A ciphertext-policy attribute-based encryption system consists of
four algorithms: Setup, Encrypt, KeyGen, and Decrypt.

Setup(λ, U)→ (PK,MSK). The setup algorithm takes in the security parame-
ter λ and the attribute universe description U . It outputs the public parameters
PK and a master secret key MSK.

Encrypt(PK,M,A) → CT . The encryption algorithm takes in the public pa-
rameters PK, the message M , and an access structure A over the universe of
attributes. It will output a ciphertext CT such that only users whose private
keys satisfy the access structure A should be able to extract M . We assume that
A is implicitly included in CT .

KeyGen(MSK,PK, S)→ SK. The key generation algorithm takes in the mas-
ter secret key MSK, the public parameters PK, and a set of attributes S. It
outputs a private key SK.

Decrypt(PK,CT, SK)→ M . The decryption algorithm takes in the public pa-
rameters PK, a ciphertext CT , and a private key SK. If the set of attributes
of the private key satisfies the access structure of the ciphertext, it outputs the
message M .

Security Model for CP-ABE. We now give the full security definition for
CP-ABE systems. This is described by a security game between a challenger and
an attacker. The game proceeds as follows:

Setup. The challenger runs the Setup algorithm and gives the public parameters
PK to the attacker.

Phase 1. The attacker queries the challenger for private keys corresponding to
sets of attributes S1, . . . , Sq1 .

Challenge. The attacker declares two equal length messages M0 and M1 and
an access structure A∗. This access structure cannot be satisfied by any of the
queried attribute sets S1, . . . , Sq1 . The challenger flips a random coin β ∈ {0, 1},
and encrypts Mb under A∗, producing CT ∗. It gives CT ∗ to the attacker.

Phase 2. The attacker queries the challenger for private keys corresponding to
sets of attributes Sq1+1, . . . , Sq, with the added restriction that none of these
satisfy A∗.

Guess. The attacker outputs a guess β′ for β.
The advantage of an attacker is this game is defined to be Pr[β = β′]− 1

2 . We
note that the model can easily be extended to handle chosen-ciphertext attacks
by allowing for decryption queries in Phase 1 and Phase 2.

Definition 1. A ciphertext-policy attribute-based encryption system is fully se-
cure if all polynomial time attackers have at most a negligible advantage in this
security game.
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Selective security is defined by adding an initialization phase where the attacker
must declare A∗ before seeing PK. Unlike previous works [5,25,39], we do not
impose this restriction on the attacker.

Composite Order Bilinear Groups. We will construct our systems in com-
posite order bilinear groups. Composite order bilinear groups were first intro-
duced in [10]. We define a group generator G, an algorithm which takes a security
parameter λ as input and outputs a description of a bilinear group G. For our
purposes, we will have G output (p1, p2, p3, G,GT , e) where p1, p2, p3 are distinct
primes, G and GT are cyclic groups of order N = p1p2p3, and e : G2 → GT is a
non-degenerate bilinear map.

We now state the complexity assumptions that we will rely on to prove security
of our systems. These same assumptions were used by Lewko and Waters to
obtain full security of their IBE and HIBE constructions in composite order
groups [28]. We note that all three assumptions are static (constant size) and
the first assumption is just the subgroup decision problem in the case where the
group order is a product of three primes. The assumptions were proven to be
generically secure in [28].

In the assumptions below, we let Gp1p2 , e.g., denote the subgroup of order
p1p2 in G.

Assumption 1 (Subgroup decision problem for 3 primes). Given a group gener-
ator G, we define the following distribution:

G = (N = p1p2p3, G,GT , e)
R←− G,

g
R←− Gp1 , X3

R←− Gp3 ,

D = (G, g,X3),

T1
R←− Gp1p2 , T2

R←− Gp1 .

We define the advantage of an algorithm A in breaking Assumption 1 to be:

Adv1G,A(λ) :=
∣∣Pr[A(D,T1) = 1]− Pr[A(D,T2) = 1]

∣∣.
We note that T1 can be written (uniquely) as the product of an element of Gp1
and an element of Gp2 . We refer to these elements as the “Gp1 part of T1” and
the “Gp2 part of T1” respectively. We will use this terminology in our proofs.

Definition 2. We say that G satisfies Assumption 1 if Adv1G,A(λ) is a negligible
function of λ for any polynomial time algorithm A.

Assumption 2. Given a group generator G, we define the following distribution:

G = (N = p1p2p3, G,GT , e)
R←− G,

g,X1
R←− Gp1 , X2, Y2

R←− Gp2 , X3, Y3
R←− Gp3 ,
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D = (G, g,X1X2, X3, Y2Y3),

T1
R←− G, T2

R←− Gp1p3 .

We define the advantage of an algorithm A in breaking Assumption 2 to be:

Adv2G,A(λ) :=
∣∣Pr[A(D,T1) = 1]− Pr[A(D,T2) = 1]

∣∣.
We use Gp1p3 to denote the subgroup of order p1p3 in G. We note that T1 can
be (uniquely) written as the product of an element of Gp1 , an element of Gp2 ,
and an element of Gp3 . We refer to these as the “Gp1 part of T1”, the “Gp2 part
of T1”, and the “Gp3 part of T1”, respectively. T2 can similarly be written as the
product of an element of Gp1 and an element of Gp3 .

Definition 3. We say that G satisfies Assumption 2 if Adv2G,A(λ) is a negligible
function of λ for any polynomial time algorithm A.

Assumption 3. Given a group generator G, we define the following distribution:

G = (N = p1p2p3, G,GT , e)
R←− G, α, s R←− ZN ,

g
R←− Gp1 , X2, Y2, Z2

R←− Gp2 , X3
R←− Gp3 ,

D = (G, g, gαX2, X3, g
sY2, Z2),

T1 = e(g, g)αs, T2
R←− GT .

We define the advantage of an algorithm A in breaking Assumption 3 to be:

Adv3G,A(λ) :=
∣∣Pr[A(D,T1) = 1]− Pr[A(D,T2) = 1]

∣∣.
Definition 4. We say that G satisfies Assumption 3 if Adv3G,A(λ) is a negligible
function of λ for any polynomial time algorithm A.

2.2 Transformation from One-Use CP-ABE

Here we show how to obtain a fully secure CP-ABE system where attributes are
used multiple times from a fully secure CP-ABE system where attributes are
used only once. We do this with a simple encoding technique.

Suppose we have a CP-ABE system with a universe of n attributes with LSSS
access structures that is secure when the function ρ is injective for each access
structure associated to a ciphertext (i.e. attributes are only used once in the
row labeling the of the share-generating matrix). Suppose we would like to have
a system with n attributes where attributes can be used ≤ k times in the row
labeling of a share-generating matrix. We can realize this by essentially taking
k copies of each attribute in the system: instead of a single attribute B, we will
have new “attributes” B : 1, . . . , B : k. Each time we want to label a row of
an access matrix A with B, we label it with B : i for a new value of i. We let
ρ denote the original row labeling of A and ρ′ denote this new row labeling.
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Each time we want to associate a subset S of attributes to a key, we instead use
S′ := {B : 1, . . . , B : k|B ∈ S}. We can then employ the one use system on the
new universe of kn attributes and retain its full security. We note that the set
S′ satisfies the access structure (A, ρ′) if and only if the set S satisfies the access
structure (A, ρ).

For our construction, the sizes of the public parameters and the secret keys
grow linearly in the number of involved attributes, so these will expand by a
factor of k under this transformation. Note that the size of the access matrix
does not change, so ciphertexts in our construction will remain the same size.

2.3 Our Fully Secure CP-ABE System

We construct our fully secure CP-ABE system in composite order groups of or-
der N = p1p2p3 with LSSS access structures. We note the strong resemblance
between our system and the selectively secure CP-ABE system of Waters [39].
The KP-ABE system we give in the full version of this paper also bears a strong
resemblance to the selectively secure schemes in [25]. We thus provide addi-
tional examples of the phenomenon noted by [40,28]: dual system encryption
is a powerful and versatile tool for transforming selectively secure schemes into
fully secure ones.

The normal operation of our system essentially occurs in the subgroup Gp1 .
Keys are additionally randomized in Gp3 , and the subgroup Gp2 is our semi-
functional space, which is not used in the real system. Keys and ciphertexts
will be semi-functional when they involve elements in the Gp2 subgroup. When
normal keys are paired with semi-functional ciphertexts or semi-functional keys
are paired with normal ciphertexts, the elements in Gp2 will not contribute to the
pairings because they are orthogonal to elements in the Gp1 and Gp3 subgroups.
When we pair a semi-functional key with a semi-functional ciphertext, we get
an extra term arising from pairing the corresponding elements of Gp2 which will
cause decryption to fail, unless this extra term happens to be zero. When this
cancelation occurs and decryption still works, we say the key is nominally semi-
functional. In other words, nominally semi-functional keys involve elements in
Gp2 , but these cancel when paired with the Gp2 elements involved in the semi-
functional ciphertext.

Our proof of security will rely on the restriction that each attribute can only
be used once in the row labeling of an access matrix. This is because we will
argue that a nominally semi-functional key is identically distributed to a reg-
ular semi-functional key in the attacker’s view, since the attacker cannot ask
for keys that can decrypt the challenge ciphertext. This information-theoretic
argument fails when attributes can be used multiple times. Nonetheless, we can
achieve full security for a system which uses attributes multiple times through
the transformation given in the last section.

We believe that our fully secure system in composite order groups can be
transformed to a fully secure system in prime order groups. This was accom-
plished for the previous applications of dual system encryption in [40,28].
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Construction

Setup(λ, U) → PK,MSK. The setup algorithm chooses a bilinear group G of
order N = p1p2p3 (3 distinct primes). We let Gpi denote the subgroup of order
pi in G. It then chooses random exponents α, a ∈ ZN , and a random group
element g ∈ Gp1 . For each attribute i ∈ U , it chooses a random value si ∈ ZN .
The public parameters PK are N, g, ga, e(g, g)α, Ti = gsi∀i. The master secret
key MSK is α and a generator X3 of Gp3 .

KeyGen(MSK,S, PK)→ SK. The key generation algorithm chooses a random
t ∈ ZN , and random elements R0, R

′
0, Ri ∈ Gp3 . The secret key is:

S, K = gαgatR0, L = gtR′
0, Ki = T tiRi ∀i ∈ S.

Encrypt((A, ρ), PK,M) → CT . A is an � × n matrix and ρ is map from each
row Ax of A to an attribute ρ(x). The encryption algorithm chooses a random
vector v ∈ ZnN , denoted v = (s, v2, . . . , vn). For each row Ax of A, it chooses
a random rx ∈ ZN . The ciphertext is (we also include (A, ρ) in the ciphertext,
though we do not write it below):

C = Me(g, g)αs, C′ = gs,

Cx = gaAx·vT−rx

ρ(x) , Dx = grx ∀x.

Decrypt(CT, PK, SK) → M . The decryption algorithm computes constants
ωx ∈ ZN such that

∑
ρ(x)∈S ωxAx = (1, 0, . . . , 0). It then computes:

e(C′,K)/
∏

ρ(x)∈S

(
e(Cx, L)e(Dx,Kρ(x))

)ωx = e(g, g)αs.

Then M can be recovered as C/e(g, g)αs.

Security. Before we give our proof of security, we need to define two additional
structures: semi-functional ciphertexts and keys. These will not be used in the
real system, but will be needed in our proof.

Semi-functional Ciphertext. A semi-functional ciphertext is formed as follows.
We let g2 denote a generator of Gp2 and c a random exponent modulo N . We also
choose random values zi ∈ ZN associated to attributes, random values γx ∈ ZN
associated to matrix rows x, and a random vector u ∈ ZnN . Then:

C′ = gsgc2, Cx = gaAx·vT−rx

ρ(x)g
Ax·u+γxzρ(x)
2 , Dx = grxg−γx

2 ∀x.

Semi-functional Key. A semi-functional key will take on one of two forms. A
semi-functional key of type 1 is formed as follows. Exponents t, d, b ∈ ZN and
elements R0, R

′
0, Ri ∈ Gp3 are chosen randomly. The key is set as:



Fully Secure Functional Encryption 75

K = gαgatR0g
d
2 , L = gtR′

0g
b
2, Ki = T tiRig

bzi
2 ∀i ∈ S.

A semi-functional key of type 2 is formed without the terms gb2 and gbzi
2 (one

could also interpret this as setting b = 0):

K = gαgatR0g
d
2 , L = gtR′

0, Ki = T tiRi ∀i ∈ S.

We note that when we use a semi-functional key to decrypt a semi-functional
ciphertext, we are left with an additional term:

e(g2, g2)cd−bu1 ,

where u1 denotes the first coordinate of u (i.e. (1, 0, . . . , 0) ·u). We also note that
these values zi are common to semi-functional ciphertexts and semi-functional
keys of type 1. These zi terms always cancel when semi-functional keys are paired
with semi-functional ciphertexts, so they do not hinder decryption. Instead, they
are used as blinding factors to hide the value being shared in the Gp2 subgroup of
a semi-functional ciphertext (the value u1) from an attacker who cannot decrypt.
This is where our one-use restriction is crucial: an attacker with a single semi-
functional key of type 1 which cannot decrypt the challenge ciphertext should
only be able to gain very limited information-theoretic knowledge of the zi values.
If attributes are used multiple times, too many zi values may be exposed to
the attacker. In each of the games we define below, at most one key is semi-
functional of type 1 and all other semi-functional keys are type 2. This is to
avoid information-theoretically leaking the zi values by using them in multiple
keys at once.

We call a semi-functional key of type 1 nominally semi-functional if cd−bu1 =
0. Notice that when such a key is used to decrypt a corresponding semi-functional
ciphertext, decryption will succeed.

We will prove the security of our system from Assumptions 1, 2, and 3 using a
hybrid argument over a sequence of games. The first game, GameReal, is the real
security game (the ciphertext and all the keys are normal). In the next game,
Game0, all of the keys will be normal, but the challenge ciphertext will be semi-
functional. We let q denote the number of key queries made by the attacker. For
k from 1 to q, we define:

Gamek,1. In this game, the challenge ciphertext is semi-functional, the first k−1
keys are semi-functional of type 2, the kth key is semi-functional of type 1, and
the remaining keys are normal.

Gamek,2. In this game, the challenge ciphertext is semi-functional, the first k
keys are semi-functional of type 2, and the remaining keys are normal.

We note that in Gameq,2, all of the keys are semi-functional of type 2. In the
final game, GameFinal, all keys are semi-functional of type 2 and the ciphertext
is a semi-functional encryption of a random message, independent of the two
messages provided by the attacker. In GameFinal, the attacker’s advantage is 0.
We will prove these games are indistinguishable in the following four lemmas. We
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give the proof of the most interesting lemma below, and the rest of the proofs
can be found in the full version of this paper. For notational purposes in the
lemmas below, we think of Game0,2 as another way of denoting Game 0.

Lemma 1. Suppose there is an efficient algorithm A such that GameRealAdvA−
Game0AdvA = ε. Then we can construct an efficient algorithm B with advantage
ε in breaking Assumption 1.

Lemma 2. Suppose there is an efficient algorithmA such that Gamek−1,2AdvA−
Gamek,1AdvA = ε. Then we can construct an efficient algorithm B with advantage
negligibly close to ε in breaking Assumption 2.

Proof. B is given g,X1X2, X3, Y2Y3, T . It will simulate Gamek−1,2 or Gamek,1
with A. It chooses random exponents a, α ∈ ZN and a random exponent si ∈ ZN
for each attribute i in the system. It then sends A the public parameters:

PK = {N, g, ga, e(g, g)α, Ti = gsi ∀i}.

To make the first k − 1 keys semi-functional of type 2, B responds to each key
request by choosing a random t ∈ ZN , random elements R′

0, Ri of Gp3 , and
setting:

K = gαgat(Y2Y3)t, L = gtR′
0, Ki = T tiRi ∀i ∈ S.

We note that K is properly distributed because the values of t modulo p2 and
p3 are uncorrelated to its value modulo p1. To make normal keys for requests
> k, B can simply run the key generation algorithm since it knows the MSK.

To make key k, B will implicity set gt equal to the Gp1 part of T . B chooses
random elements R0, R

′
0, Ri in Gp3 and sets:

K = gαT aR0, L = TR′
0, Ki = T siRi ∀i ∈ S.

We note that if T ∈ Gp1p3 , this is a properly distributed normal key. If T ∈ G,
this is a semi-functional key of type 1. In this case, we have implicitly set zi = si.
If we let gb2 denote the Gp2 part of T , we have that d = ba modulo p2 (i.e. the Gp2
part of K is gb2a, the Gp2 part of L is gb2, and the Gp2 part of Ki is gbzi

2 . Note that
the value of zi modulo p2 is uncorrelated from the value of si modulo p1.
A sends B two messages M0,M1 and an access matrix (A∗, ρ). To make the

semi-functional challenge ciphertext, B implicitly sets gs = X1 and gc2 = X2.
It chooses random values u2, . . . , un ∈ ZN and defines the vector u′ as u′ =
(a, u2, . . . , un). It also chooses a random exponent r′x ∈ ZN . The ciphertext is
formed as:

C = Mβe(gα, X1X2), C′ = X1X2,

Cx = (X1X2)A
∗
x·u′

(X1X2)−r
′
xsρ(x) , Dx = (X1X2)r

′
x .
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We note that this sets v = sa−1u′ and u = cu′, so s is being shared in the Gp1
subgroup and ca is being shared in the Gp2 subgroup. This also implicitly sets
rx = r′xs, γx = −cr′x. The values zρ(x) = sρ(x) match those in the kth key if it is
semi-functional of type 1, as required.

The kth key and ciphertext are almost properly distributed, except for the fact
that the first coordinate of u (which equals ac) is correlated with the value of a
modulo p2 that also appears in key k if it is semi-functional. In fact, if the kth key
could decrypt the challenge ciphertext we would have cd− bu1 = cba− bca = 0
modulo p2, so our key is either normal or nominally semi-functional. We must
argue that this is hidden to the attacker A, who cannot request any keys that
can decrypt the challenge ciphertext.

To argue that the value being shared in Gp2 in the challenge ciphertext is
information-theoretically hidden, we appeal to our restriction that attributes
are only used once in labeling the rows of the matrix. Since the kth key cannot
decrypt the challenge ciphertext, the rowspace R formed by the rows of the
matrix whose attributes are in the key does not include the vector (1, 0, . . . , 0).
So for shares δx = A∗

x ·u in the Gp2 subgroup, we can write u = uR+uW , where
uR is in the space R and uW is in its orthogonal complement, W . We note that
u1 = u · (1, 0, . . . , 0) cannot be determined from uR alone - some information
about uW is needed.

The only places uW appears are in equations of the form:

A∗
x · u+ γxzρ(x),

where the ρ(x)’s are each unique attributes not appearing the kth key. As long
as each γx is not congruent to 0 modulo p2, each of these equations introduces
a new unknown zρ(x) that appears nowhere else, and so no information about
uW can be learned by the attacker. More precisely, for each potential value of
u1, there are an equal number of solutions to these equations, so each value is
equally likely. Hence, the value being shared in the Gp2 subgroup in the semi-
functional ciphertext is information-theoretically hidden, as long as each γx is
non-zero modulo p2. The probability that any of the γx values are congruent to 0
modulo p2 is negligible. Thus, the ciphertext and key k are properly distributed
in the attacker’s view with probability negligibly close to 1.

Thus, if T ∈ Gp1p3 , then B has properly simulated Gamek−1,2, and if T ∈ G
and all the γx values are non-zero modulo p2, then B has properly simulated
Gamek,1. B can therefore use the output of A to gain advantage negligibly close
to ε in breaking Assumption 2.

Lemma 3. Suppose there is an efficient algorithm A such that Gamek,1AdvA−
Gamek,2AdvA = ε. Then we can construct an efficient algorithm B with advan-
tage ε in breaking Assumption 2.

Lemma 4. Suppose there is an efficient algorithm A such that Gameq,2AdvA−
GameFinalAdvA = ε. Then we can construct an efficient algorithm B with ad-
vantage ε in breaking Assumption 3.
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We have now proven the following theorem:

Theorem 1. If Assumptions 1, 2, and 3 hold, then our CP-ABE system is
secure.

Proof. If Assumptions 1, 2, and 3 hold, then we have shown by the previous lem-
mas that the real security game is indistinguishable from GameFinal, in which the
value ofβ is information-theoretically hidden from the attacker. Hence the attacker
cannot attain a non-negligible advantage in breaking the CP-ABE system.

Expanding to Multi-Use. To build a fully secure CP-ABE system where each
attribute can be used up to k times in the row labeling of an access matrix, we
apply the encoding technique of Section 2.2. We note that the public parameters
and key sizes will grow by a factor of k, but the encoding does not increase the
size of the ciphertext.

2.4 Discussion

We have obtained the first fully secure CP-ABE system in the standard model.
Our techniques also yield a fully secure KP-ABE system. Our KP-ABE system
and the proof of its security can be found in the full version of this paper. Es-
sentially, a KP-ABE system is like a CP-ABE system with the roles of keys
and ciphertexts reversed: in a KP-ABE system, keys are associated with access
structures and ciphertexts are associated with subsets of attributes. Our tech-
niques readily adapt to KP-ABE, and the proof of security is very similar to the
CP-ABE case.

It is also possible to adapt our techniques to obtain a large universe construc-
tion. In our current construction, the size of the public parameters is linear in the
number of attributes in the universe. In a large universe construction, we could
use all elements of Z∗

p1 as attributes, with the size of the public parameters linear
in n, a parameter which denotes the maximum size of a set of attributes used
in the system. This reduces the size of the public parameters and allows us to
use arbitrary strings as attributes by applying a collision-resistant hash function
H : {0, 1}∗ → Z∗

p1 . Note that these attributes no longer need to have been con-
sidered during setup. To obtain a large universe construction, we could replace
the group elements Ti associated with attributes i with a function T : Zp1 → Gp1
based on a degree n polynomial. Goyal, Pandey, Sahai, and Waters [25] do this
for their KP-ABE construction.

Though we build our ABE systems in composite order bilinear groups, we
believe that similar systems can be constructed in prime order groups. Wa-
ters [40] first instantiated his fully secure IBE and HIBE systems in composite
order groups and then transferred them into prime order groups, obtaining full
security under the well-established d − BDH and decisional Linear assump-
tions. Lewko and Waters [28] built upon these ideas to obtain an analog of their
IBE system in asymmetric prime order groups. The introduction of asymmetry
simplified their construction, at the expense of relying on non-standard (static)



Fully Secure Functional Encryption 79

assumptions. Freeman [20] also discusses a general class of transformations from
composite order groups to prime order groups, but this does not encompass our
construction. In the future, these transformation techniques might be extended
to obtain versions of our ABE schemes in prime order groups.

3 Fully Secure Predicate Encryption

3.1 Our Approach and Key Technique

Dual Pairing Vector Spaces (DPVS). We now briefly explain our approach,
DPVS, constructed on symmetric pairing groups (q,G,GT , g, e), where q is a
prime, G and GT are cyclic groups of order q, g is a generator of G, e : G×G→
GT is a non-degenerate bilinear pairing operation, and gT := e(g, g) �= 1. Here
we denote the group operation of G and GT by multiplication. Note that this
construction also works on asymmetric pairing groups (in this paper, we use
symmetric pairing groups for simplicity of description). As for the definitions of
some notations, see the last part of this subsection.

Vector space V: V :=

N︷ ︸︸ ︷
G× · · · ×G, whose element is expressed by

N -dimensional vector, x := (gx1 , . . . , gxN ) (xi ∈ Fq for i = 1, . . . , N).
Canonical base A: A := (a1, . . . ,aN ) of V, where a1 := (g, 1, . . . , 1), a2 :=

(1, g, 1, . . . , 1), . . . , aN := (1, . . . , 1, g).
Pairing operation: e(x,y) :=

∏N
i=1 e(g

xi, gyi) = e(g, g)
∑N

i=1 xiyi = g
−→x ·−→y
T ∈

GT , where x := (gx1 , . . . , gxN )=x1a1+· · ·+xNaN ∈ V, y := (gy1 , . . . , gyN ) =
y1a1 + · · · + yNaN ∈ V, −→x := (x1, . . . , xN ) and −→y := (y1, . . . , yN ). Here,
x and y can be expressed by coefficient vector over basis A such that
(x1, . . . , xN )A = (−→x )A := x and (y1, . . . , yN )A = (−→y )A := y.

Base change: Canonical basis A is changed to basis B := (b1, . . . , bN ) of V

using a uniformly chosen (regular) linear transformation, X := (χi,j)
U←

GL(N,Fq), such that bi =
∑N

j=1 χi,jaj , (i = 1, . . . , N). A is also changed to
basis B∗ := (b∗1, . . . , b∗N ) of V, such that (ϑi,j) := (XT )−1, b∗i =

∑N
j=1 ϑi,jaj ,

(i = 1, . . . , N). We see that e(bi, b∗j ) = g
δi,j

T , (δi,j = 1 if i = j, and δi,j = 0 if
i �= j) i.e., B and B∗ are dual orthonormal bases of V.

Here, x := x1b1 + · · ·+ xNbN ∈ V and y := y1b
∗
1 + · · ·+ yNb∗N ∈ V can

be expressed by coefficient vectors over B and B∗ such that (x1, . . . , xN )B =
(−→x )B := x and (y1, . . . , yN)B∗ = (−→y )B∗ := y, and e(x,y) = e(g, g)

∑N
i=1 xiyi

= g
−→x ·−→y
T ∈ GT .

Intractable problem: One of the most natural decisional problems in this
approach is the decisional subspace problem [30]. It is to distinguish v :=
vN2+1bN2+1 + · · ·+vN1bN1 (= (0, . . . , 0, vN2+1, . . . , vN1)B), from u := v1b1 +
· · ·+vN1bN1 (= (v1, . . . , vN1)B), where (v1, . . . , vN1)

U← FN1
q and N2+1 < N1.
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Trapdoor: Although the decisional subspace problem is assumed to be in-
tractable, it can be efficiently solved by using trapdoor t∗ ∈ span〈b∗1, . . . , b∗N2

〉.
Given v := vN2+1bN2+1 + · · ·+ vN1bN1 or u := v1b1 + · · ·+ vN1bN1 , we can
distinguish v from u using t∗ since e(v, t∗) = 1 and e(u, t∗) �= 1 with high
probability.

Dual System Encryption Methodology. At the top level of strategy of the
security proof, we follow the dual system encryption methodology proposed by
Waters [40]. Security is proven using a sequence of games. Game 0 is the real
security game. In Game 1, the target ciphertext is changed to semi-functional.
When ν secret key queries are issued by an adversary, there are ν game changes
from Game 1 (Game 2-0) through Game 2-ν. In Game 2-k, the first k keys
are semi-functional while the remaining keys are normal. The final game with
advantage 0 is changed from Game 2-ν. As usual, we prove that the advantage
gaps between neighboring games are negligible.

The most difficult part in the security proof, especially for inner-product pred-
icate encryption, is how to resolve a paradoxical problem to prove the negligible
gap between Game 2-k and Game 2-(k − 1), where the simulator (for the secu-
rity proof) itself may distinguish the simulated k-th key (semi-functional key) in
Game 2-k and the k-th key (normal key) in Game 2-(k−1) by using a simulated
(semi-functional) ciphertext, since the simulator can make ciphertexts and keys
for any legal attributes and predicates (especially, in the adaptive security game,
the simulator should generate a target ciphertext associated with any attribute
adaptively selected by the adversary).

For (H)IBE, this problem was resolved by introducing tricks such that the sim-
ulated k-th key and ciphertext have a special correlation regarding the equality
of their identity values [28,40].

This problem is much harder for inner-product predicate encryption. Given a
predicate vector −→v for secret key sk−→v , there are exponentially many (orthogonal)
attribute vectors−→x for ciphertext c−→x such that sk−→v can decrypt c−→x , i.e., −→v ·−→x =
0. Therefore, in order to resolve the above-mentioned paradoxical problem, we
should give some trick on the simulated k-th key sk−→v with −→v and all ciphertexts
with −→x satisfying −→v · −→x = 0, while a trick on the simulated k-th key skI with
identity I and ciphertext with the same I is enough for (H)IBE.

We use special form of semi-functional keys and ciphertexts for simulating
the k-th key and target ciphertext such that the simulated k-th key (a special
form of semi-functional key) sk−→v in Game 2-k can decrypt all simulated ci-
phertexts (a special form of semi-functional ciphertexts) c−→x with −→x satisfying−→v · −→x = 0. Essentially, we adapt the notion of nominally semi-functional keys
and ciphertexts that was introduced by Lewko and Waters [28] to the setting of
inner product encryption.

In addition, the distribution of a pair comprising the simulated k-th key sk−→v
and simulated ciphertext c−→x (i.e., a special semi-functional key and ciphertext)
is equivalent to that of an independent and random semi-functional key and
ciphertext except with negligible probability, when −→v · −→x �= 0.
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That is, the special forms of semi-functional keys and ciphertexts are corre-
lated (for the case of −→v ·−→x = 0), but the adversary cannot notice the correlation
since the adversary’s queries should satisfy the condition −→v · −→x �= 0. In other
words, nominal semi-functionality is information-theoretically hidden from the
adversary. A more detailed explanation of how this is implemented on DPVS
will be given in the proof outline in Section 3.5.

Notations. When A is a random variable or distribution, y R← A denotes that
y is randomly selected from A according to its distribution. When A is a set,
y

U← A denotes that y is uniformly selected from A. y := z denotes that y is set,
defined or substituted by z. When a is a fixed value, A(x) → a (e.g., A(x) → 1)
denotes the event that machine (algorithm) A outputs a on input x. A function
f : N → R is negligible in λ, if for every constant c > 0, there exists an integer
n such that f(λ) < λ−c for all λ > n.

We denote the finite field of order q by Fq. A vector symbol denotes a vec-
tor representation over Fq, e.g., −→x denotes (x1, . . . , xn) ∈ Fn

q . For two vec-
tors −→x = (x1, . . . , xn) and −→v = (v1, . . . , vn), −→x · −→v denotes the inner-product∑n

i=1 xivi. X
T denotes the transpose of matrix X . I� and 0� denote the � × �

identity matrix and the � × � zero matrix, respectively. A bold face letter de-
notes an element of vector space V, e.g., x ∈ V. When bi ∈ V (i = 1, . . . , n),
span〈b1, . . . , bn〉 ⊆ V (resp. span〈−→x 1, . . . ,

−→x n〉) denotes the subspace gener-
ated by b1, . . . , bn (resp. −→x 1, . . . ,

−→x n). For bases B := (b1, . . . , bN ) and B∗ :=
(b∗1, . . . , b

∗
N ), (x1, . . . , xN )B :=

∑N
i=1 xibi and (y1, . . . , yN )B∗ :=

∑N
i=1 yib

∗
i .

3.2 Dual Pairing Vector Spaces by Direct Product of Symmetric
Pairing Groups

Definition 5. “Symmetric bilinear pairing groups” (q,G,GT , g, e) are a tuple
of a prime q, cyclic (multiplicative) groups G and GT of order q, g �= 1 ∈ G, and
a polynomial-time computable nondegenerate bilinear pairing e : G × G → GT

i.e., e(gs, gt) = e(g, g)st and e(g, g) �= 1.
Let Gbpg be an algorithm that takes input 1λ and outputs a description of

bilinear pairing groups (q,G,GT , g, e) with security parameter λ.

In this paper, we concentrate on the symmetric version of dual pairing vector
spaces [30,31] constructed by using symmetric bilinear pairing groups given in
Definition 5.

Definition 6. “Dual pairing vector spaces (DPVS)” (q,V,GT ,A, e) by a direct
product of symmetric pairing groups (q,G,GT , g, e) are a tuple of prime q, N -

dimensional vector space V :=

N︷ ︸︸ ︷
G× · · · ×G over Fq, cyclic group GT of order q,

canonical basis A := (a1, . . . ,aN) of V, where ai := (

i−1︷ ︸︸ ︷
1, . . . , 1, g,

N−i︷ ︸︸ ︷
1, . . . , 1), and

pairing e : V× V → GT .
The pairing is defined by e(x,y) :=

∏N
i=1 e(gi, hi) ∈ GT where x := (g1, . . . ,

gN) ∈ V and y := (h1, . . . , hN ) ∈ V. This is nondegenerate bilinear i.e.,
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e(sx, ty) = e(x,y)st and if e(x,y) = 1 for all y ∈ V, then x = 0. For
all i and j, e(ai,aj) = g

δi,j

T where δi,j = 1 if i = j, and 0 otherwise, and
gT := e(g, g) �= 1 ∈ GT .

DPVS also has linear transformations φi,j on V s.t.φi,j(aj) = ai and φi,j(ak)

= 0 if k �= j, which can be easily achieved by φi,j(x) := (

i−1︷ ︸︸ ︷
1, . . . , 1, gj,

N−i︷ ︸︸ ︷
1, . . . , 1)

where x := (g1, . . . , gN). We call φi,j “distortion maps”.
DPVS generation algorithm Gdpvs takes input 1λ (λ ∈ N) and N ∈ N, and

outputs a description of paramV := (q,V,GT ,A, e) with security parameter λ
and N -dimensional V. It can be constructed by using Gbpg.

For the asymmetric version of DPVS, (q,V,V∗,GT ,A,A
∗, e), see the full version

of this paper. The above symmetric version is obtained by identifying V = V∗

and A = A∗ in the asymmetric version. (For the other realization using higher
genus Jacobians, see [30].)

We describe random dual orthonormal bases generator Gob below, which is
used as a subroutine in the proposed (H)PE scheme.

Gob(1λ, N) : paramV := (q,V,GT ,A, e)
R← Gdpvs(1λ, N),

X := (χi,j)
U← GL(N,Fq), (ϑi,j) := (XT)−1,

bi :=
∑N
j=1 χi,jaj , B :=(b1, . . . , bN ), b∗i :=

∑N
j=1 ϑi,jaj , B∗ :=(b∗1, . . . , b∗N ),

return (paramV,B,B
∗).

3.3 Assumption

Definition 7 (n-eDDH: n-Extended DecisionalDiffie-HellmanAssump-
tion). The n-eDDH problem is to guess β ∈ {0, 1}, given (paramG, g, g

κ, {gω+γihi ,

gγi , ghi}1≤i≤n, {gγihj}1≤i�=j≤n, Yβ) R← Gn-eDDH
β (1λ), where

Gn-eDDH
β (1λ) : paramG := (q,G,GT , g, e)

R← Gbpg(1λ),

κ
U← F×

q , ω, hi, γi
U← Fq for i = 1, . . . , n,

Y0 := gκω, Y1
U← G,

return (paramG, g, g
κ, {gω+γihi , gγi , ghi}1≤i≤n, {gγihj}1≤i�=j≤n, Yβ),

for β U← {0, 1}. For a probabilistic machine C, we define the advantage of C for
the n-eDDH problem as:

Advn-eDDH
C (λ) :=

∣∣∣Pr
[
C(1λ, ")→ 1

∣∣∣ " R← Gn-eDDH
0 (1λ)

]
−Pr

[
C(1λ, ")→ 1

∣∣∣ " R← Gn-eDDH
1 (1λ)

]∣∣∣ .
The n-eDDH assumption is: For any polynomial-time adversary C, the advantage
Advn-eDDH

C (λ) is negligible.
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The following lemma shows that the n-eDDH assumption is true in the generic
bilinear pairing group model [8].

Lemma 5. For any adversary C that makes a total of at most ν queries to the
oracles computing the group operation in G and the bilinear pairing e : G×G →
GT , the advantage Advn-eDDH

C (λ) is O((ν+n2)2/2λ) in the generic bilinear pairing
group model.

The proof of Lemma 5 is given in the full version of this paper.

3.4 Definition of Predicate Encryption

This section defines predicate encryption (PE) for the class of inner-product
predicates and its security.

An attribute of inner-product predicates is expressed as a vector−→x ∈ Fn
q \{

−→
0 }

and a predicate f−→v is associated with a vector−→v , where f−→v (−→x ) = 1 iff−→v ·−→x = 0.
Let Σ := Fn

q \{
−→
0 }, i.e., the set of the attributes, and F := {f−→v |−→v ∈ Fn

q \{
−→
0 }}

i.e., the set of the predicates.

Definition 8. A predicate encryption (PE) scheme for the class of inner-product
predicates F and attributes Σ consists of probabilistic polynomial-time algorithms
Setup,KeyGen,Enc and Dec. They are given as follows:

– Setup takes as input security parameter 1λ outputs (master) public key pk
and (master) secret key sk.

– KeyGen takes as input the master public key pk, secret key sk, and predicate
vector −→v . It outputs a corresponding secret key sk−→v .

– Enc takes as input the master public key pk, plaintext m in some associated
plaintext space, msg, and attribute vector −→x . It returns ciphertext c.

– Dec takes as input the master public key pk, secret key sk−→v and ciphertext
c. It outputs either plaintext m or the distinguished symbol ⊥.

A PE scheme should have the following correctness property: for all f−→v ∈ F
and −→x ∈ Σ, for correctly generated pk, sk−→v and c

R← Enc(pk,m,−→x ), it holds
that m = Dec(pk, sk−→v , c) if f−→v (−→x ) = 1. Otherwise, it holds with negligible
probability.

Definition 9. An inner-product predicate encryption scheme is adaptively
attribute-hiding (AH) against chosen plaintext attacks if for all probabilistic
polynomial-time adversaries A, the advantage of A in the following experiment
is negligible in the security parameter.

1. Setup is run to generate keys pk and sk, and pk is given to A.
2. A may adaptively make a polynomial number of key queries for predicate vec-

tors, −→v . In response, A is given the corresponding key sk−→v
R← KeyGen(sk,−→v ).

3. A outputs challenge attribute vector (−→x (0),−→x (1)) and challenge plaintexts
(m(0),m(1)), subject to the restriction that −→v · −→x (0) �= 0 and −→v · −→x (1) �= 0
for all the key queried predicate vectors, −→v .
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4. A random bit b is chosen. A is given c(b)
R← Enc(pk,m(b),−→x (b)).

5. The adversary may continue to issue key queries for additional predicate
vectors, −→v , subject to the restriction that −→v · −→x (0) �= 0 and −→v · −→x (1) �= 0. A
is given the corresponding key sk−→v

R← KeyGen(sk,−→v ).
6. A outputs a bit b′, and succeeds if b′ = b.

We define the advantage of A as the quantity AdvPE,AH
A (λ) := Pr [b′ = b]− 1/2.

Remark: In Definition 9, adversary A is not allowed to ask a key query for −→v
such that −→v · −→x (b) = 0 for some b ∈ {0, 1}, while in the security definition in
[27], such a key query is allowed provided that m(0) = m(1) and −→v · −→x (b) = 0
for all b ∈ {0, 1}.

3.5 The Proposed PE Scheme

Construction

Setup(1λ, n) : (paramV,B,B
∗) R← Gob(1λ, 2n+ 3),

B̂ := (b1, . . . , bn, b2n+1, b2n+3), sk := B∗, pk := (1λ, paramV, B̂),
return sk, pk.

KeyGen(sk,−→v := (v1, . . . , vn)) : σ, η
U← Fq,

k∗ := σ(
∑n

i=1 vib
∗
i ) + b∗2n+1 + ηb∗2n+2,

return sk−→v := k∗.

Enc(pk,m ∈ GT ,
−→x := (x1, . . . , xn)) : δ1, δ2, ζ

U← Fq,

c1 := δ1(
∑n

i=1 xibi) + ζb2n+1 + δ2b2n+3, c2 := gζTm,

return (c1, c2).
Dec(pk,k∗, (c1, c2)) : m′ := c2/e(c1,k

∗),
return m′.

[Correctness] k∗ and c1 can be expressed by k∗ = (σ−→v , 0, . . . , 0, 1, η, 0)B∗, and
c1 = (δ1−→x , 0, . . . , 0, ζ, 0, δ2)B. Hence, e(c1,k

∗) = g
(δ1−→x ,0,...,0,ζ,0,δ2)·(σ−→v ,0,...,0,1,η,0)
T

= g
δ1σ(−→x ·−→v )+ζ
T , i.e., e(c1,k

∗) = gζT if −→x · −→v = 0.

Security

Theorem 2. The proposed PE scheme is adaptively attribute-hiding against
chosen plaintext attacks under the n-eDDH assumption. For any adversary A,
there exist probabilistic machines Ck (k = 0, . . . , ν), whose running times are
essentially the same as that of A, such that for any security parameter λ,

AdvPE,AH
A (λ) ≤

ν∑
k=0

Advn-eDDH
Ck

(λ) +
ν

q
,

where ν is the maximum number of adversary A’s key queries.
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We will show Lemmas 6, 7, and 8 for the proof of Theorem 2. The proofs of
these lemmas are given in the full version of this paper.

Definition 10. Problem 1 is to guess β ∈ {0, 1}, given (paramV, B̂, B̂
∗,

{eβ,i}i=1,..,n)
R← GP1

β (1λ, n), where

GP1
β (1λ, n) : (paramV,B,B

∗) R← Gob(1λ, 2n+ 3),

B̂ := (b1, . . . , bn, b2n+1, b2n+3), B̂∗ := (b∗1, . . . , b
∗
n, b

∗
2n+1, b

∗
2n+2),

δ1, δ2,i
U← Fq, ρ

U← F×
q , (ui,j)

U← GL(n,Fq) for i, j = 1, . . . , n,
for i = 1, . . . , n,

e0,i := δ1bi + δ2,ib2n+3,

e1,i := δ1bi + ρ
∑n
j=1 ui,jbn+j + δ2,ib2n+3,

return (paramV, B̂, B̂
∗, {eβ,i}i=1,...,n),

for β U← {0, 1}. For a probabilistic machine B, we define the advantage of B for
Problem 1 as:

AdvP1B (λ) :=
∣∣∣Pr [B(1λ, �)→1

∣∣∣ � R←GP1
0 (1λ, n)

]
−Pr
[
B(1λ, �)→1

∣∣∣ � R←GP1
1 (1λ, n)

]∣∣∣ .
Lemma 6. For any adversary B, there is a probabilistic machine C, whose run-
ning time is essentially the same as that of B, such that for any security param-
eter λ, Advn-eDDH

C (λ) = AdvP1
B (λ).

Definition 11. Problem 2 is to guess β ∈ {0, 1}, given (paramV, B̂, B̂
∗, {h∗

β,i,

ei}i=1,...,n)
R← GP2

β (1λ, n), where

GP2
β (1λ, n) : (paramV,B,B

∗) R← Gob(1λ, 2n+ 3),

B̂ := (b1, . . . , bn, b2n+1, b2n+3), B̂∗ := (b∗1, . . . , b
∗
2n+2),

ω, γi, δ
U← Fq, ρ, τ

U← F×
q ,

(ui,j)
U← GL(n,Fq), (zi,j) := ((ui,j)−1)T for i, j = 1, . . . , n,

for i = 1, . . . , n,
h∗

0,i := ωb∗i + γib
∗
2n+2,

h∗
1,i := ωb∗i + τ

∑n
j=1 zi,jb

∗
n+j + γib

∗
2n+2,

ei := δbi + ρ
∑n
j=1 ui,jbn+j ,

return (paramV, B̂, B̂
∗, {h∗

β,i, ei}i=1,...,n),

for β U← {0, 1}. For a probabilistic machine B, the advantage of B for Problem
2, AdvP2

B (λ), is similarly defined as in Definition 10.
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Lemma 7. For any adversary B, there is a probabilistic machine C, whose run-
ning time is essentially the same as that of B, such that for any security param-
eter λ, Advn-eDDH

C (λ) = AdvP2
B (λ).

Lemma 8. Let C := {(−→x ,−→v )|−→x · −→v �= 0} ⊂ V × V ∗ where V is n-dimensional
vector space Fn

q , and V ∗ its dual. For all (−→x ,−→v ) ∈ C, for all (−→r ,−→w ) ∈ C,

Pr
Z

U← GL(n, Fq),

ρ, τ
U← F

×
q

[−→x (ρU) = −→r ∧ −→v (τZ) = −→w ] =
1
s
,

where U := (Z−1)T and s := #C (= (qn − 1)(qn − qn−1)).

Proof Outline of Theorem 2. To prove the security, we employ Game 0 (original
adaptive-security game) through Game 3. Roughly speaking, the (normal) target
ciphertext is changed to a semi-functional ciphertext in Game 1 (or Game 2-0),
the k-th secret key replied to the adversary is changed to a semi-functional key in
Game 2-k (k = 1, . . . , ν), and the (semi-functional) target ciphertext is changed
to perfectly randomized key in Game 3, whose advantage is 0.

A normal secret key k∗ norm−→v (with predicate vector −→v ) is a correct form of the
secret key of the proposed PE scheme, i.e., k∗ norm−→v := σ(

∑n
i=1 vib

∗
i ) + b∗2n+1 +

ηb∗2n+2 = (σ−→v ,−→0 n, 1, η, 0)B∗ , where
−→
0 n := (

n︷ ︸︸ ︷
0, · · · , 0). Similarly, a normal ci-

phertext (with attribute −→x ) is (cnorm−→x , c2) with cnorm−→x := δ1(
∑n
i=1 xibi)+ζb2n+1 +

δ2b2n+3 = (δ1−→x ,−→0 n, ζ, 0, δ2)B. (Hereafter we will ignore c2 since c2 is always cor-
rectly generated.) A semi-functional secret key is k∗ semi−→v := (σ−→v ,−→r , 1, η, 0)B∗

and a semi-functional ciphertext is csemi−→x := (δ1−→x ,−→s , ζ, 0, δ2)B, where −→r ,−→s U←
Fn
q . If −→x · −→v = 0, then e(cnorm−→x ,k∗ norm−→v ) = e(cnorm−→x ,k∗ semi−→v ) = e(csemi−→x ,k∗ norm−→v ) =

gζT , which leads to correct decryption. In contrast, e(csemi−→x ,k∗ semi−→v ) = g
−→s ·−→r +ζ
T ,

which is uniformly and independently distributed over Fq since −→r ,−→s U← Fn
q ,

(i.e., leads to random decryption).
To prove that the advantage gap between Games 0 and 1 is bounded by the

advantage of Problem 1 (to guess β ∈ {0, 1}), we construct a simulator of the
challenger of Game 0 (or 1) (against an adversary A) by using an instance with
β

U← {0, 1} of Problem 1. We then show that the distribution of the secret
keys and target ciphertext replied by the simulator is equivalent to those of
Game 0 when β = 0 and Game 1 when β = 1. That is, the advantage of
Problem 1 is equivalent to the advantage gap between Games 0 and 1 (Lemma
9). The advantage of Problem 1 is proven to be equivalent to that of the n-eDDH
assumption (Lemma 6).

The advantage gap between Games 2-(k− 1) and 2-k is similarly shown to be
bounded by the advantage of Problem 2 (i.e., of the n-eDDH assumption) +1/q
(Lemmas 7 and 10).
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Problem 2 is based on our key trick (explained in Section 3.1). Here, we intro-
duce special form of semi-functional keys and ciphertexts such that k∗ spec.semi−→v :=
(σ−→v , (τ−→v Z), 1, η, 0)B∗ , and cspec.semi−→x := (δ−→x , (ρ−→x U), ζ, 0, δ2)B, where Z is a ran-

dom regular (n× n)-matrix, U := (Z−1)T, and τ, ρ
U← Fq.

k∗ spec.semi−→v can decrypt cspec.semi−→x for all vectors−→x with −→v ·−→x = 0, since (τ−→v Z)·
(ρ−→x U) = τρ(−→v ·−→x ), i.e., e(cspec.semi−→x ,k∗ spec.semi−→v ) = g(δ1σ+τρ)(−→v ·−→x )+ζ . In addition,
(τ−→v Z) and (ρ−→x U) are uniformly and pairwise-independently distributed (i.e.,
equivalently distributed to (−→r ,−→s ) U← (Fn

q )2\{(−→r ,−→s ) | −→r · −→s = 0}), when
−→v ·−→x �= 0 (Lemma 8). Therefore, the joint distribution of k∗ spec.semi−→v and cspec.semi−→x
is equivalent to that of an independent pair of k∗ semi−→v and csemi−→x (except with
probability 1/q), when −→v · −→x �= 0.

Finally we show that Game 2-ν can be conceptually changed to Game 3 by
using the fact that n elements of B, (bn+1, . . . , b2n), are secret to the adversary
(Lemma 11).

Proof of Theorem 2: To prove Theorem 2, we consider the following (ν + 3)
games.

Game 0. Original game.
Game 1. Same as Game 0 except that the target ciphertext (c1, c2) for chal-

lenge plaintexts (m(0),m(1)) and challenge attributes (−→x (0),−→x (1)) is

c1 := δ1(
∑n

i=1 x
(b)
i bi) +

∑n
i=1 wibn+i + ζb2n+1 + δ2b2n+3, c2 := gζTm

(b),

where δ1, δ2, ζ
U← Fq, b

U← {0, 1}, (x(b)
1 , . . . , x

(b)
n ) := −→x (b), and (w1, . . . , wn)

U←
Fn
q \ {

−→
0 }.

Game 2-k (k = 1, . . . , ν). Game 2-0 is Game 1. Game 2-k is the same as Game
2-(k − 1) except the reply to the k-th key query for −→v := (v1, . . . , vn) is:

k∗ := σ(
∑n

i=1 vib
∗
i ) +

∑n
i=1 rib

∗
n+i + b∗2n+1 + ηb∗2n+2,

where σ, η U← Fq and −→r := (r1, . . . , rn) U← Fn
q .

Game 3. Same as Game 2-ν except that the target ciphertext (c1, c2) for chal-
lenge plaintexts (m(0),m(1)) and challenge attributes (−→x (0),−→x (1)) is

c1 :=
∑n

i=1 x
′
ibi +

∑n
i=1 wibn+i + ζ′b2n+1 + δ2b2n+3, c2 := gζTm

(b),

where x′1, . . . , x
′
n, δ2, ζ, ζ

′ U← Fq, b
U← {0, 1}, and (w1, . . . , wn) U← Fn

q \ {
−→
0 }.

In particular, we note that (x′1, . . . , x
′
n) and ζ′ are chosen uniformly and

independently from −→x (0),−→x (1) and ζ.

Let Adv
(0)
A (λ) be AdvPE,AH

A (λ) in Game 0, and Adv
(1)
A (λ),Adv

(2-k)
A (λ),Adv

(3)
A (λ)

be the advantage of A in Game 1, 2-k, 3, respectively. It is clear that Adv
(3)
A (λ) =

0 by Lemma 12.
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We will use three lemmas (Lemmas 9, 10, 11) that evaluate the gaps be-
tween pairs of Adv

(0)
A (λ),Adv

(1)
A (λ),Adv

(2-k)
A (λ) (k = 1, . . . , ν),Adv

(3)
A (λ). From

these lemmas, we obtain AdvPE,AH
A (λ) = Adv

(0)
A (λ) ≤

∣∣∣Adv
(0)
A (λ)− Adv

(1)
A (λ)

∣∣∣ +∑ν
k=1

∣∣∣Adv
(2-(k−1))
A (λ)− Adv

(2-k)
A (λ)

∣∣∣ +
∣∣∣Adv

(2-ν)
A (λ)− Adv

(3)
A (λ)

∣∣∣ + Adv
(3)
A (λ) ≤

AdvP1
B0

(λ)+
∑ν

k=1 AdvP2
Bk

(λ)+ ν
q . From Lemmas 6 and 7, there exist probabilistic

machines Ck (k = 0, . . . , ν), whose running times are essentially the same as those
of Bk, respectively, such that Advn-eDDH

C0
(λ) = AdvP2

B0
(λ) and Advn-eDDH

Ck
(λ) =

AdvP2
Bk

(λ) (k = 1, . . . , ν). Hence, AdvPE,AH
A (λ) ≤ AdvP1

B0
(λ)+

∑ν
k=1 AdvP2

Bk
(λ)+ ν

q ≤∑ν
k=0 Advn-eDDH

Ck
(λ) + ν

q . This completes the proof of Theorem 2. �

The proofs of the following lemmas appear in the full version of this paper.

Lemma 9. For any adversary A, there exists a probabilistic machine B0, whose
running time is essentially the same as that of A, such that for any security
parameter λ, |Adv

(0)
A (λ)− Adv

(1)
A (λ)| = AdvP1

B0
(λ).

Lemma 10. For any adversary A, there exists a probabilistic machine Bk, whose
running time is essentially the same as that of A, such that for any security pa-
rameter λ, |Adv

(2-(k−1))
A (λ) − Adv

(2-k)
A (λ)| ≤ AdvP2

Bk
(λ) + 1

q .

Lemma 11. For any adversary A, Adv
(2-ν)
A (λ) = Adv

(3)
A (λ).

Lemma 12. For any adversary A, Adv
(3)
A (λ) = 0.

3.6 The Proposed HPE Scheme

The definition of HPE and key idea for the proposed HPE (and the correctness
of the HPE) are given in the full version of this paper.

Construction

Setup(1λ,−→μ := (n, d;μ1, . . . , μd)) : (paramV,B,B
∗) R← Gob(1λ, 2n+ 3),

B̂ := (b1, . . . , bn, b2n+1, b2n+3), sk := B∗, pk := (1λ, paramV, B̂),
return sk, pk.

KeyGen(pk, sk, (−→v 1, . . . ,
−→v �) := ((v1, . . . , vμ1), . . . , (vμ�−1+1, . . . , vμ�

)) :

σdec,t, ηdec, σran,j,t, ηran,j (j = 1, .., �+ 1), σdel,j,t, ηdel,j (j = 1, .., n), ψ U← Fq

for t = 1, . . . , �,
k∗
�,dec :=

∑�
t=1 σdec,t(

∑μt

i=μt−1+1 vib
∗
i ) + b∗2n+1 + ηdecb

∗
2n+2,

k∗
�,ran,j :=

∑�
t=1 σran,j,t(

∑μt

i=μt−1+1 vib
∗
i ) + ηran,jb

∗
2n+2 for j = 1, . . . , �+ 1,

k∗
�,del,j :=

∑�
t=1 σdel,j,t(

∑μt

i=μt−1+1 vib
∗
i ) + ψb∗j + ηdel,jb

∗
2n+2

for j = μ� + 1, . . . , n,

return
−→
k ∗
� := (k∗

�,dec,k
∗
�,ran,1, . . . ,k

∗
�,ran,�+1,k

∗
�,del,μ�+1, . . . ,k

∗
�,del,n).
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Enc(pk,m ∈ GT , (−→x 1, . . . ,
−→x �) := ((x1, . . . , xμ1 ), . . . , (xμ�−1+1, . . . , xμ�

)) :

(−→x �+1, . . . ,
−→x d) U← Fμ�+1−μ�

q × · · · × Fn−μd−1
q , δ1, . . . , δ�, δ2n+3, ζ

U← Fq,

c1 :=
∑�

t=1 δt(
∑μt

i=μt−1+1 xibi) + ζb2n+1 + δ2n+3b2n+3, c2 := gζTm,

return (c1, c2).
Dec(pk,k∗

�,dec, c1, c2) : m′ := c2/e(c1,k
∗
�,dec),

return m′.
Delegate�(pk,

−→
k ∗
� ,
−→v �+1 := (vμ�+1, . . . , vμ�+1)) :

αdec,t, σdec, αran,j,t, σran,j (j = 1, .., �+ 2), αdel,j,t, σdel,j (j = 1, .., n), ψ′ U← Fq

for t = 1, . . . , �+ 1,
k∗
�+1,dec := k∗

�,dec +
∑�+1
t=1 αdec,tk

∗
�,ran,t + σdec(

∑μ�+1
i=μ�+1 vik

∗
�,del,i),

k∗
�+1,ran,j :=

∑�+1
t=1 αran,j,tk

∗
�,ran,t + σran,j(

∑μ�+1
i=μ�+1 vik

∗
�,del,i) for j = 1, .., �+ 2,

k∗
�+1,del,j :=

∑�+1
t=1 αdel,j,tk

∗
�,ran,t + σdel,j(

∑μ�+1
i=μ�+1 vik

∗
�,del,i) + ψ′k∗

�,del,j

for j = μ�+1 + 1, . . . , n,

return
−→
k ∗
�+1 :=(k∗

�+1,dec,k
∗
�+1,ran,1, ..,k

∗
�+1,ran,�+2,k

∗
�+1,del,μ�+1+1, ..,k

∗
�+1,del,n).

Remark: A PE scheme with general delegation is given in the full version of
this paper.

Security

Theorem 3. The proposed HPE scheme is adaptively attribute-hiding against
chosen plaintext attacks under the n-eDDH assumption. For any adversary A,
there exist probabilistic machines, C0 and C(k,j) (k = 1, . . . , ν; j = 1, . . . , n + 1)
whose running times are essentially the same as that of A, such that for any
security parameter λ,

AdvHPE,AH
A (λ) < Advn-eDDH

C0
(λ) +

ν∑
k=1

n+1∑
j=1

Advn-eDDH
C(k,j)

(λ) +
(n+ 4)ν

q
,

where ν is the maximum number of adversary A’s key queries.

The proof is given in the full version of this paper.
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Abstract. Obfuscation is one of the most intriguing open problems in
cryptography and only a few positive results are known. In TCC’07, Ho-
henberger et al. proposed an obfuscator for a re-encryption functionality,
which takes a ciphertext for a message encrypted under Alice’s public
key and transforms it into a ciphertext for the same message under Bob’s
public key [24]. It is the first complicated cryptographic functionality
that can be securely obfuscated, but obfuscators for such cryptographic
functionalities are still elusive. In this paper, we consider obfuscation for
encrypted signature (ES) functionalities, which generate a signature on a
given message under Alice’s secret signing key and encrypt the signature
under Bob’s public encryption key. We propose a special ES function-
ality, which is the sequential composition of Waters’s signature scheme
[33] and the linear encryption scheme proposed by Boneh, Boyen, and
Shacham [5], and construct a secure obfuscator for it. We follow the
security argument by Hohenberger et al. to prove that our proposed ob-
fuscator satisfies a virtual black-box property (VBP), which guarantees
that the security of the signature scheme is preserved even when adver-
saries are given an obfuscated program. Our security argument is in the
standard model.

Keywords: Obfuscation, encrypted signatures, signcryption, bilinear
map.

1 Introduction

An obfuscator is a tool to convert a program into a new unintelligible program
while preserving the functionality. Several formal definitions have been proposed
so far [22,3,27,34,20,23,24,21,9,12]. Informally, obfuscators should satisfy the fol-
lowing two requirements: (1) functionality: the obfuscated program has the same
functionality as the original one and (2) virtual black-box property (VBP): what-
ever one can efficiently compute given the obfuscated program can be computed
given black-box access to the functionality. The functionality requirement is the
syntactic requirement while the VBP is the security requirement to capture the
unintelligibility of obfuscated programs.

As discussed in [3], obfuscators, if they exist, would have a wide variety of
cryptographic applications including software protection, fully homomorphic en-
cryption, removing random oracles, and transforming private-key encryption
schemes into public-key encryption schemes. Unfortunately, the impossibility

H. Gilbert (Ed.): EUROCRYPT 2010, LNCS 6110, pp. 92–112, 2010.
c© International Association for Cryptologic Research 2010
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of generic obfuscation have been shown in [3,20] even under very weak VBP
definitions, which require that any predicate that can be efficiently computed
from an obfuscated program can also be efficiently computed given black-box
access to the functionality. Specifically, they showed the existence of (contrived)
functionalities for which no obfuscator can satisfy the weak VBPs. However, the
negative results do not rule out the possibility that there exists an obfuscator
for a specific functionality. Indeed, some positive results are known for point
functions [8,11,27,34,20,16,23,9,12]. In spite of these positive results, obfuscators
for traditional cryptographic functionalities have remained elusive.

In TCC’07, Hohenberger et al. proposed an obfuscator for a re-encryption
functionality [24]. It is the first complicated cryptographic functionality that
can be securely obfuscated. A re-encryption functionality for Alice and Bob
takes a ciphertext for a message encrypted under Alice’s public key and trans-
forms it into a ciphertext for the same message under Bob’s public key. The
naive program contains both Alice’s secret key and Bob’s public key, and it sim-
ply decrypts the input ciphertext and encrypts the plain message. Clearly, this
program reveals Alice’s secret key to any party executing the program. If Alice
can securely obfuscate the program, the VBP ensures that any party learns no
more from the obfuscated program than it does from black-box access to the
functionality. In particular, the obfuscated program does not reveal Alice’s se-
cret key and cannot be used for eavesdropping. Hohenberger et al. constructed
a special encryption scheme and a secure obfuscator for the re-encryption func-
tionality. Their security argument is based on a new VBP definition suitable for
cryptographic functionalities. It ensures that the security of cryptographic func-
tionalities can be preserved even when adversaries are given obfuscated programs
(See the discussion in [24]). They showed that the security of their proposed en-
cryption scheme is preserved even when adversaries are given an obfuscated
re-encryption program.

From both the theoretical and practical perspectives, it is important to inves-
tigate the possibility of secure obfuscation for more cryptographic functionalities.
In this paper, we consider obfuscation for encrypted signature (ES) functional-
ities. An ES functionality for Alice and Bob generates a signature on a given
message under Alice’s secret signing key and then encrypts the signature under
Bob’s public encryption key. As in re-encryption, the naive program contains
Alice’s secret key and Bob’s public key, and reveals Alice’s secret key. If Alice
can securely obfuscate the program, the VBP ensures that any party executing
the obfuscated program cannot forge Alice’s signature. We propose a special
pair of signature and encryption schemes and construct a secure obfuscator for
the ES functionality. Also, we follow the security argument by Hohenberger et
al. in [24] to show that the security of signature scheme is preserved even when
adversaries are given an obfuscated ES program.

We believe that there are many useful applications of our proposed obfus-
cation. We informally describe an application to secure Webmail services. ES
should not be confused with Signature-then-Encryption or Sign-then-Encrypt
(StE). The StE functionality signs a given message and then encrypts both the
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message and signature. StE is the most widely-used approach to constructing a
signcryption scheme [2,35]1. On the other hand, the ES functionality does not
encrypt the message itself and we can not necessarily use it as a signcryption
scheme. However, as shown in Appendix A, we believe that one can use an ES
functionality as a building block to construct a signcryption functionality and
that an obfuscator for the ES functionality can be used to obfuscate the sign-
cryption functionality. Potential target applications include Webmail services
such as Yahoo! Mail and Google’s Gmail where users use e-mail services via
Web browsers. If users want to signcrypt their messages and their Web browsers
do not have the required capability then their Webmail providers need to sign-
crypt their messages on behalf of them. This means that users need to securely
delegate their signing capability to the Webmail providers. The combination of
the proposed obfuscation for an ES functionality presented in this paper and
the obfuscation for the signcryption scheme constructed in Appendix A would
provide a solution. For example, even if a malicious operator inside Webmail
providers is given an obfuscated signcryption program for Alice-to-Bob, he/she
can neither forge Alice’s signatures nor perform the signcryption operation for
Alice-to-Carol. However, we must be careful. The obfuscation does not prevent
the malicious operator from performing the signcryption for Alice-to-Bob. Also,
if the malicious operator has access to Bob’s secret decryption key, he/she can
forge Alice’s signatures (In the case of our proposed obfuscations, what is worse is
that he/she can extract Alice’s secret signing key from the obfuscated program).
The formal security argument for the signcryption and obfuscation outlined in
Appendix A is outside the scope of this proceedings version.

1.1 Basic Idea

Our obfuscation is based on the following basic idea: We construct a special
pair of signature and encryption schemes such that generating a signature on a
message and then encrypting the signature is functionally equivalent to encrypt-
ing the signing key and then generating a signature on the message under the
encrypted signing key. The former process is the ES functionality. In the latter
process, “encrypting the signing key” can be viewed as an obfuscation of the ES
functionality and “generating a signature on the message under the encrypted
signing key” corresponds to executing the obfuscated program.

We informally describe how to construct such a special pair using the BLS
signature scheme proposed by Boneh et al. [7]. Let (q,G,GT , e, g) be a parameter
for a bilinear map, where both G and GT are cyclic groups of prime order q, e
is an efficient bilinear mapping from G×G to GT , and g is a generator of G. A
public verification and secret signing key pair is (v, s) such that v = gs, where s
is a random number in Z∗

q . Given a message m, the signature σ is calculated as
H(m)s, where H : {0, 1}∗ → G is a hash function. We can verify the signature by
checking the equality e(g, σ) = e(H(m), v). If the computational Diffie-Hellman

1 Following [2], we use the term “signcryption” for any scheme achieving both privacy
and authenticity in the public key setting.
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problem is hard, the scheme is secure in the random oracle model [4], where H is
modeled as a random oracle. Also, we use a secure key encapsulation mechanism
(KEM) to encrypt the signature value σ = H(m)s. Let KEM.Enc(pk) be the
encryption algorithm of the secure KEM. Given a public encryption key pk,
it generates a pair of a random key r and its ciphertext c. Given KEM.Enc,
we define an encryption algorithm Enc, which takes as input a plaintext p(=
H(m)s) ∈ G and a public key pk, generates (r, c) ← KEM.Enc(pk), and outputs
(c, pr) as the ciphertext. The key and message spaces of KEM.Enc and Enc are
Z∗
q and G, respectively. The decryption is straightforward (You can decrypt c

to recover r and then p). Then we consider the ES functionality defined as
the sequential composition of the BLS signing algorithm and the encryption
algorithm Enc. That is, given a message m, it computes the signature H(m)s,
generates (r, c) ← KEM.Enc(pk), and outputs (c,H(m)sr). The naive program
implementing the ES functionality contains (s, pk) and reveals s. Our goal is to
obfuscate it.

Approach 1. Given the naive program, we extract (s, pk) and encrypt s using
KEM.Enc. Specifically, we generate (r, c) ← KEM.Enc(pk) and compute sr mod q,
where (c, sr) is an encryption of the secret signing key s. It reveals no information
on s since KEM.Enc is secure. However, using it, we can still compute an encryp-
tion of the valid signature of a given message m. That is, we can construct an
obfuscated program Cc,sr containing (c, sr), which takes as input m and outputs
(c,H(m)sr). Note that the output is an encryption of the valid signature H(m)s

by Enc. The problem here is that Cc,sr does not preserve the probabilistic ES
functionality since it is deterministic. If Enc is rerandomizable with pk2, we can
fix the problem simply by rerandomizing (c,H(m)sr). That is, we can construct
a new obfuscated program Cc,sr,pk containing (c, sr, pk), which takes as input
m, computes (c,H(m)sr), rerandomizes it using pk, and outputs the rerandom-
ized ciphertext. The contained information (c, sr, pk) reveals no information on
s because it is a ciphertext. It is not difficult to see that the obfuscation satisfies
a VBP under the assumption that KEM.Enc is secure. In other words, the VBP
simply reduces to the security of KEM.Enc.

Approach 1′ (A special case of Approach 1). We describe a sufficient condition
under which Enc is rerandomizable with pk. If KEM.Enc satisfies a scalar homo-
morphic property (and is rerandomizable with pk), then Enc is rerandomizable
with pk. By the scalar homomorphic property, we mean that, given a KEM ci-
phertext c, we can compute (r′, c′) such that r′ is a new random key and c′ is
a ciphertext of rr′ mod q. We denote the operation by (r′, c′) ← multiplypk(c).
In this approach, a modified obfuscated program C′

c,sr,pk computes (c,H(m)sr),
generates (r′, c′) ← multiplypk(c), and outputs (c′, H(m)srr

′
), which is a reran-

domization of (c,H(m)sr). Bob can decrypt c′ to recover rr′ and then H(m)s.

2 We mean that anybody having the public key can convert a ciphertext of a message
into a different ciphertext that is distributed identically to a fresh encryption of the
same message.
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We are done if C′
c,sr,pk preserves the probabilistic functionality. However, we still

have a potential problem. The distribution of c′ may be different from the orig-
inal distribution produced by KEM.Enc. If KEM.Enc is rerandomizable with pk,
we can fix it simply by rerandomizing c′. That is, a modified program C′′

c,sr,pk

computes (c′, H(m)srr
′
), rerandomizes c′ as c′′, and outputs (c′′, H(m)srr

′
). For

example, we can use the Paillier encryption scheme as KEM.Enc [31]. However,
since its message (key) space is Zn such that n is the product of two large primes,
we need to define the bilinear group for the BLS scheme as having order n.

Approach 2. When Enc cannot be rerandomizable and we can not take Ap-
proaches 1 and 1′, we can consider a new ES functionality. The new ES func-
tionality is the sequential composition of the BLS signing algorithm and a new
encryption algorithm Enc′. Enc′ takes as input a plaintext p(= H(m)s) ∈ G

and a public key pk, runs KEM.Enc twice ((r1, c1) ← KEM.Enc(pk), (r2, c2) ←
KEM.Enc(pk)), and outputs (c1, c2, pr1r2). Clearly, the use of two random keys
(r1, r2) is redundant, but we can obfuscate the naive program as follows: Given
the naive program, we extract (s, pk), generate (r1, c1) ← KEM.Enc(pk), and
compute sr1 mod q. Then, we construct an obfuscated program Cc1,sr1,pk con-
taining (c1, sr1, pk), which takes as input m, generates (r2, c2) ← KEM.Enc(pk),
and outputs (c1, c2, H(m)sr1r2). The contained information (c1, sr1, pk) is the
same as in the previous approaches and reveals no information on s. Note that
the Cc1,sr1,pk does not preserve the probabilistic ES functionality since the value
of c1 is always the same. However, if KEM.Enc is rerandomizable with pk, then
it is easy to fix the problem by rerandomizing c1. In this approach, we can use
any rerandomizable encryption scheme as KEM.Enc.

Comparison. Let us briefly compare the above three approaches. Approaches 1
and 2 require that Enc and KEM.Enc are rerandomizable, respectively. Approach
1′ is a special case of Approach 1 and requires that a scalar homomorphic prop-
erty (and rerandomizability) of KEM.Enc, which is a strong requirement. Note
that we may be able to take Approach 1 without using the scalar homomorphic
property required by Approach 1′ (although we don’t have a concrete example).
Approach 2 requires a redundancy of ciphertexts. Therefore, Approach 1 seems
to be the best approach.

1.2 Our Contributions

In this paper, we will use the pair of Waters’s signature scheme [33] and the
linear encryption scheme proposed by Boneh, Boyen, and Shacham [5] to take
Approach 1′ and propose a secure obfuscator for the ES functionality. Following
the security definition and argument by Hohenberger et al. in [24], we present a
security analysis of our proposed obfuscation. Waters’s signature scheme is more
complicated than the BLS scheme, but it is provably secure in the standard
model. All security arguments in this paper are in the standard model.

Our contributions are summarized as follows: In Section 3, we propose two se-
curity definitions of digital signature schemes in the context of ES. One requires
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that no adversary can existentially forge a signature even if it is given black-box
access to the ES functionality. The other requires the same even if it is given an
obfuscated program for the ES functionality. We expect that the former/weaker
definition implies the latter/stronger definition if the obfuscator satisfies a VBP.
In Section 4, we propose a natural generalization of the VBP definition proposed
by Hohenberger et al. in [24] so that we can show that the weaker existential
unforgeability implies the stronger one. As stated in [24], their proposed VBP
provides a meaningful security for cryptographic schemes if they satisfy a special
property called distinguishable attack property. Unfortunately, digital signature
schemes do not have this property in the context of ES. This is the reason why
we need to introduce the generalized VBP definition. In Section 5, we propose a
special ES functionality, which is the sequential composition of Waters’s signa-
ture scheme and the linear encryption scheme, and construct an obfuscator for it.
We prove that the obfuscator is secure under the generalized VBP definition and
that Waters’s signature scheme satisfies the stronger existential unforgeability
with the obfuscator.

1.3 Related Works

Some related works are already mentioned in the previous sections. In particular,
our work is inspired by the secure obfuscation for re-encryption in [24]. Both re-
encryption and ES functionalities output a ciphertext and this common property
enables us to simulate real obfuscated programs by randomly generating junk
programs to prove the VBPs.

Our proposed obfuscation can be viewed as public-key obfuscation for signing
functionalities [30,1]. A generic construction of public key obfuscations with a
fully homomorphic encryption scheme is discussed in [18].

There are some different definitional approaches than VBPs to capture the
unintelligibility of obfuscation, e.g., indistinguishability of obfuscation [3], best-
possible obfuscation [21], and non-malleable obfuscation [12].

2 Preliminaries

Given a positive integer n, we denote by [n] the set {1, 2, · · · , n}. We say that a
function ν(·) : IN → IR+ is negligible in n if for every polynomial p(·) and all suf-
ficiently large n’s, it holds that ν(n) < 1/p(n). Given a probability distribution
S, we denote by x← S the operation of selecting an element according to S. If A
is a probabilistic machine then A(x1, x2, . . . , xk) denotes the output distribution
of A on inputs (x1, x2, . . . , xk). Let Pr[x← S1;x2 ← S2; . . . ;xk ← Sk : E] denote
the probability of the event E after the processes x1 ← S1, x2 ← S2, . . . , xk ← Sk
are performed in order. PPT stands for “probabilistic polynomial time”. All PPT
machines in this paper run in probabilistic polynomial-time in the security pa-
rameter denoted by n. Also, some PPT machines (e.g., representing adversaries)
are allowed to take non-uniform auxiliary input of polynomial length in n, which
is denoted by z.
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2.1 Circuit Obfuscators

A class of circuits is of the form C = {Cn}n∈IN, where Cn is a set of polynomial-
size circuits with input length lin(n) and output length lout(n), where lin(n) and
lout(n) are polynomials. It has an associated PPT generation algorithm which
takes as input 1n and generates a random circuit C from Cn. In this paper, it
corresponds to the random selection of information such as cryptographic keys
on security parameter 1n. We denote the generation process by C ← Cn. When
a circuit is used as an input or an output argument of an algorithm, we assume
that an encoding of circuits is used implicitly (e.g., obfuscators take as input a
circuit and output a circuit). The results of this paper are independent of any
particular encoding method.

Let C(x, r) be a probabilistic circuit which takes the regular input x and the
random input r. Given a regular input x, we can view C(x, ·) as a sampling
algorithm for the distribution obtained by evaluating C(x, r) on random coins
r. Given two probabilistic circuits (C1, C2) whose regular inputs are of the same
length, we denote by (C1(x), C2(x)) the two distributions produced by C1(x, ·)
and C2(x, ·) and by StaDiff(C1(x), C2(x)) the statistical difference between them,
i.e., StaDiff(C1(x), C2(x)) = 1

2

∑
y∈{0,1}lout(n) |Pr[o ← C1(x) : o = y] − Pr[o ←

C2(x) : o = y]|.
When we say that a machine M has black-box access to a probabilistic circuit

C, we have two different meanings: oracle access and sampling access. Oracle
access is such that M is allowed to set both regular and random inputs. We
denote it by MC . Sampling access is such that M is allowed to set only the
regular input, but not the random input. That is, when M makes an oracle
query x, M obtains a uniform and independent sample from the distribution
produced by C(x, ·). We denote it by M�C�.

An obfuscator for a class of circuits C = {Cn}n∈IN is a PPT machine which
takes as input a circuit C ∈ Cn and outputs an unintelligible circuit C′ which
preserve the functionality. In this paper, we require that the functionality should
be perfectly preserved.

Definition 1. A PPT machine Obf is a circuit obfuscator for a class of prob-
abilistic circuits C = {Cn}n∈IN if, for every probabilistic circuit C ∈ Cn, the
following holds: Pr[C′ ← Obf(C) : ∀x, StaDiff(C(x), C′(x)) = 0] = 1.

Remark 1. We can relax the functionality requirement by allowing a negligible
statistical difference and a negligible error probability as in [23,24]. In this paper,
we use this stronger definition because our proposed obfuscator can satisfy it.

Definition 1 says nothing about the security requirement and we will formulate
it based on VBPs in Section 4.

2.2 Public-Key Encryption and Digital Signatures

We review the security notions of public-key encryption (PKE) and digital signa-
ture (DS) schemes (Our definitions are based on [19]). Let Setup be an algorithm
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which, on security parameter 1n, generates a parameter to be used commonly
by multiple users in a pair of PKE and DS schemes.

A PKE scheme consists of three algorithms (EKG,E,D). The key generation
algorithm EKG is a probabilistic algorithm which takes as input a common pa-
rameter p and returns a public-secret key pair (pk, sk). The encryption algorithm
E is a probabilistic algorithm which takes a common parameter p, a public key
pk, and a plaintext m ∈ MS(p, pk) to return a ciphertext c, where MS(p, pk)
is the message space defined by (p, pk). The encryption process is denoted by
c← E(p, pk,m). The decryption algorithm D is a deterministic algorithm which
takes a common parameter p, a secret key sk, and a ciphertext c to return the
plaintext m, and the decryption process is denoted by m = D(p, sk, c). When
the given ciphertext is invalid, the decryption algorithm produces a special sym-
bol ⊥ to indicate that the ciphertext was invalid. It is required that, for every
key information (p, pk, sk) and every message m ∈ MS(p, pk), the decryption
always succeeds, i.e., Pr[c← E(p, pk,m) : D(p, sk, c) = m] = 1. The following is
the standard indistinguishability requirement against chosen plaintext attacks
(CPAs). The definition is for a single message, but implies the indistinguishabil-
ity requirement for polynomially multiple messages [19].

Definition 2 (Indistinguishability of Encryptions against CPAs). A
PKE scheme (EKG,E,D) satisfies the indistinguishability if the following condi-
tion holds: For every PPT machine pair (A1, A2) (adversary), every polynomial
p(·), all sufficiently large n ∈ IN, and every z ∈ {0, 1}poly(n),

2 · Pr

⎡⎢⎢⎣
p← Setup(1n); (pk, sk) ← EKG(p);
(m1,m2, h) ← A1(p, pk, z); b← {0, 1}; c← E(p, pk,mb);
d← A2(p, pk, (m1,m2, h), c, z) :
b = d

⎤⎥⎥⎦− 1 <
1

p(n)
,

where we assume that A1 produces a valid message pair m1 and m2 ∈MS(p, pk).
A DS scheme consists of three algorithms (SKG, S,V). The key generation al-

gorithm SKG is a probabilistic algorithm which takes as input a common param-
eter p and returns a public-secret key pair (pk, sk). The signing algorithm S is a
probabilistic algorithm which takes a common parameter p, a secret key sk, and
a plaintext m ∈MS(p, pk) to return a signature σ, where MS(p, pk) is the mes-
sage space defined by (p, pk). The signing process is denoted by σ ← S(p, sk,m).
The verification algorithm V is a deterministic algorithm which takes a com-
mon parameter p, a public key pk, a message m, and a signature σ to return
Accept if σ is a valid signature of m, and the verification process is denoted
by d = V(p, pk,m, σ). It is required that, for every key information (p, pk, sk)
and every message m ∈ MS(p, pk), the verification of valid signatures always
succeeds, i.e., Pr[σ← S(p, sk,m) : V(p, pk,m, σ) = Accept] = 1. The following is
the standard existential unforgeability (EU) requirement against chosen-message
attacks (CMAs).

Definition 3 (Existential Unforgeability against CMAs). A DS scheme
(SKG, S,V) is existentially unforgeable if the following condition holds: For every



100 S. Hada

PPT oracle machine A (adversary), every polynomial p(·), all sufficiently large
n ∈ IN, and every z ∈ {0, 1}poly(n),

Pr

⎡⎣p← Setup(1n); (pk, sk) ← SKG(p);
(m,σ,Q) ← A�Sp,sk�(p, pk, z) :
V(p, pk,m, σ) = Accept and m /∈ Q

⎤⎦ < 1
p(n)

,

where Sp,sk is the signing oracle (circuit) and Q is the set of messages queried
by A adaptively.

3 Security of Digital Signatures in the Context of ES

In this section, we re-define the EU requirement on DS schemes in the context
of ES. Let (EKG,E,D) and (SKG, S,V) be a pair of PKE and DS schemes. We
consider the ES functionality FES = {Fn}n∈IN for the two schemes. Given a
common parameter p, a secret signing key sk, and a public encryption key pke
generated with the security parameter 1n, the ES functionality Fp,sk,pke ∈ Fn is
defined as follows:

1. When Fp,sk,pke is run on a message m, it generates a signature on m under
sk (σ ← S(p, sk,m)), encrypts σ under pke (c← E(p, pke, σ)), and outputs c.

2. When Fp,sk,pke is run on the special input keys, it outputs (p, pk, pke), where
pk is the public verification key corresponding to sk.

Also, we define a corresponding class of circuits CES = {Cn}n∈IN which im-
plements FES . Cn is a set of circuits Cp,sk,pke implementing Fp,sk,pke . The as-
sociated generation algorithm takes as input 1n, generates p ← Setup(1n),
(sk, pk) ← SKG(p) and (ske, pke) ← EKG(p), and outputs Cp,sk,pke .

The following is the EU requirement re-defined in the context of ES. The
difference from Definition 3 is that A is given the public encryption key pke.
However, it is still equivalent to Definition 3.

Definition 4 (EU w.r.t. ES Functionality). Let (EKG, E, D) and (SKG, S,V)
be a pair of PKE and DS schemes. The DS scheme is existentially unforgeable
w.r.t. the ES functionality if the following condition holds: For every PPT ma-
chine A (adversary), every polynomial p(·), all sufficiently large n ∈ IN, and
every z ∈ {0, 1}poly(n),

Pr

⎡⎣p← Setup(1n); (pk, sk) ← SKG(p); (pke, ske) ← EKG(p);
(m,σ,Q) ← A�Sp,sk�(p, pk, pke, z) :
V(pk,m, σ) = Accept and m /∈ Q

⎤⎦ < 1
p(n)

.

Note that the adversary A implicitly has sampling access to Fp,sk,pke because
it has sampling access to the signing oracle Sp,sk and takes as input the public
encryption key (p, pke). In this sense, Definition 4 requires that the signature
scheme is still existentially unforgeable even when A is given sampling access to
Fp,sk,pke .
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Next, we consider a stronger EU, which requires that the signature scheme
is still existentially unforgeable even when A is given an obfuscated circuit for
Fp,sk,pke . The following is the strengthened definition and the difference from
Definition 4 is that A is given an obfuscated circuit for Fp,sk,pke .

Definition 5 (EU w.r.t. ES Obfuscator). Let (EKG,E,D) and (SKG, S,V) be
a pair of PKE and DS schemes. Also, let Obf be a circuit obfuscator for CES. The
DS scheme is existentially unforgeable w.r.t. Obf if the following condition holds:
For every PPT machine A (adversary), every polynomial p(·), all sufficiently
large n ∈ IN, and every z ∈ {0, 1}poly(n),

Pr

⎡⎢⎢⎣
p← Setup(1n); (pk, sk) ← SKG(p); (pke, ske) ← EKG(p);
C′ ← Obf(Cp,sk,pke );
(m,σ,Q) ← A�Sp,sk�(p, pk, pke, C′, z) :
V(pk,m, σ) = Accept and m /∈ Q

⎤⎥⎥⎦ < 1
p(n)

.

We expect that if Obf satisfies a strong VBP, then the EU w.r.t. the ES func-
tionality implies the (stronger) EU w.r.t. Obf. The question is what VBP Obf
should satisfy for the implication to hold. We will answer it in the next section.

Remark 2. We can re-define the indistinguishability of encryptions in the con-
text of ES in a similar way. However, we omit it because the main purpose of
obfuscators is to hide Alice’s secret signing key but not Bob’s secret decryption
key. Note that the indistinguishability is preserved even when the distinguisher
D in Definition 2 is given the naive program for ES that reveals the signing key.

4 Virtual Black-Box Properties

In this section, we review average-case VBP (ACVBP) proposed by Hohenberger
et al. in [24], under which the VBP of the re-encryption obfuscator is proved. As
stated in [24], their ACVBP provides a meaningful security for cryptographic
schemes if they satisfy a special property called distinguishable attack property.
Unfortunately, DS schemes do not have this property in the context of ES.
That is, even if Obf satisfies the ACVBP under their ACVBP definition, the
EU w.r.t. the ES functionality does not necessarily imply the stronger EU w.r.t.
Obf. Therefore, we propose a natural generalization of their ACVBP definition
under which we can claim that, if Obf satisfies the (stronger) ACVBP, then the
implication holds.

First of all, we review the definition of ACVBP proposed in [24].

Definition 6 (ACVBP [24]). A circuit obfuscator Obf for C satisfies the
ACVBP if the following condition holds: There exists a PPT oracle machine
S (simulator) such that, for every PPT oracle machine D (distinguisher), every
polynomial p(·), all sufficiently large n ∈ IN, and every z ∈ {0, 1}poly(n),
∣∣∣∣∣Pr

⎡⎣C ← Cn;
C′ ← Obf(C);
b← D�C�(C′, z)

: b = 1

⎤⎦− Pr

⎡⎣C ← Cn;
C′′ ← S�C�(1n, z);
b← D�C�(C′′, z)

: b = 1

⎤⎦ ∣∣∣∣∣ <
1

p(n)
.
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It was proposed as a general definition in the sense that it is not specific to re-
encryption. The authors gave an informal discussion that their proposed ACVBP
provides a meaningful security in cryptographic settings [24, Section 2.1]. We
briefly review it below. In general, VBPs should guarantee that if a cryptographic
scheme is secure when the adversary is given black-box access to a program,
then it remains secure when the adversary is given the obfuscated program. The
authors claim that for a large class of applications (including re-encryption),
obfuscators satisfying Definition 6 indeed give this guarantee. More specifically,
the authors propose to use the following informal argument: If a cryptographic
scheme has the following three properties:

1. The scheme is secure against black-box adversaries with sampling access to
functionality X selected randomly from a family F ;

2. A distinguisher D with sampling access to X can test whether an adversary
A can break the security guarantee of the scheme (distinguishable attack
property);

3. There exists a circuit obfuscator satisfying ACVBP for a class CF of circuits
implementing F ;

Then the cryptographic scheme is also secure against adversaries who are given
an obfuscation of a circuit selected at random from the class CF .

The argument works for re-encryption functionalities as discussed in [24],
where F is a re-encryption functionality and the cryptographic scheme is the
underlying encryption scheme. However, it does NOT work for ES functionalities,
where the cryptographic scheme is a pair of PKE and DS schemes, F is the
ES functionality FES , and X is Fp,sk,pke . Let us check whether the argument
goes through for the DS scheme. We have no problem with the first and third
conditions. The first condition requires that the DS scheme satisfies the standard
EU requirement according to Definition 4. The third condition requires that there
exists a circuit obfuscator satisfying ACVBP for CES. The problem is that the
second condition is not satisfied in this case. The reason is that A has sampling
access to the signing oracle, but D does not have.

Remark 3. Readers might ask if Definition 6 still provides a meaningful security
for cryptographic schemes even when they do NOT satisfy the distinguishable
attack property. However, it is not the case. We can show that there exists a
cryptographic functionality using a secret information such that (1) the secret
operation does not satisfy the distinguishable attack property and (2) it has an
obfuscator satisfying the ACVBP under Definition 6, but any obfuscated circuit
reveals the secret information.

As discussed above, Definition 6 is not strong enough for our purpose. In order to
make it stronger, we propose a natural generalization. The generalization allows
distinguishers to have sampling access not only to �C� but also to a set of
oracles dependent on C.

Definition 7 (ACVBP w.r.t. Dependent Oracles). Let T (C) be a set of
oracles dependent on the circuit C. A circuit obfuscator Obf for C satisfies the
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ACVBP w.r.t. dependent oracle set T if the following condition holds: There
exists a PPT oracle machine S (simulator) such that, for every PPT oracle
machine D (distinguisher), every polynomial p(·), all sufficiently large n ∈ IN,
and every z ∈ {0, 1}poly(n),

∣∣∣∣∣Pr

⎡⎣C ← Cn;
C′ ← Obf(C);
b ← D�C,T (C)�(C′, z)

: b = 1

⎤⎦ − Pr

⎡⎣C ← Cn;
C′′ ← S�C�(1n, z);
b ← D�C,T (C)�(C′′, z)

: b = 1

⎤⎦ ∣∣∣∣∣ <
1

p(n)
,

where D�C,T (C)� means that D has sampling access to all oracles contained in
T (C) in addition to C.

Clearly, for every T , this generalized ACVBP implies the ACVBP in Definition 6.

Remark 4. Since T (C) can be viewed as dependent auxiliary-input to adver-
saries, it is natural to allow the simulator S to have access to T (C). However,
we did not allow it because the security proof of our obfuscator does not need it.

Now we can clarify the condition on Obf under which the EU w.r.t. the ES
functionality implies the EU w.r.t. Obf.

Theorem 1. Let T (Cp,sk,pke ) be {Sp,sk}. If an obfuscator Obf for CES satisfies
ACVBP w.r.t. dependent oracle set T , then the EU w.r.t the ES functionality
implies the EU w.r.t. Obf.

Proof. We show that, if the EU w.r.t. the ES functionality is satisfied, but the
stronger EU w.r.t. Obf is NOT satisfied, then it contradicts the ACVBP w.r.t.
dependent oracle set T . Let A be the adversary that breaks the stronger EU.
Consider the following distinguisher D that uses sampling access to T (Cp,sk,pke)
to check whether the adversary A succeeds in breaking the stronger EU.

1. Take as input a circuit C and an auxiliary-input z. (C is either an obfuscated
circuit or a simulated circuit).

2. Use the sampling access to Cp,sk,pke to get (p, pk, pke).
3. Use the sampling access to Sp,sk to simulate (m,σ,Q) ← A�Sp,sk�(p, pk, pke,

C, z).
4. Output 1 if and only if V(pk,m, σ) = Accept and m /∈ Q.

If C is an obfuscated circuit, then the probability D outputs 1 is equal to the
probability that A breaks the stronger EU, which is not negligible by the as-
sumption. On the other hand, if C is a simulated circuit, then the probability
D outputs 1 is negligible, otherwise, A can be used to break the standard EU
w.r.t. the ES functionality. Therefore, it contradicts the ACVBP w.r.t. depen-
dent oracle set T . 	

Remark 5. Note that the proof argument does not work under the ACVBP
definition (Definition 6), where distinguishers are not allowed to use dependent
oracle set T .
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5 Secure Obfuscator for a Special ES Functionality

In this section, we propose an obfuscator for a special ES functionality and
prove the security based on the generalized ACVBP definition. Our proposed
ES functionality is the sequential composition of Waters’s signature scheme and
the linear encryption scheme.

5.1 Algebraic Setting and Complexity Assumptions

First of all, we review the required algebraic setting and complexity assumptions.
Let Setup be an algorithm which, on input the security parameter 1n, randomly
generates the parameters for a bilinear map (q,G,GT , e, g), where q is a prime
of length n, both G and GT are groups of order q, e is an efficient bilinear
mapping from G× G to GT , g is a generator of G (e.g., refer to [6, Section 5]).
The mapping e satisfies the following two properties: (i) Bilinear: for all g ∈ G

and a, b ∈ Zq , e(ga, gb) = e(g, g)ab. (ii) Non-degenerate: if g generates G, then
e(ga, gb) �= 1.

In this paper, we use the following two Diffie-Hellman assumptions. All as-
sumptions are standard ones which have been used in the literature. The first
one is so-called the Decisional Bilinear Diffie-Hellman (DBDH) assumption (e.g.,
see [25,33]), which assumes that, given g, ga, gb, gc, e(g, g)d, it is hard to check
whether abc = d. The second one is the Decisional Linear (DL) assumption (e.g.,
see [5,24]), which assumes that, given g, ga, gb, gt, (ga)r, (gb)s, it is hard to check
whether r + s = t.

Definition 8 (DBDH Assumption). For every PPT machine D, every poly-
nomial p(·), all sufficiently large n ∈ IN, and every z ∈ {0, 1}poly(n),

∣∣∣∣∣Pr

⎡⎣p = (q,G,GT , e, g) ← Setup(1n);
a← Zq; b← Zq; c← Zq;
decision← D(p, ga, gb, gc, e(g, g)abc, z)

: decision = 1

⎤⎦−
Pr

⎡⎣p = (q,G,GT , e, h) ← Setup(1n);
a← Zq; b← Zq; c← Zq; d← Zq;
decision← D(p, ga, gb, gc, e(g, g)d, z)

: decision = 1

⎤⎦ ∣∣∣∣∣ <
1

p(n)
.

Definition 9 (DL Assumption). For every PPT machine D, every polyno-
mial p(·), all sufficiently large n ∈ IN, and every z ∈ {0, 1}poly(n),

∣∣∣∣∣Pr

⎡⎣p = (q,G,GT , e, g) ← Setup(1n);
a← Zq; b← Zq; r ← Zq; s← Zq;
decision← D(p, (ga, gb), (gr+s, (ga)r, (gb)s), z)

: decision = 1

⎤⎦−
Pr

⎡⎣p = (q,G,GT , e, g) ← Setup(1n);
a← Zq; b← Zq; r ← Zq; s← Zq; t← Zq;
decision← D(p, (ga, gb), (gt, (ga)r, (gb)s), z)

: decision = 1

⎤⎦ ∣∣∣∣∣ <
1

p(n)
.
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5.2 Waters’s Signature Scheme

We recall Waters’s signature scheme [33]. The message space is {0, 1}n.
SKG(p):

1. Parse p = (q,G,GT , e, g).
2. Randomly select α← Zq and compute g1 = gα.
3. Randomly select g2 ← G and u′ ← G.
4. Randomly select ui ← G for every i ∈ [n] and set U = {ui}i∈[n].
5. Output pk = (g1, g2, u

′, U) and sk = (gα2 , u
′, U) as public and secret keys,

respectively.

Sign(p, sk,m):

1. Parse p = (q,G,GT , e, g), sk = (gα2 , u
′, {ui}i∈[n]), and m=(m1,m2, · · · ,mn),

where mi denotes the i’th bit of m.
2. Randomly select x← Zq.
3. Compute (σ1, σ2) = (gα2 (u′

∏
i∈M ui)x, gx), where M is the set of all i such

that mi = 1.
4. Output σ = (σ1, σ2).

Verify(p, pk,m, σ):

1. Parse p = (q,G,GT , e, g), pk = (g1, g2, u
′, {ui}i∈[n]), m = (m1,m2, · · · ,mn),

and σ = (σ1, σ2).
2. Output Accept if e(σ1, g)/e(σ2, u

′∏
i∈M ui) = e(g1, g2). Output Reject oth-

erwise.

The security is proved under the DBDH assumption.

Theorem 2 ([33]). Under the DBDH assumption, Waters’s signature scheme
is existentially unforgeable.

5.3 Linear Encryption Scheme

We recall the linear encryption scheme [5]. The message space is G.

EKG(p):

1. Parse p = (q,G,GT , e, g).
2. Randomly select a← Zq and b← Zq.
3. Output pke = (ga, gb) and ske = (a, b) as public and secret keys, respectively.

Enc(p, pke,m):

1. Parse p = (q,G,GT , e, g) and pke = (ga, gb).
2. Randomly select r← Zq and s← Zq.
3. Compute (c1, c2, c3) = ((ga)r, (gb)s, gr+sm).
4. Output c = (c1, c2, c3).
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Dec(p, ske, c):

1. Parse p = (q,G,GT , e, g), ske = (a, b), and c = (c1, c2, c3).
2. Output m = c3/(c

1/a
1 · c1/b2 ).

The security is proved under the DL assumption.

Theorem 3 ([5]). Under the DL assumption, the linear encryption scheme sat-
isfies the indistinguishability.

We can view gr+s as a random key generated by a KEM and (c1, c2) as its
ciphertext. Note that the KEM encryption algorithm has the scalar homomor-
phic property described in Section 1.1 and Enc is rerandomizable. Specifically,
given a ciphertext c = (c1, c2, c3) and the public key pke = (ga, gb), we can
rerandomize the ciphertext by computing (c1(ga)r

′
, c2(gb)s

′
, c3g

r′+s′), where r′

and s′ are random numbers in Zq. We denote by ReRand(p, pke, (c1, c2, c3)) the
rerandomization algorithm.

5.4 The Obfuscator for the ES Functionality

Our special ES functionality is the sequential composition of Waters’s signature
scheme and the linear encryption scheme. Given a common parameter p, a secret
signing key sk, and a public encryption key pke, the ES functionality Fp,sk,pke

provides the following two functions:

– ESp,sk,pke(m):
1. Run (σ1, σ2) ← Sign(p, sk,m).
2. Run C1 ← Enc(p, pke, σ1).
3. Run C2 ← Enc(p, pke, σ2).
4. Output (C1, C2).

– Keysp,sk,pke
(keys):

1. Output (p, pk, pke), where pk is the public key corresponding to sk.

We define a (naive) class of circuits CES = {Cn}n∈IN for the ES functionality,
which we want to obfuscate. Cn is a set of circuits Cp,sk,pke and each Cp,sk,pke is
a naive implementation of Fp,sk,pke . Without loss of generality, we assume that
we can extract (p, sk, pke) from Cp,sk,pke . The associated generation algorithm
takes as input 1n, generates a common parameter p← Setup(1n), runs (pk, sk) ←
SKG(p), runs (pke, ske) ← EKG(p), and outputs Cp,sk,pke .

Now, we describe our proposed obfuscator ObfES for CES below. According to
the basic idea in Section 1.1, the obfuscation is done by encrypting the signing
key gα2 and the obfuscated circuit generates a signature using the encrypted
signing key.



Secure Obfuscation for Encrypted Signatures 107

Given a circuit Cp,sk,pke , the obfuscator ObfES

1. Extracts (p, sk, pke).
2. Gets pk using the Keys function.
3. Parses p = (q,G,GT , e, g) and sk = (gα2 , u

′, U).
4. Runs (c1, c2, c3) ← Enc(p, pke, gα2 ) to encrypt gα2 . (NOTE: We have (c1, c2, c3)

= ((ga)r, (gb)s, gr+sgα2 )).
5. Sets sk′ = (c3, u′, U), which is an encrypted form of the signing key sk.
6. Constructs and outputs an obfuscated circuit that contains the values (p,

pke, pk, sk
′, (c1, c2)) and does the following: (1) On input keys, outputs (p,

pk, pke) and (2) On input a message m ∈ {0, 1}n,
(a) Runs (σ1, σ2) ← Sign(p, sk′,m). Note that (c1, c2, σ1) is an encryption of

the first part of a valid signature by Enc. (NOTE: we have (c1, c2, σ1) =
((ga)r , (gb)s, gr+sgα2 (u′

∏
i∈M ui)x)).

(b) Computes C1 = (c′1, c
′
2, c

′
3) ← ReRand(p, pke, (c1, c2, σ1)).

(c) Runs C2 ← Enc(p, pke, σ2).
(d) Outputs (C1, C2).

Remark 6. For simplicity, we used Enc to encrypt σ2 in the definition of Fp,sk,pke .
However, we can use an arbitrary encryption algorithm instead of Enc and it is
easy to modify the obfuscator ObfES . Furthermore, we may want to omit the
encryption of σ2 since it is just a random number and leaks no meaningful
information (as long as σ1 is encrypted). In this case, we have C2 = σ2 in the
both definitions of Fp,sk,pke and ObfES .

Clearly, it satisfies the functionality requirement according to Definition 1. We
prove that it satisfies ACVBP even though distinguishers are given sampling
access to the signing oracle according to Definition 7.

Theorem 4. Let T (Cp,sk,pke ) be {Sp,sk}. Under the DL assumption, ObfES sat-
isfies ACVBP w.r.t. dependent oracle set T .

Proof. Since we can identify an obfuscated ES circuit with the values (p, pke,
pk, sk′, (c1, c2)) contained in the circuit, it is sufficient to construct a simulator
which simulates the values by the help of sampling access to the original circuit
Cp,sk,pke . The first three values (p, pke, pk) can be obtained from the sampling
access to Cp,sk,pke using the Keysp,sk,pke

function and so the question is how
to simulate the last three values (sk′, (c1, c2)). We show that it is sufficient to
generate junk values for them because it is essentially an encryption of the signing
key gα2 .

Consider the following simulator S having sampling access to Cp,sk,pke .

1. Take as input the security parameter 1n and an auxiliary-input z.
2. Use the sampling access to Cp,sk,pke to get (p, pk, pke).
3. Parse p = (q,G,GT , e, g) and pk = (g1, g2, u

′, U).
4. Randomly select Junk← G.
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5. Run (c1, c2, c3) ← Enc(p, pke, Junk).
6. Set sk′ = (c3, u′, U).
7. Output (p, pke, pk, sk′, (c1, c2)).

We need to show that the output distribution of S is indistinguishable from
the real distribution of (p, pke, pk, sk′, (c1, c2)) for any PPT distinguisher even
when it is allowed to have sampling access to CS = {Cp,sk,pke , Sp,sk}. For contra-
diction, assume that the probability that a distinguisher D�CS� can distinguish
between them is not negligible. That is, the difference between the following two
probabilities is not negligible. They are the probabilities that D outputs 1 given
the real and simulated distributions, respectively. gα2 is encrypted in the real
distribution while Junk is encrypted in the simulated distribution. It is the only
difference.

Pr

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

p = (q,G,GT , e, g) ← Setup(1n);
(pke, ske) ← EKG(p);
(pk, sk) = ((g1, g2, u

′, U), (gα2 , u′, U)) ← SKG(p);
(c1, c2, c3) ← Enc(p, pke, gα2 );
sk′ = (c3, u′, U);
b← D�CS�((p, pke, pk, sk′, (c1, c2)), z) :
b = 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

Pr

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

p = (q,G,GT , e, g) ← Setup(1n);
(pke, ske) ← EKG(p);
(pk, sk) = ((g1, g2, u

′, U), (gα2 , u
′, U)) ← SKG(p);

Junk ← G;
(c1, c2, c3) ← Enc(p, pke, Junk);
sk′ = (c3, u′, U);
b← D�CS�((p, pke, pk, sk′, (c1, c2)), z) :
b = 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Then we can construct an adversary pair (A1, A2) which breaks the indistin-
guishability of the linear encryption scheme.A1 produces a message pair (m1,m2)
and an associated hint h as follows:

1. Take as input a common parameter p, a public key pke, and auxiliary input z.
2. Parse p = (q,G,GT , e, g).
3. Randomly generate (pk, sk) = ((g1, g2, u

′, U), (gα2 , u′, U)) ← SKG(p).
4. Randomly generate Junk ← G.
5. Set m1 = gα2 , m2 = Junk, and h = pk.
6. Output (m1,m2, h).

Given a ciphertext c (of either m1 or m2), A2 can use the distinguisher D to
distinguish between m1 and m2 as follows:

1. Take as input a common parameter p, a public key pke, A1’s output
(m1,m2, h), a ciphertext c, and auxiliary input z.

2. Parse p = (q,G,GT , e, g), h = pk = (g1, g2, u
′, U), and c = (c1, c2, c3).
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3. Compute sk′ = (c3, u′, U = {ui}i∈[n]).
4. Simulate D�CS�((p, pke, pk, sk′, (c1, c2)), z), where the oracle queries can be

perfectly simulated using p, sk = (m1, u
′, U), and pke.

5. Output the output of D.

If the target ciphertext c is a ciphertext of m1, the probability that A2 outputs 1
is equal to the former probability, otherwise, it is equal to the latter probability.
Since the difference is not negligible, it contradicts Theorem 3. 	

As a corollary, we can conclude that Waters’s signature scheme is existentially
unforgeable even when adversaries are given an obfuscated circuit for FES . It
immediately follows from Theorems 1, 2, and 4.

Corollary 1. Under the DL and DBDH assumptions, Waters’s signature scheme
is existentially unforgeable w.r.t. ObfES.

6 Concluding Remarks

In this paper, we have constructed an obfuscator for a special ES functionality
and presented a security analysis. We can generalize our construction to clarify
the properties that a pair of PKE and DS schemes should satisfy so that the
ES functionality can be securely obfuscated. We omit it due to the space lim-
itation. Here, we list several DS schemes satisfying all the required properties:
Lysyanskaya’s unique signature scheme [28], Dodis’s verifiable random function
(signature scheme) [15], the undeniable signature scheme by Chaum and Antwer-
pen [13], the DDH-based pseudo-random function (MAC) proposed by Naor and
Reingold [29], and Schnorr’s signature scheme [32].

We have proposed generic approaches to obfuscating ES functionalities (Ap-
proaches 1,1′, and 2). We took Approach 1′ using the scalar homomorphic prop-
erty of the linear encryption scheme. If we take Approaches 1 and 2 where the
only requirement on Enc and KEM.Enc is rerandomizability, then we can use
an encryption scheme with a relaxed version of chosen-ciphertext attack (CCA)
security [10]. It is an interesting research issue to investigate what kind of CCA
security we can achieve in the context of ES obfuscation.

Finally, we believe that our proposed obfuscation can be used to securely
obfuscate a signcryption scheme as described in Appendix A. The formal security
argument is a future work item.
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Appendix

A A Relation to Signcryption
In this appendix, we informally describe (1) how to use an ES functionality as a
building block to construct a secure signcryption scheme and (2) how to obfuscate
the resulting signcryption scheme using an obfuscator for the ES functionality.

A.1 EncryptedSignature-then-Encryption

We propose a new composition method which we call EncryptedSignature-then-
Encryption (EStE) as a new approach to constructing a secure signcryption
scheme: To signcrypt a message, we generate an encrypted signature and encrypt



112 S. Hada

both the message and encrypted signature. More specifically, given a message
m, we compute σ ← S(p, sk,m), c1 ← E1(p, pk, σ), and c2 ← E2(p, pk, (m, c1)),
where the sequential composition of S and E1 is the ES functionality, c1 is the
encrypted signature, and c2 is the resulting signcryption of m. The difference
from the standard StE composition is that the signature σ is doubly encrypted.
The first encryption E1 is by the ES functionality and the second encryption E2
can be done by a standard hybrid encryption as in StE (using the same public
encryption key pk).

We follow the security argument of [2] to show that the EStE-based signcryp-
tion scheme satisfies a meaningful security requirement (privacy and authenticity
properties). In [2], two security formalizations are considered: Outsider security
and insider security. In outsider security, adversaries are outsiders who only know
the public keys (p, pk, pke). On the other hand, in insider security, adversaries are
insiders who know either the signing key sk or the decryption key ske in addition
to the public keys (p, pk, pke). We focus on insider security since it is stronger.
The insider security is defined in terms of induced PKE and DS schemes (See
[2] for the meaning of induced). That is, we say that a signcryption scheme is
insider-secure if the induced PKE and DS schemes are secure. More specifically,
we say that a signcryption scheme is insider-secure against CPAs and CMAs if
the induced PKE and DS schemes satisfy the indistinguishability against CPAs
and the existential unforgeability against CMAs, respectively (For simplicity, we
don’t consider the indistinguishability against chosen-ciphertext attacks). Fol-
lowing the security argument in [2], we can show that (1) if the PKE scheme of
E2 satisfies the indistinguishability against CPAs then the induced PKE scheme
does so (The indistinguishability of E1 does not matter) and (2) if the DS scheme
of S satisfies the existential unforgeability against CMAs then the induced DS
scheme does so. Therefore, we can say that the EStE-based signcryption scheme
provides a meaningful security if E2 and S are secure as in the two statements.
A next question is how to obfuscate the EStE-based signcryption functionality.

A.2 Obfuscation for EStE

A secure obfuscator for an ES functionality can be used to obfuscate the EStE-
based signcryption functionality since the second encryption E2 is just a public
operation. In other words, given an obfuscated ES program, we can append a
program for performing the second encryption to it so that the resulting pro-
gram computes the EStE composition, where we don’t need any extra secret
information. Therefore, by an argument similar to Section 5.4, we can show that
the resulting obfuscator satisfies the ACVBP against distinguishers having sam-
pling access to the signcryption and signing oracles and that the security of the
DS scheme is preserved even when adversaries are given an obfuscated signcryp-
tion program. A question here is what kind of security we can achieve for the
signcryption scheme (rather than the DS scheme) when adversaries are given
an obfuscated signcryption program. This is not a trivial question. For exam-
ple, the insider security of the signcryption scheme is violated when adversaries
have access to the obfuscated program and the secret decryption key. The formal
security argument is outside the scope of this proceedings version.
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Abstract. We construct the first public-key encryption scheme in the
Bounded-Retrieval Model (BRM), providing security against various forms
of adversarial “key leakage” attacks. In this model, the adversary is al-
lowed to learn arbitrary information about the decryption key, subject
only to the constraint that the overall amount of “leakage” is bounded by
at most 
 bits. The goal of the BRM is to design cryptographic schemes
that can flexibly tolerate arbitrarily leakage bounds 
 (few bits or many
Gigabytes), by only increasing the size of secret key proportionally, but
keeping all the other parameters — including the size of the public key, ci-
phertext, encryption/decryption time, and the number of secret-key bits
accessed during decryption — small and independent of 
.

As our main technical tool, we introduce the concept of an Identity-
Based Hash Proof System (IB-HPS), which generalizes the notion of hash
proof systems of Cramer and Shoup [CS02] to the identity-based setting.
We give three different constructions of this primitive based on: (1) bilin-
ear groups, (2) lattices, and (3) quadratic residuosity. As a result of inde-
pendent interest, we show that an IB-HPS almost immediately yields an
Identity-Based Encryption (IBE) scheme which is secure against (small)
partial leakage of the target identity’s decryption key. As our main result,
we use IB-HPS to construct public-key encryption (and IBE) schemes in
the Bounded-Retrieval Model.

1 Introduction

Traditionally, the security of cryptographic schemes has been analyzed in an
idealized setting, where an adversary only sees the specified “input/output be-
havior” of a scheme, but has no other access to its internal secret state. Unfortu-
nately, in the real world, an adversary may often learn some partial information

� Research supported by NSF grants CNS-0831299 and CNS-0716690.
�� Research supported in part by a grant from the Israel Science Foundation.

��� Research supported by the Adams Fellowship Program of the Israel Academy of
Sciences and Humanities, and by a grant from the Israel Science Foundation.

H. Gilbert (Ed.): EUROCRYPT 2010, LNCS 6110, pp. 113–134, 2010.
c© International Association for Cryptologic Research 2010



114 J. Alwen et al.

about secret state via various key leakage attacks. Such attacks come in a large
variety and include side-channel attacks, where the physical realization of a cryp-
tographic primitive can leak additional information, such as the computation-
time, power-consumption, radiation/noise/heat emission etc. The cold-boot
attack of Halderman et al. [HSH+08] is another example of a key-leakage attack,
where an adversary can learn (imperfect) information about memory contents
of a machine, even after the machine is powered down. Lastly, and especially
relevant to this work, we will also consider key-leakage attacks where a remote
adversary hacks into a target computer, or infects it with some malware, allow-
ing her to download large amounts of secret-key information from the system.
Schemes that are proven secure in an idealized setting, without key leakage, may
become completely insecure if the adversary learns even a small amount of in-
formation about the secret key. Indeed, even very limited leakage attacks have
been shown to have devastating consequences for the security of many natural
schemes.

In this work, we study the design of leakage-resilient public-key encryption
schemes, which are provably secure even in the presence of some limited key-
leakage attacks. In particular, we will assume that the attacker can learn any
efficiently computable function of the secret key, subject only to the constraint
that the total amount of information learned (i.e. the output size of the leakage
function) is bounded by � bits, where � is some arbitrary “leakage parameter”
of the system. Clearly, at this level of generality, the secret-key size s must be
strictly greater than the leakage-parameter �. In the literature, there seems to
be a distinction between two related models of leakage, which differ in how they
treat the leakage-parameter � in relation to the secret-key size s.

Relative-Leakage Model. In the model of relative leakage, firs studied by
Akavia Goldwasser and Vaikuntanathan, [AGV09], the key-size s is chosen in
the same way as in standard (non leakage-resilient) cryptographic schemes: it is
based on a security parameter, and is usually made as small as possible (e.g.
1024 bits) to give the system some sufficient level of security. Once the key-size
s is determined, the allowed leakage � should be relatively large in proportion to
s so that e.g. up to 50% of the key can be leaked without compromising security.
Therefore, the relative-leakage model implicitly assumes that, no matter what
the key-size is, a leakage attack can reveal at most some relatively small fraction
of the key. This assumption is very reasonable for some attacks, such as the
cold-boot attack, where all memory contents decay uniformly over time.

Bounded-Retrieval Model (BRM). The Bounded-Retrieval Model (BRM)
[Dzi06, CLW06, ADW09] is a generalization of the relative-leakage model. In this
model, the leakage-parameter � is an arbitrary and independent parameter of the
system, which is based on practical considerations about how much leakage the
system needs to tolerate on an absolute scale. The secret-key size s is then chosen
flexibly, depending on the security parameter and the leakage parameter �, so as
to simultaneously provide a sufficient level of security while allowing up to � bits
of leakage. Therefore, we can tolerate settings where the leakage � might be small
(several bits) or huge (several Gigabytes) by flexibly increasing the secret-key
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size s depending on (and necessarily exceeding) the leakage parameter �.1 Of
course, the key-size s should be as small as possible otherwise, so that the allowed
leakage � is a large relative portion of s as well.

With the additional flexibility in secret-key size, the BRM imposes an added
efficiency requirement: the public-key size, ciphertext size, encryption-time and
decryption-time must remain small, only depending on the security parame-
ter, and essentially independent of the leakage-parameter �. In other words, �
could potentially grow to the order of Gigabytes, and still result in a usable
system, where the secret key is huge, but the public-key size, ciphertext size
and encryption/decryption times are not much different from those of standard
cryptosystems. This also means that the number of secret-key bits accessed dur-
ing decryption (called locality from now on) must remain small and essentially
independent of the flexibly growing secret-key size.

The flexibility of the BRM seems necessary to protect against large classes
of key-leakage attacks. For example, if the key size is (only) proportional to
the security parameter, several consecutive side-channel readings of a handful of
bits might already leak the entire secret key. Therefore, for natural side-channel
attacks (such as radiation/heat/noise emission) it might already make sense to
make � moderately large (say on the order of Megabytes) to get security. The
main intention of the BRM in prior works, which we also focus on here, is to
offer a novel method for protecting systems against hacking/malware attacks,
where an adversary can download large amounts of information from an attacked
system. It is clear that no security can be achieved using standard-sized (e.g.
1,024 bit) secret keys, as the adversary can download such keys in their entirety.
However, it may be conceivable that the adversary still cannot download too
much (e.g. many Gigabytes) worth of information because: (1) the bandwidth
between the attacker and the system may be too slow to allows this, (2) the
operating-system security may detect such large levels of leakage, or (3) such
attacks would simply not be cost-effective. Therefore we can conceivably protect
against such attacks by just making the leakage-parameter � large enough (e.g.
potentially many Gigabytes), and using a proportionally larger secret-key-size
s. Having a large secret key may, by itself, not be a major concern due to the
increasing size and affordability of local storage. On the other hand, it is crucial
that the other efficiency measures of the system – ciphertext and public-key
sizes, encryption and decryption times – must not degrade with the growth of �.

1.1 Our Results
As our main contribution, we construct the first leakage-resilient Public-Key
Encryption (PKE) scheme in the BRM. Along the way, we develop new notions
and get results of independent interest. In particular, we:

– Develop a new notion of an Identity-Based Hash Proof System (IB-HPS),
which naturally yields Identity-Based Encryption (IBE) schemes.

1 Historically, the BRM setting envisioned 
 as being necessarily huge. Here we take
a more general view of the BRM, insisting only that the key size can be set flexibly
based on the leakage 
.
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– Give three constructions of IB-HPS based on the ideas behind three prior IBE
schemes: [Gen06, BGH07, GPV08]. In particular, we show that the notion
of IB-HPS unifies these seemingly unrelated constructions under a single
framework. As a result, we get constructions of IB-HPS under (1) a bilinear
Diffie-Hellman type assumption (2) the quadratic-residuosity assumption (3)
the Learning With Errors (LWE) assumption. The first scheme is secure
in the standard model, while the latter two rely on Random Oracles or,
alternatively, non-standard interactive assumptions.

– Show that an IBE based on IB-HPS can easily be made leakage-resilient, in
the relative-leakage model.

– Show how to use IB-HPS to construct public-key encryption (PKE) schemes
in the BRM, allowing for arbitrary large leakage-bounds, while preserving
efficiency. Our techniques also naturally extend to allow for the construction
of IBE schemes in the BRM.

– Develop new information-theoretic tools to analyze our construction of PKE
in the BRM. Namely, we define a new notion of approximate hash func-
tions (where only elements that are far in Hamming distance are unlikely to
collide) and generalize the Leftover-Hash Lemma to approximate hashing.

– Show how to achieve CCA security for our leakage-resilient IBE and PKE
in BRM constructions.

Before describing our construction of PKE in the BRM, it is instructive to un-
derstand why this problem is non-trivial, and therefore we begin with some näıve
approaches, which we improve in several steps.

Näıve Approach: Inflating the Security Parameter. As the first step
of getting a PKE in the BRM, we would like to simply design a leakage-resilient
PKE scheme that allows for arbitrarily large leakage-bounds �, without neces-
sarily meeting the additional efficiency requirements of the BRM. Luckily, there
are several recent PKE schemes in the relative-leakage model [AGV09, NS09]
where the leakage-bound �(λ) is a large portion of the key-size s(λ) which, in
turn, depends on a security parameter λ. Therefore, one simple solution is to
simply artificially inflate the security parameter λ sufficiently, until s(λ) and,
correspondingly, �(λ) reach the desired level of leakage we would like to toler-
ate. Unfortunately, it is clear that this approach gets extremely inefficient very
fast – e.g. to allow for Gigabytes worth of leakage, we may need to perform
exponentiations on group elements with Gigabyte-long description sizes.

Better Approach: Leakage-Amplification via Parallel Repetition.

As an improvement over the previous suggestion, we propose an alternative
which we call parallel-repetition. Assume we have a leakage-resilient PKE scheme
in the relative-leakage model, tolerating �-bits of leakage, for some small �. We
can create a new “parallel-repetition scheme”, by taking n independent copies
of the above PKE with key-pairs (pk1, sk1), . . . , (pkn, skn) and setting the secret-
key of the new scheme to be sk = (sk1, . . . , skn) and the public key to be pk =
(pk1, . . . , pkn). To encrypt under the repetition scheme, a user would n-out-of-n
secret-share the message m, and, encrypt each share mi under the public key
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pki. One may hope to argue that, if an adversary learns fewer than n� bits about
the secret-key sk of the repetition scheme, then there is at least one secret key ski
about which the adversary learns fewer than � bits, thus maintaining security.
Therefore, the hope is that parallel-repetition amplifies leakage-resilience from
� bits to n� bits, and thus lets us meet any leakage-bound just by increasing n
sufficiently. In terms of efficiency, the parallel-repetition approach will usually
be more efficient than artificially inflating the security parameter, but it is still
far from the requirements of the BRM: the public-key size, ciphertext size, and
encryption/decryption times are all proportional to n, and therefore must grow
as we strive to tolerate more and more leakage.
Security of Parallel-Repetition? Surprisingly, we do not know how to
formalize the hope that parallel-repetition amplifies leakage-resilience generically
via a reduction. Such a reduction would need to use an attacker that expects
a public key and n� bits of leakage on its secret key in the repetition scheme,
to break the original scheme with � bits of leakage. Unfortunately, it does not
seem like there is any way to embed a challenge public key pki into pk, and
faithfully simulate the output of an arbitrary leakage-function f(sk) with n�-bit
output, by only learning g(ski) for some g(·) with � bit output. In fact, as a
subject of future work, we believe that there is a black-box separation showing
that no such reduction can succeed in general. Luckily, we show that (a variant
of) parallel-repetition amplifies leakage for schemes of a special form, which we
will discuss later. For now, let us get back to the issue of efficiency, which we
still need to resolve.

Improvement I: Improved Efficiency via Random Selection. To de-
crease ciphertext size and encryption/decryption times, the encryptor selects
some random subset {r1, . . . , rt} ⊆ {1 . . . n} of t indices, and targets the cipher-
text to the corresponding public keys pkr1 , . . . , pkrt

(e.g. t-out-of-t secret-shares
the message m and encrypts each share mi under the public key pkri). Intu-
itively, if an adversary learns much less than n� bits of leakage about sk, then
there should be many component-keys ski for which the adversary learns less
than � bits. Therefore the encryptor should select at least one index correspond-
ing to such a key with large probability, when t is made proportional to the se-
curity parameter, and potentially much smaller than n. Although the ciphertext
size and encryption/decryption times (and locality) are now only proportional
to the security parameter, the size of the public key still grows with n, and so
this scheme is still not appropriate for the BRM in terms of efficiency.
Improvement II: Small Public-Key Size via IBE. A natural solution
to having a short public key is to use identity-based encryption (IBE) instead
of standard PKE. This way, the public key of the repetition scheme is simply a
short master public key of an IBE scheme, while the secret key sk = (sk1, . . . , skn)
consists of secret-keys for some fixed “identities” ID1, . . . , IDn. Together, the
above two improvements yield a scheme which meets the efficiency requirements
of the BRM: the public-key size, ciphertext size, encryption/decryption times are
now only proportional to the security parameter and independent of n, which
can grow flexibly.
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Security of the IBE-Based PKE in BRM Construction? In order to
show that the resulting scheme, utilizing the two proposed improvements, is a
PKE in the BRM we need to show the following. If we start with a leakage-
resilient IBE that allows for �-bits of leakage, then the construction amplifies
this to any desired amount �′ just by increasing the number of secret keys n
sufficiently. Unfortunately, it turns out that this is not the case in general and,
in the full version of this work [ADN+09], we construct a counterexaple. That
is, we can construct an artificial IBE scheme which is leakage-resilient in the
relative leakage model, with leakage �, but the above construction does not
amplify leakage-resilience beyond �′ = �, no matter how large n is. The problem
is that, conceivably, after observing all n secret keys for n identities, it might
be possible to come up with a very short “compressed” key (e.g. whose size is
independent of n) which allows one to decrypt ciphertexts for each one of the
given n identities. Our main result is to show that (a variant of) the construction
is secure, if the leakage-resilient IBE has some additional underlying structure,
which we call an Identity-Based Hash Proof System (IB-HPS).

Hash Proof Systems and Identity-Based Hash Proof Systems. Re-
cently, Naor and Segev [NS09] showed how to use a hash proof system (HPS)
to construct leakage-resilient PKE in the relative-leakage model. Following,
[KPSY09, NS09], we view an HPS as a key-encapsulation mechanism (KEM)
with special structure.2 A KEM consists of a key-generation procedure (pk, sk) ←
KeyGen(1λ), an encapsulation procedure (c, k) ← Encap(pk) which produces ci-
phertext/randomness pairs (c, k), and a decapsulation procedure k=Decap(c, sk),
which uses the secret key sk to recover the randomness k from a ciphertext c.
A KEM allows a sender that knows pk, to securely agree on randomness k with
a receiver that possesses sk, by sending an encapsulation-ciphertext c. A hash
proof system is a KEM with the following two properties:

– There exists an invalid-encapsulation procedure c ← Encap∗(pk), so that
ciphertexts generated by Encap∗(pk) are computationally indistinguishable
from those generated by Encap(pk), even given the secret key sk.

– For a fixed pk and invalid ciphertext c generated by Encap∗(pk), the output of
Decap(c, sk) is statistically uniform, over the randomness of sk. This property
can only hold if a fixed pk leaves statistical entropy in sk.

Notice the difference between valid and invalid ciphertexts. For a fixed pk, a
valid c, produced by (c, k) ← Encap(pk), always decapsulated to the same value
k, no matter which secret key sk is used to decapsulate it. On other hand, an
invalid c produced by c ← Encap∗(pk), decapsulated to a statistically random
value based on the randomness of sk.

2 Our informal description and definition of HPS here, which will also be a basis of
our formal definition of IB-HPS in Section 3.1, is a simplified version of the standard
one. Although the two are not technically equivalent, the standard definition implies
ours, which is in-turn sufficient for leakage-resilience and captures the main essence
of HPS.
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The above two properties are sufficient to prove KEM security, showing that
for (c, k) ← Encap(pk), an attacker given c cannot distinguish k from uniform.
The proof proceeds in two steps:

1. We replace the honestly generated (c, k) ← Encap(pk) with c′ ← Encap∗(pk)
and k′ ← Decap(c′, sk).

2. The value k′ = Decap(c′, sk) is statistically uniform over the choice of sk,
which is unknown to the adversary.

As Naor and Segev noticed in [NS09], this proof also works in the presence of
leakage since step (1) holds even if the adversary saw all of sk, and step (2) is
information-theoretic, so we can argue that � bits of leakage about sk will only
reduce the statistical entropy of k′ by at most � bits. To agree on a uniform
value k in the presence of leakage, we just compose the KEM with a randomness
extractor.

The main benefit of this proof strategy is that, after switching valid/invalid ci-
phertexts in the first step, we can argue about leakage using a purely information-
theoretic analysis. We observe that it is therefore relatively easy to show that (a
variant of) parallel repetition amplifies leakage-resilience, since it amplifies the
statistical entropy of the secret key sk = (sk1, . . . , skn). In this work, we gener-
alize the notion of HPS to the identity-based setting by defining Identity-Based
Hash Proof System (IB-HPS) in a natural way. First of all, this gives us a general
framework for constructing leakage-resilient IBE schemes in the relative-leakage
model. Second of all, it also allows us to prove that a variant of the previously
proposed leakage-amplification technique (using an IB-HPS rather than just any
IBE) can indeed be used to get PKE (and IBE) schemes in the BRM.

1.2 Related Work

Restricted Models of Leakage-Resilience. Several other models of
leakage-resilience have appeared in the literature. They differ from the model
we described in the that they restrict the type, as well as amount, of informa-
tion that the adversary can learn. For example, the work on exposure resilient
cryptography [CDH+00, DSS01, KZ03] studies the case where an adversary can
only learn some small subset of the physical bits of the secret key. Similarly,
[ISW03] studies how to implement arbitrary computation in the setting where
an adversary can observe a small subset of the physical wires of a circuity. Un-
fortunately, these models fail to capture many meaningful side-channel attacks,
such as learning the hamming-weight of the bits or their parity.

In their seminal work, Micali and Reyzin [MR04] initiated the formal mod-
eling of side-channel attacks under the axiom that “only computation leaks in-
formation”, where each invocation of a cryptographic primitive leaks a function
of only the bits accessed during that invocation. Several primitives have been
constructed in this setting including stream ciphers [DP08, Pie09] and signa-
tures [FKPR10]. On the positive side, this model only imposes a bound on the
amount of information learned during each invocation of a primitive, but not
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on the overall amount of information that the attacker can get throughout the
lifetime of the system. On the negative side, this model fails to capture many
leakage-attacks, such as the cold-boot attack of [HSH+08], where all memory
contents leak information, even if they were never accessed.

Certainly, all of the restricted models fail to capture hacking/malware attacks,
where it is very conceivable that an attacker can compute even complicated
functions of all information stored on the system.

Relative-Leakage Model. Several constructions of primitives in the relative-
leakage model have appeared recently. The works of [AGV09, NS09] construct
public-key encryption schemes in this model, and [KV09] constructs signatures.
The works of [DKL09, DGK+10] considers a yet-stronger model of leakage-
resilience, called the auxiliary input model, where the leakage-function need only
be one-way (and not necessarily length-bounded), and constructs symmetric-key
and public-key encryption in this model.

BRM. The Bounded-Retrieval Model was (concurrently) proposed by Di
Crescenzo et al. [CLW06] and Dziembowski [Dzi06]. The name serves as an
analogy to the Bounded Storage Model (BSM) of [Mau92], which restricts the
amount of data that an adversary can store after observing a huge public ran-
dom string, rather than the amount of data an adversary can retrieve from
a huge secret key. With the exception of [ADW09], all of the work on the
BRM is in the symmetric-key setting, where two parties share a huge secret
key. The recent work of Alwen et al. [ADW09] gave the first public-key results
in the BRM, by constructing identification schemes, (variants of) signatures,
and authenticated-key-agreement protocols. However, these primitives cannot
be used to encrypt a message non-interactively, as is done in the current work.
Moreover, the authenticated-key agreement protocols of [ADW09] required the
use of Random Oracles, while we offer (some) constructions in the standard
model. We note that many of the prior schemes in the BRM and BSM employ
ideas similar to the “parallel repetition” and “random-subset selection” that we
described in the introduction. However, the proof-techniques in this paper differ
significantly from previous works.

2 Preliminaries

Notation. For an integer n, we use the notation [n] to denote the set [n] def=
{1, . . . , n}. For a randomized function f , we write f(x; r) to denote the unique
output of f on input x with random coins r. We write f(x) to denote a random
variable for the output of f(x; r), over the random coins r. For a set S, we let
US denote the uniform distribution over S. For an integer v ∈ N, we let Uv
denote the uniform distribution over {0, 1}v, the bit-strings of length v. For a
distribution or random variable X we write x ← X to denote the operation of
sampling a random x according to X . For a set S, we write s← S as shorthand
for s← US .

Entropy. The min-entropy of a r.v. X is H∞(X) def= − log(maxx Pr[X = x]).
This is a standard notion of entropy used in cryptography, since it measures the
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worst-case predictability of X . The average conditional min-entropy [DORS08]
of X given Z is defined by H̃∞(X |Z) def= − log

(
Ez←Z

[
2−H∞(X|Z=z)

])
. This

measures the worst-case predictability of X by an adversary that may observe
a correlated variable Z.

Statistical Distance and Extractors. The statistical distance between
X,Y is defined by SD(X,Y ) = 1

2

∑
x |Pr[X = x]− Pr[Y = x]| . We write X ≈ε

Y to denote SD(X,Y ) ≤ ε, and X ≈ Y to denote that the statistical distance is
negligible. An extractor [NZ96] can be used to extract uniform randomness out
of a weakly-random value which is only assumed to have sufficient min-entropy.
Our definition follows that of [DORS08], which is defined in terms of conditional
min-entropy.

Definition 1 (Extractors). We say that an efficient randomized function Ext :
{0, 1}u→ {0, 1}v is an (m, ε)-extractor if for all X,Z such that X is distributed
over {0, 1}u and H̃∞(X |Z) ≥ m, we get (Z,R,Ext(X ;R)) ≈ε (Z,R,Uv) where
R is a random variable for the coins of Ext.

Due to space constraints, almost all the proofs are omitted from the confer-
ence version of this paper. Please see the full version [ADN+09] for proofs and
additional details.

3 Identity-Based Hash Proof System (IB-HPS)

3.1 Definition
An Identity-Based Hash Proof System (IB-HPS) consists of PPT algorithms:
Setup, KeyGen, Encap, Encap∗, Decap. The algorithms have the following syntax.

(mpk, msk) ← Setup(1λ) : The setup algorithm takes as input a security parameter
λ and produces the master public key mpk and the master secret key msk. The
master public key defines an identity set ID, and an encapsulated-key set K.
All other algorithms KeyGen, Encap, Decap, Encap∗ implicitly include mpk as an
input.

skID ← KeyGen(ID, msk) : For any identity ID ∈ ID, the KeyGen algorithm uses the
master secret key msk to sample an identity secret key skID.

(c, k) ← Encap(ID) : The valid encapsulation algorithm creates pairs (c, k) where
c is a valid ciphertext, and k ∈ K is the encapsulated-key.

c ← Encap∗(ID) : The alternative invalid encapsulation algorithm which samples
an invalid ciphertext c.

k ← Decap(c, skID) : The decapsulation algorithm is deterministic, and takes an
identity secret key skID and a ciphertext c and outputs the encapsulated key k.

We require that an Identity-Based Hash Proof System satisfies the following
properties.

I. Correctness of Decapsulation. For any values of mpk,msk produced
by Setup(1λ), any ID ∈ ID we have:

Pr
[
k �= k′

∣∣∣∣
skID ← KeyGen(ID,msk)

(c, k) ← Encap(ID) , k′ = Decap(c, skID)

]
≤ negl(λ)
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II. Valid/Invalid Ciphertext Indistinguishability. The valid ciphertexts
generated by Encap and the invalid ciphertexts generated by Encap∗ should be
indistinguishable even given the identity secret key. In particular, we define the
following distinguishability game between an adversary A and a challenger.

VI-IND(λ)

Setup: The challenger computes (mpk, msk) ← Setup(1λ) and gives mpk to the
adversary A.

Test Stage 1: The adversary A adaptively queries the challenger with ID ∈ ID
and the challenger responds with skID.

Challenge Stage: The adversary selects an arbitrary challenge identity ID∗ ∈ ID.
The challenger chooses b ← {0, 1}.
If b = 0 the challenger computes (c, k) ← Encap(ID∗).
If b = 1 the challenger computes c ← Encap∗(ID∗).
The challenger gives c to the adversary A.

Test Stage 2: The adversary A adaptively queries the challenger with ID ∈ ID
and the challenger responds with skID.

Output: The adversary A outputs a bit b′ ∈ {0, 1} which is the output of the
game. We say that A wins the game if b′ = b.

Note: In test stages 1,2 the challenger computes skID ← KeyGen(ID, msk) the first
time that ID is queried and responds to all future queries on the same ID with the
same skID.

Note that, during the challenge phase, the adversary can choose any identity
ID∗, and possibly even one for which it has seen the secret key skID∗ in Test
Stage 1 (or the adversary can simply get skID∗ in Test Stage 2). We define the
advantage ofA in distinguishing valid/invalid ciphertexts to be AdvVI-IND

IB-HPS,A(λ) def=
|Pr[A wins ]− 1

2 |. We require that AdvVI-IND
IB-HPS,A(λ) = negl(λ).

III. Universality/Smoothness/Leakage-Smoothness. Other than prop-
erties I and II, we will need one additional information theoretic property. Essen-
tially, we want to ensure that there are many possibilities for the decapsulation
of an invalid ciphertext, which are left undetermined by the public parameters
of the system. We define three flavors of this property as follows.

Definition 2 (Universal IB-HPS). We say that an IB-HPS is (m, ρ)-universal
if, for any fixed values of mpk,msk produced by Setup(1λ), and any fixed ID ∈ ID
the following two properties hold:

1. Let SK ← KeyGen(ID,msk) be a random variable. Then H∞(SK) ≥ m.
2. For any fixed distinct values skID �= sk′ID in the support of SK, we have

Pr
c←Encap∗(ID)

[Decap(c, skID) = Decap(c, sk′ID)] ≤ ρ.

Notice the significant difference between valid and invalid ciphertexts. For valid
ciphertexts c, the correctness of decapsulation ensures that there is a single value
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k ∈ K such that Decap(c, skID) = k for (virtually) all choices of skID (of which
there are many by (1)). On the other hand, for invalid ciphertexts c, (2) ensures
that it is highly unlikely that any two distinct secret-keys skID will decapsulate
c to the same value k.

Definition 3 (Smooth/Leakage-Smooth IB-HPS). We say that an IB-HPS
is smooth if, for any fixed values of mpk,msk produced by Setup(1λ), any ID ∈
ID, we have:

SD( (c, k) , (c, k′) ) ≤ negl(λ)

where c← Encap∗(ID), k′ ← UK and k is sampled by choosing skID ← KeyGen(ID,
msk) and computing k = Decap(c, skID). We say that an IB-HPS is �-leakage-
smooth if, for any (possibly randomized) function f(·) with �-bit output, we
have:

SD( (c, f(skID), k) , (c, f(skID), k′) ) ≤ negl(λ)

where c, k, skID, k
′ are sampled as above. Note, for this property, f need not be

efficient.

3.2 Relations between Universality, Smoothness and
Leakage-Smoothness

The following theorem is a simple consequence of the leftover hash lemma.

Theorem 1. Assume that an IB-HPS, with key set K = {0, 1}v, is (m, ρ)-
universal. Then it is also �-leakage smooth as long as � ≤ m − v − ω(log(λ))
and ρ ≤ 1

2v (1 + negl(λ)).

We also show how to convert a smooth IB-HPS (Setup,KeyGen,Encap,Encap∗,
Decap) into a leakage-smooth IB-HPS using an extractor Ext : K → {0, 1}v. We
define:

- Encap2(ID): Choose (c, k) ← Encap(ID), k′ ← Ext(k; r) where r is a random
seed. Output c′ = (c, r), k′.

- Encap∗2(ID) : Choose a random seed r and c← Encap∗(ID). Output c′ = (c, r).
- Decap2(c′,msk): Parse c′=(c, r). Compute k = Decap(c,msk), k′ = Ext(k; r).

Output k′.

Theorem 2. Assume that an IB-HPS is smooth and that |K| = 2m. Let Ext : K →
{0, 1}v be an (m − �, ε)-extractor for some ε = negl(λ). Then the above transfor-
mation produces an �-leakage-smooth IB-HPS.

4 Constructions of IB-HPS

4.1 A Construction of IB-HPS Based on Bilinear Groups

Background: Let G,GT be two (multiplicative) groups of prime order p and
let g be a generator of G. Let e : G ×G → GT be a map from G to the target
group GT . We say that the group G is bilinear if we have
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1. Bilinearity: For all u, v ∈ G and a, b ∈ Zp we have e(ua, vb) = e(u, v)ab.
2. Non-degeneracy: For the generator g of G, we get e(g, g) �= 1.
3. Efficiency: Operations (multiplication, exponentiation) in G,GT and the

map e can be computed efficiently.

We assume the existence of a group-generation algorithm G(1λ) which outputs
a tuple (G,GT , g, e(·, ·), p) where G is a bilinear group of prime order p.

We will rely on the truncated augmented bilinear Diffie-Hellman exponent
assumption (q-TABDHE ) from [Gen06]. We define the two distributions

D
(0)
λ,q =
(
g, gα, g(α

2), . . . , g(αq), g′, g′(α
q+2), e
(
g(q+1), g′

))
and

D
(1)
λ,q =
(
g, gα, g(α

2), . . . , g(αq), g′, g′(α
q+2), Z

)
where (G,GT , g, e(·, ·), p) ← G(1λ), g′ ← G, α ← Zp, and Z ← GT . For any
algorithm B, the distinguishing advantage of B in the q-TABDHE problem is
AdvTABDHE

B (λ, q) def=
∣∣∣Pr
[
B
(
D

(0)
λ,q

)
= 0
]
− Pr
[
B
(
D

(1)
λ,q

)
= 0
]∣∣∣ .

Definition 4. We say that the q-TABDHE assumption holds if, for any PPT B,
AdvTABDHE

B (λ, q) = negl(λ). We say that the TABDHE assumption holds if q-
TABDHE holds for all polynomial q.

Construction: We now present the construction of IB-HPS which is based
directly on Gentry’s IBE [Gen06].

Setup(1λ) : Let (G, GT , g, e, p) ← G(1λ). Let h ← G, α ← Zp and g1 := gα.
Set mpk = (G, GT , g, e, p, g1, h) and set msk = α.
The identity set is ID = Zp \ {α} and the encapsulated-key set is K = GT . a

KeyGen(ID, msk) : For ID ∈ ID, choose rID ← Zp and compute hID =
(hg−rID)1/(α−ID). Output skID = (rID, hID).

Encap(ID) : Choose random s ∈ Zp and compute u = gs
1g

−sID, v = e(g, g)s and
output c = (u, v), k = e(g, h)s.

Encap∗(ID) : Choose a random pair (s, s′) ∈ Zp subject to the constraint s �= s′.
Let u = gs

1g
−sID, v = e(g, g)s′ and output c = (u, v).

Decap(c, skID) : Parse c = (u, v) and output k = e(u, hID)vrID .

a The set ID is defined in terms of the secret α. Given ID ∈ Zp, one can efficiently
check if ID ∈ ID by checking if gID ?= g1.

Essentially, various parts of Gentry’s proof already show that the scheme satisfies
the properties of IB-HPS. We provide a moularized proof of the following theorem
in the full version [ADN+09].

Theorem 3. Under the TABDHE assumption, the above construction is an IB-
HPS which is simultaneously smooth and (m, ρ)-universal for ρ = 0 and m =
log(p). More precisely, the valid/invalid ciphertext indistinguishability property
holds under the q-TABDHE assumption for any adversary making at most q
secret-key and leakage queries.
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4.2 Parameters of Three IB-HPS Constructions
In the full version of this work [ADN+09], we give two additional constructions
of IB-HPS based on the recent IBE schemes of [BGH07, GPV08]. Here we, just
give a short note on each construction and explain its parameters. We will be
interested in the following:
1. The actual identity-key size m̂: the number of bits needed to efficiently rep-

resent an identity secret key skID.
2. The encapsulated-key size v = log(|K|): the size of the encapsulated key.
3. The min-entropy m and the universality ρ: the values for which the scheme

is (m, ρ)-universal.
An important parameter is the ratio m

m̂ , which determines the amount of relative
leakage that our IBE and PKE in BRM constructions can handle. We note that
all of the schemes satisfy the definition of smoothness.

A Scheme Based on Bilinear Groups. The parameters of our construction
from the previous section, based on Gentry’s IBE, are:

m̂ = 2 log(p) +O(1) , m = log(p) ,
m

m̂
≈ 1

2
, v = log(p) , ρ = 0.

where p is the (prime) order of an appropriate bilinear-group G.

A Scheme Based on Quadratic Residuosity. We show that the IBE
scheme of Boneh, Gentry and Hamburg [BGH07] contains a IB-HPS. The con-
struction and proof essentially follow [BGH07] (with a minor modification in
how identity secret keys are chosen, to get universality). The scheme is secure
under the Quadratic Residuosity assumption in the Random Oracle model, or
under a non-standard interactive quadratic residuosity assumption in the stan-
dard model. The parameters of interest are:

m̂ = log(N) , m = 1 ,
m

m̂
=

1
log(N)

, v = 1 , ρ = 0.

where N is an appropriately sized RSA modulus. Unfortunately, it is not clear
how to make the scheme leakage-smooth for any � > 0, since the secret-key
entropy m is too small to extract even a single bit. This problem can be fixed,
as will be done in the BRM, by using parallel-repetition to amplify the entropy.
Still, the relative leakage of the scheme will be poor because of the poor ratio of
the entropy m to actual-key-size m̂.

A Scheme Based on Lattices. We show how to get a construction of IB-HPS
using the IBE scheme of Gentry, Peikert and Vaikuntanathan [GPV08]. Note that
this IBE construction was already observed to be leakage-resilient by [AGV09],
but this does not imply that it is an IB-HPS. In fact, we need to make some
simple modifications so that the scheme satisfies our definition. The security of
the scheme is based on a (decisional) Learning With Errors (LWE) assumption,
in the random oracle model. Note that this assumption can be reduced to the
GapSVP problem for lattices, using the techniques of [Reg05, Pei09].3 We show
3 We note that our construction requires that we use some (slightly) super-polynomial

modulus q in the LWE problem, which means that we need to assume GapSVP is
hard against some (slightly) super-polynomial time adversaries.
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that, for any constant ε > 0, there exists some setting of the actual-key-size m̂
so that:

m = (1− ε)m̂ ,
m

m̂
= (1− ε) , v = 1 , ρ =

1
2
(1 + negl(λ)).

Note that, by Theorem 2, this construction is therefore already �-leakage smooth,
for any � ≤ m− ω(log(λ)), without any need to apply an extractor.

5 Leakage-Resilient IBE from IB-HPS

We define what it means for an Identity-Based Encryption (IBE) scheme to be
resistant to key leakage attacks and show how to use an IB-HPS to construct
such an IBE scheme. Our notion of leakage-resilience only allows leakage-attacks
against the secret keys of the various identities, but not the master secret key.
Also, we only allow the adversary to perform leakage attacks before seing the
challenge ciphertext. As noted by [AGV09, NS09, ADW09], this limitation is in-
herent to (non-interactive) encryption schemes since otherwise the leakage func-
tion can simply decrypt the challenge ciphertext and output its first bit.

Definition. Recall an IBE scheme consists of four PPT algorithms Setup,
KeyGen, Encrypt, and Decrypt. We omit discussion of the usual correctness re-
quirements. We define the semantic security game, parameterized by a security
parameter λ and a leakage parameter � as the following game between an adver-
sary A and a challenger.

IBE-SS(λ, 
)

Setup: Challenger computes (mpk, msk) ← Setup(1λ), gives mpk to the adv. A.
Test Stage 1: The adv. A adaptively makes the following queries:

Secret-Key Queries: On input ID ∈ ID, the challenger replies with skID.
Leakage Queries: On input ID ∈ ID, a PPT function f : {0, 1}∗ → {0, 1},

the challenger replies with f(skID).
Challenge Stage: The adversary selects two messages m0, m1 ∈ M and a chal-

lenge identity ID∗ ∈ ID which never appeared in a secret-key query and ap-
peared in at most 
 leakage queries. The challenger chooses b ← {0, 1} uniformly
at random and computes c ← Encrypt(ID∗, mb) and gives c to the adversary A.

Test Stage 2: The adversary gets to make secret-key queries for arbitrary ID �=
ID∗. The challenger replies with skID.

Output: The adversary A outputs a bit b′ ∈ {0, 1}. We say that the adversary
wins the game if b′ = b.

Note: In test stages 1,2 the challenger computes skID ← KeyGen(ID, msk) the first
time that ID is queried (in a secret-key or leakage query) and responds to all future
queries on the same ID with the same skID.

The advantage of an adversary A in the semantic security game with leakage �

is AdvIBE-SS
IBE,A (λ, �) def=

∣∣Pr[A wins ]− 1
2

∣∣.
Definition 5 (Leakage-Resilient IBE). An IBE scheme is �-leakage-resilient,
if the advantage of any any PPT adversary A in the semantic security game
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with leakage �, is AdvIBE-SS
IBE,A (λ, �) = negl(λ). We define the relative leakage of the

scheme to be α def= �/m̂, where m̂ is the number of bits needed to efficiently store
identity secret keys skID.

Construction: The construction of a leakage-resilient IBE from a leakage-
smooth IB-HPS is almost immediate, by simply using the encapsulated key as
a one-time-pad to encrypt a message. In particular, given an IB-HPS where the
encapsulated key set K has some group structure (K,+) (e.g. bit-strings with
⊕), we construct an IBE scheme with the same identity set ID and message set
M = K. The Setup,KeyGen algorithms are the same for both primitives and
Encrypt,Decrypt are defined by:

Encrypt(ID,m): Choose (c1, k) ← Encap(ID) and let c2 = k + m.
Output c = (c1, c2).

Decrypt(c, skID): For c = (c1, c2), compute k = Decap(c1, skID).
Output m = c2 − k.

Note that the Encap∗ algorithm of the IB-HPS is not used in the construction,
but will be used to argue security.

Theorem 4. Assume that we start with an �-leakage-smooth IB-HPS. Then the
above construction yields an �-leakage-resilient IBE.

6 Leakage Amplification of IB-HPS

We now show how to construct an �-leakage-smooth IB-HPS, for arbitrarily large
values of �, meeting the efficiency requirements of the BRM. This will be the
main step towards building PKE (and IBE) schemes in the BRM. We start with
a IB-HPS scheme Π1 = (Setup,KeyGen1,Encap1,Encap∗1,Decap1) and compile
it into a new IB-HPS scheme Π2 = (Setup,KeyGen2,Encap2,Encap∗2,Decap2),
where the identity secret keys can be made arbitrarily large, so as to achieve
�-leakage-smoothness for a large �. We will assume there is a one-to-one function
H : ID2 × [n] → ID1 where ID1, ID2 are the identity sets of Π1, Π2 respec-
tively. In the constructed scheme, the identity secret key of each ID ∈ ID2 con-
sists of n components skID = (skID[1], . . . , skID[n]), where each component skID[i]
is an independently sampled identity secret key for an identity H(ID, i) ∈ ID1
of the original scheme. Here, n will be a key-size parameter, which gives us
flexibility in the size of the identity secret key in the constructed scheme, and
will depend on the desired leakage-parameter �. The encapsulation procedure
Encap2(ID) will target only a small subset of t-out-of-n of the identities H(ID, i),
and decapsulation Decap2 will only need to read the values skID[i] associated with
these t identities. Here t will be a locality-parameter which can be much smaller
than (and independent of) n. A formal description of the construction appears
in Figure 1. It is described abstractly in terms of arbitrary parameters n, t, v. In
the theorem that follows, we show how to instantiate these appropriately based
on the setting of �, λ.
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Let Π1 = (Setup, KeyGen1, Encap1, Encap∗
1, Decap1) be a IB-HPS with encapsulated-

key-set K and identity-set ID1.
Let n, t, v ∈ Z+. We call n a key-size parameter, t a locality parameter and v a
output-size parameter.
Let H : ID2 × [n] → ID1 be a one-to-one function for some set ID2.a

Let G be a 1
2v -universal hash function family of functions g : Kt → {0, 1}v .

Define Π2 = (Setup, KeyGen2, Encap2, Encap∗
2, Decap2) as follows:

Setup(1λ): The setup procedure is the same as that of Π1.
KeyGen2(ID, msk): For i ∈ [n], sample skID[i] ← KeyGen1(H(ID, i), msk). Output

skID = (skID[1], . . . , skID[n]).
Encap2(ID): Choose t random indices r = (r1, . . . , rt) ← [n]t. Choose g ← G.

For i ∈ {1, . . . , t}, compute: (ci, ki) ← Encap1(H(ID, ri)). Let c = (c1, . . . , ct).
Output: C = (r, c, g), k = g(k1, . . . , kt).

Encap∗
2(ID): Choose t random indices r = (r1, . . . , rt) ← [n]t. Choose g ← G.

For i ∈ {1, . . . , t}, compute: ci ← Encap∗
1(H(ID, ri)). Let c = (c1, . . . , ct). Out-

put: C = (r, c, g).
Decap2(C, skID): Parse C = (r, c, g). Compute ki = Decap1(ci, skID[ri]) for i ∈

{1, . . . , t}. Output k = g(k1, . . . , kt).

a A collision-resistant hash function (CRHF) would suffice here as well.

Fig. 1. Leakage-Amplification of an IB-HPS: Construction of Π2 from Π1

For the analysis of the construction, we need to define a new parameter called
the effective key size m′. This is the minimal value such that, for any fixed
mpk,msk, ID, the number of values that skID ← KeyGen(ID) can take on is
bounded by 2m

′
. If the actual key size is m̂ and the key entropy is m, then

m̂ ≥ m′ ≥ m. Note that in all of our constructions, m/m′ is a constant (even
when m/m̂ is not, as is the case for our QR-based construction).

Theorem 5. Assume Π1 is an (m, ρ)-universal IB-HPS with effective key size
m′, where ρ < 1 and m/m′ > 0 are constants. Then, for any constant ε >
0 and any polynomial v(λ), there exists some t = O(v + λ) so that, for any
polynomial n(λ), the above construction of Π2 with parameters (n, t, v) is an �-
leakage-smooth IB-HPS where �(λ) = (1−ε)nm−v−λ. The encapsulated-key-set
of Π2 is K = {0, 1}v.
The full proof of the above theorem appears in [ADN+09]. We give some intu-
ition here. It is easy to see that Π2 satisfies correctness. Also, the valid/invalid
ciphertext indistinguishability property of Π2 follows by a simple hybrid argu-
ment. Therefore, we only need to show �-leakage smoothness, for the � given by
the theorem statement. For a fixed mpk,msk, ID in Π2, the entropy of the ran-
dom variable SKID ∼ KeyGen2(ID,msk), is amplified to H∞(SKID) ≥ nm, since it
consists of n independently sampled secret keys of Π1. If we could show that the
scheme is also ρ′-universal, for some small ρ′ ≤ ( 1

2v +negl(λ)), then we could rely
on Theorem 1 to show leakage-smoothness. Unfortunately, this is not the case.
The problem is that, if two values skID �= sk′ID in the constructed scheme differ
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in only one position j, then Decap2(C, skID) = Decap(C, sk′ID) as long as the ci-
phertext C does not “select” j, which happens with large probability. Therefore,
to analyze the leakage smoothness of the construction, we define a new notion
called approximately universal hashing, where we only insist that values which
are far from each other in Hamming distance (over some alphabet) are unlikely
to collide. We then show a variant of the leftover-hash lemma, called the ap-
proximate leftover-hash lemma holds for approximate hashing. Lastly, we show
that the decapsulation procedure Decap2(C, skID) of the amplified scheme Π2 is
approximately universal, for appropriate parameters, when C ← Encap∗(ID).4

Combining these results, we get the parameters of the theorem.

7 Public-Key Encryption and IBE in the BRM

A public-key encryption (PKE) scheme in the BRM consists of the algorithms
(KeyGen, Encrypt, Decrypt), which are all parameterized by a security parameter
λ and a leakage parameter �. The syntax and the correctness property of an
encryption scheme follow the standard notion of public-key encryption. We define
the following semantic-security game with leakage � between an adversary A and
a challenger.

SemS(λ, 
)

Key Generation: The challenger computes (pk, sk) ← KeyGen(1λ, 1�) and gives
pk to the adversary A.

Leakage: The adversary A selects a PPT function f : {0, 1}∗ → {0, 1}� and gets
f(sk) from the challenger.

Challenge: The adversary A selects two messages m0, m1. The challenger chooses
b ← {0, 1} uniformly at random and gives c ← Encrypt(mb, pk) to the adversary
A.

Output: The adversary A outputs a bit b′ ∈ {0, 1}. We say that A wins the game
if b′ = b.

For any adversary A, the advantage of A in the above game is defined as
AdvSemS

PKE,A(λ, �) def=
∣∣Pr[A wins ]− 1

2

∣∣.
Definition 6 (Leakage-ResilientPKE). A public-key encryption scheme PKE
is leakage-resilient, if for any polynomial �(λ) and any PPT adversary A, we have
AdvSemS

PKE,A(λ, �(λ)) = negl(λ).

Definition 7 (PKE in the BRM). We say that a leakage-resilient PKE
scheme is a PKE in the BRM, if the public-key size, ciphertext size, encryption-
time and decryption-time (and the number of secret-key bits read by decryption)
are independent of the leakage-bound �. More formally, there exist polynomials
pksize, ctsize, encT, decT, such that, for any polynomial � and any (pk, sk) ←
KeyGen(1λ, 1�(λ)), m ∈ M, c← Encrypt(m, pk), the scheme satisfies:
4 For approximate universality, we think of the “big key” skID as consisting of n

alphabet symbols, with one symbol for each component key skID[i].
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1. Public-key size is |pk| ≤ O(pksize(λ)), ciphertext size is |c| ≤ O(ctsize(λ, |m|)).
2. Run-time of Encrypt(m, pk) is ≤ O(encT(λ, |m|)).
3. Run-time of Decrypt(c, sk), and the number of bits of sk accessed, is ≤

O(decT(λ, |m|)).
The relative-leakage of the scheme is α def= �/|sk|.
We can generalize the above definition to IBE schemes. A leakage-resilient IBE
is an IBE in the BRM if the master-public-key size, master-secret-key size, ci-
phertext size and encryption/decryption times are bounded by polynomials in-
dependent of �.

Theorem 6 (PKE and IBE in BRM). Assume that we have an (m, ρ)-
universal IB-HPS satisfying the conditions of Theorem 5 and having actual key
size m̂. Then, for any constant ε > 0 and any polynomial v, we get PKE (resp.
IBE) schemes in the BRM with message space M = {0, 1}v and:

1. Public-key size (resp. master public/secret key size) is the same as that of
the underlying IB-HPS.

2. The locality-parameter is t = O(v + λ). The # of secret-key bits accessed
during decryption is tm̂.

3. Ciphertext-size/encryption-time/decryption-time differ by a factor of t from
those of the underlying IB-HPS.

4. Relative leakage is α ≥ m
m̂ (1− ε), for sufficiently large values of the leakage-

parameter �. In particular, for large enough �, the secret-key size (resp.
identity-secret-key size) is ≤ m̂

m (1 + ε)�.

Proof. Follows directly from leakage-amplification (Theorem 5). For any leakage-
parameter �, the key-size parameter n in the construction of Π2 in Figure 1 is
made just large enough so that � ≤ (1− ε)nm− v−λ. Therefore, Π2 is �-leakage
smooth. By Theorem 4, this yields an �-leakage resilient IBE. The efficiency
parameters are obvious from the construction, so it is easy to see that we get an
IBE in the BRM. By ignoring all identities except for a single one, we naturally
get a PKE in the BRM. The relative leakage is α = �

m̂n ≈ m
m̂ (1 − ε), for � large

enough in relation to v, λ. �

8 Extensions

In the full version [ADN+09] of this work, we show several extensions to the
results from the previous section. We describe them briefly here.

CCA Security. We show that the main ideas underlying our approach can
be extended to deal with chosen-ciphertext attacks. We present constructions
of encryption schemes that are resilient to leakage even under chosen-ciphertext
attacks. That is, these schemes are semantically secure even against an adver-
sary that is allowed to submit both leakage queries and decryption queries. We
first consider identity-based encryption, and show that the CCA-secure variant
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of Gentry’s scheme [Gen06] can be generalized to deal with leakage. We then
consider public-key encryption in the BRM, and observe that the generic trans-
formation from chosen-plaintext security to chosen-ciphertext security, using the
Naor-Yung paradigm [NY90], also applies in the BRM.

Shorter Ciphertexts via Anonymous Encapsulation. We notice that
two of our IB-HPS constructions, based on lattices and quadratic residuosity,
have additional structure, which allows for a more efficient version of our leakage-
amplification construction. In the construction shown in Figure 1, the ciphertext
C of the constructed scheme Π2 contains t ciphertexts c1, . . . , ct of the under-
lying scheme Π1, where t = O(λ + v). We show how to reduce this to a single
ciphertext if we start with an IB-HPS construction Π1 that has an additional
property, which we call anonymous encapsulation. Such a scheme has two addi-
tional procedures:

– (c, s) ← EncapC(), which samples a ciphertext c together with a trapdoor s
without knowing the target ID.

– k = EcnapK(c, s, ID), which (deterministically) computes k for any ID, given
c and a trapdoor s.

Note that the procedures EncapC,EcnapK (like Encap) are implicitly parameter-
ized by the master public key mpk.

Definition 8 (Anonymous Encapsulation). An IB-HPS has anonymous en-
capsulation if there exist efficient procedures EncapC,EcnapK as above, such that,
for any fixed mpk,msk, ID, sampling (c, k) ← Encap(ID) is equivalent to sampling
(c, s) ← EncapC() and computing k = EcnapK(c, s, ID).

For the lattice and quadratic-residuosity based constructions, the procedures
EncapC, EcnapK are already implicitly defined by Encap, which first samples c
anonymously (independently of ID) and then computes k for a given ID using
the randomness s that was used to generate c.

There are several advantages to IB-HPS schemes that have the anonymous-
encapsulation property. Firstly, it’s easy to see that the IBE constructed from
such schemes has anonymity, in that the ciphertext does not reveal the target
identity. Perhaps more importantly, anonymous encapsulation can be used to get
an improved leakage-amplification scheme with shorter ciphertexts.5 In particu-
lar, we modify the procedure Encap2(ID) of the constructed Π2 scheme, so that
it samples a single ciphertext/trapdoor pair (c, s) ← EncapC1() of the under-
lying scheme Π1, and computes ki = EcnapK1(c, s,H(ID, ri)) for each of of the
t random indices ri ∈ [n]. The ciphertexts of the constructed scheme therefore
consist of C = (r, c, g), and contain only a single ciphertext c of the underlying
scheme. To reduce the ciphertext size still further, we can employ the following
optimizations:

1. Instead of sampling the indices r ← [n]t uniformly at random, and com-
municating this choice in the ciphertext, we use use a hitting sampler to

5 A similar technique is implicitly used to get shorter ciphertexts relative to the mes-
sage length in the IBE constructions of [BGH07, GPV08].



132 J. Alwen et al.

sample r ∈ [n]t efficiently. This choice can then be communicated using a
seed of description size log(n) + O(λ + v), rather than the previous size
t log(n) = O((λ + v) log(n)) needed to communicate r explicitly.

2. Use a γ-universal, instead of fully universal, hash function g, where γ =
1
2v (1 + negl(λ)). As observed in [SZ99], such hash functions can have de-
scription sizes O(v + λ), only proportional to the output size, and not the
somewhat larger input size.

We show that leakage-amplification still holds for the modified constructions,
by showing that Decap2(C, ·) is an approximately-universal hash function with
appropriate parameters, when C ← Encap∗(ID). Unfortunately, the setting of
the parameters requires that ρ ≤ 1

2v in the original scheme, which is only the
case for our QR-based scheme but not the lattice-based scheme.

9 Comparison of PKE (and IBE) in BRM Constructions

In Table 1, we compare the efficiency and relative-leakage of our various IBE and
PKE in BRM constructions. We assume that the plaintext size is v = O(λ).6

In all of the schemes, the leakage-parameter � can be arbitrarily large and the
relative leakage column indicates the ratio of leakage to secret-key size. The
public-key size of all schemes is the same as the master-public-key size of the
corresponding IB-HPS and the encryption/decryption times (and the number
of bits accessed) differ by a multiplicative factor of t = O(λ) from those of
the underlying IB-HPS. The “CT expansion” column indicates the ratio of the
ciphertext size in the BRM to that of the underlying IB-HPS. The “CT size in
BRM” column measures the size of the ciphertext in the BRM on an absolute
scale.7 The value ε > 0 can be an arbitrary constant.

Table 1. Comparison of Our PKE in BRM Constructions

Scheme Assumption
Relative
Leakage

CT Size
in BRM CT Expansion

Bilinear-Groups
[Gen06] TABDHE ( 1

2
− ε) O(λ2) O(λ)

Quadratic Residuosity
[BGH07]

QR † 1
O(λ)

O(λ) O(1)

Lattices
[GPV08]

LWE/GapSVP † (1 − ε) O(λ4) O(λ)

† = Random Oracle Model/Interactive Assumption

6 To encrypt larger messages, it is sufficient to encrypt a short O(λ) sized key for a
symmetric-key encryption scheme.

7 Note that, to make a fair comparison, we assume that RSA moduli and bilinear-
group elements have description sizes O(λ). For our LWE based construction, the
modulus q needs to be (slightly) super-polynomial, and we are pessimistic by just
bounding its description size by O(λ).
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Abstract. Physical computational devices leak side-channel informa-
tion that may, and often does, reveal secret internal states. We present a
general transformation that compiles any circuit into a new, functionally
equivalent circuit which is resilient against well-defined classes of leakage.
Our construction requires a small, stateless and computation-independent
leak-proof component that draws random elements from a fixed distribu-
tion. In essence, we reduce the problem of shielding arbitrarily complex
circuits to the problem of shielding a single, simple component.

Our approach is based on modeling the adversary as a powerful ob-
server that inspects the device via a limited measurement apparatus.
We allow the apparatus to access all the bits of the computation (ex-
cept those inside the leak-proof component) and the amount of leaked
information to grow unbounded over time. However, we assume that the
apparatus is limited either in its computational ability (namely, it lacks
the ability to decode certain linear encodings and outputs a limited num-
ber of bits per iteration), or its precision (each observed bit is flipped
with some probability). While our results apply in general to such leakage
classes, in particular, we obtain security against:

– Constant depth circuits leakage, where the measurement apparatus
can be implemented by an AC0 circuit (namely, a constant depth
circuit composed of NOT gates and unbounded fan-in AND and OR
gates), or an ACC0[p] circuit (which is the same as AC0, except that
it also uses MODp gates) which outputs a limited number of bits.

– Noisy leakage, where the measurement apparatus reveals all the bits
of the state of the circuit, perturbed by independent binomial noise.
Namely, each bit of the computation is perturbed with probability
p, and remains unchanged with probability 1 − p.
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1 Introduction

The best of cryptographic algorithms are insecure when their implementations
inadvertently reveal secrets to an eavesdropping adversary. Even when the soft-
ware is flawless, practical computational devices leak information via numerous
side channels, including electromagnetic radiation (visible and otherwise) [30,23],
timing [7], power consumption [22], acoustic emanations [33], and numerous ef-
fects at the system architecture level (e.g., cache attacks [5,26,27]). Leaked in-
formation is even more easily accessible when the computational device is at
the hands of an adversary, as is often the case for many modern devices such
as smart-cards, TPM chips and (potentially stolen) mobile phones and laptops.
Reducing such information leakage has proven excruciatingly difficult and costly,
and its complete elimination is nowhere in sight.

There has lately been a growing amount of interest in coming up with pre-
cise definitions of security against side-channel attacks and in designing crypto-
graphic algorithms that withstand these attacks (e.g., [24,19,28,17,11,8,29,3,25,9]
and others). Micali and Reyzin [24] were the first to propose a general model
of side-channel attacks. They model a side-channel attacker as a two part en-
tity – the first is the measurement apparatus that performs measurements on
the physical state of the device. This is done on behalf of the second entity
which is the adversarial observer. The observer is assumed to be computation-
ally powerful (e.g., polynomial-time or even unbounded), and takes as input the
measurements of the apparatus. Thus, the power of the adversarial observer is
primarily constrained by the quality of the information provided by the mea-
surement apparatus.

It is interesting to note that even though computational devices leak abun-
dantly, many side channel attacks are hard to carry out and some devices remain
unbroken. This is due to the fact that useful measurements can often be difficult
to realize in practice. Physical measurement apparatuses typically produce a
“shallow” or “noisy” measurement of the state of the object, by combining some
of its salient physical properties in a simple way. The measurement consists of a
limited amount of information, obtained as a simple leakage function applied to
the physical state of the device; any in-depth analysis happens only in the form
of post-processing by the observer (rather than in the measurement apparatus).

In this work, we follow the paradigm of Ishai, Sahai, and Wagner [19] who
construct a general transformation from any cryptographic algorithm into one
that is functionally equivalent, but also leakage-resilient. The particular class
of leakage functions they consider is the class of spatially local measurement
functions, namely functions that read and output at most t bits of information.
In particular, the leakage functions are completely oblivious of a large portion
of the circuit’s state.

In contrast, we are interested in security against global measurements, which
are often easier to carry out than localized measurements that require a focus on
specific wires or memory cells; in many side-channel attacks, the main practical
difficulty for the attacker lies precisely in obtaining high spatial resolution and
accuracy. Furthermore, global measurements are typically also more informative
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than local measurements. The question that motivates our work is whether, anal-
ogously to [19], we can construct a general circuit transformation that tolerates
global side-channel measurements.

1.1 Our Results

Similar to Ishai et al. [19], we present a general transformation for arbitrary
circuits that makes them resilient against certain classes of leakage. We now
explain what these classes of leakage are and describe our techniques.

Measurement Apparatus. As in most prior work, the measurement appara-
tus in our model is not allowed to access some (very limited) portions of the
computation. It can observe the rest of the computation, and return either a
“computationally bounded” or a “noisy” function of the entire state.1 Specifi-
cally, the measurement apparatus is modeled as computing either of the following
types of leakage functions:

– a computationally-bounded leakage function f applied to the state of the de-
vice and all intermediate results that occur during the computation. The
class of functions L from which f can be chosen models the practical lim-
itations of the physical experimental setting available to the attacker. For
example, L may consist of all functions computable by circuits of small
depth.

For the computational limitation to be meaningful, the function must
also be limited in its output length (otherwise, the measurement apparatus
could simply leak the entire state by “computing” the identity function).

– a noisy leakage function, where the measurement apparatus returns the ac-
cessed bit with probability 1 − p and flips it with probability p. The mea-
surement apparatus can potentially access all the bits of the computation
this way.

There are specific components of the circuit that we consider to be leak-free. We
diverge from previous solutions by requiring that these components be simple,
stateless and computation-independent. By this, we mean that the complexity
of implementing the leak-free component is independent of the complexity of
the computed function, and that it neither holds secrets nor maintains state.
In particular, the leak-free component cannot hold the secret data used in the
computation.

Specifically, our leak-free components, which we call opaque gates, are defined
as follows. The opaque gate has no inputs and it outputs an element sampled
according to a fixed distribution which is independent of the computation being
carried out. For example, an opaque gate that we consider is one that samples t
uniformly random bits subject to the condition that they have even parity.
1 When we refer to the state of a computation, we mean all the intermediate values

produced during the computation on a particular input. Once this computation is
done, the intermediate state is erased to make room for new computations. Thus,
the leakage function can access all the bits of the current computation, but not the
past computations. In fact, this is necessary to achieve security.
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The leakage function cannot observe the innards of the opaque gate, but it
can observe the wires going into and coming out of it. Although the requirement
of a leak-free component is a strong one, the leak-free components we require
are minimal in many senses:

1. It is a fixed standardized functionality which can be designed and validated
once and added to one’s VLSI “cell library” — which is far better than having
to devise separate protection mechanisms for every circuit of interest.

2. It has no secret keys, no inputs and no internal state, i.e., it is independent
of the computation in the circuit and merely samples from a distribution.

3. Alternatively, because we only need samples from a distribution, we can have
the opaque “gate” simply read them one by one from a precomputed list.
Thus, it suffices to have leak-proof one-time storage (a consumable “tape
roll”) instead of leak-proof computation. This is a viable option if the com-
putation is performed only a bounded number of times.

Many variations of the leak-proof component assumption have been made in the
literature. We highlight some of these works below.

– The “Oblivious RAM” model of Goldreich and Ostrovsky [15,16] considered
memory to be leaky and the computation to be on a leak-free secure processor
which stores a long-term secret key.

– The model of Micali and Reyzin [24] (and subsequent works [11,29,12]) re-
versed these roles: they assume that the memory cells that are not accessed
during a computation step do not affect the observable leakage from that
stage and cannot be measured by the apparatus. They called it the “only
computations leaks” assumption.2

– The model of Goldwasser et al. [17] (which, although presented in the one-
time programs setting, can be transformed into the leakage-resilient setting)
relaxes the assumption of Micali and Reyzin, assuming only that some read-
only memory (which holds secrets correlated to the computation) is leak-free
if it is not “touched”. The circuit, however, can only be executed a single
time (or more generally, a bounded number of times).

The adversarial observer is all-powerful, and in each invocation of the circuit, it
comes up with an input to the circuit as well as a leakage function, and obtains
the output of the computation (on the given input), together with the leakage.
The adversary decides which leakage function to use in a particular invocation
adaptively, depending on all the information it received so far. We design circuit
transformations that withstand such adversaries, and obtain the following main
results.

Theorem 1 (Informal). Let t be a (statistical) security parameter. There are
circuit transformations that convert any (possibly stateful) circuit C into a circuit
Ĉ that is resilient against the following leakage functions:
2 [11,29] point out that this requirement can be somewhat relaxed – it suffices that

leakage of memory that is not used is independent of the leakage from computation.
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– Constant-depth AC0 circuits whose output length in each invocation is bounded
by t1−δ, for any δ > 0, and whose output length over the course of time is
unbounded.

– Noisy measurements that leak the entire state of the circuit in each invoca-
tion, where each bit flipped independently with probability p, for any constant
p ∈ (0, 1/2].

In both cases, the size of the transformed circuit Ĉ is larger than the size of the
original circuit C by a factor of O(t2).

Both results follow from a more general transformation that protects against any
leakage class, provided that it has an associated encoding scheme (See Theorem 2
for details). We should note that although AC0 is not a particularly strong class
of functions, it is strong enough to allow for measuring approximate Hamming
weight of the values on the wires [2]: something routinely measured by side-
channel attacks in practice.

1.2 Overview of the Techniques

To protect against the kinds of information leakage described above, we encode
the computation in a way that prevents the powerful computing observer from
gaining additional information about the computation. We show that, indeed,
for certain classes of leakage, any computation can be so encoded: namely, we
give a method for transforming arbitrary circuits into new circuits, which are
still leaky but whose leakage is useless to the attacker (in the sense of offering
no advantage over black-box access to the original circuit’s functionality).

More precisely, given any linear secret sharing scheme Π and a leakage class
L which cannot decode Π3, we show an explicit construction that transforms
any circuit C into a circuit Ĉ that is resilient against leakage in L.

The gist of the construction is to encode every wire of C into a bundle of wires
in Ĉ using Π , where each wire in the bundle carries a single share. Similarly to
Ishai et al. [19], we transform each gate in C into a gadget in Ĉ which operates
on encoded bundles. The gadgets are carefully constructed to use Π internally
in a way that looks “essentially random” to leakage functions in L, and we
show that this implies that the whole content of the transformed circuit remains
“essentially random” to a leakage in L. Hence, the adversary gets no advantage
from his observation of the leakage; formally, this is captured by a simulation-
based definition.

An important contribution of this work is a general technique for proving
security of leakage-resilient circuit transformations. Namely, we capture a strong
notion of leakage-resilience for circuits or parts thereof, by saying that they are
reconstructible if there exist certain efficient simulators for their internal wires
that fool the leakage class. We then show a composition lemma: if all parts of
a circuit are reconstructible then so is the whole circuit. This implies security
3 Technically, the requirement that we make for the class L is a little bit stronger then

not being able to decode.
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of the transformation. Thus, security of the overall transformation is reduced to
the reconstructibility of the individual gadgets. Our specific results using linear
secret-sharing schemes follow this route, and other transformations can be built
by devising different gate gadgets and merely showing that each is reconstructible
by itself.

Other Related Approaches. Recently, starting from the work of Akavia et
al. [3], several results have appeared that show security against adversaries that
learn arbitrary functions of the secret state of a device without requiring leak-free
components (see [3,4,9,21,25] and the references therein). All these constructions
assume that the total leakage does not exceed the size of the secret key; in
contrast, the total leakage in our case can be unbounded (subject only to the
condition that in every time period, it is bounded). Furthermore, these works de-
sign specific cryptographic primitives such as encryption and signatures, whereas
we focus on a general leakage-resilient transformation.

Standaert et al. [35] consider security against particular attacks such as Ham-
ming weight attacks and analyze in [28] the security of a block-cipher based
construction of a pseudorandom number generator.

2 Preliminaries and Definitions

Notation. Throughout the paper, we let t denote the security parameter.
For n ∈ N, let [1, n] denote the set of integers {1, . . . , n}. We denote function
composition by f ◦ g : x �→ f(g(x)). If L1 and L2 are two sets of functions,
then L2 ◦ L1 is a set of functions {f ◦ g | f ∈ L2, g ∈ L1}. Vectors, denoted
v = (v1, . . . , vn), will be treated as column vectors.

If D is a probability distribution, then the notation d ←− D means that the
random variable d is drawn from D. (If D is a set with no distribution specified,
then by default we assume the uniform distribution.) If D is a randomized algo-
rithm, then d←− D(x) denotes the output of D on input x. The notation D ≡ D′

means the distributions D and D′ are identical.

Circuits. We consider circuits whose wires carry elements of an arbitrary finite
field K; in particular, we may set K = GF (2) to speak of a Boolean circuit. We
consider circuits composed of the following gates operating on elements of K (in
addition to the input, output, and memory gates): ⊕,�, and � (which compute,
respectively, the sum, difference, and product in K, of their two inputs), the
“coin flip” gate $ (which has no inputs and produces a random independently
chosen element of K), and for every α ∈ K, the constant gate constα (which
has no inputs and simply outputs α). Fanout is handled by a special copy gate
that takes as input a single value and outputs two copies. Notice that copy gates
compute the identity function (pass-through wires) and are present mainly for
notational convenience.

For a circuit C containing w wires, a wire assignment to C is a string in Kw ,
where each element represents a value on a wire of C. By WC(X), we denote
a distribution of wire assignments that is induced when a circuit C is being
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evaluated on an input X (in particular, if C is deterministic, then WC(X) has
only one element in its support). By WC(X |Y ), we denote the same distribution
conditioned on the fact that the output of C(X) was Y .

Two classes of circuits figure prominently in this paper.

– The first class of circuits is SHALLOW(d, s), the class of all deterministic
circuits (i.e., ones without $ gates) that have at most s ⊕,�, and � gates
that are arranged at most d deep (i.e., the longest path in the circuit has at
most d such gates on it).4

– The second is a class that contains a single probabilistic circuit Np that
gets as input a string v, and outputs w = v ⊕ r, where each bit of r is
independently 1 with probability p, and 0 with probability 1− p.

Stateful Circuits. A stateful circuit additionally contains memory gates,
which have a single incoming edge and any number of outgoing edges.5 Memory
gates maintain state: at any clock cycle, a memory gate sends its current state
down its outgoing edges and updates it according to the value of its incoming
edge. Any cycle in the circuit must contain at least one memory gate.

The state of all memory gates at clock cycle i is denoted by Mi, with M0
denoting the initial state. Inputs to and outputs from clock cycle i are denoted,
respectively, by xi and yi. When a circuit is run in state Mi−1 on input xi,
the computation will result in a wire assignment Wi; the circuit will output
yi and the memory gates will be in a new state Mi. We will denote this by
(yi,Mi,Wi) � C[Mi−1](xi).

2.1 Leakage-Resilient Circuit Transformation

In this work, we construct a circuit transformation that takes as input a circuit
and outputs a functionally equivalent, and yet, leakage-resilient circuit. Our
definition generalizes the notion of a private transformation from Ishai, Sahai
and Wagner [19]. For readers familiar with the model of Ishai et al., we note that
the main difference is that whereas they speak of a “t-private transformation”
that is secure against observers who can access at most t wires, we consider the
general notion of a “L-secure transformation” that is secure against observers
who can evaluate any leakage function f within a class L. One can recover the
definition of Ishai et al. from our definition by simply letting L be the class of
functions that output a subset of their input bits.

In order to understand our definition, it helps to keep the following scenario
in mind. Imagine a circuit that has a secret stored within it (possibly in an
encoded form) and it uses the secret together with a (public) input to come
up with an output; the encoding of the secret itself may get modified during
the computation. For example, the circuit may implement a block cipher or
the RSA signing algorithm, where the keys are secret. An adversarial observer

4 Note that copy and constα gates do not count towards the depth d or the size s.
5 Formally, our notion of a stateful circuit is essentially the same as the one in [19].
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(who we denote OBS) gets to interact with the circuit and the measurement
apparatus by iterating the following process polynomially many times, in an
adaptive manner: choosing an input for the circuit and a leakage function for
the measurement apparatus, and receiving the output of the circuit on the chosen
input and the physical leakage from the measurement apparatus. We would like
to make sure that the ability to observe physical leakage does not help the
observer: that is, the observer learns nothing more about the state of the circuit
from the leakage than it could have learnt from input-output access.

Circuit Transformer. A circuit transformer TR takes as input a security pa-
rameter t, a circuit C, and an initial state M0 and produces a new circuit Ĉ
and new initial state M̂0.6 We require the transformer to be sound : for all C
and M0, C[M0] should behave identically to Ĉ[M̂0]. By “behave identically” we
mean that for any number of clock cycles q and any set of inputs x1, x2, . . . , xq
(one for each clock cycle) the distribution of the outputs y1, y2, . . . , yq is the
same for C starting at state M0 and Ĉ starting at state M̂0.

Security. We want to ensure that the transformed circuit leaks no useful in-
formation to an observer other than what the observer could have obtained by
input-output access to the circuit’s functionality. We define an (L, τ, q)-observer
OBS to be an algorithm that: 7

– Queries the circuit q times with inputs xi, and receives the outputs yi.
– For each execution of the circuit (say, with input xi), chooses a leakage

function f ∈ L, and obtains f(WC(xi)). That is, the leakage function f
takes as input the circuit’s wire assignment on input xi, and outputs the
resulting leakage.

– Runs for at most τ steps (not including the computation by the leakage
function itself).

The observer makes the choice of which leakage function to use in a particular
execution adaptively, depending on all the information it has received so far. To
formalize that such an observer learns nothing useful, we show the existence of a
simulator SIM, and prove that anything the observer learns can also be learned
by SIM which only sees inputs and outputs of the circuit.

Consider the following two experiments that start with some circuit C in
state M0, and allow it to run for q iterations. In both experiments, we assume
that OBS and SIM are stateful, namely, they remember their state from one
invocation to the next.

6 Throughout this paper, we use the hat notation �̂ (reminiscent of the proverbial
“tinfoil hat”) to designate circuit or components that are transformed for leakage-
resilience.

7 The number of observations q, the observer’s running time τ , and various other
running times and success probabilities are all parameterized by a security parameter
t, which is given as input to the transformation TR. For readability, we will omit t
from most of our discussion.
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Expreal
TR (OBS,L, q, C,M0):

(Ĉ, M̂0) ←− TR(C,M0)
(x1, f1) ←− OBS(Ĉ), with f1 ∈ L
For i = 1 to q − 1

(yi, M̂i,Wi) � Ĉ[M̂i−1](xi);
(xi+1, fi+1) ←− OBS(yi, fi(Wi))

(yq,Mq,Wq) � Ĉ[M̂q−1](xq);
Return output of OBS(yq, fq(Wq)).

Expsim
TR (SIM,OBS, q, C,M0):

(Ĉ, M̂0) ←− TR(C,M0)
(x1, f1) ←− OBS(Ĉ), with f1 ∈ L
For i = 1 to q − 1

(yi,Mi) ←− C[Mi−1](xi)
Λi ←− SIM(xi, yi, fi), with Λi being the leakage
(xi+1, fi+1) ←− OBS(yi, Λi)

(yq,Mq) ←− C[Mq−1](xq);
Λq ←− SIM(xq, yq, fq)
Return output of OBS(yq, Λq).

The definition below says that the transformed circuit is leakage-resilient if
the outputs of the two experiments above are indistinguishable.

Definition 1. Let L be a class of circuits, and let τ = τ(t), τ ′ = τ ′(t), q = q(t)
and ε = ε(t) be functions of the security parameter t. A circuit transformer TR
is said to be (L, τ, τ ′, q, ε)-secure if for every (L, τ, q)-observer OBS, there is a
simulator SIM that runs in time τ ′ such that for all circuits C and all initial
states M0,
∣∣ Pr[Expreal

TR (OBS,L, q, C,M0) = 1]− Pr[Expsim
TR (SIM,OBS, q, C,M0) = 1]

∣∣ ≤ ε,

where the probabilities are taken over all the coin tosses involved in the exper-
iments. We refer to a circuit transformer being L-secure, as a shorthand for
saying that it is (L, poly(t), poly(t), poly(t), negl(t))-secure in the above sense.

Remark. We note that a stronger result is obtained when L, τ and q are as large
as possible (as it allows for more leakage functions, and stronger observers),
when τ ′ is as close as possible to τ , and when the distinguishing advantage ε is
as small as possible (because either of these indicate a tighter simulation).

3 Circuit Transformation from Linear Secret-Sharing

Our main result states that if there exists a linear encoding scheme for elements
of any field K (taking a single element to t elements) for which encodings of any
two values are indistinguishable by functions in a class L, then there exists a
circuit transformation that is secure against a slightly less powerful leakage class
LTR. (Jumping ahead, we remark that the leakage class L is essentially the same
as the class LTR “augmented with” a depth-3 circuit of size O(t2)).

We now describe the main elements in the circuit transformation.
Encoding for the wires. Our transformation can be based on any linear
encoding scheme Π = (Enc,Dec), which maps a single element of K to a vector
in Kt and back. In the simplest case of K = GF(2), an encoding of a bit x is
a random string of t bits whose exclusive-or is x. More generally, for security
parameter t, a linear encoding scheme Π is defined by a decoding vector r =
(r1, . . . , rt) ∈ Kt and the decoding function Dec : (y1, . . . , yt) �→

∑
i yiri = r Ty.
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Enc is a (probabilistic) algorithm that, on input x, chooses uniformly at random
an element of Dec−1(x).

Linear encoding schemes include the aforementioned parity encoding, as well
as any threshold or non-threshold linear secret sharing scheme, e.g., [32,6,20].

We need the notion of leakage-indistinguishability of an encoding scheme
which, roughly speaking, formalizes what it means for an encoding of two values
to be indistinguishable in the presence of leakage. In conjunction with formaliz-
ing this notion, let us first introduce a more general definition that speaks about
leakage-indistinguishability of two distributions.

Definition 2. Two distributions X and Y are said to be (L, p, τ, ε)-leakage-
indistinguishable, if for any observer OBS, running in time τ and making at
most p queries to its oracle where each query f is a function in L,

|Pr[x← X ; OBSEval(x,·)(1t) = 1]− Pr[y ← Y ; OBSEval(y,·)(1t) = 1| ≤ ε,

where Eval(x, ·) takes as input a leakage function f and outputs f(x).
We say that an encoding scheme Π is (L, p, τ, ε)-leakage-indistinguishable if

for any a, b ∈ K the two distributions Enc(a) and Enc(b) are (L, p, τ, ε)-leakage-
indistinguishable. If τ = poly(t) and ε = negl(t), then we abbreviate this to
(L, p)-leakage-indistinguishable.

Opaque gates. In our scheme, the transformed circuit Ĉ is built of the same
gate types as the original circuit, with the addition of a new opaque gate denoted
O. As mentioned in the introduction, the O gate has no inputs, and outputs an
encoding sampled from the distribution Enc(0). Crucially, while the wires coming
out of this gate can be observed by the leakage function, we assume that its
internals do not leak (we show how to somewhat relax this condition in the full
version). For the case of K = GF(2) our leak-free component can be implemented
by a circuit that works as follows: generate t random bits b0, . . . , bt−1 and output
the bits ci := bi ⊕ bi+1 mod t for 0 ≤ i ≤ t− 1.

As mentioned in the introduction, our leak-free component is minimal in many
senses; the only sense in which it is not minimal is that its size is proportional to
the security parameter t. Improving on this is left as an important open problem.

We now state our main theorem. The rest of this section describes the trans-
formation, and the next section contains an overview of the proof of security.8

Theorem 2. Let t be the security parameter, and let LTR be some class of leak-
age functions. If there exists a linear encoding scheme Π that is (LΠ , 2)-leakage-
indistinguishable, then there exists a circuit transformation TR that is LTR-secure
provided that:

LΠ ⊇ LTR ◦ SHALLOW(3, O(t2))

The transformation increases the size of each multiplication gate by a factor of
O(t2) and the rest of the circuit by a factor of O(t), where the constants hidden
in O(·) are small.
8 A complete statement of the theorem keeps track of other parameters such as the

running-time of the observer as well as the simulator, and the distinguishing advan-
tage. We postpone the more detailed theorem statement to the full version.
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Fig. 1. Example of a circuit C for the function (a, b, c) �→ ((a ⊕ b) 	 c, c), and the
corresponding transformed circuit Ĉ. Three parallel lines denote encoding (t wires).
Dashed borders indicate a gadgets, whose internal wires leak. Note that in C, the
special gates encoder, decoder, mask and copy are just the identity and are present
for notational convenience.

3.1 The Transformation for Stateless Circuits

We will first describe our transformation for circuits without any memory gates,
which we call, like in [19], stateless circuits. We then show how to extend the
transformation to general (i.e., stateful) circuits.

Given a stateless circuit C, our transformation TR produces the transformed
circuit Ĉ as follows (see Figure 1 for an example). Each wire w in C is replaced
by a wire bundle in Ĉ, consisting of t wires w = (w1, . . . , wt), that carry an
encoding of w. Each gate is transformed into a gadget, built out of gates, which
takes encodings and outputs encodings. Crucially, note that the internals of these
gadgets may leak. The gadgets themselves are described in Figure 2.

Transformation c ← a 	 b ⇒ c ← a	̂b:
Compute the t × t matrix

B ← ab T = (aibj)1≤i,j≤t using t2 	 gates
Compute the t × t matrix S

where each column of S is output by O
U ← B + S (using t2 ⊕ gates)
Decode each row of U using t − 1 ⊕ gates,

t 	 gates, and t constα gates
to obtain q ← Ur,
where r is the decoding vector
(it does not matter how this decoding is
performed as long as there are O(t) wires
in the decoding subcircuit and each one
carries some linear combination of the
wires being decoded, plus possibly a
constant)

o ← O
c ← q + o (using t ⊕ gates)

Transformation c ←− $ ⇒ c ←− $̂:
ci ←− $ for i ∈ [1, t]
Output c

Transformation c ← a ⊕ b ⇒ c ← a⊕̂b

(or c ← a � b ⇒ c ← a�̂b):
q ← a + b (or q ← a − b)

using t ⊕ (or �) gates
o ← O
c ← q + o (using t ⊕ gates)

Transformation b ← mask(a) ⇒ b ← m̂ask(a)
o ← O
b ← a + o (using t ⊕ gates)

Transformation a ← constα ⇒ a ← ĉonstα,
for any α ∈ K

Let α be a fixed arbitrary encoding of α.
o ← O
a ← α + o (using t ⊕ gates)

Gadget (b, c) ← ĉopy(a)
o1 ← O, o2 ← O
b ← a + o1 (using t ⊕ gates)
c ← a + o2 (using t ⊕ gates)

Fig. 2. Gadgets used in the stateless circuit transformation TR
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Since our gadgets operate on encoded values, Ĉ needs to have a subcircuit
at the beginning that encodes the inputs and another subcircuit at the end
that decodes the outputs. However, in our proofs, we want to be able to also
reason about transformed circuits without encoding and decoding. Thus, we do
not require that every transformed circuit Ĉ should have such encoding and
decoding. Instead, we introduce artificial input and output gates that can be
part of C for syntactic purposes. If such gates are present (as they would be on
any “complete” circuit that one would actually wish to transform), then Ĉ will
include input encoding and output decoding. If they are not, then Ĉ will operate
on already encoded inputs and produce encoded outputs.

More precisely, if we wish for Ĉ to include input encoding and output decod-
ing, then the circuit C given to TR must have two special gates in sequence on
every input wire: an encoder gate followed by a mask gate, both of which are
simply the identity. Also, on every output wire there must be a special decoder
gate, which is also the identity. These special gates must not appear anywhere
else in C. In Ĉ each encoder gate is replaced by an ̂encoder gadget which per-
forms encoding (see below), each decoder gate is replaced by a ̂decoder gadget
that performs decoding (see below), and each mask gate is replaced by a m̂ask
gadget (that is needed for security and is described in Figure 2).

The ̂encoder gadget takes an input a ∈ K and outputs an encoding (i.e.,
a wire bundle) a ∈ Kt of a. The encoding can be chosen arbitrarily from the
support of Enc(a): a = (r−1

1 a, 0, . . . , 0). The ̂decoder gadget takes an encoding
(i.e., a wire bundle) a ∈ Kt of a and outputs a←− Dec(a). This is computed by
a decoding circuit with just constα, ⊕, and � gates. The operation of all the
gadgets is described in 2. For the soundness of our transformation, we refer the
reader to the full version.

Incidentally, observe that because every gadget other than ̂encoder or ̂decoder
ends with a masking by an output ofO,9 and wire bundles do not fan-out (instead,
they go through the ĉopy gadget), each connecting wire bundle carries an encod-
ing of its value that is chosen uniformly and independently of all the wires in the
transformed circuit. This fact, together with the construction of the gadgets, is
what enables the simulation.

Handling Stateful Circuits. To augment the above stateless circuit transfor-
mation to a full circuit transformation, we have to explain how to transform the
initial state M0 and what to do with each memory gate. The initial state is re-
placed by a randomly chosen encoding Enc(M0). Each memory gate is replaced
by a gadget that consists of t memory gates to store the encoding followed by a
m̂ask gadget to guarantee re-randomization of the state.10

9 One can instead define the basic gadgets as not including this masking with O, and
instead place a mask gate on every wire. The resulting transformation is similar.

10 Masking the output of the memory gadget has two reasons: first, we want to allow
the total leakage to be much larger than the size of the state, and second, we want
to allow the adversary to choose leakage functions adaptively.
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4 Proof of Security

Conceptually, the proof of security for the circuit transformation in Section 3
proceeds in two steps. First, consider a mental experiment where each gadget in
the transformed circuit Ĉ is perfectly opaque. Namely, the only wires that the
observer OBS can “see” are the external wires of the gadgets that connect the
output of a gadget to the input of another gadget (these are exactly the wires
that carry encodings of the values in the circuit C). The wires internal to the
gadgets are off-limits to OBS. Once in this (imaginary) world, we use the first
key property of our gadgets, namely

Re-randomizing: The output of each gadget in Ĉ is a uniformly random encod-
ing of the output of the corresponding gate in C.11

Letting w1, . . . , wm denote the values of the wires in C, the re-randomizing
property says that the wire-bundles in Ĉ that are external to the gadgets are
distributed like (w1, . . . ,wm) where the wi ← Enc(wi) are random and inde-
pendent encodings of the bit wi.

The simulator does not know the value wi (because it does not know the
secret state in the circuit), but will simulate it with a random encoding of a
random value w′

i. Now, the leakage indistinguishability of the encoding scheme
tells us that given the leakage from any of these encodings (individually), it is
hard to tell if the underlying value is wi or w′

i. By a hybrid argument, the same
holds for a vector of independent encodings of m values as well, which is what
the simulator uses.

Before we declare victory (in this imaginary world), let us look a little more
closely at the hybrid argument. At each hybrid step, we will prove indistinguisha-
bility by a reduction to the security of the encoding scheme. In other words, we
will show by reduction that if OBS equipped with functions from LTR can distin-
guish two hybrid wire distributions, then some adversary OBSΠ , equipped with
functions from a slightly larger class LΠ , can distinguish two encodings. Given
an encoding, our reduction will need to fake the remaining wires of the circuit
and give them as input to the function from LTR.

Efficiency of such a reduction is particularly important. If OBS specifies a
leakage function f ∈ LTR for Ĉ, then OBSΠ will specify its own leakage function
fΠ for the encoding and return its result to OBS. This leakage function fΠ has
to fake (in a way that will look real to f and OBS) all the wires of Ĉ before
it can invoke f . At the same time, fΠ should not be much more complex than
f , because our result is more meaningful when difference between the power of
LΠ and the power of LTR is smaller. The main trick is for OBSΠ to hardwire
as much as possible into fΠ , so that when fΠ observes the encoding, it has to
do very little work before it can invoke f . In fact, in this imaginary situation,

11 Of course, given the values of the internal wires of the gadgets as well, the outputs
of the gadgets are not independent encodings any more. But, note that we are still
in the mental experiment where the observer does not get to see the internals of the
gadgets.
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all the remaining wires can be hardwired into fΠ because of independence of
encodings, so fΠ has to simply invoke f on its input wires and hardwired values.

The second step in the proof is to move from the mental experiment to the
real world, where the internals of the gadgets also leak. Unlike in the mental
experiment, where the values of all wire bundles were independent, values of
wires inside a gadget are correlated to its input and output wire bundles. Thus,
they cannot be hardwired into fΠ . Nor can they be computed by fΠ , because
the complexity of the gadgets is too high.

Handling this problem requires invoking the second key property of the gad-
gets, namely:

Reconstructibility: We say that a pair of strings (X,Y ) is plausible for Ĝ if
Ĝ might output Y on input X . For every gadget Ĝ, there exists a distri-
bution RECĜ over low-complexity functions R, which takes as input X,Y

and produces a simulated distribution of the internal wires of Ĝ. If for any
plausible X,Y this distribution is (L, τ, ε)-leakage-indistinguishable from the
actual distribution of the internal wires of Ĝ (conditioned on X and Y ), then
we say that Ĝ is (L, τ, ε)-reconstructible by R, and call RECĜ a (L, τ, ε)-
reconstructor.

In the following we will often omit the parameters τ and ε.
We use this property to handle leakage from gadgets. Given reconstructors for

each single gadget we can show that a transformed circuit that is encoding-based
(i.e. the gadgets operate on encodings) and composed of reconstructible gadgets
is secure according to Definition 1. On a high-level we will replace each gadget
with its reconstructor in addition to replacing connecting wire bundles with
random encodings. The proof that the simulation is indistinguishable requires
first doing a hybrid argument over gadgets as they are replaced by reconstructors
one-by-one, and then modifying the hybrid argument over the wires described
above. In the hybrid argument over the wires, fΠ can have hardwired values for
every wire in the circuit except the gadgets connected to the challenge encoding,
which will be computed by fΠ using the low-complexity function given by the
reconstructor. This allows for a very efficient reduction. The formal statement
of the composition lemma is given in Lemma 3.

Let us now move on to building reconstructors for two simple gadgets.

4.1 Reconstructors for Single Gadgets

We present proof sketches for the reconstructibility of the ⊕̂ and �̂ gadget.

Lemma 1 (⊕̂ and �̂ gadgets are reconstructible). For any class of circuits
L, the ⊕̂ and �̂ gadgets are (L,∞, 0)-reconstructible, where the reconstructor can
be computed by SHALLOW(2, O(t)).

Proof. In this sketch we will do the proof only for ⊕̂. The reconstructor REC⊕̂
is the distribution whose only support is the following circuit R⊕̂. On inputs
(X,Y ) where X = (a, b) (i.e., the desired input of the ⊕̂ gate), and Y = (c)
(i.e., its desired output), R⊕̂ assigns the wires of ⊕̂ to q ←− a⊕ b and o ←− c�q.



Protecting Circuits from Leakage 149

If X,Y are chosen as in the definition of a reconstructor, then the resulting
output of R⊕̂ is identically distributed to the wire distribution W⊕̂(X |Y ), since
in both cases o takes the only possible consistent value o ←− c � q. Notice that
R⊕̂ can be computed by a circuit of depth 2 because on inputs X,Y it first
computes q ←− a ⊕ b and based on that o ←− c � q. The � and ⊕ gates above
operate only on single field elements, so R⊕̂ requires O(t) size. 	

Let us now give a proof sketch for the �̂ reconstructor. Notice that the main
technical difficulty is the fact that our simulation has to be shallow whereas the
real �̂ gadget is already a deep circuit. In the following, let K = GF(2).

Lemma 2 (�̂ is reconstructible). Let L�̂ be a class of functions, and as-
sume that the encoding Π is LΠ-leakage-indistinguishable, where LΠ ⊇ L�̂ ◦
SHALLOW(2, O(t2)). Then, the �̂ gadget is L�̂-reconstructible, where the recon-
structor can be computed by SHALLOW(2, O(t2)).

Proof (sketch). The reconstructor REC�̂ takes as inputs (X,Y ), where X =
(a, b), and Y = (c) and is defined as follows:

1. Sample U uniformly from Kt×t and compute the values on the wires in the
subcircuits for the computation of q. Hard-wire the results as R�̂’s outputs.

2. On input X , R�̂ computes the matrix B ←− (ai � bj)i,j , i, j ∈ [1, t] and
outputs it as part of the wire assignment.

3. R�̂ computes S ←− B − U and o ←− c− q.

REC�̂ has size O(t2) (because it needs to compute matrices B and S) and depth
2, because S is computed from B, that in turn has been computed from the
inputs.

It remains to show that the distribution R�̂(X,Y ) produced by the recon-
structor and the actual wire distribution W�̂(X |Y ) are leakage-indistinguishable
by leakage functions in L�̂. Since U is computed as B + S it suffices to show
that S can be replaced by a matrix sampled uniformly at random from Kt×t.

We prove it by a hybrid argument and define hybrids W�
�̂(X |Y ) (� ∈ [0, t])

as W�̂(X |Y ), except that for the first � columns of S the elements are drawn
uniformly from K. We show the leakage-indistinguishability between two con-
secutive hybrids by a reduction to the encoding leakage-indistinguishability. As
part of this reduction we build the observer OBSΠ that runs OBS�̂ and has to
answer its leakage queries f�̂ ∈ L�̂. OBSΠ runs f�̂ as part of its own leakage
function fΠ ∈ LΠ . However, fΠ only expects a single target encoding e as input,
whereas functions from L�̂ expect a full wire assignment for �̂. Thus, before fΠ
runs f�̂, a wire simulator fS , computes a wire assignment for �̂ given only the
target encoding e. To keep the reduction tight (and our result meaningful), fS
has to be very simple; i.e. we use the input e as little as possible and hard-wire
most of the values of the wires of �̂ into fS. For any X,Y :

1. From X compute B = (aibj)i,j∈[1,t] and hard-wire a, b, B into fS.
2. Hard-wire the columns 1 . . . � − 1 to random encodings and � + 1 . . . t to

Enc(0). The �th column is filled with the challenge encoding e.
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3. Hard-wire all elements of U = B + S into fS except for the �th column. For
the �th column, compute for each i ∈ [1, t], the value Ui,� ← Bi,� + ei.

4. The wires in the decoding sub-circuits to compute q from U carry the ⊕ of
some row {Ui,j}j. If a wire in the sub-circuit does not depend on Ui,� (i.e.,
the input to fS), then pre-compute its value and hard-wire the intermediate
result. On the other hand, if it depends on Ui,� = Bi,�+ei, then pre-compute
a partial sum except the term that depends on ei and hard-wire the result.
On input e, fS computes the missing outputs by ⊕-ing the relevant parts
of e.

5. With fixed Y and q from (3) compute o ←− Y − q and output it.

It is not difficult to check that fS outputs a valid wire assignment for �̂ that is
either distributed as W�−1

�̂ (X |Y ) or W�
�̂(X |Y ). If e is drawn from Enc(0), then

the �th column of S is assigned an encoding drawn from Enc(0). Since all the
other wires are computed honestly using either hard-wired values or the input e,
fS(Enc(0)) and W�−1

�̂ (X |Y ) are distributed identically. If e ←− Enc(x), for x ∈ K,
then the �th column of S is assigned an encoding drawn from Enc(x), hence, we
get that fS(Enc(x)) and W�

�̂(X |Y ) are distributed identically. Since fS needs
to compute the �th column of U , the values in the decoding sub-circuits, and
from q the value of o, fS ∈ SHALLOW(2, O(t2)). Together with the t hybrids, we
get that W�̂(X |Y ) and R�̂(X,Y ) are (L�̂, tε)-leakage-indistinguishable, if Π is
(LΠ , ε)-leakage-indistinguishable (where LΠ ⊇ L�̂ ◦ SHALLOW(2, O(t2))). 	

The rerandomizing property of the simple gadgets follows immediately from the
fact that every gadget’s output is masked by the output of O.

4.2 Security of Full Circuit Transformation

Until now we showed that individual gadgets are re-randomizing, and recon-
structible. The following central lemma, that is proved in the full version, states
how to compose reconstructors for single gadgets to yield a reconstructor for the
entire circuit.

Lemma 3 (Composition Lemma). Let LĈ be some set of leakage functions
and εΠ > 0, τΠ > 0, t > 0. Let Π be (LΠ , τΠ , εΠ)-leakage-indistinguishable.
Let C be a stateless circuit of size s, without encoder or decoder gates with
kI inputs and kO outputs. Then the transformed circuit Ĉ is rerandomizing and
(LĈ , τĈ , εĈ)-reconstructible by SHALLOW(2, (kI + kO)O(t2)) where LΠ = LĈ ◦
SHALLOW(3, O(t2)), εĈ = εΠs(t + 2), and τĈ = τΠ −O(st2).

There is one caveat that remains in proving security according to Definition 1:
the ̂encoder and ̂decoder gadget are not reconstructible, however, the simulator
can easily include them into his simulation since the inputs and outputs of these
gadgets are known.

We would like to make a final remark: the circuit transformation that we dis-
cussed so far are based on any linear encoding scheme, however, the proof tech-
niques that we introduced along the way are more general. Note that Lemma 3
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relies essentially on the fact that the gate gadgets are rerandomizing and recon-
structible. One can obtain an analogously result using any (not necessarily linear)
encoding scheme and a corresponding set of sound gate gadgets that are reran-
domizing and reconstructible. We refer the interested reader to the full version.

5 Security against Constant Depth Leakage

In this section, we show how to use the general circuit transformation from
Section 3 to achieve security against leakage functions that can be computed by
constant-depth circuits.

5.1 AC0 Leakage

The first leakage class we consider is AC0, the class of constant-depth, polynomial-
size circuits formed out of NOT gates and unbounded fan-in AND and OR gates.
Let C(d, s, λ) denote the class of AND-OR-NOT Boolean circuits with depth d,
size s and λ bits of output.

The Encoding. The encoding we use in this case is the parity encoding. The
(randomized) parity encoding of a bit b is a sequence of bits (b1, . . . , bt) which
are uniformly random subject to the condition that their parity is the bit b. This
encoding can be computed in many different ways, for example, as:

enc(b): Generate bits b1, . . . , bt−1 uniformly at random, and set bt := b ⊕⊕t−1
i=1 bi.

Obviously, the decoding function for the parity encoding is simply the parity
function, namely the function that outputs the exclusive-or of the t bits in the
encoding.

The parity encoding is hard to decode for AC0 circuits. The classical result
of H̊astad [18] (which builds on [1,14]), translated to our definition, states that
the parity encoding of the bits 0 and 1 are indistinguishable by circuits in the
class C(d, 2t

1/d

, 1) for any constant d. This protects against AC0 circuits that
output 1 bit. Using a recent result of Dubrov and Ishai [10, Theorem 3.4], we
can protect against the circuit class C(d, eO(tδ/d), t1−δ) for any 0 < δ < 1, namely
AC0 circuits that output up to t1−δ bits.

We obtain the following theorem by instantiating Theorem 2 with the parity en-
coding, and using the above observations about the leakage-indistinguishability of
the parity encoding against AC0 circuits. The reader is referred to the full version
for a tight statement and a formal proof of security.

Theorem 3. Let t be the security parameter, and 0 < δ < 1, and d ∈ N be con-
stants. Then, there exists a circuit transformation that is LAC0,d,δ-secure where
LAC0,d,δ = C(d − 4, eO(tδ)/d, t1−δ) is the class of all Boolean AND-OR-NOT cir-
cuits of depth at most d− 4, size at most eO(tδ)/d and output length at most t1−δ.
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In particular, the theorem states that the transformation is secure against AC0

circuits (constant depth, polynomial-size circuits) that output at most t1−δ bits,
for any constant δ > 0.

5.2 ACC0[q] Leakage

A natural way to extend the class of leakage functions from AC0 to something
more general is to allow the leakage function to have parity gates. Clearly, such
circuits can decode the parity encoding, but are there still other linear encoding
schemes that cannot be decoded by even such circuits? It turns out that such
encodings indeed exist. For any integer q, let MODq be the gate that outputs 0
if the sum of its inputs is 0 modulo q, and 1 otherwise. The class CMOD-q(d, s, λ)
is defined to be the functions computable by circuits made of NOT gates and
unbounded fan-in AND, OR and MODq gates, with depth d, size s and output length
λ. For example, letting q = 2, we get the class of depth d circuits that include
parity gates as well.

The encoding scheme we use in this case is the mod-q′ encoding scheme, for
some q′ that is co-prime to q, defined analogously to the parity encoding scheme
in Section 5.1. By a result of Razborov and Smolensky [31,34], for any distinct
primes q′ and q, the mod-q′ encoding is leakage-indistinguishable for functions
in the class CMOD-q(O(1), poly(t), 1), i.e., ACC0[q] circuits with output length 1.
Since the mod-q′ encoding is linear, we can apply Theorem 2 to get a secure
circuit transformation.

6 Security against Noisy Leakage

So far, we considered leakage classes that are constrained in terms of their com-
putational power and output length. In this section, we consider the noisy leakage
model, where the leakage consists of the values of all the wires in the circuit,
except that each bit is flipped with some probability p ∈ [0, 1/2]. More pre-
cisely, the class of noisy leakage functions is represented by the circuit class
L = {Np}p∈[0,1/2], where each circuit Np is probabilistic, and is defined as fol-
lows: Let Bp be the binomial distribution with parameter p which outputs 1
with probability p and 0 otherwise. Then, Np(x) = x ⊕ b, where each bit bi is
drawn from the distribution Bp and the different bi are independent.

Ideally, we would hope that the circuit transformation in Section 3 provides
security against noisy leakage as well. However, this turns out to be false, and in
fact, there is an explicit attack against the transformation in Section 3 (as well
as the circuit transformation of Ishai et al. [19]) in the presence of noisy leakage,
even when the noise is very small.

We outline the basic idea of the attack here. Specifically, the attack is against
the construction of the multiplication gadget �̂ in Figure 2. The gadget takes as
input two encodings a and b and first computes the t2 bits {ai ∧ bj : i, j ∈ [t]}.
Consider the first t bits (a1 ∧ b1, . . . , a1 ∧ bt). If a1 = 0, then all these bits are
0, whereas if a1 = 1, then roughly half of them are 1. Given such disparity, the
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observer can determine whether a1 is 0 or 1, even if he is given a noisy version of
these t bits (for any noise parameter p < 1/2). Proceeding in a similar way, he
can reconstruct all the bits ai, and thus the input bit a itself. The fundamental
reason why this attack works is that the construction of the �̂ gadget in Figure 2
has high input locality, namely it accesses the input bits a large number of times.

6.1 A New Circuit Transformation against Noisy Leakage

We construct a new circuit transformation against noisy leakage. The transfor-
mation proceeds in the same way as in Section 3, except for the construction of
the multiplication gadget �̂. The new construction of the multiplication gadget
avoids the attack outlined below, and is constructed using a new opaque gate
that we call M (in addition to the opaque gate O). We stress that the opaque
gate M that we design and use, inherits the main characteristics of the opaque
gate O in that it is stateless, and independent of the computation. In other words,
M simply produces samples from a fixed distribution.

In what follows, we describe the specification of the opaque gate M as well
as the construction of the �̂ gadget.

The Opaque Gate M. The opaque gate M is probabilistic, takes no in-
puts and operates in the following way: Sample 2t uniformly random 0-sharings
r1, . . . , rt ← O and s1, . . . , st ← O. Let R and S be the following two t × t
matrices:

R =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

r1
...⊕i

j=1 rj
...⊕t

j=1 rj

⎞⎟⎟⎟⎟⎟⎟⎟⎠
and S =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

s1
...⊕i

j=1 sj
...⊕t

j=1 sj

⎞⎟⎟⎟⎟⎟⎟⎟⎠
Let Ri,j (resp. Si,j) denote the (i, j)th entry of the matrix R (resp. S). Define
R⊗ S to be the “inner product of the matrices R and S”, when written out as
bit-strings. That is,

R⊗ S =
⊕
i,j

Ri,jSi,j

The output of the opaque gate M is the tuple (r1, . . . , rt, s1, . . . , st, u) where
u = R⊗ St, the inner product of the matrices R and the transpose of S.

The new Multiplication Gadget �̂. The operation of the multiplication
gadget �̂ proceeds in two stages.

– The first stage uses a gadget m̂ult that takes as input two encodings a =
(a(1), . . . , a(t)) and b = (b(1), . . . , b(t)), and outputs a longer encoding q =
(q(1,1), . . . , q(t,t)) of size t2.

– The second stage “compresses” this longer encoding into an encoding c =
(c(1), . . . , c(t)), using a gadget ̂compress.
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We first describe how the (sub-)gadget m̂ult works.

1. First, generate (r1, . . . , rt, s1, . . . , st, u) ←M.
2. Define a0 := a and b0 := b. Compute the encodings ai and bi iteratively as

follows. For 1 ≤ i ≤ t, set

ai = ai−1 ⊕ ri, and bi = bi−1 ⊕ si

3. Let a
(j)
i (resp. b(j)i ) denote the jth bit of the vector ai (resp. bi). Output

q = (q(1,1), . . . , q(t,t)) defined as follows:

q(i,j) =

{
a
(1)
1 ∧ b(1)1 ⊕ u if (i, j) = (1, 1)
a
(j)
i ∧ b

(i)
j otherwise

(Note the asymmetry in the evaluation, namely the bit a
(j)
i is multiplied

with the bit b(i)j , where the subscript and the superscript are switched; this
asymmetry is intentional, and indeed, crucial to the correctness).

4. Generate z ← Ot2 (thus, z is a uniformly random t2-bit string whose entries
xor to 0). Output w := q ⊕ z.

Now, we invoke the ̂compress gadget on the output of the m̂ult gadget. The
̂compress gadget takes t2 bits (q(1,1), . . . , q(t,t)) and outputs t bits (c(1), . . . , c(t))

such that
⊕

i,j q
(i,j) =

⊕
i c

(i). The construction of the ̂compress gadget proceeds
in the following way.

1. Split the bits q(i,j) into t blocks of t bits each.
2. Construct a tree of ⊕̂ gadgets that takes as input t blocks of t bits each,

and outputs one block of t bits. (The structure of the tree can be arbitrary.)
Apply the tree to the bits q(i,j) and call c = (c(1), . . . , c(t)) the output.

The correctness of the �̂ gadget can be verified by a simple computation, and
is omitted. The efficiency of implementation is practically the same as that in
3. Namely, the transformation converts a circuit of size s into another circuit of
size O(s · t2), where t is the security parameter. We now outline the main ideas
behind the proof of security of the new transformation against noisy leakage.

Outline of the Security Proof. As in Section 3, the proof proceeds in two
steps. First, we show that the gadgets are re-randomizing and reconstructible.
In other words, this says that the internals of a gadget reveal no more useful
information than its inputs and output. Secondly, we apply a general version
of the Composition Lemma (Lemma 3) to conclude that since each individual
gadget is re-randomizing and reconstructible, the entire circuit transformation
is leakage-resilient. We describe these two steps in a little more detail below.

It is easy to see that the gadgets are re-randomizing. The key difference from
Section 3 is that in the proof of reconstructibility, we are not concerned about
the computational efficiency of the reconstructor, but rather the number of times
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the reconstructor accesses its input. This is a consequence of the fact that the
larger the number of noisy copies of an encoding e (with independent binomial
noise) the observer sees, the easier it is for him to tell if e is an encoding of
0 or 1. Thus, the bulk of the effort in the design of the circuit transformation
as well as the reconstructor is in ensuring that the inputs and the intermediate
values are “touched” as few times as possible. The technical heart of the proof
(similar to the theorems of [13,18,10] for the AC0 case) is a lemma which states
that for any constant c and any fixed vectors f1, . . . ,fc, the distribution of
(Np(e ⊕ f1), . . . ,Np(e ⊕ fc)) when e is an encoding of 0 or 1 are statistically
close. We refer the reader to the full version for the design of the reconstructors
and the formal proof.
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Abstract. A seminal result of Cleve (STOC ’86) is that complete fairness
is impossible to achieve in two-party computation. In light of this, various
techniques for obtaining partial fairness have been suggested in the litera-
ture. We propose a definition of partial fairness within the standard real-
/ideal-world paradigm that addresses deficiencies of prior definitions. We
also show broad feasibility results with respect to our definition: partial
fairness is possible for any (randomized) functionality f : X×Y → Z1×Z2

at least one of whose domains or ranges is polynomial in size. Our proto-
cols are always private, and when one of the domains has polynomial size
our protocols also simultaneously achieve the usual notion of security with
abort. In contrast to some prior work, we rely on standard assumptions
only.

We also show that, as far as general feasibility is concerned, our results
are optimal (with respect to our definition).

1 Introduction

In the setting of secure two-party computation, two parties run a protocol that
enables each of them to learn a (possibly different) function of their inputs while
preserving security properties such as privacy, correctness, input independence,
etc. These requirements, and more, are traditionally formalized by comparing a
real-world execution of the protocol to an ideal world where there is a trusted
entity who performs the computation on behalf of the parties. Informally, a
protocol is “secure” if for any real-world adversary A there is a corresponding
ideal-world adversary S (corrupting the same party) such that an execution of
the protocol in the real world with A is computationally indistinguishable from
computing the function in the ideal world with S.

One desirable security property is fairness which, intuitively, ensures that
either both parties learn the output or else neither party does. In a “true” ideal
world — this is the ideal world used in the multi-party setting when a majority
of parties are honest — fairness is ensured since the trusted party evaluating the
function provides output to both parties. Unfortunately, Cleve [10] shows that
complete fairness is impossible to achieve, in general, in the two-party setting.
� Research supported by NSF CAREER award #0447075 and NSF-CCF #0830464.
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For this reason, the usual treatment of secure two-party computation (see [18])
weakens the ideal world to one in which fairness is not guaranteed at all. A
protocol is said to be “secure-with-abort” if it can be simulated (as described
above) with respect to this less-satisfying ideal world.

Various methods for achieving partial fairness have been suggested; we pro-
vide an extensive discussion in Section 1.1. With the exception of [17], however,
all previous work has departed from the traditional real-/ideal- world paradigm
in defining partial fairness. (Indeed, addressing this deficiency is explicitly men-
tioned as an open problem by Goldreich [18, Section 7.7.1.1].) Furthermore,
many previously suggested approaches to partial fairness only apply in specific
settings (e.g., fair exchange of signatures) or under certain assumptions on the
parties’ inputs and auxiliary information (e.g., that inputs are chosen uniformly
at random) but do not give a “general-purpose” solution that can be used for
arbitrary functions computed on arbitrary inputs. Finally, much previous work
on partial fairness requires strong cryptographic assumptions, e.g., regarding the
precise amount of time needed to solve some problem (even using parallelism).

As noted earlier, the most desirable (but, in the two-party setting, unachiev-
able) definition of security requires computational indistinguishability between
the real world and a “true” ideal world where both parties receive output. The
usual relaxation of security-with-abort [18] leaves unchanged the requirement of
computational indistinguishability, but weakens the ideal world to one in which
fairness is no longer guaranteed at all. Katz [23] suggested an alternate relax-
ation: keep the ideal world unchanged, but relax the notion of simulation and
require instead that the real and ideal worlds be distinguishable with probabil-
ity at most 1

p + negl, where p is some specified polynomial1 (see Definition 1).
We refer to a protocol satisfying this definition as being “ 1

p -secure”. Cleve [10]
and Moran et al. [27] show 1

p -secure protocols for two-party coin tossing (where
parties have no inputs), but we are not aware of any other results satisfying
our definition. In particular, none of the prior approaches for achieving partial
fairness yield protocols that are 1

p -secure.
We propose the notion of 1

p -security as a new way to approach the prob-
lem of partial fairness, and view this as an independent contribution. We also
demonstrate protocols that achieve this definition for a broad class of functions.
Specifically, let fn : Xn × Yn → Z1

n × Z2
n be a (randomized) functionality where

player 1 (resp., player 2) provides input x ∈ Xn (resp., y ∈ Yn) and receives
output z1 ∈ Z1

n (resp., z2 ∈ Z2
n). (Throughout this paper, n denotes the se-

curity parameter.) For arbitrary polynomial p, we show 1
p -secure protocols for

computing fn as long as at least one of Xn, Yn, Z
1
n, Z

2
n is polynomial size (in n).

Our protocols are always private, and when either Xn or Yn is polynomial-size
we also achieve the usual notion of security-with-abort. (Relevant definitions are

1 This definition is similar in spirit to (but weaker than) the notion of ε-zero knowl-
edge [13] and is analogous to the definition used in [19] for password-based key ex-
change (although there p is fixed by the size of the password dictionary). A similar
idea, formalized differently and with different motivation, is also used in [1].
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standard and appear in the full version of this paper.) We assume only the exis-
tence of enhanced trapdoor permutations or, more generally, oblivious transfer.

We also prove that our feasibility results are, in general, optimal. First, we
demonstrate a deterministic, boolean function fn : Xn×Yn → {0, 1}, where Xn

and Yn both have super-polynomial size, for which no protocol computing fn can
simultaneously achieve both security-with-abort and 1

p -security (for p > 4). We
also show a deterministic function fn : Xn × Yn → Zn, with each of Xn, Yn, Zn
super-polynomial in size, such that fn cannot be 1

p -securely computed for p > 2.

1.1 Prior Work

There is an extensive literature devoted to the problem of achieving partial
fairness when an honest majority is not present, both for the case of specific
functionalities like coin tossing [10, 11, 27] and contract signing/exchanging se-
crets [5, 25, 14, 4, 12, 6], as well as for the case of general functionalities [29, 16,
3, 20, 15, 28, 17]. Prior work (with the exception of [17]; see below), however,
does not consider a simulation-based definition within the standard real/ideal
world paradigm as we do here. Moreover, to the best of our knowledge none of
the previous approaches (with the exception of [10,27], that deal only with coin
tossing) can be proven 1

p -secure. Beyond the theoretical advantages of achieving
a simulation-based notion of security, our protocols offer several concrete benefits
with respect to prior solutions; these are explained in what follows.

One approach that has been suggested for achieving partial fairness is to
construct a protocol where, roughly speaking, at every round both parties can
recover their output using a “similar” amount of work (except in early rounds,
where one party can recover their output only by investing exponential work).
This idea was used in [16,12,6,28], and was formalized by Garay et al. [17] within
the framework of universal composability [9]. An unsatisfying feature of this ap-
proach, no matter how it is implemented, is that the decision of whether an
honest party should invest the necessary work and recover the output is not de-
termined by the protocol, but is somehow decided “externally”; if the adversary
knows how this decision is made, then it can abort at “exactly the right time”
and violate fairness completely. In this approach there may also be no a priori
polynomial bound on the honest party’s running time. This approach also seems
problematic in defending against an adversary who runs in polynomial time, but
has more computational power than honest parties are able to invest. Finally,
this technique appears to inherently require strong assumptions regarding the
precise time required to solve some specific computational problem.

A second approach, used in, e.g., [25] for exchanging secrets and in [3,20] for
computation of general functions, gradually increases each party’s confidence in
their output by, roughly speaking, masking the correct output with “noise” that
tends to 0 as the protocol progresses. Protocols of this sort are inapplicable when
the adversary has auxiliary information about the output of the function, since in
that case the adversary’s “confidence” at any point in the protocol is impossible
to estimate. More problematic is that an adversary can bias the output of the
honest party beyond what is possible in the ideal world. As a simple illustration,
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consider a computation of the equality function where each party holds a value
chosen uniformly from some domain D. In the ideal world, the probability that
an adversary can cause the honest player to output 1 is exactly 1/|D|. Using
the approach of [3, 20], however, the adversary can cause the honest player to
output 1 with probability essentially 1/2 by aborting in the first round (when
the true answer is masked by an almost uniform random bit). Besides indicating
a weakness of previous protocols, this example also demonstrates the importance
of defining partial fairness within the simulation paradigm.

Gordon et al. [22] recently showed that complete fairness is possible in the
two-party setting for certain specific functions. Work continuing that direction
is complementary to our work here: while we do not yet have a complete charac-
terization of what can be computed with complete fairness, we know that there
certainly do exist some functions that cannot be computed with complete fair-
ness [10] and so some relaxation must be considered (at least for some functions).
Our feasibility results here apply to a much richer class of functions.

Other work has looked at achieving complete fairness with off-line trusted
third parties (e.g., [7]) or in non-standard communication models (e.g., [24]). We
work in the standard communication model, and without any trusted parties.

1.2 Overview of Our Approach

We now give an informal description of our feasibility results (details are in
Section 3). Let x denote the input of P1, let y denote the input of P2, and let
f : X × Y → Z denote the function they are trying to compute. (For simplicity,
here we omit the dependence of X,Y , and Z on n, and focus on the case where
each party receives the same output.) As in [23, 22, 27], our protocols will be
composed of two stages, where the first stage can be viewed as a “pre-processing”
step and the second stage takes place in a sequence of r = r(n) iterations. The
stages have the following form:

First stage. This consists of the following steps:
1. A value i∗ ∈ {1, . . . , r} is chosen according to some distribution (see below).

This represents the iteration in which the parties will learn the “true output”.
2. Values a1, . . . , ar and b1, . . . , br are generated. For i < i∗, the {ai} (resp.,
{bi}) are chosen (independently) according to some distribution that is inde-
pendent of y (resp., x). For i ≥ i∗, however, it holds that ai = bi = f(x, y).

3. Each ai is randomly shared as a(1)
i , a

(2)
i with a

(1)
i ⊕ a

(2)
i = ai (and similarly

for each bi). The stage concludes with P1 being given a
(1)
1 , b

(1)
1 , . . . , a

(1)
r , b

(1)
r ,

and P2 being given a
(2)
1 , b(2)1 , . . ., a(2)

r , b
(2)
r . (Shares are also authenticated

with an information-theoretic MAC.)

After this stage, each party has a set of random shares that reveal nothing about
the other party’s input. This stage can thus be carried out by any protocol that
is secure-with-abort.

Second stage. In each iteration i, for i = 1, . . . , r, the parties do the following:
First, P2 sends a

(2)
i to P1 who reconstructs ai; then P1 sends b

(1)
i to P2 who
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reconstructs bi. (Parties also verify validity of the MAC but we omit this here.)
If a party (say, P1) aborts in some iteration i, then the other party (here, P2)
outputs the value reconstructed in the previous iteration (i.e., bi−1). Otherwise,
after reaching iteration r the parties output ar and br, respectively.

To fully specify the protocol we must specify the distribution of i∗ as well as
the distribution of the ai, bi for i < i∗. As in [23,27], we choose i∗ uniformly from
{1, . . . , r}. (In [22] a geometric distribution was used. That would work here, but
with slightly worse round complexity.) When X and Y (the domains of f) are
polynomial size, we follow [22] and set ai = f(x, ŷ) for ŷ chosen uniformly from
Y , and set bi = f(x̂, y) for x̂ chosen uniformly (and independently) from X .
Note that ai (resp., bi) is independent of y (resp., x), as desired.

Intuitively, this is partially fair because fairness is only violated if P1 aborts
exactly in iteration i∗. (If P1 aborts before iteration i∗ then neither party learns
the “correct” value z = f(x, y), while if it aborts subsequently then both parties
learn the correct value. An abort by P2 in iteration i∗ does not violate fairness,
since by then P1 has already learned the output.) We show that even if P1 knows
the value of z (which it may, depending on partial information P1 has about y), it
cannot determine with certainty when iteration i∗ occurs. Specifically, we prove
a general result (see Lemma 1) implying (roughly) that as long as Pr[ai = z] ≥ α
for all i < i∗, then P1 cannot abort in iteration i∗ except with probability at
most 1/αr (recall that r is the number of iterations in the second phase). Since
Pr[ai = f(x, y)] = Prŷ∈Y [f(x, ŷ) = f(x, y)] ≥ Prŷ∈Y [ŷ = y] = 1/|Y | for any x, y,
we conclude that setting r = p · |Y |, so that 1/αr = 1/p, suffices to achieve
1
p -security. We thus get a protocol with polynomially many rounds as long as Y
is polynomial size.

The above does not work directly when Y has super-polynomial size. To fix
this, we must ensure that for every possible z ∈ Z (the range of f) we have that
Pr[ai = z] is noticeable. We do this by changing the distribution of ai (for i < i∗)
as follows: with probability 1− 1/q choose ai as above, but with probability 1/q
choose ai uniformly from Z. Now, for any f, x, y, we have Pr[ai = f(x, y)] ≥
1
q · Prai∈Z [ai = f(x, y)] ≥ 1/q|Z| and so setting r = pq|Z| ensures that P1

cannot abort in iteration i∗ except with probability at most 1/p.
Changing the distribution of ai, however, introduces a new problem: if P2

aborts prior to iteration i∗, the output of the honest P1 in the real world cannot
necessarily be simulated in the ideal world. We show, however, that it can be
simulated to within statistical difference O(1/q). Taking q = p (along with r =
pq|Z|) thus gives a 1

p -secure protocol with polynomially many rounds.

2 Definitions

Preliminaries. A function μ(·) is negligible if for every positive polynomial p(·)
and all sufficiently large n it holds that μ(n) < 1/p(n). A distribution ensemble
X = {X(a, n)}a∈Dn, n∈N is an infinite sequence of random variables indexed by
a ∈ Dn and n ∈ N, where Dn may depend on n.
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For a fixed function p, the distribution ensembles X = {X(a, n)}a∈Dn, n∈N

and Y = {Y (a, n)}a∈Dn, n∈N are computationally 1
p -indistinguishable, denoted

X
1/p≈ Y , if for every non-uniform polynomial-time algorithm D there exists a

negligible function μ(·) such that for every n and every a ∈ Dn
∣∣∣ Pr[D(X(a, n)) = 1]− Pr[D(Y (a, n)) = 1]

∣∣∣ ≤ 1
p(n)

+ μ(n).

Two distribution ensembles are computationally indistinguishable, denoted X
c≡

Y , if for every c ∈ N they are computationally 1
nc -indistinguishable.

Functionalities. A functionality F = {fn}n∈N is a sequence of poly-time com-
putable, randomized mappings fn : Xn × Yn → Z1

n × Z2
n, where Xn and Z1

n

(resp., Yn and Z2
n) denote the input and output of the first (resp., second) party.

We write fn = (f1
n, f

2
n) if we wish to emphasize the two outputs of fn, but stress

that if f1
n and f2

n are randomized then the outputs of f1
n and f2

n are correlated
random variables. If Pr[f1

n(x, y) = f2
n(x, y)] = 1 for all x, y, then we call fn a

single-output functionality and write it as fn : Xn × Yn → Zn. If F is determin-
istic, we sometimes call it a function. For notational convenience, we sometimes
drop the explicit dependence on n.

Two-party computation. A two-party protocol for computing a functionality
F = {(f1, f2)} is a protocol running in polynomial time and satisfying the
following correctness requirement: if party P1 begins by holding 1n and input
x ∈ X , and party P2 holds 1n and input y ∈ Y , then the joint distribution of
the outputs of the parties is statistically close to (f1(x, y), f2(x, y)).

Security of protocols. We consider active adversaries, who may deviate from
the protocol in an arbitrary manner, and static corruptions. We use the stan-
dard real/ideal paradigm [18] (based on [26, 2, 8]). Define idealF ,A(aux)(x, y, n)
as the random variable consisting of the output of the adversary A and the
output of the honest party following a computation of F in the ideal model
(where complete fairness is guaranteed), with security parameter n and parties
holding initial inputs x and y, respectively, and auxiliary input aux. We also
define realΠ,A(aux)(x, y, n) as the analogous random variable for the real-world
execution of protocol Π .

Having defined the ideal and real models, we now state our new notion of
security. Loosely speaking, our definition asserts that a secure protocol (in the
real model) emulates the ideal model (in which a trusted party exists) to within
a difference of 1

p . This is formulated as follows:

Definition 1. Let F , Π be as above, and fix a function p. Protocol Π is said to
1
p -securely compute F if for every non-uniform probabilistic polynomial-time ad-
versary A in the real model, there exists a non-uniform probabilistic polynomial-
time adversary S in the ideal model such that{

idealF ,S(aux)(x, y, n)
} 1/p≈ {realΠ,A(aux)(x, y, n)

}
.
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Although our definition of 1
p -security allows privacy to be violated with prob-

ability 1
p , in fact all our protocols are fully private. We remark further that

1
p -security (even with privacy) and security-with-abort are incomparable.

3 1
p
-Secure Computation of General Functionalities

We begin in Section 3.1 by stating a lemma that forms an essential piece of our
analysis in the two sections that follow. In Section 3.2 we demonstrate a private
and 1

p -secure protocol for functionalities defined on polynomial-size domains. A
slight modification of this protocol is also simultaneously secure-with-abort. To
keep the exposition as simple as possible, we restrict our attention there to single-
output functionalities (though the techniques extend easily to the general case).
In Section 3.3 we show how to adapt the protocol for functionalities defined over
domains of super-polynomial size (but polynomial range), and also generalize to
functionalities generating different outputs for each party.

3.1 A Useful Lemma

We analyze an abstract game Γ between a challenger and an (unbounded) ad-
versary A. The game is parameterized by a value α ∈ (0, 1] and an integer r ≥ 1.
Fix arbitrary distributions D1, D2 such that for every z it holds that

Pra←D1 [a = z] ≥ α · Pra←D2 [a = z]. (1)

The game Γ (α, r) proceeds as follows:

1. The challenger chooses i∗ uniformly from {1, . . . , r}, and then chooses a1, . . . ,
ar as follows:
– For i < i∗, it chooses ai ← D1.
– For i ≥ i∗, it chooses ai ← D2.

2. The challenger and A then interact in a sequence of at most r iterations. In
iteration i:
– The challenger gives ai to the adversary.
– The adversary can either abort or continue. In the former case, the game

stops. In the latter case, the game continues to the next iteration.
3. A wins if it aborts the game in iteration i∗.

Let Win(α, r) denote the maximum probability with which A wins the game.

Lemma 1. For any D1, D2 satisfying (1), it holds that Win(α, r) ≤ 1/αr.

Proof. Fix D1, D2 satisfying (1). We prove the lemma by induction on r. When
r = 1 the lemma is trivially true; for completeness, we also directly analyze the
case r = 2. Since A is unbounded we may assume it is deterministic. So without
loss of generality, we may assume the adversary’s strategy is determined by a
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set S in the support of D2 such that A aborts in the first iteration iff a1 ∈ S,
and otherwise aborts in the second iteration (no matter what). We have

Pr[A wins] = Pr[A wins and i∗ = 1] + Pr[A wins and i∗ = 2]

=
1
2
· Pra←D2 [a ∈ S] +

1
2
·
(
1− Pra←D1 [a ∈ S]

)
≤ 1

2
· Pra←D2 [a ∈ S] +

1
2
·
(
1− α · Pra←D2 [a ∈ S]

)
=

1
2

+
1
2
·
(
(1− α) · Pra←D2 [a ∈ S]

)
≤ 1− α/2,

where the first inequality is due to Equation (1). One can easily verify that
1− α/2 ≤ 1/2α when α > 0. We have thus proved Win(α, 2) ≤ 1/2α.

Assume Win(α, r) ≤ 1/αr, and we now bound Win(α, r + 1). As above, let S
denote a set in the support of D2 such that A aborts in the first iteration iff
a1 ∈ S. If A does not abort in the first iteration, and the game does not end,
then the conditional distribution of i∗ is uniform in {2, . . . , r+ 1} and the game
Γ (α, r + 1) from this point forward is exactly equivalent to the game Γ (α, r).
In particular, conditioned on the game Γ (α, r + 1) not ending after the first
iteration, the best strategy for A is to play whatever is the best strategy in
game Γ (α, r). We thus have

Win(α, r + 1) = Pr[A wins and i∗ = 1] + Pr[A wins and i∗ > 1]

=
1

r + 1
· Pra←D2 [a ∈ S] +

r

r + 1
·
(
1− Pra←D1 [a ∈ S]

)
·Win(α, r)

≤ 1
r + 1

· Pra←D2 [a ∈ S] +
1

α(r + 1)
·
(
1− α · Pra←D2 [a ∈ S]

)
·

=
1

α(r + 1)
.

This completes the proof.

3.2 1
p -Security for Functionalities with Polynomial-Size Domain

In this section, we describe a protocol that works for functionalities where at
least one of the domains is polynomial-size. (We stress that the protocol works
directly for randomized functionalities; the standard reduction from randomized
to deterministic functionalities [18] would not apply here since, in general, it
makes the domain too large.) Although a small modification of the protocol
works even when the parties receive different outputs, for simplicity we assume
here that the parties compute a single-output function. We return to the more
general setting in the following section.

Theorem 1. Let F = {fn : Xn × Yn → Zn} be a (randomized) functionality
where |Yn| = poly(n). Assuming the existence of enhanced trapdoor permutations,
for any polynomial p there is an O (p · |Yn|)-round protocol computing F that is
private and 1

p -secure.
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ShareGenr

Inputs: The security parameter is n. Let the inputs to ShareGenr be x ∈ Xn

and y ∈ Yn. (If one of the received inputs is not in the correct domain, a default
input is substituted.)

Computation:

1. Define values a1, . . . , ar and b1, . . . , br in the following way:
– Choose i∗ uniformly at random from {1, . . . , r}.
– For i = 1 to i∗ − 1 do:

• Choose ŷ ← Yn and set ai = fn(x, ŷ).
• Choose x̂ ← Xn and set bi = fn(x̂, y).

– Compute z = fn(x, y). For i = i∗ to r, set ai = bi = z.

2. For 1 ≤ i ≤ r, choose (a
(1)
i , a

(2)
i ) and (b

(1)
i , b

(2)
i ) as random secret sharings of

ai and bi, respectively. (I.e., a
(1)
i is random and a

(1)
i ⊕ a

(2)
i = ai.)

3. Compute ka, kb ← Gen(1n). For 1 ≤ i ≤ r, let tai = Macka(i‖a
(2)
i ) and

tbi = Mackb(i‖b
(1)
i ).

Output:

1. Send to P1 the values a
(1)
1 , . . . , a

(1)
r and (b

(1)
1 , tb1), . . . , (b

(1)
r , tbr), and the

MAC-key ka.
2. Send to P2 the values (a

(2)
1 , ta1), . . . , (a

(2)
r , tar) and b

(2)
1 , . . . , b

(2)
r , and the

MAC-key kb.

Fig. 1. Functionality ShareGenr

Proof. As described in Section 1.2, our protocol Π consists of two stages. Let
p be an arbitrary polynomial, and set r = p · |Yn|. We will implement the
first stage of Π using a sub-protocol π for computing a randomized function-
ality ShareGenr defined in Figure 1. (ShareGenr is parameterized by a polyno-
mial r.) This functionality returns shares to each party, authenticated using
an information-theoretically secure r-time MAC (Gen,Mac,Vrfy). In the second
stage of Π the parties exchange these shares in a sequence of r iterations as
described in Figure 2.

We analyze our protocol in a hybrid model where there is a trusted party
computing ShareGenr according to the second ideal model where a malicious P1
can abort the trusted party before it sends output to the honest party. We prove
privacy and 1

p -security of Π in this hybrid model; it follows as in [8] that if we
use a sub-protocol for computing ShareGenr that is secure-with-abort, then the
real-world protocol Π is private and 1

p -secure.
We first consider the case of a malicious P1. Intuition for the following claim

was given in Section 1.2. The formal statement and proof follow.

Claim 1. Let Πhy denote an execution of Π in a hybrid model with access to
an ideal functionality computing ShareGenr (with abort). For every non-uniform,
polynomial-time adversary A corrupting P1 and running Πhy, there exists a non-
uniform, polynomial-time adversary S corrupting P1 and running in the ideal
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Protocol 1

Inputs: Party P1 has input x and party P2 has input y. The security parameter
is n. Let r = p · |Yn|.
The protocol:

1. Preliminary phase:
(a) P1 chooses ŷ ∈ Yn uniformly at random, and sets a0 = fn(x, ŷ). Similarly,

P2 chooses x̂ ∈ Xn uniformly at random, and sets b0 = fn(x̂, y).
(b) Parties P1 and P2 run a protocol π to compute ShareGenr, using their

inputs x and y.
(c) If P2 receives ⊥ from the above computation, it outputs b0 and halts.

Otherwise, the parties proceed to the next step.
(d) Denote the output of P1 from π by a

(1)
1 , . . . , a

(1)
r , (b

(1)
1 , tb1), . . . , (b

(1)
r , tbr),

and ka.
(e) Denote the output of P2 from π by (a

(2)
1 , ta1), . . . , (a

(2)
r , tar), b

(2)
1 , . . . , b

(2)
r ,

and kb.
2. For i = 1, . . . , r do:

P2 sends the next share to P1:
(a) P2 sends (a

(2)
i , tai ) to P1.

(b) P1 receives (a
(2)
i , tai ) from P2. If Vrfyka

(i‖a(2)
i , tai ) = 0 (or if P1 received

an invalid message, or no message), then P1 outputs ai−1 and halts.

(c) If Vrfyka
(i‖a(2)

i , tai ) = 1, then P1 sets ai = a
(1)
i ⊕ a

(2)
i (and continues

running the protocol).
P1 sends the next share to P2:
(a) P1 sends (b

(1)
i , tbi ) to P2.

(b) P2 receives (b
(1)
i , tbi ) from P1. If Vrfykb

(i‖b(1)i , tbi ) = 0 (or if P2 received
an invalid message, or no message), then P2 outputs bi−1 and halts.

(c) If Vrfykb
(i‖b(1)i , tbi ) = 1, then P2 sets bi = b

(1)
i ⊕ b

(2)
i (and continues

running the protocol).
3. If all r iterations have been run, party P1 outputs ar and party P2 outputs br.

Fig. 2. Generic protocol for computing a functionality fn

world with access to an ideal functionality computing F (with complete fairness),
such that 1

p -security and privacy hold.

Proof. We construct a simulator S given black-box access toA. For readability in
what follows, we ignore the MAC-tags and keys. When we say that A “aborts”,
we include in this the event that A sends an invalid message, or a message whose
tag does not pass verification. We also drop the subscript n from our notation
and write X,Y in place of Xn, Yn.

1. S invokes A on the input2 x′, the auxiliary input, and the security param-
eter n. The simulator also chooses x̂ ∈ X uniformly at random (it will send
x̂ to the trusted party, if needed).

2. S receives the input x ofA to the computation of the functionality ShareGenr.
(If x �∈ X a default input is substituted.)

2 We reserve x for the value input by A to the computation of ShareGenr.
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3. S sets r = p · |Y |, and chooses uniformly-distributed shares a
(1)
1 , . . . , a

(1)
r

and b
(1)
1 , . . . , b

(1)
r . Then, S gives these shares to A as its output from the

computation of ShareGenr.
4. If A sends abort to the trusted party computing ShareGenr, then S sends x̂

to the trusted party computing f , outputs whatever A outputs, and halts.
Otherwise (i.e., if A sends continue), S proceeds as below.

5. Choose i∗ uniformly from {1, . . . , r}
6. For i = 1 to i∗ − 1:

(a) S chooses ŷ ∈ Y uniformly at random, computes ai = f(x, ŷ), and sets
a
(2)
i = a

(1)
i ⊕ai. It gives a(2)

i to A. (A fresh ŷ is chosen in every iteration.)
(b) If A aborts, then S sends x̂ to the trusted party, outputs whatever A

outputs, and halts.
7. For i = i∗ to r:

(a) If i = i∗ then S sends x to the trusted party computing f and receives
z = f(x, y).

(b) S sets a(2)
i = a

(1)
i ⊕ z and gives a(2)

i to A.
(c) If A aborts, then S then outputs whatever A outputs, and halts. If A

does not abort, then S proceeds.
8. If A never aborted (and all r iterations are done), S outputs what A outputs

and halts.

It is immediate that the view of A in the simulation above is distributed
identically to its view in Πhy; privacy follows. We now prove 1

p -security.
Ignoring the possibility of a MAC forgery, we claim that the statistical differ-

ence between an execution of A, running Π in a hybrid world with access to an
ideal functionality computing ShareGenr, and an execution of S, running in an
ideal world with access to an ideal functionality computing f , is at most 1/p.
(Thus, taking into account the possibility of a MAC forgery makes the statistical
difference at most 1/p + μ(n) for some negligible function μ.) To see this, let y
denote the input of the honest P2 and consider three cases depending on when
the adversary aborts:

1. A aborts in round i < i∗. Conditioned on this event, the view of A is identi-
cally distributed in the two worlds (and is independent of y), and the output
of the honest party is f(x̂, y) for x̂ chosen uniformly in X .

2. A aborts in round i > i∗ (or never). Conditioned on this, the view of A
is again distributed identically in the two worlds, and in both worlds the
output of the honest party is f(x, y).

3. A aborts in round i = i∗: here, although the view of A is still identical in
both worlds, the output of the honest party is not: in the hybrid world the
honest party will output f(x̂, y), for x̂ chosen uniformly in X , while in the
ideal world the honest party will output f(x, y).

However, Lemma 1 implies that this event occurs with probability at
most 1/p. To see this, let D1 denote the distribution of ai for i < i∗ (i.e., this
is the distribution defined by the output of f(x, ŷ), for ŷ chosen uniformly
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from Y ), and let D2 denote the distribution of ai∗ (i.e., the distribution
defined by the output of f(x, y)). For any z ∈ Z we have

Pra←D1 [a = z] def= Prŷ←Y [f(x, ŷ) = z]

≥ 1
|Y | · Pr[f(x, y) = z] =

1
|Y | · Pra←D2 [a = z].

Taking α = 1/|Y | and applying Lemma 1, we see that A aborts in iteration i∗

with probability at most 1/αr = |Y |/|Y |p = 1/p.

This completes the proof of the claim.

Next we consider the case of a malicious P2. A proof of the following is almost
identical to that of Claim 1; in fact, the proof is simpler and we can prove
a stronger notion of security since P1 always “gets the output first” in every
iteration of Π . For these reasons, a proof is omitted.

Claim 2. (Informal.) Let Πhy denote an execution of Π in a hybrid model
where the parties have access to an ideal functionality computing ShareGenr (with
abort). Then for any adversary corrupting P2, protocol Πhy securely computes F
(which in particular implies privacy).

The results of [8], along with the fact that a secure-with-abort protocol for
ShareGenr is implied by the existence of enhanced trapdoor permutations, com-
plete the proof of Theorem 1.

Achieving security-with-abort. As written, the protocol is not secure-with-
abort. However, the protocol can be modified easily so that it is (without affect-
ing 1

p -security): simply have ShareGenr choose i∗ uniformly from {2, . . . , r + 1}
and set bi∗−1 =⊥, where ⊥ is some distinguished value outside the range of f .
Although this allows a malicious P2 to identify exactly when iteration i∗ oc-
curs, this does not affect security since by that time P1 has already received the
correct output.

3.3 1
p -Security for Functionalities with Polynomial-Size Range

The protocol from the previous section does not apply to functions on domains
of super-polynomial size, since the round complexity is linear in the size of the
smaller domain. Here we show how to extend the protocol to handle arbitrary
domains if the range of the function (for at least one of the parties) is polynomial
size. We now also explicitly take into account the case when parties obtain
different outputs. Intuition for the changes we introduce is given in Section 1.2.

Theorem 2. Let F = {fn : Xn × Yn → Z1
n × Z2

n} be a (randomized) func-
tionality, where |Z1

n| = poly(n). Assuming the existence of enhanced trapdoor
permutations, for any polynomial p there is an O (p2 · |Z1

n|
)
-round protocol com-

puting F that is private and 1
p -secure.
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ShareGen′p,r

Inputs: The security parameter is n. Let the inputs to ShareGen′p,r be x ∈ Xn

and y ∈ Yn. (If one of the received inputs is not in the correct domain, a default
input is substituted.)

Computation:

1. Define values a1, . . . , ar and b1, . . . , br in the following way:
– Choose i∗ uniformly at random from {1, . . . , r}.
– For i = 1 to i∗ − 1 do:

• Choose x̂ ← Xn and set bi = f2
n(x̂, y).

• With probability 1
p
, choose z ← Z1

n and set ai = z. With the re-

maining probability 1− 1
p
, choose ŷ ← Y and set ai = f1

n(x, ŷ).

– Compute z1 = f1
n(x, y) and z2 = f2

n(x, y) (if fn = (f1
n, f

2
n) is randomized,

these values are computed using the same random tape). For i = i∗ to
r, set ai = z1 and bi = z2.

2. For 1 ≤ i ≤ r, choose (a
(1)
i , a

(2)
i ) and (b

(1)
i , b

(2)
i ) as random secret sharings of

ai and bi, respectively. (E.g., a
(1)
i is random and a

(1)
i ⊕ a

(2)
i = ai.)

3. Compute ka, kb ← Gen(1n). For 1 ≤ i ≤ r, let tai = Macka(i‖a
(2)
i ) and

tbi = Mackb(i‖b
(1)
i ).

Output:

1. Send to P1 the values a
(1)
1 , . . . , a

(1)
r and (b

(1)
1 , tb1), . . . , (b

(1)
r , tbr), and the

MAC-key ka.
2. Send to P2 the values (a

(2)
1 , ta1), . . . , (a

(2)
r , tar) and b

(2)
1 , . . . , b

(2)
r , and the

MAC-key kb.

Fig. 3. Functionality ShareGen′
p,r

Proof. Our protocol Π is, once again, composed of two stages. The second stage
is identical to the second stage of the previous protocol (see Figure 2), except that
the number of iterations r is now set to r = p2 · |Z1

n|. The first stage generates
shares using a sub-routine π computing a different functionality ShareGen′p,r,
parameterized by both p and r and described in Figure 3.

We again analyze our protocol in a hybrid model, where there is now a trusted
party computing ShareGen′p,r. (Once again, P1 can abort the computation of
ShareGen′p,r in the ideal world.) We prove privacy and 1

p -security of Π in this
hybrid model, implying [8] that if the parties use a secure-with-abort protocol for
computing ShareGen′p,r, then the real-world protocol Π is private and 1

p -secure.
We first consider the case of a malicious P1.

Claim 3. (Informal.) Let Πhy denote an execution of Π in a hybrid model
where the parties have access to an ideal functionality computing ShareGen′p,r
(with abort). Then for any adversary corrupting P1, protocol Πhy privately and
1
p -securely computes F .

Proof. The simulator used to prove this claim is essentially the same as the
simulator used in the proof of Claim 1, except that in step 6(a) the distribution on
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ai (for i < i∗) is changed to the one used by ShareGen′p,r. The analysis is similar,
too, except for bounding the probability that A aborts in iteration i∗. To bound
this probability we will again rely on Lemma 1, but now distribution D1 (i.e., the
distribution of ai for i < i∗) is different. Let y denote the input of P2. Note that,
by construction of ShareGen′p,r, for any z ∈ Z1

n we have Pra←D1 [a = z] ≥ 1
p · 1

|Z1
n| .

Regardless of f1 and y, it therefore holds for all z ∈ Z1
n that

Pra←D1 [a = z] ≥ 1
p · |Z1

n|
· Pra←D2 [a = z].

Setting α = 1/p·|Z1
n| and applying Lemma 1, we see that A aborts in iteration i∗

with probability at most
1
αr

=
p · |Z1

n|
p2 · |Z1

n|
=

1
p
.

This completes the proof of the claim.

We next consider the case of a malicious P2. Note that, in contrast to Claim 2,
here we claim only 1

p -security.

Claim 4. (Informal.) Let Πhy denote an execution of Π in a hybrid model
where the parties have access to an ideal functionality computing ShareGen′p,r
(with abort). Then for any adversary corrupting P2, protocol Πhy privately and
1
p -securely computes F .

Proof. A proof appears in the full version of this work, and is omitted here due
to space constraints.

The results of [8], along with the fact that a secure-with-abort protocol for
ShareGen′p,r is implied by the existence of enhanced trapdoor permutations, com-
plete the proof of Theorem 2.

4 Optimality of Our Results

We show that the results of the previous section are optimal as far as generic
feasibility is concerned.

4.1 Impossibility of 1
p
-Security and Security-with-Abort

Simultaneously

In Section 3.2 (cf. the remark at the end of that section) we showed a protocol
achieving 1

p -security and security-with-abort simultaneously for functionalities
where at least one of the domains is polynomial-size. We show that if both
domains are super-polynomial in size then, in general, it is impossible to achieve
both these criteria at once.
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Theorem 3. Let F =
{
EQn : {0, 1}�(n) × {0, 1}�(n) → {0, 1}}, where EQn de-

notes the equality function on strings and �(n) = ω(logn). Let Π be any protocol
computing F . If Π is secure-with-abort, then Π does not 1

p -securely compute F
for any p ≥ 4 + 1

poly(n) .

Proof. Let Π be a protocol that computes F and is secure-with-abort. Assume
without loss of generality that P2 sends the first message in Π and that P1
sends the last message. Say Π has r = r(n) iterations for some polynomial r,
where an iteration consists of a message sent by P2 followed by a message sent
by P1. Let a0 denote the value that P1 outputs if P2 sends nothing, and let ai,
for 1 ≤ i ≤ r, denote the value that P1 outputs if P2 aborts after sending its
iteration-i message. Similarly, let b0 denote the value that P2 outputs if P1 sends
nothing, and let bi, for 1 ≤ i ≤ r, denote the value that P2 outputs if P1 aborts
after sending its iteration-i message. We may assume without loss of generality
that, for all i, we have ai ∈ {0, 1} and bi ∈ {0, 1,⊥}.

We will consider two experiments involving an execution of Π . In the first,
x and y are chosen uniformly and independently from {0, 1}�(n); the parties are
given inputs x and y, respectively; and the parties then run protocol Π honestly.
We denote the probability of events in this experiment by Prrand[·]. In the second
experiment, x is chosen uniformly from {0, 1}�(n) and y is set equal to x; these
inputs are given to the parties and they run the protocol honestly as before. We
denote the probability of events in this probability space by Preq[·].
Lemma 2. Prrand[a0 = 1 ∨ · · · ∨ ar = 1] and Prrand[b0 = 1 ∨ · · · ∨ br = 1] are
negligible.

Proof. This follows from the fact that Π is secure-with-abort. If, say, it were the
case that Prrand[a0 = 1 ∨ · · · ∨ ar = 1] is not negligible, then we could consider
an adversarial P2 that runs the protocol honestly but aborts at a random round.
This would cause the honest P1 to output 1 with non-negligible probability in
the real world, whereas P1 outputs 1 with only negligible probability in the ideal
world (since the parties are given independent, random inputs).

Assume for simplicity that Π has perfect correctness, i.e., that ar = br =
EQ(x, y) when the two parties run the protocol honestly holding initial inputs x
and y. (This assumption is not necessary, but allows us to avoid having to deal
with annoying technicalities.) Then

Pr
eq

[a0 = 1 ∨ · · · ∨ ar = 1] = Pr
eq

[b0 = 1 ∨ · · · ∨ br = 1] = 1

since, in particular, Preq[ar = 1] = Preq[br = 1] = 1. In a given execution, let
i∗ denote the lowest index for which ai∗ = 1, and let j∗ denote the lowest index
for which bj∗ = 1. Since

Preq[i∗ ≤ j∗] + Preq[i∗ > j∗] = 1,

at least one of the terms on the left-hand side is at least 1/2. We assume that
Preq[i∗ ≤ j∗] ≥ 1/2 in what follows, but the same argument (swapping the roles
of the parties) applies if Preq[i∗ > j∗] ≥ 1/2.
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Consider now a third experiment that is a mixture of the previous two. Specif-
ically, in this experiment a random bit b is chosen; if b = 0 then the parties are
given inputs x and y as in the first experiment (i.e., chosen uniformly and in-
dependently at random), while if b = 1 then the parties are given (random)
x = y as in the second experiment. The parties then run protocol Π honestly.
We denote the probability of events in this probability space by Prreal3 [·]. We
use the superscript real to distinguish this from an ideal-world version of this
experiment where the bit b is chosen uniformly and the parties are given x and y
generated accordingly, but now the parties interact with an ideal party comput-
ing EQ without abort (i.e., in the first ideal model). We denote the probability
of events in this experiment by Prideal

3 [·].
Consider an execution of the third experiment (in either the real or ideal

worlds), in the case when P1 is malicious. Let guess denote the event that P1
correctly guesses the value of the bit b, and let out2 denote the output of P2. It
is not hard to show that

Prideal
3 [guess ∧ out2 �= 1] =

1
2
. (2)

(Note that out2 ∈ {0, 1} in the first ideal world.) Now take the following real-
world adversary A corrupting P1: upon receiving input x, adversary A runs Π
honestly but computes ai after receiving each iteration-i message from P2. Then:

– If, at some point, ai = 1 then A aborts the protocol (before sending the
iteration-i message on behalf of P1) and outputs the guess “b = 1”.

– If ai = 0 for all i, then A simply runs the protocol to the end (including the
final message of the protocol) and outputs the guess “b = 0”.

We have:

Prreal3 [guess ∧ out2 �= 1]

=
1
2
· Prrand[guess ∧ out2 �= 1] +

1
2
· Preq[guess ∧ out2 �= 1]

≥ 1
2
· Prrand[a1 = 0 ∧ · · · ∧ ar = 0 ∧ br = 0] +

1
2
· Preq[i∗ ≤ j∗]

≥ 1
2
· (1 − negl(n)) +

1
4

=
3
4
− negl(n), (3)

using Lemma 2 for the second inequality. Equations (2) and (3) show that Π
cannot also be 1

p -secure for any p ≥ 4 + 1
poly(n) .

4.2 Impossibility of 1
p
-Security for General Functions

Our results show that 1
p -security is achievable for any functionality f : Xn ×

Yn → Z1
n × Z2

n if at least one of Xn, Yn, Z
1
n, Z

2
n has polynomial size. Here, we

demonstrate that this limitation is inherent.
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Define a deterministic, single-output function F = {Swapn} with

Swapn : {0, 1}ω(logn) × {0, 1}ω(logn) → {0, 1}ω(logn)

as follows: Fix some �(n) = ω(logn). Let (Gen,Mac,Vrfy) denote an information-
theoretic, one-time MAC for messages of length 2 · �(n) with key length O(�(n))
and tag length �(n). Then

Swapn
(
(x1, t1, k2), (x2, t2, k1)

)
def=
{

(x1, x2) if Vrfyk1(x1, t1) = Vrfyk2(x2, t2) = 1
⊥ otherwise .

(Note that both parties receive the same output (x1, x2) in the first case.)

Theorem 4. Function F cannot be 1
p -securely computed for any p ≥ 2+ 1

poly(n) .

Proof. Consider an ideal-world computation of Swap where:

– x1, x2 are chosen uniformly at random from {0, 1}2�(n).
– k1, k

′
1, k2, k

′
2 are output by Gen(1n) (i.e., they are random MAC-keys).

– t1 = Mack1(x1), t′1 = Mack′1(x1), t2 = Mack2(x2), and t′2 = Mack′2(x2).
– P1 is given input (x1, t1, k2) and auxiliary information (k′2, t′2)
– P2 is given input (x2, t2, k1) and auxiliary information (k′1, t

′
1).

Define a win for P1 as the event that P1 outputs x2 while P2 fails to output x1.
(A win for P2 is defined analogously.) It is easy to see that, e.g., a malicious P1
cannot win in the ideal world, where complete fairness is guaranteed, except with
negligible probability. This is because x2 is a uniform 2�(n)-bit value, while the
only information P1 has about x2 initially is the �(n)-bit tag t′2. Thus, the only
way for P1 to learn x2 is to submit to the trusted party some input (x̂1, t̂1, k̂2)
for which Vrfyk1(x̂1, t̂1) = 1; unless x̂1 = x1, however, this condition holds with
negligible probability.

In any real-world computation of Swap, however, there must be one party
who “gets its output first” with probability at least 1/2, and can identify exactly
when this occurs using its auxiliary information. More formally, say we have an
r-iteration protocol Π computing Swap where P2 sends the first message and P1
sends the last message. Let ai, for i = 0, . . . , r, denote the second component of
the value P1 would output if P2 aborts the protocol after sending its iteration-
i message, and let bi denote the first component of the value that P2 would
output if P1 aborts the protocol after sending its iteration-i message. Each value
ai and bi can be computed in polynomial time after receiving the other party’s
iteration-i message. We can therefore define an adversary P ∗

1 that acts as follows:

Run the protocol honestly until the first round where Vrfyk′2(ai, t
′
2) = 1;

then output ai and abort.

An adversary P ∗
2 can be defined analogously. Note that if, e.g., Vrfyk′2(ai, t

′
2) = 1

then ai = x2 except with negligible probability; this follows from the information-
theoretic security of the MAC along with the fact that the execution of Π is
independent of k′2, t

′
2.
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Let i denote the first round in which Vrfyk′2(ai, t
′
2) = 1, and let j denote

the first round in which Vrfyk′1(bj , t
′
1) = 1. Assuming for simplicity that Π has

perfect correctness, we have

Pr[i ≤ j] + Pr[j > i] = 1.

Further, since
∣∣Pr[P ∗

1 wins]− Pr[i ≤ j]
∣∣ and

∣∣Pr[P ∗
2 wins]− Pr[i > j]

∣∣ are both
negligible, we see that either P ∗

1 or P ∗
2 wins in the real world with probability

at least 1/2− negl(n). Since an adversary wins in the ideal world with negligible
probability, this rules out 1

p -security for p > 2.

Theorem 4 does not contradict the results of [12], or any previous work on fair
exchange of signatures. One reason is that prior work on fair exchange typically
assumes that each party has no auxiliary information about the other party’s se-
cret, whereas our definition (as is standard for definitions of secure computation)
accounts for this possibility.3 Also, in some previous work on fair exchange the
running time of the honest party is not bounded by a fixed polynomial, whereas
in our setting we require this to be the case.

5 Conclusions and Open Questions

Our work offers a clean definition of partial fairness within the standard real/ideal
world paradigm, and settles the question of the general feasibility of achieving this
notion in the two-party setting. Several compelling questions remain:

– An easy modification of our second impossibility result (cf. Theorem 4)
rules out our definition of partial fairness for the interesting special case of
exchanging digital signatures. What is the appropriate (simulation-based?)
notion of partial fairness for that setting?

– We can show a function F = {fn : Xn × Yn → Zn} for which any protocol
computing F with 1

p -security requires min {p, |Xn|, |Yn|} rounds. This leaves
a gap as compared to Theorem 1.

– The question of partial fairness in the multi-party setting (with dishonest
majority) is wide open. We are not aware of any results in this direction ex-
cept for the case of coin tossing [10,27], or functions where complete fairness
is possible [21].
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Abstract. In the problem of Secure Message Transmission in the public discus-
sion model (SMT-PD), a Sender wants to send a message to a Receiver privately
and reliably. Sender and Receiver are connected by n channels, up to t < n of
which may be maliciously controlled by a computationally unbounded adversary,
as well as one public channel, which is reliable but not private.

The SMT-PD abstraction has been shown instrumental in achieving secure
multi-party computation on sparse networks, where a subset of the nodes are able
to realize a broadcast functionality, which plays the role of the public channel.
However, the implementation of such public channel in point-to-point networks
is highly costly and non-trivial, which makes minimizing the use of this resource
an intrinsically compelling issue.

In this paper, we present the first SMT-PD protocol with sublinear (i.e., loga-
rithmic in m, the message size) communication on the public channel. In addition,
the protocol incurs a private communication complexity of O( mn

n−t
), which, as we

also show, is optimal. By contrast, the best known bounds in both public and private
channels were linear. Furthermore, our protocol has an optimal round complexity
of (3, 2), meaning three rounds, two of which must invoke the public channel.

Finally, we ask the question whether some of the lower bounds on resource
use for a single execution of SMT-PD can be beaten on average through amorti-
zation. In other words, if Sender and Receiver must send several messages back
and forth (where later messages depend on earlier ones), can they do better than
the naı̈ve solution of repeating an SMT-PD protocol each time? We show that
amortization can indeed drastically reduce the use of the public channel: it is pos-
sible to limit the total number of uses of the public channel to two, no matter how
many messages are ultimately sent between two nodes. (Since two uses of the
public channel are required to send any reliable communication whatsoever, this
is best possible.)

1 Introduction

Dolev, Dwork, Waarts and Yung [DDWY93] introduced the model of Secure Message
Transmission (SMT) in an effort to understand the connectivity requirements for secure
� Supported in part by IBM Faculty Award, Xerox Innovation Group Award, the Okawa Foun-

dation Award, Intel, Teradata, NSF grants 0716835, 0716389, 0830803, 0916574, BSF grant
2008411 and U.C. MICRO grant.
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communication in the information-theoretic setting. Generally speaking, an SMT pro-
tocol involves a sender, S, who wishes to transmit a message M to a receiver,R, using a
number n of channels (“wires”), some of which are controlled by a malicious adversary
A. The goal is to send the message both privately and reliably. Since its introduction,
SMT has been widely studied and optimized with respect to several different settings
of parameters (for example, see [SA96, SNP04, ACH06, FFGV07, KS08]).

Garay and Ostrovsky [GO08] studied a model they called Secure Message Trans-
mission by Public Discussion (SMT-PD) as an important building block for achieving
secure multi-party computation [BGW88, CCD88] on sparse (i.e., not fully connected)
networks. (An equivalent setup was studied earlier in a different context by Franklin
and Wright [FW98].) In this model, in addition to the wires in the standard SMT for-
mulation, called “common” or “private” wires from now on, S and R gain access to a
public channel which the adversary can read but not alter. In this new setting, secure
message transmission is achievable even if the adversary corrupts up to t < n of the
private wires—i.e., up to all but one.

The motivation for this abstraction comes from the feasibility in partially connected
settings for a subset of the nodes in the network to realize a broadcast functionality
despite the limited connectivity [DPPU86, Upf92, BG93]1, which plays the role of the
public channel. (The private wires would be the multiple paths between them.) As such,
the implementation of the public channel in point-to-point networks is costly and highly
non-trivial in terms of rounds of computation and communication, as already the send-
ing of a single message to a node that is not directly connected is simulated by sending
the message over multiple paths, not just blowing up the communication but also incur-
ring a slowdown factor proportional to the diameter of the network, and this is a process
that must be repeated many times—linear in the number of corruptions for determin-
istic, error-free broadcast protocols (e.g., [GM98]), or expected (but high) constant for
randomized protocols [FM97, KK06].

A main goal of this work is to minimize the use of this expensive resource, both
in terms of communication as well as in the number of times it must be used when
sender and receiver must send many messages back and forth, as it is the case in secure
multi-party computation. We first present an SMT-PD protocol with a logarithmic (in
m, the message size) communication complexity on the public channel; the best known
bound, due to Shi, Jiang, Safavi-Naini, and Tuhin [SJST09], was linear (see related
work below). In addition, our protocol incurs a private communication complexity of
O( mnn−t ), which, as we also show, is optimal, thus providing an affirmative answer to
the question posed in [SJST09] of whether their O(mn) private communication could
be improved. Furthermore, our protocol has an optimal round complexity of (3, 2),
meaning 3 rounds, 2 of which must invoke the public channel [SJST09].

Regarding the number of times the public channel must be used when considering
SMT-PD as a subroutine in a larger protocol, we ask the question whether some of the
lower bounds on resource use for a single execution of SMT-PD can be beaten on average
through amortization. In other words, if a sender and receiver must send several messages
back and forth (where later messages depend on earlier ones), can they do better than
the naı̈ve solution of repeating an SMT-PD protocol each time, incurring a cost of three

1 Called “almost-everywhere” agreement, or broadcast, in this setting.



Secure Message Transmission with Small Public Discussion 179

rounds and two public channel transmissions per message? We show that amortization
can in fact drastically reduce the use of the public channel: indeed, it is possible to limit
the total number of uses of the public channel to two, no matter how many messages are
ultimately sent between two nodes. (Since two uses of the public channel are required
to send any reliable communication whatsoever, this is best possible.)

Prior work. The first variant of SMT considered in the literature is perfectly secure mes-
sage transmission (PSMT), in which both privacy and reliability are perfect [DDWY93].
It is shown in the original paper that PSMT is possible if and only if n ≥ 2t+1. For such
n, 2 rounds are necessary and sufficient for PSMT, while one-round PSMT is possible
if and only if n ≥ 3t+ 1.

The communication complexity of PSMT depends on the number of rounds. For
1-round PSMT, Fitzi et al. [FFGV07] show that transmission rate ≥ n

n−3t is neces-
sary and sufficient. (Recall that n > 3t is required in this case.) For 2-round PSMT,
Srinathan et al. [SNP04] show that a transmission rate ≥ n

n−2t is required2; this was
extended in [SPR07], which showed that increasing the number of rounds does not
help. Kurosawa and Suzuki [KS08] construct the first efficient (i.e., polynomial-time)
2-round PSMT protocol which matches this optimal transmission rate.

A number of relaxations of the perfectness requirements of PSMT are considered in
the literature to achieve various tradeoffs (see for example [CPRS08] for a detailed dis-
cussion of variants of SMT). The most general version of SMT (or SMT-PD) is perhaps
(ε, δ)-SMT. We call a protocol for SMT(-PD) an (ε, δ)-SMT(-PD) protocol provided that
the adversary’s advantage in distinguishing any two messages is at most ε, and the re-
ceiver correctly outputs the message with probability 1−δ. The lower bound n ≥ 2t+1
holds even in this general setting (at least for non-trivial protocols, such as those satis-
fying ε + δ < 1/2); hence the most interesting case for SMT-PD is the case when the
public channel is required: t < n ≤ 2t. As noted above, this requires round complexity
(3,2) [SJST09]. Franklin and Wright [FW98] show that perfectly reliable (δ = 0) SMT-
PD protocols are impossible when n ≤ 2t. On the other hand, perfect privacy (ε = 0)
is possible, and is achieved by previous SMT-PD constructions (see below).

The communication complexity lower bounds noted above all apply to PSMT; for
more general SMT bounds, we are aware only of [KS07]. They consider the prob-
lem of almost-secure message transmission, which is only slightly less restrictive than
PSMT. Namely, the problem requires perfect privacy, and that the Receiver never out-
put an incorrect message, though he may output “failure” with probability δ. The au-
thors show that in this model, there is a communication complexity lower bound of
n(m+ log(1/δ)) (up to an additive constant).

A number of protocols for SMT-PD appear in previous work. The first such comes
in [FW98] as a consequence of the equivalence shown there between networks with
multicast and those with simple lines and broadcast (i.e., the public discussion model).
Their solution has optimal round complexity (3, 2)3; however, when t < n < � 3t

2 �
2 The authors claim a matching upper bound as well, but this was shown to be flawed [ACH06].
3 The round complexity is not apparent from the text, for two reasons: (1) The protocol is de-

scribed in terms of the multicast model, not SMT-PD directly; and (2) the authors consider
synchronous “rounds” not in the abstract SMT-PD model, but in the more concrete setting of
nodes relaying messages in the underlying network.
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(including the worst case t = n + 1), their protocol has (pick your poison) either
positive privacy error ε > 0, or exponential communication complexity. Garay and
Ostrovsky [GO08] first describe a (4,3)-round (0, δ) protocol which was subsequently
improved to (3,2) rounds. The protocol has linear transmission rate (in terms of mes-
sage size) on the public and private channels. Shi et al. [SJST09] give the first protocol
with constant transmission rate on the public channel (for messages of sufficient, mod-
est size) with linear transmission rate on the private channels as well; however, the
communication complexity of their protocol is linear.

Our contributions. By contrast, we obtain the first round-optimal SMT-PD protocol
with sublinear (logarithmic) communication complexity on the public channel. More
specifically (and assuming for simplicity δ = O(1)), our protocol has public chan-
nel communication complexity O(n logn logm) for messages of sufficient size, as
compared with O(m) in the protocol of [SJST09]. (The message size required by
either protocol—namely, m/ logm = Ω(n log n) for ours, or m = Ω(n2) for that
of [SJST09]—ensures that O(n log n logm) improves over O(m) for relevant values
of n,m.) The protocol also enjoys a private communication complexity of O( nmn−t ),
which (just by itself) improves on previous constructions and, as we also show, is opti-
mal. At a high level, the protocol has the same structure as previous 3-round SMT-PD
protocols, with the following important differences: (1) our use of randomness extrac-
tors allows us to reduce the amount of transmitted randomness, which is reflected in the
gain in private communication, and (2) typically in previous protocols the message is
transmitted in the last round over the public channel, blinded by the private randomness
thought not to have been tampered with; our improvement to public communication
comes from the transmission of the (blinded) message on the private wires, provided
that the sender authenticates the transmission making use of the public channel, which
in turn requires smaller communication. Additionally, we achieve these improved com-
munication bounds even for messages of smaller required size than Shi et al. [SJST09].4

Finally, the protocol achieves perfect privacy.
We arrive at this result through a series a transformations. First, we design a generic

SMT-PD protocol with linear public communication and O( nmn−t ) private communica-
tion (note that this already improves on existing results); second, we consider instantia-
tions of the generic protocol’s “black boxes” with different randomness extractors, each
providing its own benefits (perfect privacy vis-à-vis smaller message size); and last, we
obtain the final protocol by essentially running two perfect-privacy instantiations of the
generic protocol in parallel, one for the message itself and a “smaller” version for the
authentication key. These results are presented in Section 3.

As noted above, we also show (Section 4) an Ω( nmn−t ) lower bound on private com-
munication. The lower bound holds for SMT without public discussion as well. The
bound itself is weaker than previous, but it holds for a more general class of SMT pro-
tocols. In particular, it is the first communication complexity lower bound to consider
non-perfect privacy, as well as the first to allow for the Receiver outputting an incorrect
message.

4 Specifically, [SJST09] require message size m = Ω(n2(log(1/δ))2), where we require only
m = Ω(n(log n + log(1/δ)) log q), with q ≈ mn/(n − t).
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Finally, we show in Section 5 how amortization can drastically reduce the use of the
public channel, allowing sender and receiver to communicate indefinitely after using the
public channel twice and a limited initial message. Our approach is to separate Sender
and Receiver’s interaction following the first execution of SMT-PD into two modes:
a Normal Mode and a Fault-Recovery Mode. At a high level, in the Normal Mode,
secure communication is successful provided the adversary does not interfere; this is
implemented by a one-round protocol satisfying a relaxed version of the problem that
we call Weak SMT-PD. Fault-Recovery Mode is entered if corruption is detected.5

Preliminaries and definitions are given in Section 2. Due to space limitations, most
of the proofs, as well as additional background material, are given in the full version of
the paper [GGO09].

2 Model and Preliminaries

Definition 1. If X and Y are random variables over a discrete space S, the statistical
distance between X and Y is defined to be

Δ(X,Y ) def=
1
2

∑
s∈S

|Pr[X = s]− Pr[Y = s]| .

We say that X and Y are ε-close if Δ(X,Y ) ≤ ε.

The public discussion model. The public discussion model for secure message trans-
mission [GO08] consists of a Sender S and Receiver R (PPTMs) connected by n com-
munication channels, or wires, and one public channel. S wishes to send a message
MS from message space M to R, and to this end S and R communicate with each
other in synchronous rounds in which one player sends information across the wires
and/or public channel. Communication on the public channel is reliable but public; the
common wires may be corrupted and so are not necessarily reliable or private.
A is a computationally unbounded adversary who seeks to disrupt the communica-

tion and/or gain information on the message. A may adaptively corrupt up to t < n of
the common wires (potentially all but one!). Corrupted wires are actively controlled by
A: he can eavesdrop, block communication, or place forged messages on them. Further,
we assumeA is rushing—in each round, he observes what is sent on the public channel
and all corrupted wires before deciding what to place on corrupted wires, or whether to
corrupt additional wires (which he then sees immediately).

An execution E of an SMT-PD protocol is determined by the random coins of S,
R, and A (which we denote CS , CR, CA respectively), and the message MS ∈ M.
The view of a player P ∈ {S,R,A} in an execution E, denoted ViewP , is a random
variable consisting of P’s random coins and all messages received (or overheard) byP .
(S’s view also includes MS). Additionally, let ViewP(M0) denote the distribution on
ViewP induced by fixing MS = M0. In each execution,R outputs a received message
MR, a function of ViewR.

5 Effectively, this is an instantiation in the SMT context of the “fast-track” approach
(e.g., [Lam87, GRR98]), where if things are “smooth” then the algorithm or protocol performs
very efficiently, reverting to a more punctilious mode otherwise.
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We can now define an (ε, δ)-SMT-PD protocol (cf. [FW98, GO08, SJST09]):

Definition 2. A protocol Π in the model above, in which S attempts to send a message
MS to R, is (ε, δ)-secure (or simply, is an (ε, δ)-SMT-PD protocol) if it satisfies:

PRIVACY: For any two messages M0,M1 ∈ M, ViewA(M0) and ViewA(M1) are
ε-close.

RELIABILITY: For all MS ∈ M and all adversaries A, R should correctly receive
the message with probability at least 1 − δ; i.e., Pr[MR = MS ] ≥ 1 − δ. (The
probability is taken over all players’ random coins.)

Error-correcting codes and consistency checks for codewords. For our purposes, the
following definition of error-correcting codes is sufficient:

Definition 3. Given a finite alphabet Σ, an error-correcting code E of minimum dis-
tance d is a pair of mappingsEnc : ΣK → ΣN , whereK < N andDec : ΣN → ΣK ,
such that (1) any two distinct elements x, y in the image of Enc (the codewords) have
dist(x, y) ≥ d in the Hamming metric; (2) Dec(Enc(x)) = x for all x ∈ FKq .6 We say
E has rate K/N and relative minimum distance d/N .

We require a family of codes of increasing input length which is asymptotically good,
that is, E should have constant rate and constant relative minimum distance D. See,
e.g., [MS83] for a standard reference.

Of particular interest for us are the well-known Reed-Solomon codes over Fq , ob-
tained by oversampling polynomials in Fq[X ]. Given an input in FKq , we interpret it as a
polynomial f of degree≤ K−1; to obtain a codeword from f , we simply evaluate it at
N distinct points in Fq, for any N > K . Indeed, any two such polynomials agree on at
mostK−1 points, therefore the Reed-Solomon code has minimum distanceN−K+1.

Our protocols make use of a simple method to probabilistically detect when code-
words sent on the private wires are altered byA. Simply put, the sender of the codeword
reveals a small subset of the codeword symbols. Formally, suppose S sends a codeword
C ∈ ΣN to R over one of the private wires, and R receives the (possibly altered) code-
word C∗. (If R receives a non-codeword, he immediately rejects it.) Then to perform
the consistency check, S chooses a random set J = {j1, j2, . . . , j�} ⊂ [N ] and sends
(J, C|J) to R, where C|J represents the codeword C restricted to the indices in J . If the
revealed symbols match, then the consistency check succeeds; otherwise the check fails
and R rejects C∗ as tampered.

SupposeA alters C to a different codeword, C∗ �= C. Since C and C∗ are distinct valid
codewords, they differ in at least, say, 1/3 of their symbols. Therefore, the probability
that they agree on a randomly chosen index is ≤ 2/3, and so

Pr[R accepts C∗] = Pr[C|J = C∗|J ] ≤ (2/3)�.

Thus, with probability≥ 1− (2/3)�, R will reject a tampered codeword. Of course, the
validity of the check depends uponA not knowing J at the time of potential corruption
of C.

6 Note in particular that this allows us to test for membership in the image Enc(ΣK) by first
decoding and then re-encoding.
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Average min-entropy and average-case randomness extractors. Recall that the min-
entropy of a distribution X = (X1, . . . , XN ) over {0, 1}N is defined as

H∞(X) = min
x

(− log (Pr[X = x])) ,

and gives a measure of the amount of randomness “contained” in a weakly random
source. We say a distribution X is a kmin-source if H∞(X) ≥ kmin.

A (seeded) (N,M, kmin, ε)-strong extractor is a (deterministic) function

Ext : {0, 1}N × {0, 1}D → {0, 1}M

such that for any kmin-source X , the distribution UD ◦ Ext(X,UD) is ε-close to UD ◦
UM (where Uk represents the uniform distribution on {0, 1}k). The input to the ex-
tractor is the N -bit kmin-source, X , together with a truly random seed s, which is
uniformly distributed over {0, 1}D. Its output is an M -bit string which is statistically
close to uniform, even conditioned on the seed s used to generate it.

This notion of min-entropy, and of a general randomness extractor, may be an awk-
ward fit when considering an adversary with side information Y as above. In these
cases, a more appropriate measure may be found in the average min-entropy of X given
Y , defined in [DORS08] by

H̃∞(X | Y ) = − log
(

Ey←Y

[
max
x

Pr [X = x | Y = y]
])

.

Note that this definition is based on the worst-case probability for X , conditioned on
the average distribution (as opposed to worst-case probability) of Y . The rationale is
that Y is assumed to be outside of the adversary’s control; however, once Y is known,
the adversary then predicts the most likely X , given that particular Y .

[DORS08] use average min-entropy to define an object closely related to extractors:
A (seeded) average-case (N,M, kmin, ε)-strong extractor is a (deterministic) function

Ext : {0, 1}N × {0, 1}D → {0, 1}M

such that the distribution of (UD ◦Ext(X,UD), I) is ε-close to (UD ◦UM , I), whenever
(X, I) is a jointly distributed pair satisfying H̃∞(X | I) ≥ kmin. The similarity to
an ordinary extractor is clear. [DORS08] prove the following fact about average min-
entropy:

Fact 1. If Y has at most 2� possible values, then H̃∞(X | (Y, Z)) ≥ H̃∞(X | Z)− �.

Extracting randomness from Fq . We will make use of a special-purpose deterministic
(seedless) extractor Extq which operates at the level of field elements in Fq as opposed
to bits. Extq works not on general min-entropy sources, but on the restricted class of
symbol-fixing sources, which are strings in FNq such that some subset of K symbols is
distributed independently and uniformly over Fq , while the remaining N −K symbols
are fixed. Given a sample from any such source, Extq outputs K field elements which
are uniformly distributed over FKq .

Extq works as follows: Given α ∈ FNq , construct f ∈ Fq[X ] of degree ≤ N − 1,
such that f(i) = αi for i = 0, . . . , N − 1. Then Extq(α) = (f(N), f(N + 1), . . . ,
f(N + K − 1)). (Of course we require N +K ≤ q.) This extractor has proven useful
in previous SMT protocols as well (see, e.g., [ACH06, KS08]).
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3 SMT-PD with Small Public Discussion

In this section we present our main positive results. First, we construct a basic (ε, δ)-
SMT-PD protocol, ΠGen (for “generic”), with optimal private communication and lin-
ear public communication. We then consider possible instantiations of ΠGen; using, in
particular, Reed-Solomon codes and the extractor Extq , improves it to a 0-private pro-
tocol. Finally, we use ΠGen (instantiated with Reed-Solomon codes) as a building block
to construct our main protocol ΠSPD, which achieves logarithmic public communica-
tion while maintaining optimal private communication (and other desirable properties).

3.1 A Generic Protocol with Optimal Private Communication

Protocol ΠGen achieves essentially optimal communication complexity on the private
wires of O( mnn−t ), where m is the length of the message, while maintaining linear com-
munication complexity on the public channel. (See Section 4 for a precise statement of
the lower bound.) This is the first SMT-PD protocol to achieve sublinear transmission
rate on the private wires, and as such provides an affirmative answer to the question
posed in [SJST09] of whether O(n) private-wire transmission rate can be improved.

ΠGen relies on two primitives as black boxes: an error-correcting code E and an
average-case strong extractor, ExtA. The efficiency of the protocol depends on the in-
teraction between the basic parameters of the protocol—ε, δ, m, n, and t—and the
parameters of E and ExtA. After presenting the protocol and proving its security, we
will examine its complexity in terms of these parameters.

At a high level, the protocol has the same structure as previous 3-round SMT-PD
protocols: (1) in the first round, one of the parties (in our case R) sends lots of ran-
domness on each private wire; (2) using the public channel, R then sends checks to
verify the randomness sent in (1) was not tampered with; (3) S discards any tampered
wires, combines each remaining wire’s randomness to get a one-time pad R, and sends
C = M ⊕ R on the public channel. However, our use of extractors allows us to re-
duce the amount of transmitted randomness, which is reflected in the gain in private
communication.

We remark that one may modify ΠGen to have interaction order S-R-S, instead
of R-R-S as we present it. One advantage of R-R-S is that when instantiated with
deterministic extractors (see below), it does not require any random coins for S (in
contrast to S-R-S, where both parties use randomness crucially).

Now we turn to the details of protocol ΠGen. Let error-correcting code E have encod-
ing and decoding functions Enc : {0, 1}K → {0, 1}N and Dec : {0, 1}N → {0, 1}K,
respectively, and relative minimum distance D. (We will specify K below.) While
N > K may be arbitrarily large for the purpose of correctness, we will want K/N
and D both to be constant for our complexity analysis—that is, we want E to be asymp-
totically good.

Second, let ExtA be an average-case (nK,m, kmin, ε/2)-strong extractor. Here K
is, as above, the source length of the error-correcting code E , and m and ε are the
message-length and privacy parameters of ΠGen. kmin is the min-entropy threshold.
Now clearly m ≤ kmin ≤ nK . On the other hand, we require kmin = O(m) for
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our complexity claim to hold—that is, ExtA should extract a constant fraction of the
min-entropy. Further, the extractor’s seed length s should be O(n +m).

Finally, let b = 1
1−D , and then set � = �logb(t/δ)�. Now with foresight, we set

K = �kmin/(n− t)� + �.7 Note that if kmin = O(m), then K = O(m)/(n − t) + �.
The protocol, ΠGen, is presented in Fig. 1.

Protocol ΠGen(ε, δ, m, n, t, E ,ExtA)

1. (R PRI→ S). For each wire i, R chooses a random ri ∈ {0, 1}K and sends the codeword
Ci = Enc(ri) along wire i. Let C∗

i be the codeword received by S , and r∗i = Dec(C∗
i ).

2. (R PUB→ S). R chooses a random subset J = {j1, j2, . . . , j�} ⊂ [N ] of codeword
indices, |J | = �. Let

Ci|J = (Ci,j1 , Ci,j2 , . . . , Ci,j� ) ∈ {0, 1}�

be the codeword Ci restricted to the indices of J . R sends (J, {Ci|J}i∈[n]) to S over
the public channel.

3. (S PUB→ R). S rejects any wire i which is syntactically incorrect (including the case
that C∗

i is not a valid codeword), or for which Ci|J conflicts with C∗
i . Call the set of

remaining, accepted wires ACC, and let B ∈ {0, 1}n , where bi = 1 ⇐⇒ i ∈ ACC.
Let α∗ denote the concatenation of r∗i for all i ∈ ACC, padded with zeroes so that
|α∗| = nK. S chooses seed ∈ {0, 1}s uniformly at random. He applies ExtA :
{0, 1}nK × {0, 1}s → {0, 1}m to obtain R∗ = ExtA(α∗, seed), where |R∗| = m. S
puts C = MS ⊕ R∗, and sends (B, C, seed) on the public channel.
Receiver: R uses B to reconstruct ACC. He forms α by concatenating ri for each i ∈
ACC, and padding with zeroes to size nK. He applies ExtA : {0, 1}nK → {0, 1}m,
obtaining R = ExtA(α, seed). He then recovers MR = C ⊕ R.

Fig. 1. A generic SMT-PD protocol with optimal communication complexity on the private wires
and linear communication complexity on the public channel

Theorem 2. Let t < n. Protocol ΠGen is a (3, 2)-round (ε, δ)-SMT-PD protocol with
communication complexity O( mnn−t ) on the private wires provided that m/(n − t) =
Ω(log(t/δ)), and communication complexity max(O(log(t/δ)(n+logm)), O(m+n))
on the public channel, provided only that m = Ω(log(t/δ)).

Proof. Privacy. We first claim that if we omit C, then A has essentially no information
(up to ε) on S’s output of the average-case extractor, R∗ = ExtA(α∗, seed). Formally:

Claim. The distribution (Us, R∗,ViewA \ C) is ε/2-close to (Us, Um,ViewA \ C).

The remainder of the proof of ε-privacy is by contradiction: We show that, if there exists
an adversary A and messages M0,M1 such that Δ(ViewA(M0),ViewA(M1)) > ε,

7 As a sanity check, observe that kmin ≤ nK = n(kmin/(n − t) + �), so the extractor we
define can exist.
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then there exists a distinguisher D which can distinguish (Us, R∗,ViewA \ C) from
(Us, Um,ViewA \ C), in contradiction to the above claim.

So suppose such an A, M0, M1 exist. Then there exists a distinguisher D0 which
satisfies

|Pr[D0(ViewA(M0)) = 1]− Pr[D0(ViewA(M1)) = 1]| > ε

In particular it follows that either

(1)
∣∣Pr[D0(ViewA(M0)) = 1]− Pr[D0(ViewA(M$)) = 1]

∣∣ > ε/2

or

(2)
∣∣ Pr[D0(ViewA(M$)) = 1]− Pr[D0(ViewA(M1)) = 1]

∣∣ > ε/2.

Here ViewA(M$) denotes the random variable obtained by first sampling M$ uni-
formly from {0, 1}m, and then sampling from ViewA conditioned on MS = M$. (If
the probability distribution on M is uniform, then the distribution of ViewA(M$) is
identically that of ViewA, but we do not assume this here.)

Without loss of generality, we assume case (1) above holds. Now we describe D,
which uses D0 as a black box in order to distinguish (Us, R∗,ViewA \ C) and
(Us, Um,ViewA \ C). First, the challenger flips a coin. On heads, he samples u ←
(Us, R∗,ViewA \C), and on tails, u← (Us, Um,ViewA \C). In either case he obtains
u = (us, utest, uview) which he passes on to D. D forms CD = M0 ⊕ utest, which
plays the role of C in the protocol. He passes uview ∪ CD to D0, which returns a bit b
representing its guess that uview ∪ CD was sampled from ViewA(Mb). If b = 0, then
D outputs a guess of “heads” (i.e., guesses utest was sampled from R∗), otherwise D
guesses “tails” (utest was sampled from Um).

Now consider the success probability of D when the challenger flips heads, so that
utest ∼ R∗. In this case, CD = M0 ⊕ R∗ is obtained exactly as in ΠGen, and there-
fore uview ∪ CD is distributed identically with ViewA(M0). Thus Pr[D(u) = 1 |
heads] = Pr[D0(ViewA(M0)) = 1]. Alternatively, suppose the challenger flips tails,
and utest is uniform. Then CD = M0 ⊕ utest is uniform, which is also the distribu-
tion of C if we choose M = MS uniformly at random. Thus Pr[D(u) = 1 | tails] =
Pr[D0(ViewA(M$)) = 1]. Putting these together, we discover
∣∣ Pr[D(Us, R∗,ViewA \ C) = 1]− Pr[D(Us, Um,ViewA \ C) = 1]

∣∣
=

∣∣Pr[D0(ViewA(M0)) = 1]− Pr[D0(ViewA(M$)) = 1]
∣∣

> ε/2,

which contradicts the above claim. This completes the verification of ε-privacy.

Reliability. Observe that MR = C ⊕R and MS = C ⊕R∗. Therefore,

R fails to decode correctly (MR �= MS)⇐⇒ Ext(α, seed)=R �= R∗=Ext(α∗, seed)
=⇒ α �= α∗

=⇒ ∃i ∈ ACC s.t. ri �= r∗i
=⇒ ∃i ∈ ACC s.t. Ci �= C∗i .
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The latter event only happens if A succeeds in altering Ci without S detecting it. By
construction, our consistency check (Section 2) guarantees that this happens with prob-
ability at most (1 − D)� = δ/t for a single wire, hence (taking a union bound over
corrupt wires) probability at most δ overall. Consequently, Pr[MR = MS ] ≥ 1− δ.

Complexity. The private wires are used only in round 1, to send Enc(ri) on each wire.
The total complexity is therefore nN = O(nK) (for E of constant rate). As noted
above, our assumptions on E and ExtA imply thatK = O(m/(n−t)+�), and therefore
the total private wire complexity is O(mn/(n − t) + n�), which is O(mn/(n − t))
provided m/(n− t) = Ω(�).

The public channel is used in Rounds 2 and 3. In Round 2, R transmits J ⊂ [N ] of
size �, and the restricted codewords Ci|J , at total cost �n + � logN = �n + �(logK +
O(1)) = �n + O(�(log(m/(n − t) + �))). Provided that m = Ω(�), this is O(�(n +
logm)).

In Round 3, S uses the public channel to send (B,C, seed) where B indicates ac-
cepted wires, C hides the message MS , and seed is a seed for ExtA. Thus the Round 3
public communication is n+m+ s, which is O(n+m) for any extractor with reason-
able seed length. 	


3.2 Instantiating the Generic Protocol

Here we consider possible instantiations of ΠGen. Since our main interest is in 0-private
protocols, the most important instantiation will be that with Reed-Solomon codes and
the extractor Extq of Section 2. Nevertheless, other choices of (explicit) extractor, such
as Kamp and Zuckerman’s deterministic symbol-fixing extractor [KZ06], are possible;
refer to [GGO09] for more details.

Statistical error is a feature of all general-purpose randomness extractors. To get
around it, we can exploit the fact that the sources arising from ΠGen are not general
min-entropy sources. Rather, conditioning on the adversary’s view, each good wire car-
ries independent, uniform randomness, and the corrupt wires carry fixed values. Thus
the source we are interested in actually carries quite a great deal of structure. In partic-
ular, we may view it as a symbol-fixing source as described in Section 2, since we may
group bits into symbols, and the adversary has no information on the symbols carried
by good wires.

Consider an instantiation of ΠGen using the extractor Extq : FkNq → Frq of Sec-
tion 2, which is indeed errorless. (Here r = �m/ log q� is the size of MS in field
elements.) Extq is, according to our notation, a (kN, r, r, 0) extractor for sources over
Fq: It extracts 100% of the randomness from its input with no statistical error. (It is also
deterministic, hence trivially strong.) Since Extq operates at the level of field elements,
Reed-Solomon codes are a natural choice for the error-correcting code E of ΠGen. We
choose E to be Extq : FKq → F2K

q , with relative minimum distance 1/2.
We now describe two requirements imposed by this instantiation. First, the descrip-

tion of ΠGen assumes an extractor which operates on bits rather than field elements.
This presents no real problem, as all statements can be recast in a straightforward way
to this new setting. However, as mentioned above, the move from {0, 1} to Fq does have
the effect of adding a log q term to the message size required for optimal communication
complexity (see statement of and complexity analysis for Theorem 3).
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Second, we must specify the appropriate field size q in terms of the basic parameters
m,n, t, δ. Recall � = �log(t/δ)�. We require (with foresight):

q log q = Ω(mn/(n− t)) and (q − 2�) log q >
2m
n− t

.

Thus MS ∈ Frq, where r = �m/ log q�.
For the proof of privacy, we require Extq : FnKq → Frq is in fact a perfect randomness

extractor—so we need q ≥ nK + r. Since K = r/(n − t) + �, we have (using m =
Ω(n�)):

nK + r = n · ( r

n− t
+ �) + r = r(

n

n − t
+ 1) + n�

=
m

(log q)
· n

n− t
+O(m) = O(

m

(log q)
· n

n− t
).

Thus, for q ≥ nK + r it suffices that q log q = Ω(mn/(n − t)), which is our first
assumption on q.

Now observe that in order for our codeword authentication to be valid, we need
q ≥ 2K = 2r/(n− t) + 2�. Thus we require:

q ≥ 2r/(n− t) + 2� ⇐⇒ q ≥ 2m
(log q)(n− t)

+ 2�

⇐⇒ q log q ≥ 2m
n− t

+ 2� log q

⇐⇒ (q − 2�) log q ≥ 2m
n− t

,

which gives our second condition on q.

3.3 A Protocol with Logarithmic Public Communication

In this section we present a protocol for SMT-PD which is the first to achieve loga-
rithmic communication complexity (in m) on the public channel. The protocol is per-
fectly private, achieves the optimal communication complexity of O( mnn−t ) on the pri-
vate wires, and has optimal round complexity of (3, 2).

In its Round 3 communication, ΠGen incurs a cost of size m on the public channel,
which we wish to reduce to O(logm). Our improvement comes from the insight that S
can send the third-round message (C, in the notation of ΠGen) on the common wires,
provided that S authenticates the transmission (making use of the public channel).
S could simply send C on every common wire and authenticate C publicly. The

downside of this approach is that the private wire complexity would be Ω(mn) rather
than O( mnn−t )—no longer optimal. Our solution is to take C and encode it once again
using Reed-Solomon into shares C1, . . . , Cn, each of size ≈ m

n−t , such that any n − t
correct Ci’s will reconstruct C. S then sends Ci on wire i, and authenticates each Ci
publicly.

This authentication uses a short secret key, s∗, of size �(n + log( cmn−t )) (which is
the cost of authenticating n messages of size cm/(n− t), using the consistency check
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Protocol ΠSPD

1. (R PRI→ S). (small) For each wire i, R chooses a random f̂i ∈ Fq̂[X] such that deg(f̂i) ≤
K̂. R sends the Reed-Solomon (RS) codeword Ĉi =

(
f̂i(1), f̂i(2), . . . , f̂i(N̂)

)
along wire

i. Let Ĉ∗
i be the codeword received by S, and f̂∗

i = DecRS(Ĉ∗
i ).

(big) For each wire i, R chooses a random fi ∈ Fq[X] such that deg(fi) ≤ K. R sends
the RS codeword Ci =

(
fi(1), fi(2), . . . , fi(N)

)
along wire i. Let C∗

i be the codeword
received by S, and f∗

i = DecRS(C∗
i ).

2. (R PUB→ S). (small) R chooses a random subset Ĵ = {ĵ1, . . . , ĵ�} ⊂ [N̂ ] of codeword
indices, |Ĵ | = �. R performs codeword verification as in Section 2 by sending Ĵ , as well as
{Ĉi|Ĵ} for each wire i, over the public channel.
(big) R chooses a random subset J = {j1, . . . , j�} ⊂ [N ] of codeword indices, |J | = �.
R performs codeword verification as in Section 2 by sending J , as well as {Ci|J} for each
wire i, over the public channel.

3. (S PUB+PRI−→ R). S rejects any wire i which is syntactically incorrect or which fails one of
the consistency checks in Round 2. Call the set of remaining, accepted wires ACC.
(small) Let α̂∗ denote the concatenation of f̂∗

i for each i ∈ ACC, padded with 0 ∈ Fq so its
length is K̂n. Applying Extq̂ : FK̂n

q̂ → Fr̂
q̂ of Section 2, S obtains s∗ = Extq̂(α̂

∗).
(big) Let α∗ denote the concatenation of f∗

i for each i ∈ ACC, padded with 0 ∈ Fq so
its length is Kn. Applying the randomness extractor Extq : FKn

q → Fr
q , S obtains R∗ =

Extq(α
∗).

Now MS and R∗ are both vectors in Fr
q ; S puts C = R∗ + MS . Now S applies the Reed

Solomon code Fr
q → FKn

q to C, obtaining a codeword D ∈ FKn
q . Let D = (D1, . . . , Dn)

where each Di ∈ FK
q . View Di as a bit-string of length K log q, and let Ei = Enc(Di),

so that |Ei| = cK log q (in bits). S sends Ei on wire i ∈ ACC; let E∗
i denote the message

received by R on wire i.
To authenticate each Ei, S chooses a random subset J ′ ⊆ [cK log q], |J ′| = �3/2. Put
authS = (J ′, {Ei|J′}i∈ACC); we have |authS | ≤ m̂ (with equality if every wire is in
ACC). Padding as necessary, view authS as an element of Fr̂

q̂ . S sets V = s∗ + authS and
sends (V,B) over the public channel, where B is an n-bit string representing the set ACC.
Receiver: R learns ACC from B. For i ∈ ACC, he forms α, the concatenation of fi for each
i ∈ ACC (padded with 0 ∈ Fq to length Kn). He applies Extq to obtain R = Extq(α) ∈
Fr
q .

Similarly, for i ∈ ACC, he forms α̂, the concatenation of f̂i for each i ∈ ACC (padded with
0 ∈ Fq to length K̂n). He applies Extq̂ to obtain s = Extq̂(α̂) ∈ Fr̂

q̂ .
Next R forms V − s, which he parses as authR = (J ′∗, {checki}i∈ACC). For each (cor-
rectly formed) E∗

i , R verifies its authenticity by checking that E∗
i |∗J′ = checki. For those

which pass, he recovers D∗
i = Dec(E∗

i ), D
∗
i ∈ FK

q . Once R has recovered at least n − t
valid D∗

i ’s, he has K(n− t) = r symbols in Fq , which he uses to decode the RS code used
by S to encode C. (This is simply interpolation.) Call the result C∗ ∈ Fr

q . Finally, R obtains
MR = C∗ −R.
(On failure to authenticate at least n− t E∗

i ’s, or to parse authR correctly, R outputs ⊥.)

Fig. 2. SMT-PD protocol with small (logarithmic) public communication and optimal private
communication
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of Section 2; c is an absolute constant defined below). Thus, S and R will run two
processes in parallel: a “small” strand, in which S privately sends the short key to R;
and a “big” strand, in which S sends MS toR, making use of the shared key in the third
round. The small protocol sends the short key using any reasonably efficient SMT-PD
protocol; for ease of exposition, we use ΠGen, instantiated with Reed-Solomon codes.
We also use ΠGen with Reed-Solomon codes for the big strand of the protocol in order
to achieve perfect privacy and optimal private wire complexity.

We now describe the protocol in detail. Many of the parameters are the same as in
(the Reed-Solomon instantiation of) ΠGen: We set � = �log(t/δ)�, and fix a prime q
such that

q log q = Ω(mn/(n− t)) and (q − 2�) log q ≥ 2m
n− t

.

The message space isM = Frq , that is, an m-bit message is considered as a sequence of
r = �m/ log q� field elements in Fq . (However, we also assume, for the purpose of the
Round 3 authentication, that the field elements are actually represented as bit-strings of
length r log q.) Set K = �r/(n− t)�+ � and N = 2K .

In addition to the above parameters, we will also define their small-strand counter-
parts, which we notate using variables with hats. Set m̂ = �(n + log(cK log q))—as
noted above, this is the size of the shared secret which will be used to authenticate
the Ci’s. Here the constant c > 1 is the expansion factor of an efficiently computable,
constant-rate error-correcting code E ′ of relative minimum distance (say) 1/3. (We cau-
tion that E ′ plays a different role in ΠSPD than E did in ΠGen, hence the different name.)
We will use Enc and Dec to denote the encoding and decoding functions of E ′; we use
EncRS andDecRS for the encoding and decoding functions of the Reed-Solomon code
which functions as E for ΠSPD.

Fix q̂ to be a prime such that

q̂ log q̂ = Ω(
m̂n

n− t
) and (q̂ − 2�) log q̂ >

2m̂
n− t

,

Set r̂ = �m̂/ log q̂�, K̂ = �r̂/(n−t)�+�, and N̂ = 2K̂. Finally, set �3/2 = log3/2(t/δ).
The protocol, ΠSPD (for “small public discussion”), is shown in Figure 2. Keep in

mind the high-level understanding of the protocol: The first two rounds are simply par-
allel versions of Rounds 1 and 2 of ΠGen, run with different (big and small) parameters.
In Round 3, we complete the small instance of ΠGen as usual, and use the resulting
shared secret to blind the (public-channel) authentication of the Ci’s which encode C.
The latter have been sent on the unreliable private wires, unlike in ΠGen, where no
authentication was required in Round 3 since C itself was sent on the public channel.

Theorem 3. Protocol ΠSPD (Fig. 2) is a valid (3, 2)-round (0, 3δ)-SMT-PD protocol.
It has communication complexityO( mnn−t ) on the private wires andO(n log(t/δ) logm)
on the public channel, provided m = Ω(n log(t/δ) log q).

4 Private Communication Lower Bound

In this section we prove a lower bound of Ω( nmn−t ) for the expected communication
complexity on the private wires, for any (ε, δ)-SMT-PD protocol (where ε and δ are
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considered constants). Since protocol ΠGen of the previous section meets this bound,
we provide a complete answer to the question raised in [SJST09] of determining the
optimal transmission rate on private wires for an (ε, δ)-SMT-PD protocol.

Our communication lower bound holds even for a weakened adversary who is pas-
sive and non-adaptive—that is, A chooses which wires to corrupt at the start of the
protocol and only eavesdrops thereafter. It also holds even if we modify δ-reliability so
that the probability that MR = MS is taken over the the choice of MS as well (and not
just the players’ coins). Further, as noted in the Introduction, it also holds in the case of
SMT with no public channel, mutatis mutandis.

For the lower bound, we assume that MS is chosen uniformly at random fromM; in
this case H(MS) = log |M|. In the following lemmas we assume Π is a valid (ε, δ)-
SMT-PD protocol, and probabilities are over all players’ coins as well as the random
selection of MS ∈ M.

The first two lemmas are complementary, establishing entropy versions of ε-privacy
and δ-reliability, respectively. Namely, in Lemma 1, we show that in any ε-private pro-
tocol, the entropy of MS remains high given the adversary’s view. Then in Lemma 2,
we show that for any δ-reliable protocol (with passive adversary), the entropy of MS
given the entire transcript of communications is low. Though these statements are quite
intuitive, their proofs are relatively delicate.

Lemma 1. For all adversaries A and all ε-private protocols, H (MS | ViewA) ≥
− log(1/|M|+ 2ε).8

The transcript T of an (ε, δ)-SMT-PD protocol execution is the random variable con-
sisting of the list of messages the players send on public and private channels over the
course of the protocol. Thus in the case of a passive adversary, T is completely de-
termined by MS , CS , and CR. For a given set of wires S, we will let TS denote the
transcript restricted to communications on the wires in S. In the sequel we use PUB,
PRIV, CORR, and SEC to denote respectively the public channel, private wires, cor-
rupted wires, and secure (uncorrupted and private) wires.

We use H2(·) to denote the binary entropy function, H2(p) = −p log p − (1 −
p) log(1− p).

Lemma 2. For all δ-reliable protocols, H(MS | T ) ≤ H2(
√
δ) + 2

√
δH(MS).

Given Lemmas 1 (a proof of “high” entropy) and 2(a proof of “low” entropy), we take the
difference of the two inequalities (leaving still a “high” amount of entropy), and show
that this bounds from below H(TSEC | SEC). This is intuitive: the adversary knows
which wires are secure, and yet it is only from these wires that S and R can leverage
any privacy at all. Therefore the entropy of the messages on them should be high.

Lemma 3. − log(1/|M|+ 2ε)−H2(
√
δ)− 2

√
δ log |M| ≤ H (TSEC | SEC).

Our main lower bound theorem follows. The idea is straightforward. Since the set of
secure wires is unknown to S and R (for a passive adversary, say), it must be that, in

8 This entropy lemma is not directly equivalent to a seemingly related probability version (as
in [SJST09], Lemma 2).
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an average sense, every set of n− t private wires carries the requisite entropy. Then we
use Han’s inequality (see proof in [GGO09]) to “average” the entropy over all subsets
of n− t wires and obtain an estimate for the total entropy on private wires, completing
the proof.

Theorem 4. Let Π be any (ε, δ)-SMT-PD protocol with n ≤ 2t, in the presence of a
passive, non-adaptive adversary A. Let C denote the expected communication (in bits)
over the private wires (the expectation is taken over all players’ coins and the choice of
MS ∈M). Then

C ≥ n

n− t
· (− log(1/|M|+ 2ε)−H2(

√
δ)− 2

√
δ log |M|)

In particular, if ε = O(1/|M|) and δ = O(1), then C = Ω(mn/(n− t)).

Corollary 1. Provided that ε = O(1/|M|), and δ = O(1), protocols ΠGen and ΠSPD
have optimal private communication complexity O( nmn−t ) for messages of size m =
Ω (n�) and m = Ω (n� log q), respectively.

5 Amortized Use of the Public Channel

A natural question when considering SMT-PD as a subroutine in a larger protocol is
whether some of the lower bounds on resource use for a single execution of SMT-PD
can be beaten on average through amortization. For instance, an almost-everywhere
secure computation protocol may invoke an SMT-PD subroutine every time any two
nodes in the underlying network need to communicate. Must they use the public channel
twice every single time, or can the nodes involved, say, save some state information
which allows them to reduce their use of the public channel in later invocations?

Our next result shows that amortization can in fact drastically reduce the use of the
public channel: indeed, it is possible to limit the total number of uses of the public
channel to two, no matter how many messages are ultimately sent between two nodes.
(Since two uses of the public channel are required to send any reliable communication
whatsoever, this is best possible.)

Of course, S and R may use the first execution of SMT-PD to establish a shared se-
cret key, which can be used for message encryption and authentication on the common
wires. The Sender computes a ciphertext and sends it (with authentication) on every
common wire. With overwhelming probability, no forged message is accepted as au-
thentic, and the Receiver accepts the unique, authentic message which arrives on any
good wire. However, since we are considering the information-theoretic setting, each
use of the shared key reduces its entropy with respect to the adversary’s view. If the par-
ties know in advance an upper bound on the total communication they will require, and
can afford to send a proportionally large shared key in the first execution of SMT-PD,
then this approach is tenable by itself.

In some situations, however, the players may not know a strict upper bound on the
number of messages they will send. And even when they do, it may happen that the
protocol terminates early with some probability, so that an initial message with large
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entropy is mostly wasted. With these considerations in mind, we now explore strate-
gies which allow S and R to communicate indefinitely after using only two broadcast
rounds and a limited initial message. Our approach is to separate Sender and Receiver’s
interaction following the first execution of SMT-PD into two modes: a Normal Mode
and a Fault-Recovery Mode.

In the Normal Mode, S andR communicate over the common wires without making
use of their shared key; they are successful provided the adversary does not actively
interfere. If the adversary does interfere, one of the players (say R) will detect this and
enter Fault-Recovery Mode, in which he uses the shared key to broadcast information
about the messages he received on each common wire, allowing S to determine at least
one corrupted wire (which he then informsR about, authentically).

In this way, S and R communicate reliably and privately so long as the adversary
is passive; and any time he is active, they are able to eliminate at least one corrupted
wire.9 (Of course, once they have eliminated all t corrupt wires, communication be-
comes very efficient.) In the sequel, we describe implementations of Normal Mode and
Fault-Recovery Mode, as well as how the two modes interact with each other.

Normal Mode. Let us first define a weaker version of SMT by public discussion in
which reliability is only guaranteed for a passive adversary. Let Π be a protocol which
attempts to send a message from S to R using only the common wires (and not relying
on any shared secret key). Then we say Π is a Weak (ε, δ) SMT-PD protocol if it satis-
fies Definition 2 where we (1) add to the adversary’s view a bit indicating whether R
accepted a message or not (see next point), and (2) replace RELIABILITY with:

WEAK RELIABILITY:

(Correctness with passive adversary) If the adversary only eavesdrops, then R re-
ceives the message correctly.
(Detection of active adversary) If the adversary actively corrupts any wire, then
with probability≥ 1− δ, either R receives the message correctly (MR = MS), or
R outputs “Corruption detected.”

The first change above affects ε-privacy since it alters the definition of ViewA; this
is necessary because in the compiled, amortized protocol using Weak SMT-PD as a
subroutine, the adversary will learn whether R accepted a message based on whether
R does or does not enter Fault-Recovery Mode.

We remark in passing that Weak SMT-PD is similar in spirit to almost SMT from
the standard (non-public discussion) model [KS07], in that both are relaxations which
allow one-round transmission (for Weak SMT-PD, only with a passive adversary). The
difference is that in the ordinary model, definitions for almost SMT require that the
message be correctly received with overwhelming probability regardless of the adver-
sary’s actions; in the public discussion model, when the adversary controls a majority
of wires, this is impossible, so we only require that corruptions be detected. Indeed, we
cannot guarantee reliability in a single round even when the adversary simply blocks
transmission on corrupted wires (otherwise a minority of wires would carry enough
information to recover the message, thus violating privacy).

9 This is akin to the “slow” PSMT original protocol in [DDWY93].
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If we do not require the Weak SMT-PD protocol to finish in one round, then there
is a simple solution: use the common wires to simulate the public channel wire in an
ordinary SMT-PD protocol. Any time a party would use the public channel, they instead
send the public-channel message over every common wire. Two possibilities arise: (1)
The adversary never tampers with any such “virtual” public channel invocation. In this
case, the virtual public channel functions like an actual public channel, and the protocol
succeeds with the same probability as the underlying SMT-PD protocol. (2) The adver-
sary at some point tampers with a virtual public channel invocation. If he does, then the
receiving party in that round will detect tampering, and can notify the other player by
sending a flag on every channel (or, if the receiving player isR and it is the final round,
he just outputs “Corruption Detected”).10

The above Weak SMT-PD protocol is conceptually simple (given a pre-existing
SMT-PD protocol!), but we might hope to do Weak SMT-PD in a single round, as op-
posed to the three rounds required for ordinary SMT-PD. The following simple scheme
shows one way this can be done.

Assume the Sender wants to send a single field element MS = α ∈ Fq. The one-
round protocol, ΠW−SMT−PD, is shown in Figure 3. Essentially, the sender performs
a 3t + 2-out-of-3n Shamir secret sharing of the message; however, rather than send-
ing externally specified shares on each wire i (such as f(1), f(2), f(3) on wire 1), he
chooses a set of random points on which to evaluate f .

Lemma 4. The protocol of Figure 3 is a Weak (δ, δ)-SMT-PD protocol for q sufficiently
large (Ω(t/δ)).

We are now ready to describe Normal Mode for S and R: it is simply the repeated
execution of the Weak SMT-PD protocol, with the two players alternating the role of
Sender and Receiver, until one of them as Receiver outputs “Corruption detected.” At
that time, that player’s next message to the other party will alert them to enter Fault-
Recovery Mode.

Protocol ΠW−SMT−PD

1. (S PRI→ R). S chooses a random polynomial f ∈ Fq[x] with deg(f) ≤ 3t + 1
and f(0) = α, and a random sequence x11, x12, x13, x21, x22, x23, . . . , xn1, xn2, xn3

of 3n distinct elements of Fq \ {0}. On wire i S sends to R the three pairs
(xi1, f(xi1)), (xi2, f(xi2)), (xi3, f(xi3)).
Receiver: On wire i, R receives (x∗

ij , y
∗
ij) for j = 1, 2, 3. He verifies that all 3n

x∗
ij’s are distinct, and that the 3n points (x∗

ij , y
∗
ij) lie on a polynomial f∗ of degree

≤ 3t+1. If so, he outputs MR = f∗(0); otherwise (or in case some wire is syntactically
incorrect) he outputs “Corruption detected.”

Fig. 3. A one-round Weak SMT-PD protocol

10 We do not consider here whether such a protocol preserves (ε-)privacy when the adversary
knows whether R detects corruption; obviously this depends on the details of the protocol.
Therefore this is not quite a black-box reduction.
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Fault-Recovery Mode. Specifically, suppose R detects corruption in a message sent
by S. He will then use the shared secret established in the initial execution of (ordi-
nary) SMT-PD to secretly and authentically send the following on all wires: (1) a flag
signalling Fault-Recovery Mode; (2) a list of specific wires known to be corrupted (if
any); (3) the received transmission on all wires not known to be corrupt.

Since at least one of the wires is not corrupted, S will receive this communication on
it and (verifying its authenticity) enter Fault-Recovery Mode also. S recovers the set of
received transmissions and determines which ones were tampered with. He then sends
the following to R, again using the shared secret for privacy and authentication: (1)
the message MS on which R detected corruption; (2) an updated list of specific wires
known to be corrupted. At this time, R has received the intended message and Normal
Mode resumes with R now playing the role of Sender.

Each time Fault-Recovery Mode occurs, S and R are able to detect at least one
previously unknown corrupt wire. If at any point S and R have jointly detected t wires
as corrupt, they will simply send all future transmissions on the remaining, good wires,
guaranteeing perfect privacy and reliability.

Theorem 5. Given an initial shared secret consisting of O(n2) field elements, S andR
can communicate indefinitely using only the private wires. The probability that one of
them will ever accept an incorrect message is≤ tδ. Moreover, with probability≥ 1−tδ,
A gains at most δ information on each of t different messages, and no information on
any other message.
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Abstract. We investigate the possibility to prove security of the well-
known blind signature schemes by Chaum, and by Pointcheval and Stern
in the standard model, i.e., without random oracles. We subsume these
schemes under a more general class of blind signature schemes and show
that finding security proofs for these schemes via black-box reductions
in the standard model is hard. Technically, our result deploys meta-
reduction techniques showing that black-box reductions for such schemes
could be turned into efficient solvers for hard non-interactive crypto-
graphic problems like RSA or discrete-log. Our approach yields signif-
icantly stronger impossibility results than previous meta-reductions in
other settings by playing off the two security requirements of the blind
signatures (unforgeability and blindness).

Keywords:Blind signature scheme,black-box reduction,meta-reduction,
random oracle, round complexity.

1 Introduction

Blind signatures [11] implement a carbon copy envelope allowing a signer to
issue signatures for messages such that the signer’s signature on the envelope
is imprinted onto the message in the sealed envelope. In particular, the signer
remains oblivious about the message (blindness), but at the same time no addi-
tional signatures without the help of the signer can be created (unforgeability).

Many blind signature schemes have been proposed in the literature, e.g.,
[1, 2, 6, 11, 12, 16, 17, 19, 20, 22, 23, 24, 26, 27, 29], with varying security and effi-
ciency characteristics. The arguably most prominent examples are the schemes by
Chaum [11] based on RSA and the ones by Pointcheval and Stern [27] based on the
discrete logarithm problem, RSA and factoring. Both approaches admit a security
proof in the random oracle model, in the case of Chaum’s scheme the “best” known
security proofs currently even requires the one-more RSA assumption [5].

Here we investigate the possibility of instantiating the random oracles in the
schemes by Chaum and by Pointcheval and Stern, and of giving a security proof
based on standard assumptions like RSA or discrete logarithm. Although both
schemes are different in nature we can subsume them under a more general
pattern of blind signature schemes where
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– blindness holds in a statistical sense, i.e., where even an unbounded malicious
signer cannot link executions of the issuing protocol to message-signature
pairs,

– the interactive signature issuing has three (or less) moves, and
– one can verify from the communication between a possibly malicious signer

and an honest user if the user is eventually able to derive a valid signature
from the interaction.

We note that the construction by Boldyreva [6] based on the one-more Gap
Diffie-Hellman problem in the random oracle model also obeys these three prop-
erties such that any impossibility result immediately transfers to this scheme
as well. The third property, which we coin signature derivation check, basically
guarantees that blindness still holds if the user fails to produce a signature in
the postprocessing step, after the actual interaction with the signer has been
completed. Common notions of blindness do not provide any security guarantee
in this case (see [13, 17] for further discussions).

1.1 The Idea Behind Our Result

Given a blind signature scheme with the properties above we can show that for
such schemes finding black-box reductions from successful forgers to an arbitrary
non-interactive cryptographic problem (like RSA, discrete-log, or general one-
wayness or collision-resistance) is infeasible. The key idea to our result is as
follows. Assume that we are given a three-move blind signature scheme as above
and a reduction R reducing unforgeability to a presumably hard problem (given
only black-box access to an alleged forger). Vice versa, if the problem is indeed
infeasbile, then the reduction therefore shows that the scheme is unforgeable.

Our approach is to show that the existence of a reduction R as above already
violates the assumption about the hardness of the underlying problem. Our
starting point is to design an oracle Σ with unlimited power and a “magic”
adversary AΣ breaking the unforgeability of the blind signature scheme with
the help of Σ. By assumption, the reduction R with access to AΣ is then able to
break the underlying cryptographic problem (see the left part of Figure 1). Note
that, at this point, we are still in a setting with an all-powerful oracle Σ and
the non-interactive problem may indeed be easy relative to this oracle, without
contradicting the presumed hardness in the standard model.

Now we apply meta-reduction techniques, as put forward for example in
[7,9,14,28], to remove the oracle Σ from the scenario. Given R we show how to
build a meta-reductionM (a “reduction for the reduction”) to derive an efficient
solver for the problem, but now without any reference to the magic adversary and
Σ (right part of Figure 1). To this end, the meta-reduction M fills in for adver-
saryAΣ and simulates the adversary’s actions withoutΣ, mainly by resetting the
reduction R appropriately. We have then eventually derived an algorithm MR

solving the underlying non-interactive problem in the standard model, meaning
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Fig. 1. Meta-reduction technique: The black-box reduction R on the left hand side uses
the adversary AΣ against unforgeability to solve an instance y of the non-interactive
problem. The meta-reduction M on the right hand side then uses R to solve the
problem from scratch, i.e., by simulating AΣ without Σ. For this, the meta-reduction
M exploits the blindness property of the scheme.

that the problem cannot be hard. In other words, there cannot exist such a
reduction R to a hard problem.1

At this point it seems as if we have not used the blindness property of the scheme
and that the idea would paradoxically also apply to regular signature schemes (for
which we know secure constructions based on any one-way function). This is not
the case. The blindness subtly guarantees that the meta-reduction’s simulation
of the adversary is indistinguishable from the actual behavior of AΣ , such that
the success probabilities of RAΣ

and of MR are close. For these two cases to be
indistinguishable, namelyR communicating with AΣ or with M, we particularly
rely on the fact that blindness holds relative to the all-powerful oracle Σ used by
A, as in case of statistically-blind signature schemes.

The reason that our approach only applies to blind signature schemes with at
most three moves originates from the resetting strategy of our meta-reduction. In
a three-move scheme the user sends a single message only, such that resetting the
reduction in such an execution allows our meta-reduction to choose independent
user messages in each run. This is essential for our proof. In schemes with four
or more moves the user sends at least two messages and the second message may
then depend on the first one, e.g., the scheme may implement a commit-and-
prove strategy with four moves.

1 We consider very general reductions running multiple instances of the adversary in a
concurrent and resetting manner, covering all known reductions for blind signatures
in the literature. Yet, since the meta-reduction itself uses rewinding techniques,
we somewhat need to restrict the reduction in regard of the order of starting and
finishing resetted executions of different adversarial instances (called resetting with
restricted cross-resets). This saves us from an exponential running time for M. For
example, any resetting reduction running only a single adversarial instance at a time
obeys our restriction.
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1.2 The Essence of Our Meta-reduction and Impossibility of
Random Oracle Instantiations

There are essentially two approaches in the literature to derive black-box separa-
tions like ours. One class of black-box separation results (e.g., [21, 30, 31]) basi-
cally starts with an oracle Σ breaking any cryptographic primitive of type A, like
a collision-resistant hash function, but adds an oracle Π implementing another
primitive of type B like a one-way function (and which cannot be broken by Σ).
Here, the cryptographic primitives in question are usually treated as black boxes.

The other approach uses meta-reductions [4, 7, 8, 9, 14, 28] and usually treats
the adversary as a black box. In our case, we show that no black-box reduction
to arbitrary (non-interactive) cryptographic problems can exist. This includes
common assumptions like the RSA and discrete logarithm problem, but also
more general notions of one-way functions and collision-resistant hash functions.
Compared to oracle-based separations and previous meta-reduction techniques
our result gives the following two advantages:

– Oracle separations involving a “positive” oracle Π implementing a primi-
tive often do not allow to make statements about the possibility of deriving
schemes based on concrete primitives such as RSA or discrete-log. The latter
primitives have other properties which could potentially be exploited for a
security proof, like homomorphic properties. This limitation does not hold
for our results.

– Meta-reduction separations such as [4, 8, 28] consider the impossibility of
reductions from secure encryption or signatures to a given RSA instance. Yet,
they often fall short of providing any meaningful claim if other assumptions
enter the security proof, e.g., the result in [28] does not hold anymore if two
RSA instances are given or an additional collision-resistant hash function is
used in the design. In comparison, our general approach covers such cases
as we can easily combine non-interactive problems P1, P2 into more complex
problems like P1∨P2 and P1∧P2, requiring to break one of the two problems
and both of them, respectively.

The latter advantage emerges because our meta-reduction plays off unforgeabil-
ity against blindness. This idea may be useful in similar settings where two or
more security properties are involved, to provide stronger separation results for
meta-reductions.

The broader class of problems ruled out by our meta-reduction also allows
to make meaningful claims when it comes to the possibility instantiating the
random oracle in the blind signature schemes. Namely, our separation indicates
the limitations of hash function options (assuming some restriction on the resets
of the reductions, mentioned in the previous section):

Any hash function whose security can be proven by black-box reduction to
hard non-interactive problems does not allow a black-box reduction from
the unforgeability of the blind signature scheme to hard non-interactive
problems, such as RSA or discrete-logarithm.
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This can be seen as follows. Any reduction from the unforgeability either breaks
the underyling non-interactive problem like RSA or discrete-log, or breaks some
security property of the hash function. The latter, in turn, yields a nested reduc-
tion from the unforgeability of the blind signature scheme to the non-interactive
problem on which the hash function is based. One only needs to ensure that this
nested reduction falls within our admissible reset strategy. This is clearly true
if the security property of the hash function is given by a hard non-interactive
problem itself, like one-wayness or collision-resistance, or allows a suitable re-
duction to these problems or RSA, discrete-log etc.

1.3 Extension to Computational Blindness

In principle our result extends to computationally-blind signature schemes but the
conditions are arguably more restrictive than in the statistical case. First, recall
that blindness needs to hold relative to the forgery oracle Σ, i.e., the powerful
forgery oracle must not facilitate the task of breaking blindness. While this comes
“for free” in the statistical case, in the computational case one must assume that
unforgeability and blindness of the scheme are somewhat independent. This is true
for instance for Fischlin’s scheme [16], but there are also examples where blindness
and unforgeability are correlated, as in Abe’s scheme [1] where unforgeability is
based on the discrete-log problem and blindness on the DDH problem.

Second, given that the scheme is computationally-blind relative to Σ we still
rely on the signature derivation check. One can easily design computationally-
blind schemes infringing this property, say, by letting the user sent a public
key and having the signer encrypt each reply (we are not aware of any counter
example in the statistical case). On the other hand, these signature derivation
checks are very common, e.g., besides the schemes above the ones by Okamoto
[26] and by Fischlin [16] too have this property.

Third, since we have to change the forgery oracle Σ for the computational
case, we also need a key-validity check which allows to verify if a public key
has a matching secret key (i.e., if there is a key pair with this public key in the
range of the key generating algorithm). For schemes based on discrete-logarithm
this usually boils down to check that the values are group elements. Given that
these three conditions are met we show that our techniques carry over to the
computational case.

1.4 Related Work

In a sense, our results match the current knowledge about the round complexity
of blind signature schemes. Nowadays, the best upper bound to build (non-
concurrently) secure blind signatures are four moves for the standard model, i.e.,
neither using random oracles nor set-up assumptions like a common reference
string. This is achieved by a protocol of Okamoto [26] based on the 2SDH bilinear
Diffie-Hellman assumption. Any schemes with three moves or less either use the
random oracle model [6, 11, 27] or a commom reference string [2, 16, 19].
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We note that Lindell [25] rules out any concurrently secure blind signature
scheme in the standard model, independently of any cryptographic assumption.
Hence, it seems that two-move schemes —which are concurrently secure by
nature— are impossible in the standard model. However, Lindell’s impossibility
result only refers to the stronger (black-box) simulation-based definition of blind
schemes and can indeed be circumvented by switching to the common game-based
definition, as shown by [20]. In contrast, our result holds with respect to game-
based definitions and also covers three-move schemes, thus showing that such blind
signature schemes may be hard to build even under this relaxed notion.

The recent results by Brown [8] and Bresson et al. [4] show meta-reduction
based separations of the one-more RSA and one-more discrete-logarithm problem
from their regular counterparts. The conclusion in [4] is that it should be hard
to find a security proof for Chaum’s scheme and the Pointcheval-Stern schemes
using only these regular assumptions. As mentioned before, the meta-reductions
in [8,4] are limited in the sense that they either cannot rewind (as in [8]) or can
only forward the input RSA or discrete log problem (as in [4]). Our approach,
however, considers arbitrary hard non-interactive problems and is robust with
respect to the combination of several underlying assumptions.

We also remark that the well-known three-move lower bound for non-trivial
zero-knowledge [18] is not known to provide a lower bound for blind signature
schemes. The intuitively appealing idea of using the blind signature scheme as
a commitment scheme in such zero-knowledge proofs unfortunately results in
proofs which require more than three moves. This is even true if we start with a
two-move blind signature scheme where a “hidden” third move is required for the
initial transmission of the signer’s public key. In addition, the game-based notion
of blind signatures is not known to yield appropriate zero-knowledge simulators.

Organization. We start with the definition of blind signature schemes in Sec-
tion 2. In Section 3 we discuss our notion of black-box reductions to hard prob-
lems. Before presenting our main result in Section 5 where we show the hardness
of finding black-box reductions from unforgeability to non-interactive problems
we first discuss a simpler case for restricted reductions in Section 4 to provide
some intuition about the general result. Due to the space restrictions, we have
delegated the case of computational blindness, as well as most of the proofs, to
the full version.

2 Blind Signatures

To define blind signatures formally we introduce the following notation for in-
teractive execution between algorithms X and Y. By (a, b) ← 〈X (x),Y(y)〉 we
denote the joint execution, where x is the private input of X , y defines the
private input for Y, the private output of X equals a, and the private output
of Y is b. We write Y〈X (x),·〉∞(y) if Y can invoke an unbounded number of
executions of the interactive protocol with X in sequential order. Accordingly,
X 〈·,Y(y0)〉1,〈·,Y(y1)〉1(x) can invoke sequentially ordered executions with Y(y0) and
Y(y1), but interact with each algorithm only once.
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Definition 1 (Blind Signature Scheme). A blind signature scheme consists
of a tuple of efficient algorithms BS = (KG, 〈S,U〉 ,Vf) where

Key Generation. KG(1n) generates a key pair (sk, pk).
Signature Issuing. The joint execution of the algorithms S(sk) and U(pk,m)

for message m ∈ {0, 1}n generates an output σ of the user, (⊥, σ) ←
〈S(sk),U(pk,m)〉, where possibly σ = ⊥.

Verification. Vf(pk,m, σ) outputs a bit.

It is assumed that the scheme is complete, i.e., for any (sk, pk) ← KG(1k), any
message m ∈ {0, 1}n and any σ output by U in the joint execution of S(sk) and
U(pk,m) we have Vf(pk,m, σ) = 1.

Security of blind signature schemes requires two properties, namely unforgeabil-
ity and blindness [22, 27]. A malicious user U∗ against unforgeability tries to
generate k+ 1 valid message-signatures pairs after at most k completed interac-
tions with the signer, where the number of interactions is adaptively determined
by the user during the attack. The blindness condition says that it should be in-
feasible for a malicious signer S∗ to decide upon the order in which two messages
m0 and m1 have been signed in two executions with an honest user U .

Definition 2 (Secure Blind Signature Scheme). A blind signature scheme
BS = (KG, 〈S,U〉 ,Vf) is called secure if the following holds:

Unforgeability. For any efficient algorithm U∗ the probability that experiment
ForgeBS

U∗ evaluates to 1 is negligible (as a function of n) where

Experiment ForgeBS
U∗

(sk, pk) ← KG(1n)
((m1, σ1), . . . , (mk+1, σk+1)) ← U∗〈S(sk),·〉∞(pk)
Return 1 iff

mi �= mj for 1 ≤ i < j ≤ k + 1, and
Vf(pk,mi, σi) = 1 for all i = 1, 2, . . . , k + 1, and
at most k interactions with 〈S(sk), ·〉∞ were completed.

Computational resp. Statistical Blindness. For any (efficient resp. com-
putationally unbounded) algorithm S∗ working in modes find, issue and guess,
the probability that the following experiment BlindBS

S∗ evaluates to 1 is negli-
gibly close to 1/2, where

Experiment BlindBS
S∗

(pk,m0,m1, stfind) ← S∗(find, 1n)
b← {0, 1}
stissue ← S∗〈·,U(pk,mb)〉1,〈·,U(pk,m1−b)〉1(issue, stfind)

and let σb, σ1−b denote the (possibly undefined) local outputs
of U(pk,mb) resp. U(pk,m1−b).

set (σ0, σ1) = (⊥,⊥) if σ0 = ⊥ or σ1 = ⊥
b∗ ← S∗(guess, σ0, σ1, stissue)
return 1 iff b = b∗.
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We remark that, even if occassionally not mentioned, all algorithms in this paper
receive the security parameter 1n as additional input.

3 Hard Problems and Black-Box Reductions

In order to prove the security of a cryptographic protocol, usually reduction
techniques are used. A reduction from a cryptographic protocol to an underly-
ing problem shows that breaking the protocol implies breaking the underlying
problem. A reduction is black-box if it treats the adversary and/or the underly-
ing primitive as an oracle. Reingold et al. [30] call reductions which use both the
adversary and the primitive merely as an oracle fully-black-box, whereas semi-
black-box reductions work for any efficient adversaries (whose code the reduction
may access) as long as the primitive is black-box.

In our case we only need the orthogonal requirement to semi-black-box re-
ductions, namely that the reduction treats the adversary as an oracle but we do
not make any assumption about the representation of the underlying primitive.
The reduction we consider works for any kind of non-interactive primitive (i.e.,
in which one gets an instance as input and outputs a solution without further
interaction):

Definition 3 (Hard Non-Interactive Problem). A non-interactive (cryp-
tographic) problem P = (I, V ) consists of two efficient algorithms:

Instance generation I(1n). The instance generation algorithm takes as input
the security parameter 1n and outputs an instance y.

Instance Verification V (x, y). The instance verification algorithm takes as
input a value x as well as an instance y of a cryptographic problem, and
outputs a decision bit.

We call a cryptographic problem P hard if the following condition is fulfilled:

Hardness. We say that an algorithm A solves the cryptographic problem P if
the probability that A on input y ← I(1n) outputs x′ such that V (x′, y) = 1,
is non-negligible. We say that the problem P is hard if no efficient algorithm
solves it.

Note that in the definition above we do not impose any completeness requirement
on the cryptographic problem. The reason is that reductions from the security
of blind signatures must work for arbitrary problems, and in particular to the
ones with non-trivial completeness conditions.

The notion of a non-interactive cryptographic problem clearly covers such
popular cases like the RSA problem, the discrete logarithm problem, or finding
collisions for hash functions. It also comprises more elaborate combination of
such problems, e.g., if P0, P1 are two non-interactive problems then so are P0∧P1
and P0 ∨P1 (with the straightforward meaning requiring to solve both problems
or at least one of them).
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4 Warm Up: Impossibility Result for Vanilla Reductions

To give some intuition about our technique we first consider the simpler case
of vanilla reductions. This type of reduction only runs a single execution with
the adversary (without rewinding) and, if communicating with an honest user,
makes the user output a valid signature with probability 1. This means that a
vanilla reduction takes advantage of the magic adversary and its output, instead
of solving the problem on its own. We then augment our result in the next section
to deal with resetting reductions running multiple adversarial instances.

4.1 Preliminaries

For our impossibility result we need another requirement on the blind signature
scheme, besides statistically blindness. This property says that one can tell from
the public data and communication between a malicious signer and an honest
user whether the user is able to compute a valid signature or not.

For instance, in Chaum’s scheme the honest user sends a value y and receives
z from the signer, and the user is able to compute a signature σ for an arbitrary
message m if and only if ze = y mod N . This is easily verifiable with the help
of the public key and the communication. The scheme of Pointcheval and Stern
implements the signature derivation check already in the user algorithm.2 Anal-
ogous derivation checks occur in the schemes by Okamoto and by Fischlin. More
formally:

Definition 4 (Signature-Derivation Check). A blind signature scheme BS
allows (computational resp. statistical) signature-derivation checks if there ex-
ists an efficient algorithm SDCh such that for any (efficient resp. unbounded)
algorithm S∗ working in modes find and issue the probability that the experiment
SigDerCheckBS

S∗,SDCh evaluates to 1 is negligible, where

Experiment SigDerCheckBS
S∗,SDCh

(pk,m, st) ← S∗(find, 1n)
(⊥, σ) ← 〈S∗(issue, st),U(pk,m)〉

where trans denotes the communication between S∗, U
c← SDCh(pk, trans)
return 1 if σ �= ⊥ and c = 0, or if σ = ⊥ but c = 1.

In the computational case, if the above holds even if S∗ gets access to an oracle
Σ then we say that the scheme has computational signature-derivation checks
relative to Σ. (In the statistical case S∗ could simulate Σ internally, such that
granting access to Σ is redundant.)

The notion in some sense augments the blindness property of blind signature
schemes to the case that the user algorithm fails to produce a valid signature
2 The signature derivation check is given by the user’s local verification a = gRhSye,

where the values a, r, R,S are exchanged during the signature issuing protocol and
the values g, h, y are part of the public key.
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in the final local step. The common notion of blindness does not provide any
security in this case (because the malicious signer does not receive any of the
signatures if the user fails only then). See [17] for more discussions and solutions.
Here, the signature derivation check provides something stronger, as it can be
efficiently performed by anyone and holds independently of the user’s message.

Next we introduce a weaker notion than blindness which is geared towards our
separation result. Informally, a blind signature scheme has so-called transcript-
independent signatures if one cannot associate a transcript to a signature. This
is formalized by comparing signatures generated via an execution with a mali-
cious signer and signatures generated “magically” via an oracle Σ producing the
signature for a message from the public key and the transcript of the first execu-
tion. The intuition behind the following experiment is that the malicious signer
has to distinguish whether the second signature σb results from the signature issu-
ing protocol, or if the oracle Σ derived the signature σb from the transcript of the
signature issuing protocol where the honest user gets as input the message m0.

Definition 5 (Transcript-Independent Signatures). A blind signature
scheme BS has (computationally resp. statistically) transcript-independent sig-
natures with respect to Σ if for any (efficient resp. unbounded) algorithm S∗

trans

the probability that the experiment trans-indBS
S∗

trans,Σ
(n) evaluates to 1 is negligibly

close to 1/2, where

Experiment trans-indBS
S∗

trans,Σ
(n):

b← {0, 1}
(pk, st1,m−1,m0) ← S∗,Σ

trans(init, 1n)
st2 ← S∗,Σ,〈·,U(pk,m−1)〉1,〈·,U(pk,m0)〉1

trans (issue, st1)
let σ−1 and σ0 be the local outputs of the users in the two
executions (possibly σ−1 = ⊥ and/or σ0 = ⊥)
and let trans−1 be the transcript of the left execution

set m1 = m0 and compute σ1 ← Σ(pk, trans−1,m1)
set (σ−1, σ0, σ1) = (⊥,⊥,⊥) if σ−1 = ⊥ or σ0 = ⊥ or σ1 = ⊥
b∗ ← S∗,Σ

trans(guess, st2,m−1, σ−1,mb, σb)
return 1 iff b = b∗.

To define our generic forgery oracle Σ allowing A to break unforgeability we
first outline the idea for the case of Chaum’s blind signature scheme. Assume
that the adversary has already obtained a valid signature for some message m′

by communicating with the signer. Let trans = (y, z) denote the transcript of
this communication. Algorithm Σ(pk, trans,m) for m �= m′ then searches some
randomness r such that the user’s first message for m and r matches y in the
transcript, i.e., H(m)re mod N = y. Such an r exists by the perfect blindness
and the signature derivation check.3

3 Note that blindness for Chaum’s scheme is only guaranteed if the user can verify
that the exponent e is relatively prime to ϕ(N), say, if e is a prime larger than N ;
only then is guaranteed that the function (·)e mod N really is a permutation.
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The above example can be generalized to any blind signature scheme and
the following generic forgery oracle (which only depends on the blind signature
scheme in question):

Definition 6 (Generic Forgery Oracle). For a statistically-blind signature
scheme BS the generic forgery oracle Σ(pk, trans,m) performs the following
steps:

enumerate all values r such that
the user algorithm U(pk,m) for randomness r generates the same
transcript trans when fed with the same signer messages as in trans;
also store all signatures σ the user’s algorithm generates in these executions.

select a value r of the set at random and return the corresponding signature σ
(or return ⊥ if there is no such r).

Proposition 1. Every statistically blind signature scheme, which has statistical
signature-derivation checks, also has statistical transcript-independent signatures
with respect to the generic forgery oracle Σ.

The proof appears in the full version. The idea is that we can safely exchange the
order of messages m−1,m0 in the transcript-independence experiment because
of the blindness property. Then oracle Σ in this experiment simply computes
another signature for m1 = m0 from the transcript for a run with the same
message m0 (instead of m−1). By construction of Σ this is perfectly indistin-
guishable from the original signature derived from this transcript. We note that
the signature derivation check and the statistical blindness ensure that failures
of Σ do not interfere with the blindness definition (where there are only two
executions with the user instances).

Given the generic forgery oracle Σ we can now define the “magic” adversary
which first plays an honest users communicating with the signer once. If this
single execution yields a valid signature (which is certainly the case when in-
teracting with the genuine signer, but possibly not when interacting with the
reduction), then the adversary generates another valid message-signature pair
without interaction but using Σ as a subroutine instead.

Definition 7 (Magic Adversary). The magic adversary A for input pk and
with oracle access to the generic forgery oracle Σ and communicating with an
oracle 〈S(sk), ·〉1 is described by the following steps:

pick random messages m′
0,m

′
1 ← {0, 1}n

run an execution 〈S(sk),U(pk,m′
0)〉 in the role of an honest user

to obtain σ′
0 and let trans′0 be the corresponding transcript

if Vf(pk,m′
0, σ

′
0) = 1 then let σ′

1 ← Σ(pk, trans′0,m
′
1) else set σ′

1 ← ⊥
return (m′

0, σ
′
0,m

′
1, σ

′
1)

By the completeness of the blind signature scheme the magic adversary, when
attacking the honest signer, returns two valid message-signature pairs, with prob-
ability negligibly close to 1 (there is a probability of at most 2−n that the ad-
versary outputs identical pairs for m′

0 = m′
1). We also remark that the magic
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adversary, when attacking the actual scheme, applies the forgery oracle to de-
rive a signature for the second message using the transcript of the first signature
issuing protocol.

4.2 Impossibility Result

The following theorem states that vanilla black-box reductions to (non-inter-
active) cryptographic problems do not provide a meaningful security statement.
That is, if there was such a reduction then the underlying problem would already
be easy. Since we only deal with non-resetting reductions the claim even holds
for schemes with arbitrary round complexity (instead of three-move schemes):

Theorem 1. Let BS be a statistically blind signature scheme that allows sta-
tistical signature-derivation checks. Then there is no vanilla black-box reduction
from unforgeability of BS to a hard non-interactive problem.

Proof. For sake of readability we divide the reduction R into steps, according to
the black-box simulation of the magic adversary in whichR takes over the role of
the signer: in mode init the reduction outputs the public key pk and in mode msgi
the reduction creates the i-th protocol message msgi of the signer. After getting
the adversary’s signatures σ0, σ1 in the post-processing step final the reduction
outputs a putative solution x′ for its input y. In each step the reduction also out-
puts some state information which is passed on to the next stage.

Analogously to the reduction R we denote by msgj the step of the honest
user U which on input a public key pk, a message m and the previous message
msgi of the signer, outputs message msgj sent to the signer. Likewise, in mode
finish the user creates the signature from its state and the final message sent by
the signer.

Description of the Meta-Reduction. The meta-reduction M works as follows
(see Figure 2 for the case of three moves). It gets as input an instance y of
the problem. It start to simulate the reduction R on y to derive a public key
pk as well as the first message msg1 on behalf of the signer and a state stmsg1.
Algorithm M first completes an instance of the signature issuing protocol with
R using the program of the honest user on input a random message m0 from
{0, 1}n and some randomness r. Afterwards, it selects another message m′ from
{0, 1}n at random together with some independent randomness r′ and resets the
reduction to the point where R has returned the first message of the signature
issuing protocol. As before, M executes the honest user algorithm on m′ using
the randomness r′.

Now, if the meta-reduction obtains two valid signatures σ0, σ1 from both ex-
ecutions, then it hands the pairs (m0, σ0), (m1, σ1) to the reduction which then
outputs some x′. The meta-reduction returns x′ and stops. For brevity we often
write RM(y) for this interaction.

Analysis of the Meta-Reduction. The final step is to show that the reduction
R successfully outputs a solution x′, even if given the pairs from M instead of
receiving them from the magic adversary. For this it suffices to show that
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Meta-reduction M(y)
let (pk, stinit) ← R(init, y)
let (msg1, stmsg1) ← R(msg1, stinit)

choose m0 ← {0, 1}n choose m1 ← {0, 1}n

let (msg20, st
0
msg2) ← U(msg2, pk, m0, msg1) let (msg21, st

1
msg2) ← U(msg2, pk, m1, msg1)

let (msg30, st
0
msg3) ← R(msg3, stmsg1, msg20) let (msg31, st

1
msg3) ← R(msg3, stmsg1, msg21)

let σ0 ← U(finish, st0msg2, msg30) let σ1 ← U(finish, st1msg2, msg31)
output x′ ← R(final, st0msg3, m0, σ0, m1, σ1)

Fig. 2. Meta-Reduction for Vanilla Reduction (three moves), where trans0 =
(msg1, msg2, msg3) denotes the transcript of the first execution

Prob
[
y ← I(1n), x′ ←RM(y) : V (x′, y) = 1

∣∣M]
is non-negligible. As outlined above, for this we exploit the transcript-indepen-
dence of signatures.

Assume to the contrary that the reduction R outputs a valid solution x′ with
non-negligible probability if R receives two message-signature pairs (m0, σ0),
(m1, σ1) from the magic adversary,

Prob
[
y ← I(1n), x′ ←RA(y) : V (x′, y) = 1

∣∣A magic
] �≈ 0,

but succeeds only with negligible probability if the message-signature pairs are
generated by M:

Prob
[
y ← I(1n), x′ ←RM(y) : V (x′, y) = 1

∣∣M] ≈ 0.

Then we construct an adversary S∗
trans who breaks the transcript independence

of signatures in experiment trans-indBS
S∗,Σ(n).

Description of Adversary S∗
trans. Informally, the adversary relays the first execu-

tion between the reduction and the external user instance and resets to reduc-
tion afterwards to answer the second execution. Afterwards S∗

trans receives two
message-signature pairs without knowing whether the second signature σ0 has
been derived from the signature issuing protocol or with the help of Σ. We then
use the result of the reduction to distinguish this case.

More formally, the adversary S∗
trans generates an instance y ← I(n) of a crypto-

graphic problem P . It simulates R in a black-box way, which for input y initially
outputs a public key pk as well as the first message msg1 and some state informa-
tion stmsg1. The algorithm S∗

trans selects two random message m−1,m0 ∈ {0, 1}n
and outputs pk,m−1,m0 according to the transcript-independence experiment.
It stores the first message (from R to U) and relays the communication be-
tween the reduction R and the first external user instance U(pk,m−1). Then the
adversary resets R to the point where R has returned msg1 and forwards the
communication between R and U .

After having finished both executions S∗
trans receives two (valid) signatures

(σ−1, σ0) and runs the reduction R in mode final on input (st0msg3,m−1, σ−1,
m0, σ0) to obtain a putative solution x′ of the cryptographic problem P . The
final output of the adversary is b∗ ← V (x′, y).
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Analysis of S∗
trans. For the analysis recall that the magic adversary, after a sin-

gle interaction, outputs two message-signature pairs (with the help of Σ). In
fact, taking the message-signature pairs (m−1, σ−1) of the first execution to-
gether with the message-signature pair (m0, σ0) derived from Σ in experiment
trans-indBS

S∗,Σ(n) corresponds exactly to the behavior of the magic adversary
(b = 0). Here we take advantage of the fact that the second execution with the
user cannot fail (and force the signatures to be undefined) by our assumption
about the vanilla reduction always making the honest user derive a signature.

On the other hand, during the issuing protocol with the honest user U , the ad-
versary S∗

trans resetsR and uses in the second execution the prefix msg1 (obtained
during the signature generation of (m−1, σ−1)) in experiment trans-indBS

S∗,Σ(n).
Therefore the message-signature pairs (m−1, σ−1), (mb, σb) are computed in the
same way as the meta-reduction M does (b = 1). Note that the additional run of
Σ in the transcript-independence experiment cannot make the three signatures
invalid (except with negligible probability), because of the statistical blindness
and the signature derivation checks. More specifically, the statistical blindness
guarantees that the transcript generated with U for message m−1 is (almost
surely) also a potential transcript for m0 = m1 used by Σ. Furthermore, the
signature derivation check tells us that, independently of the message, the tran-
script allows the user to derive a signature (such that Σ, too, will find a valid
random string r for the simulated user with a valid signature). This fact is stated
more formally in the full version. For simplicity we neglect the small error for Σ
returning an invalid signature in the analysis below.

We obtain for the probability that S∗
trans outputs the right bit b∗ = b:

Prob[ b∗ = b] = 1
2 + 1

2 · (Prob[ b∗ = 1 | b = 1]− Prob[ b∗ = 1 | b = 0])

According to our construction, b = 0 corresponds to the case where the simula-
tion mimics the behavior of the magic adversary, and b = 1 the setting involving
the meta-reduction. Furthermore, the adversary S∗

trans returns b∗ = 1 in the case
that the reduction R returns a valid solution x′ of y. Hence,

Prob[ b∗ = 1 | b = 1]− Prob[ b∗ = 1 | b = 0]

= Prob
[
y ← I(1n), x′ ←RA(y) : V (x′, y) = 1

∣∣A magic
]

− Prob
[
y ← I(1n), x′ ←RM(y) : V (x′, y) = 1

∣∣M] .
By assumption the difference is non-negligible (because the first probability is
non-negligible and we have assumed that the second probability is negligible).
This, however, contradicts the transcript independence of signatures. 	


5 Impossibility Result for Statistically Blind Signature
Schemes

Here we discuss more general reductions which may reset the adversary and run
several nested executions with multiple copies of the adversary.
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5.1 Preliminaries

To build our meta-reduction we will reset the reduction continuously. That is,
whenever the reduction expects a forgery from an instance of the magic adver-
sary, we freeze the scenario and branch into a loop in which the meta-reduction
seeks a second valid message-signature pair. In order to avoid an exponential
blow-up in the running time of such rewinding executions [15], we consider
slightly restricted reductions.

Resetting Reductions with Restricted Cross-Resets. Any reduction in our case is
allowed to run q = q(n) concurrent executions with the copies of the adversary,
each copy resetting at most q times, except that the reduction has to finish the
interaction in the order according to the arrival of the second messages of the sig-
nature issue protocol. That is, consider a three-move signature issuing run of the
reduction with a copy of the adversary playing the honest user. Assume that the
reduction receives the second message in this execution (which has been sent by
the adversary resp. user), and call this execution pending from then on. We say
that the reduction successfully finishes this pending execution if it sends the third
message of the protocol such that the user is able to derive a valid signature.

The cross-reset restriction now demands that, if the reduction ever finishes
a pending execution successfully, then there is no other execution which has
become pending and has been finished successfully meanwhile. In other words,
between the pending state of an execution and its completion the reduction may
not receive the second message and complete any other execution (for which
the user can compute a signature). We remark that the reduction may decide
to entirely abort a pending execution and is still allowed to finish other pend-
ing executions, as long as the user is unable to produce a signature from that
interaction. A formal definition appears in the full version.

Note that the scheduling of reductions with restricted cross-resets is related to
so-called bounded concurrent (and resettable) executions [3]. In m-bounded con-
current executions the number of instances running simultaneously is bounded
by some fixed function m = m(n) where the bound itself is known by the pro-
tocol. We do not put any a-priori bound on the number of concurrently running
executions, because the number q of such instances depends on the reduction
and is not bounded by a fixed polynomial. We merely restrict the way successful
executions are finished. We also note that we can extend our proof below to allow
a constant number of successfully finished executions between pending runs, but
state and prove the simpler version for sake of readability.

q-wise Independent functions. An adequate measure to thwart reset attacks
are usually pseudorandom functions (e.g., as in [10]). The idea is to make the
randomness of the adversary depend on the communication by computing it as
the output of the pseudorandom function for the communication. In this case,
resetting the adversary essentially yields runs with independent random choices.
Here, we use the same idea but can fall back to the weaker requirement of q-
wise independent functions in order to avoid the additional assumption that
pseudorandom functions exist.
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We note that using q-wise independent functions instead of pseudorandom
functions makes the adversarynow depend on the reduction. Namely, below we use
q as the number of maximal resets per row. However, since we deal with black-box
reductions this is admissible. We also remark that we can overcome this depen-
dency by using pseudorandom functions instead of q-wise independent function.

The New Magic Adversary. We use again the generic forgery oracle from the
vanilla case. But here we augment our “new” magic adversary through a q-
wise independent function (i.e., the random hash function h is given by parts
of the adversary’s randomness). Informally, the adversary again runs the issuing
protocol with the signer in the role of the honest user once. However, it now
generates the message (and the user’s randomness) as the result of the q-wise
independent function applied to the public key and the first message of the
signer. Again, in the case that the single execution yields a valid signature, then
the magic adversary here also creates another valid signature.

As we will later view Σ to be an integral part of the magic adversary and
thus let the adversary provide the randomness s ∈ {0, 1}ψ(n) required by oracle
Σ. We denote this augmented (deterministic) oracle with Σaug which now takes
pk, trans,m and randomness s as input and returns σ. This randomness is also
derived through the q-wise independent function, ensuring consistent answers
for the same data (pk,msg1). We note that the length ψ(n) of this randomness
is only polynomial by construction of the generic forgery oracle:

Definition 8 (Magic Adversary). The magic adversary A = Aq (with pa-
rameter q) for input pk and access to the generic forgery oracle Σaug and com-
municating with an oracle 〈S(sk), ·〉1 works as described in the following steps:

select a hash function h from the family of q-wise independent functions H
run an execution 〈S(sk),U(pk,m′

0; r
′
0)〉 in the role of an honest user, where

(m′
0,m

′
1, r

′
0, s

′
0) ← h(pk,msg1) is generated as the result of the

q-wise independent function applied to the public key pk and
the first message msg1 of S; let σ′

0 denote the resulting signature and
trans′0 the corresponding transcript.

if Vf(pk,m′
0, σ

′
0) = 1 then let σ′

1 ← Σaug(pk, trans′0,m
′
1; s

′
0) else set σ′

0, σ
′
1 ← ⊥

return (m′
0, σ

′
0,m

′
1, σ

′
1)

It follows again from the completeness of BS together with the construction of
the generic forgery oracle that the magic adversary succeeds in the unforgeability
experiment with probability negligibly close to 1.

5.2 Impossibility Result

In the following we extend our result to restricted-cross resets.

Theorem 2. Let BS be a three-move blind signature scheme, which is statis-
tically blind and has statistical signature-derivation checks. Then there is no
resetting (with restricted cross-resets) black-box reduction from unforgeability of
the blind signature scheme BS to a hard non-interactive problem.
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The proof appears in the full version. The idea is similar to the vanilla case.
Only here we use the q-wise independent hash function to ensure independent
randomness for runs with the adversary, and we need to take care of the fact
that the meta-reduction now loops to find the second message-signature pair. The
latter can be done in (expected) polynomial time by the assumption about the
restricted resets. Appropriate truncation then yields a meta-reduction running
in fixed polynomial time.

Transcript-independence again guarantees that the redcution cannot distin-
guish answers from the magic adversary from the ones of the meta-reduction.
Formally, one first reduces the case of at most q instances, each with at most q
resets, to a single run by a standard hybrid argument. Then one injects the data
from the transcript-independence experiment into this single run. The signature
derivation check allows to verify (without the help of Σ) if one has successfully
inserted the data in a “good” execution (and not in a run in which the magic
adversary would have failed to produce a forgery).

6 Conclusion

We have shown that for the blind signature schemes of Chaum [11] and of
Pointcheval-Stern [27] finding security reductions to any non-interactive cryp-
tographic problem in the standard model is hard. This class of cryptographic
problems is very broad in the sense that it contains candidates like RSA and
collision-resistant hash functions, and also any combination thereof. This also al-
lows us to make stronger infeasibility claims compared to previous results using
meta-reductions in other areas.

Concerning optimality of our results we remark that:

– Our result can be transfered to the computational blindness case (under ad-
ditional stipulations), thus also ruling out many approaches to revert to com-
putationally blindness to circumvent the results for the statistical schemes.

– Enlarging the class of cryptographic problems to interactive ones is too de-
manding: unforgeability of any blind signature scheme can indeed be securely
reduced to an interactive problem in the standard model by simply assuming
that the scheme is unforgeable. It is, however, unclear if and how decisional
problems can be subsumed under our class of non-interactive (computa-
tional) problems.

– Extending the result to protocols with more moves is impossible in light of
Okamoto’s scheme [26] with four moves in the standard model, based on a
non-interactive assumption.

Hence, our result fits well into our current knowledge about constructing blind
signatures and shows close boundaries for potential improvements on the effi-
ciency or assumptions.
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Abstract. An efficient protocol for quantum key distribution is pro-
posed the security of which is entirely device-independent and not even
based on the accuracy of quantum physics. A scheme of that type re-
lies on the quantum-physical phenomenon of non-local correlations and
on the assumption that no illegitimate information flows within and be-
tween Alice’s and Bob’s laboratories. The latter can be enforced via the
non-signaling postulate of relativity if all measurements are carried out
simultaneously enough.

1 Non-locality, General Non-signaling Adversaries, and
Device-Independent Secrecy

1.1 Minimizing Assumptions for Secure Key Agreement

It is well-established that secrecy must be based on certain premises such as a
limitation on the adversary’s computing power [2], [3] or memory [4], [5], noise
in communication channels [6], [7], [8], the uncertainty principle of quantum
physics [9], or entanglement [10]. In traditional quantum key distribution, the
security proof is based on

1. the postulates of quantum physics,
2. the assumptions that the used devices work according to their specification,

and
3. that Eve does not get information about the generated key out of the legit-

imate partners’ laboratories.

This article is concerned with a variant of quantum key distribution which al-
lows the first two assumptions to be dropped, if at the same time, the third is
augmented by the assumption that no unauthorized information is exchanged
within and between the legitimate laboratories. One possibility to guarantee this
is via the non-signaling postulate of relativity if certain actions are carried out
in a space-like separated1 way. Of particular importance is device independence
� Because of space limitations, technical proofs are omitted in this extended abstract.

The full proofs are given in [1].
1 Two events, i.e., points in space-time, are called space-like separated if no signal at

the speed of light, or smaller, can get from one to the other.
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(i.e., dropping Condition 2), for two reasons. First, the necessity to trust the
manufacturer is never satisfactory. Second, the security of traditional protocols
for quantum key distribution relies crucially on the fact that the devices exactly
match the theoretical model used in the security analysis, e.g., that a single
photon source only emits always exactly one photon. For instance, the BB84
protocol [9] becomes completely insecure if larger systems, such as pairs of pho-
tons, are transmitted. With present technology, this is a significant issue. The
fact that practical deviations from the theoretical model open the possibility of
attacks has been demonstrated experimentally, see [11], [12], [13], [14], [15],
[16], and references therein.

The question of device-independent security has been raised by Mayers and
Yao in [17]. It was shown in [18] that such security is possible in principle. How-
ever, no non-zero secret-key rate has been achieved, and the classical-communi-
cation cost is exponential in the security parameter. Later schemes, robust
against noise and achieving a positive key rate, have been proven secure against
certain restricted types of attacks [19], [20], [21], [22]. The current state of the
art is that security can hold against all attacks for which no (quantum) correla-
tion is introduced between subsequent measurements, see, e.g., [23].

1.2 The Basic Idea: Systems, Correlations, and Non-locality

We explain the basic idea of achieving device-independent security by Barrett,
Hardy, and Kent [18]. The resulting confidentiality is based on certain correla-
tions — called non-local — between Alice and Bob.2

Non-locality is a property of the joint input-output behavior of two (or more)
remote objects. Surprisingly, certain quantum states show such a behavior: The
two parts of some entangled states display, under measurements, correlations un-
explainable by shared classical information. This fact was observed by Bell [25] in
1964 and terminated attempts to completely describe quantum physics by local
classical parameters, so-called hidden variables, as claimed by Einstein, Podol-
sky, and Rosen in 1935 [26]. It is, roughly speaking, exactly the non-existence of
such hidden variables which can be exploited cryptographically: Information that
does not exist can, in particular, not be known to an adversary (see Sect. 1.5).

In order to explain non-local correlations, we introduce the notion of a two-
party system, defined by its joint input-output behavior PXY |UV (see Fig. 1).

Definition 1. A bipartite system is a conditional distribution PXY |UV . It is
local if PXY |UV =

∑n
i=1 wiP

i
X|UP

i
Y |V for some wi ≥ 0 and distributions P iX|U

and P iY |V , i = 1, . . . , n. It is non-signaling if it does not allow for message trans-
mission, i.e., if

∑
x PXY |UV (x, y, u, v) =

∑
x PXY |UV (x, y, u′, v) for all y, v, u, u′,

and similarly for the converse direction. A bipartite system that is non-signaling
is also called a non-signaling box.
2 Note that although classically the possibility to derive secrecy from correlations

alone appears unusual, this is not so in quantum physics, since entanglement is
monogamous to some extent [24]: If Alice and Bob are maximally entangled, then
Eve factors out and must be independent.
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PXY |UV

U V

X Y

Fig. 1. A two-party system. If it does not allow for message transmission, it is called a
non-signaling box.

Local systems are exactly what can be achieved with shared randomness: The
randomness is equal to the i in the weighted sum. We will concentrate on systems
that are non-local and at the same time non-signaling. It may be somewhat
surprising that such systems exist, and we describe an example in Sect. 1.3.
Note that throughout this paper, all systems are non-signaling boxes.

1.3 Non-locality Exists in Nature

In this section, we discuss a type of non-locality that exists in nature, named
CHSH after [27]. For simplicity, we first discuss an idealization of that behavior,
introduced by Popescu and Rohrlich [28] and called the PR box (see Fig. 2).
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Fig. 2. The PR box

Definition 2. [28] A Popescu-Rohrlich box (or PR box for short) is the follow-
ing bipartite system PXY |UV : For each input pair (u, v), X is a random bit and
Prob [X ⊕ Y = U · V ] = 1.

Bell [25] showed this system to be non-local. More precisely, any system that
behaves like a PR box with probability greater than 75% is. This can be seen
as follows: Locality is equivalent to the possibility that the outputs to the two
alternative inputs are pre-determined on each side. Let us call these bits X0
(Alice’s output if U = 0), X1, and Y0, Y1, respectively. Now, X ⊕ Y = U · V
translates to the four contradictory conditions X0 = Y0, X1 = Y0, X0 = Y1, and
X1 �= Y1: Only three out of the four can be satisfied at a time!
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The concept of a non-signaling box can now be used to investigate the prop-
erties of entangled quantum states. For this one considers a setting where Alice
and Bob can choose local measurements, U and V respectively, and obtain out-
puts X and Y . Interestingly, in this model a PR box can be approximated by
roughly 85%! In order to see this, note first that when the two Qbits of a sys-
tem in the singlet state |ψ−〉 := (|01〉 − |10〉)/√2 are measured in bases that
enclose an angle of ϕ, then the probability of observing opposite measurement
results is cos2 ϕ. The behavior of a PR box can be approximated with probability
cos2 22.5◦ ≈ 85% if the bases as shown in Fig. 3 are used, and if Bob flips his
output bit. (Here, U0 determines the measurement basis Alice uses upon getting
input 0, etc.) This is optimal for all quantum states [29]. We have seen above
that with shared (classical) information, at most 75% can be achieved; hence,
nature is non-local!

22.5◦

22.5◦

22.5◦

U0

V1

V0

U1

Fig. 3. Alice’s and Bob’s measurement
bases for obtaining a 85%-PR box

30◦

30◦

U0 U1

V0

V1

Fig. 4. The measurement bases used in
Protocol 1

1.4 The General Non-signaling Adversary

We model an adversary as an additional interface to the non-signaling box, with
the only restriction that the tripartite box is still non-signaling. In our security
analysis, we will show that the key, generated by Alice and Bob by interacting
with their respective parts of the non-signaling box, is secure in the sense that it
is uniform and independent of all information accessible at this third interface.
This model obviously puts minimal assumptions on the adversary: As usual in
quantum key distribution, Eve may be in control of the entire environment,
i.e., the complement of the two laboratories. Moreover, the information she has
about what happens in these laboratories is only restricted by the non-signaling
postulate: From the adversary’s viewpoint (i.e., given all her information), no
signaling can occur between space-like separated events, and no information is
leaked out of the legitimate laboratories to the adversary. Note, in particular,
that Eve is not assumed to be limited by quantum physics, neither is she assumed
not to be the manufacturer of the devices used by Alice and Bob.

The non-signaling condition may be enforced by relativity, i.e., by carrying out
the corresponding measurements in a space-like separated way. An alternative is
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to place every partial system into a shielded laboratory. Non-signaling is also a
direct consequence of the assumption usually made in quantum key distribution
that the Hilbert space is the tensor product of the Hilbert spaces associated with
the local measurement processes of the parties and the dynamics factorizes.

We will see in Sect. 1.5 that in a non-local system, the non-signaling condition
leads to a limitation on the bias of the system’s outputs. When this fact is
interpreted as being from an adversary’s viewpoint, it represents a limitation on
her information about these outputs: Bits that are unbiased for an adversary are
secret.

1.5 Non-locality + Non-signaling = Limited Bias = Secrecy

The PR box is non-signaling: X and Y separately are perfectly random bits
and independent of the input pair. On the other hand, as we show below,
a system PXY |UV (where all variables are bits) satisfying X ⊕ Y = U · V
is non-signaling only if the outputs are completely unbiased, given the input
pair, i.e., PX|U=u,V=v(0) = PY |U=u,V=v(0) = 1/2. In other words, the out-
put bit can not even be slightly biased, let alone pre-determined. Assume that
Alice and Bob share some kind of physical system, carry out space-like sep-
arated measurements—hereby excluding message transmission—, and measure
data having the statistics of a PR box. The outputs must then be perfectly
secret bits because even when conditioned on an adversary’s complete informa-
tion, the correlation between Alice and Bob must still be non-signaling and fulfill
X ⊕ Y = U · V .

Unfortunately, the behavior of perfect PR boxes does not occur in nature:
Quantum physics is non-local, but not maximally so. Can we also obtain secret
bits from weaker, quantum-physical, non-locality? Barrett, Hardy, and Kent [18]
have shown that the answer is yes. But their protocol is inefficient: In order to
force the probability that the adversary learns a generated bit shared by Alice
and Bob below ε, they have to communicate Θ(1/ε) Qbits.

If we measure maximally entangled quantum states, we can get at most 85%-
approximations to the PR-box’ behavior. Fortunately, any CHSH non-locality
implies some secrecy. In order to illustrate this, consider a system approximating
a PR box with probability 1− ε for all inputs. More precisely, we have

Prob [X ⊕ Y = U · V |U = u, V = v] = 1− ε (1)

for all (u, v) ∈ {0, 1}2. Then, what is the maximal possible bias p := Prob [X =
0|U = 0, V = 0] such that the system is non-signaling?

We explain the table (Fig. 5): Because of the (1− ε)-CHSH condition (1), the
bias of Y , given U = V = 0, must be at least p − ε. Because of non-signaling,
X ’s bias must be p as well when V = 1, and so on. Finally, the (1 − ε)-CHSH
condition for U = V = 1 implies p− ε− (1− (p− 2ε)) ≤ ε, hence, p ≤ 1/2 + 2ε.
For any ε < 1/4, this is a non-trivial bound. (This reflects the fact that ε = 1/4
is the “local limit.”) In the special case of ε = 0 the bit is perfectly secret.
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PX|U=u,V =v(0) PY |U=u,V =v(0)u v
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Fig. 5. The maximal bias of the output of a (1 − ε)-approximation of the PR box

1.6 Strong from Weak Secrecy

Conditioned on Eve’s entire information, this reads: Weak non-locality means
weak secrecy. Can it be amplified? Privacy amplification is a concept well-known
from classical [30], [31], [32] and quantum [33], [34] cryptography, and means
transforming a weakly secret string into a highly secret key by hashing. These
results are, however, not applicable with respect to general non-signaling adver-
saries which may be strictly stronger than any quantum adversary. In [35], it has
been pessimistically argued that privacy amplification of non-signaling secrecy
is impossible, the problem being that certain collective attacks exist which leave
the adversary with significant information about the final key, however the latter
is obtained from the raw key.

Fortunately, the situation changeswhenoneassumes anadditional non-signaling
condition between the individual measurements performedwithin Alice’s as well as
Bob’s laboratories (see Fig. 8). This assumption could, for instance, be enforced by
a space-like separation of the individual measurement events. In [36], Masanes has
shown that in this case, privacy amplification is possible in principle — by hashing
with a function chosen at random fromthe set of all functions.3 Later, he has shown
that it is sufficient to consider a two-universal set of functions (see [37], IV.C).

Our result differs from Masanes’ in the sense that we show a single explicit
function, namely the XOR, to be a good privacy-amplification function. More
precisely, we prove that the adversary’s probability of correctly predicting the
XOR of the outcomes of n non-signaling boxes is exponentially (in n) close to
1/2 (Lemma 5). This can be seen as a generalization of the well-known fact
that the XOR of many partially uniform bits is almost uniform, and may be of
independent interest.

1.7 Our Protocol and Results

Protocol 1

1. Alice prepares n + k Qbit pairs in the state |Ψ−〉 = (|01〉 − |10〉)/√2, for
suitable k = Θ(n), and sends one Qbit of every state to Bob.

3 Masanes’ result is a non-constructive proof of the fact that there exists a fixed function
for privacy amplification.
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2. Alice and Bob randomly measure the ith system in either the basis U0 or
U1 (for Alice) and V0 or V1 (Bob);4 the four bases are shown in Fig. 4. All
2(n+ k) measurement events are pairwise space-like separated .

3. They randomly choose n of the measurement results from the instances where
Alice has measured in U0 and Bob in V0. This forms the raw key.

4. For the remaining k measurements, they announce the results over the public
channel and estimate the correlations. More precisely, they determine the
parameter ε, where ε is the probability of violating the CHSH condition
(i.e., X ⊕ Y �= U · V ) for uniform inputs, and δ, where δ is the probability
of different outputs bits when U0 and V0 were measured. They also check
whether they have obtained roughly the same number of 1’s and 0’s. If the
parameters are such that key agreement is possible (Fig. 6), they continue;
otherwise they abort.

5. Information reconciliation and privacy amplification: Alice randomly chooses
an (m + s) × n-matrix A such that p(0) = p(1) = 1/2 for all entries and
m := �n · h(δ)�. She calculates A� x (where x is Alice’s raw key) and sends
the first m bits and the matrix A to Bob over the public authenticated
channel. The remaining bits form the key. Bob uses the information received
from Alice to reconstruct the key.

Theorem 1. Protocol 1 achieves a positive secret-key-generation rate as soon as
the parameter estimation shows an approximation of PR boxes with an accuracy

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0  0.01  0.02  0.03  0.04  0.05

δ

ε

reachable by quantum mechanics

positive key rate

quantum + key

Fig. 6. The parameter regions for which key agreement is possible (below the solid
line) and reachable by quantum mechanics (above the dashed line). ε is the probability
of violating the CHSH condition (i.e., X ⊕ Y �= U · V ) for uniform inputs, and δ the
probability of different output bits on input (0, 0).

4 To increase the efficiency, the bases U0 and V0 may be choosen with very high
probability, such that there are at least n positions where both Alice and Bob have
measured in this basis.
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exceeding 80% and a correlation of the outputs on input (0, 0) higher than 98%,
i.e., if ε ≤ 0.2 and δ ≤ 0.02. The security of the protocol is based solely on the
non-signaling condition; in particular, it is independent of quantum physics and
of the devices used.

Protocol 1 also allows for “traditional” entanglement-based quantum key agree-
ment [10]. Therefore, we have the following.

Corollary 1. Protocol 1 allows for efficient information-theoretic key agreement
if quantum or relativity theory is correct.

2 Model and Security Definition

2.1 Modeling the Attacks

When Alice, Bob, and Eve carry out measurements on a (joint) physical system,
they can choose their measurement settings (the inputs) and receive their respec-
tive outcomes (the outputs). It is, therefore, natural to model the situation by a
tripartite system, characterized by PXY Z|UVW as depicted in Fig. 7. Our secu-
rity analysis will be based on the non-signaling condition, i.e., the input/output
behavior of one side tells nothing about the input on the other side(s) (the same
must also hold with respect to a separation of all interfaces in two groups).

Condition 1. [18] The system PXY Z|UVW must not allow for signaling:∑
x
PXY Z|UVW (x, y, z, u, v, w) =

∑
x
PXY Z|UVW (x, y, z, u′, v, w)

for all u, u′, y, z, v, w and similarly for signaling in all other directions.

If a system is non-signaling between its interfaces, this also means that its
marginal systems are well-defined: What happens at one of the interfaces does
not depend on any other input. This implies that at all the interfaces, an output
can always be provided immediately after the input has been given.

This tripartite scenario can be reduced to a bipartite one: Because Eve cannot
signal to Alice and Bob (even together) by her choice of input, we must have∑

z
PXY Z|UVW (x, y, z, u, v, w) = PXY |UV (x, y, u, v) for all w ,

PXY Z|UV W

U V

X Y

W Z

Alice Bob

Eve

Fig. 7. The tripartite scenario including the eavesdropper
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and the right-hand side is exactly the marginal box as seen by Alice and Bob.
We can, therefore, see Eve’s input as a choice of convex decomposition of Alice’s
and Bob’s box, and her output as indicating one part of the decomposition.
Furthermore, the condition that even Alice and Eve together must not be able
to signal to Bob and vice versa means that the distribution conditioned on
Eve’s outcome, P zXY |UV , must also be non-signaling between Alice and Bob.
Informally, we can write

A B = p(z0|w) · A B

z0

+ p(z1|w) · A B

z1

+ · · ·

and this also covers all possibilities available to Eve. Formally, we define:

Definition 3. A box partition of a given bipartite non-signaling box PXY |UV
is a family of pairs (pz,P zXY |UV ), where pz is a weight and P zXY |UV is a non-
signaling box, such that PXY |UV =

∑
z p

z · P zXY |UV .

This definition allows us to switch between the scenario of a bipartite non-
signaling box plus box partition and the scenario of a tripartite non-signaling
box, as stated in Lemmas 1 and 2.

Lemma 1. For any given tripartite non-signaling box PXY Z|UVW , any input
w induces a box partition of the bipartite box PXY |UV parametrized by z with
pz := p(z|w) and P zXY |UV := PXY |UV,Z=z,W=w.

Lemma 2. Given a bipartite non-signaling box PXY |UV , let W be a set of box
partitions w = {(pz, P zXY |UV )}z. Then the tripartite box, where the input of
the third party is w ∈ W, defined by PXY Z|UV ,W=w(z) := pz · P zXY |UV is non-
signaling and has marginal box PXY |UV .

As explained in the introduction, it is crucial for our security analysis to assume
that Alice and Bob have several input/output interfaces (whereas Eve’s inputs
and output may have an arbitrary structure). We then require the non-signaling
condition to hold between all of the interfaces. We, therefore, extend Condition 1
from the tripartite to the (2n+ 1)-partite case in the obvious way and call such
a system (2n+ 1)-partite non-signaling (see Fig. 8).

In order to study our particular protocol described in Sect. 1.7 we consider
the case where Alice and Bob share 2n interfaces, each taking one bit input
and giving one bit output.5 Each input bit corresponds to the choice of a basis
applied to measure one part of an entangled state and the output bit corresponds
to the measurement result. In the case of a passive adversary, the distribution will
5 We will write U for the random bit denoting Alice’s input, bold-face letters U will

denote an n-bit random variable (i.e., an n-bit vector), Ui a single random bit in this
n-bit string, and lowercase letters the value that the random variable has taken. A
similar notation is used for Alice’s output X and Bob’s input and output V and Y .
No assumption is made about the range of Eve’s input/output variables W and Z.
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Fig. 8. Alice and Bob share n non-signaling boxes which are independent from their
viewpoint. However, Eve can attack all of them at once. The gray lines stand for the
non-signaling condition.

approximate the behavior of n non-local boxes. To prove security, however, we
cannot make any assumptions about the distribution (which may be arbitrarily
influenced by an adversary6). For this reason, our security proof only relies on
the non-signaling condition, which we now reformulate for this specific case.

Condition 1′. The system PXYZ|UVW must not allow for signaling between
any of the 2n+ 1 marginal systems, i.e.,∑
xi

PXYZ|UVW (x,y, z,u\ui, ui,v, w) =
∑
xi

PXYZ|UVW (x,y, z,u\ui, u′i,v, w)

for all x\xi,y, z, ,u\ui, ui, u′i,v, w, and where we used the notation x\xi to ab-
breviate x1, . . . , xi−1, xi+1, . . . xn, i.e., all xj for which j �= i (and similarly for
signaling in all other directions).

Note that the set of possible attacks of an adversary is determined by Con-
dition 1′ only. More precisely, the adversary, Eve, could choose an arbitrary
behavior of the non-signaling box PXY Z|UVW satisfying Condition 1′ and has
full access to the interface taking input W and giving output Z.

2.2 Security Definition

We define security in the context of random systems [38]. The closeness of two
systems S0 and S1 can be measured by introducing a so-called distinguisher. A
distinguisher D is itself a system, and it can interact with the other system. As-
sume the distinguisher is given at random either system S0 or S1; after interacting
with the system, the distinguisher outputs a bit guessing whether it has interacted
with system S0 or S1. The distinguishing advantage between system S0 and S1 is
the maximum guessing advantage any distinguisher can have in this game.
6 This scenario is analogous to Eve being able to do coherent attacks in a quantum

key distribution protocol.
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Definition 4. The distinguishing advantage between two systems S0 and S1 is

δ(S0,S1) = max
D

[P (B = 1|S = S0)− P (B = 1|S = S1)] .

Two systems S0 and S1 are called ε-indistinguishable if δ(S0,S1) ≤ ε.

The probability of any event E , defined by any of the input and output variables,
when the distinguisher D is interacting with S0 or S1 cannot differ by more than
this quantity. The reason is that otherwise this event could be used to distinguish
the two systems.

Lemma 3. Let S0 and S1 be ε-indistinguishable systems. Denote by P (E|S0,D)
the probability of an event E, defined by any of the input and output variables,
given the distinguisher is interacting with the system S0. Then P (E|S0,D) ≤
P (E|S1,D) + ε.

The security of a cryptographic primitive can be measured by its distance from
an ideal system which is secure by definition. For example in the case of key
distribution, the ideal system is the one which outputs a uniform and random
key (bit string) S at one end and for which all other input/output interfaces are
completely independent of this first interface. This key is secure by construction.
If the real system generating a key is indistinguishable from the ideal one, this
key is called secure.

Definition 5. A key S is ε-secure if the system outputting S is ε-indistinguish-
able from an ideal system which outputs a uniform random variable S and for
which all other input/output interfaces are completely independent of the random
variable S.

As a consequence of Lemma 3, the resulting security is composable [39], [40], [41].
For the security analysis, we consider an entanglement-based version of Pro-

tocol 1 (Sect. 1.7). This means that the protocol starts with step 2 and it is
assumed that the n+ k quantum states have already been pre-distributed (pos-
sibly by an adversary). As described in Sect. 2.1, these states are modeled as
non-signaling boxes. We model the public authenticated channel connecting Al-
ice and Bob as an additional (signaling) system, as depicted in Fig. 9. Eve can
wire-tap the public channel, choose an input on her part of the non-signaling
box and obtain an output (i.e., measure her part of the quantum state). Similar
to the quantum case, it is no advantage for Eve to make several box partitions
(measurements) instead of a single one, as the same information can be obtained
by making a refined box partition of the initial box. Without loss of generality,
we can, therefore, assume that Eve gives a single input to the non-signaling box
at the end (after all communication between Alice and Bob is finished). In our
scenario, Eve, therefore, obtains all the communication exchanged over the pub-
lic channel Q, can then choose the input to her interface of the non-signaling box
W (which can depend on Q), and finally obtains the outcome of the box Z. As
shown in Fig. 9, we may also define a lager box Sreal which includes the behavior
of the protocol executed by Alice and Bob and outputs SA and SB. According to
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Fig. 9. Our system. Alice and Bob share a public authentic channel and a quantum
state. When they apply a protocol π to obtain a key, all this can together be modeled
as a system.
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Fig. 10. An illustration of the security protocol: the real system (left) is compared to
the ideal system (right). The distribution of S in the ideal case is PS(s) = 1/|S|.

Definition 5, the key SA
7 is secure if the system Sreal is ε-indistinguishable from

the ideal system (see Fig. 10). For the security analysis it is useful to formulate
this definition in terms of the distance from uniform.

Definition 6. The distance from uniform of S given Z(w) and Q is

d(S|Z(w), Q) = 1/2
∑
s,q

max
w

∑
z

PZ,Q|W=w(z, q) · |PS|Z=z,Q=q,W=w(s)− PU | .

We have written Z(w) because the eavesdropper can choose the input adaptively,
and the choice of input changes the output distribution.

It is then straightforward to show the following Lemma 4.

Lemma 4. A key S generated by a system as given in Fig. 9 is ε-secure if
d(S|Z(w), Q) ≤ ε.

3 Privacy Amplification

In this section, we prove the main technical result. We consider the situation where
Alice and Bob share n imperfect PR boxes, and the key is computed by taking
7 Note that we can consider the distance of SA from an ideal key and the distance

between SA and SB (probability of the keys to be unequal) separately. By the triangle
inequality, the distance of the total real system from the ideal system is at most the
sum of the two.
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the XOR of all n output bits. We will show that taking the XOR of the outputs of
several non-signaling boxes is a good privacy-amplification function in the sense
that the resulting bit is almost perfectly secret (for sufficiently large n).

We now start with the statement and proof of our main claim.

Lemma 5. Let a (2n+1)-partite non-signaling box PXYZ|UVW , f(X) :=
⊕

iXi

and Q := (U = u,V = v). Then

d(f(X)|Z(W ), Q) ≤ 1/2 ·
∑

x,y,u,v: xi⊕yi �=ui·vi ∀i
PXY|UV(x,y,u, v) .

Note that Alice and Bob estimate the average probability that their non-signaling
boxes deviate from the perfect CHSH condition. Conditioned on this estimate
of ε, the right-hand side is approximately equal to 1/2 · (4ε)n.

We proceed in several steps. First, we show that the problem of finding the
maximum distance from uniform of the XOR of several output bits can be cast as
a linear optimization problem. Then, we show that this linear program describing
n non-signaling boxes can be seen as the n-wise tensor product of the linear
program describing a single non-signaling box — this is the crucial step. By
using the product form of the linear program we can then show that there exists
a dual feasible solution — i.e., an upper-bound on the distance from uniform —
reaching the above value.

First note that, because of convexity, the maximal possible non-uniformity of
the XOR of the output bits can be obtained by a box partition with only two
outputs, 0 and 1. It is, therefore, sufficient to consider a box partition with only
two elements z = 0 and z = 1. However, given one element of the box partition
(p, PZ=0

XY|UV), the second element (1 − p, PZ=1
XY|UV) is determined because their

convex combination forms the marginal box, PXY|UV. The distance from uniform
of a random bit from the adversary’s point of view can then be expressed only
in terms of the one element of the box partition as

d(
⊕
i

Xi|Z(w̄), Q) = 2 · p · (P [
⊕
i

Xi = 0|Z = 0, Q]− 1/2) .

This implies that finding the distance from uniform is equivalent to finding
the “best” element of a box partition (p, PZ=0

XY|UV). When can (p, PZ=0
XY|UV) be

element of a box partition? The criterion is given in Lemma 6. It follows from
the positivity of probabilities and the linearity of the non-signaling conditions.

Lemma 6. A non-signaling box PXY|UV has a box partition with element
(p, PZ=0

XY|UV) if and only if for all inputs and outputs x,y,u, v,

p · PZ=0
XY|UV(x,y,u, v) ≤ PXY|UV(x,y,u, v) .

We can now show that the maximal distance from uniform which can be reached
by a non-signaling adversary is the solution of a linear programming problem
(see, e.g., [42] for a good introduction to linear programming). We introduce a
new variable Δ. Δ(x,y|u,v) can be defined as 2p ·PZ=0(xy|uv)−P (xy|uv).8

8 In the following, we write P (xy|uv) instead of PXY|UV(x,y, u,v).
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Lemma 7. The distance from uniform of
⊕

iXi given Z(W ) and Q := (U =
u,V = v) is

d(
⊕

i
Xi|Z(W ), Q) = 1/2 · bT ·Δ∗ ,

where bT ·Δ∗ is the optimal value of the linear program

max:
∑

(x,y):f(x)=0

Δ(xy|uv)−
∑

(x,y):f(x)=1

Δ(xy|uv)

s.t.:
∑
x

Δ(xy|uv)−
∑
x

Δ(xy|u’v) = 0 ∀y, v,u,u’ (non-sig. Alice to Bob)∑
y

Δ(xy|uv)−
∑
y

Δ(xy|uv’) = 0 ∀x,u, v, v’ (non-sig. Bob to Alice)

Δ(xy|uv) ≤ P (xy|uv) ∀x,y,u, v (Lemma 6)
Δ(xy|uv) ≥ −P (xy|uv) ∀x,y,u, v (positivity of probabilities) .

Note that there is no normalization constraint on Δ because normalization
follows from the non-signaling constraints. This linear program can easily be
brought into the form

max: bT ·Δ
s.t.: A ·Δ ≤ c and its dual

min: cT · λ
s.t.: AT · λ = b

λ ≥ 0
(2)

Note that in the dual program, the marginal box as seen by Alice and Bob
only appears in the objective function cT · λ. The feasible region is, therefore,
completely independent of the marginal.

For the case of a single non-signaling box,A1, b1 and c1 explicitly have the form

A1 =

⎛⎜⎜⎝
An-s

1
−An-s

1
1l16
−1l16

⎞⎟⎟⎠ ,
b1 =
(
1 1 0 0 −1 −1 0 0 0 0 0 0 0 0 0 0

)
c1 =
(
016 016 P (xy|uv) P (xy|uv) ) ,

with An-s
1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 −1 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 −1 −1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 −1 −1
1 0 0 0 1 0 0 0 −1 0 0 0 −1 0 0 0
0 1 0 0 0 1 0 0 0 −1 0 0 0 −1 0 0
0 0 1 0 0 0 1 0 0 0 −1 0 0 0 −1 0
0 0 0 1 0 0 0 1 0 0 0 −1 0 0 0 −1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

and where P (xy|uv) are the probabilities of Alice’s and Bob’s marginal box such
as, for example, given in Fig. 11 below, but with the rows stack on top of each
other to form a vector. The dual optimal solution λ1 can easily be calculated as
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λ∗T1 = ( 0.5 0 0.5 0 0.5 0 0.5 0 0 0.5 0 0.5 0 0.5 0 0.5
0 1 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 1 0 0 0 0 0 1 ) .

By comparison, we see that for every x, y, u, v such that x ⊕ y �= u · v, there
is exactly one 1 in the second part of λ∗1 and everywhere else λ∗1 is 0. I.e.,
cT1 · λ∗1 =

∑
x,y,u,v:x⊕y �=u·v PXY |UV (x, y, u, v).

Our main tool to show Lemma 5 will be to note that we can express the
linear program describing n non-signaling boxes as the tensor product of the
linear program describing one non-signaling box.

Lemma 8. Denote by A1, b1 the vector and matrix associated with the linear
program (2) for the case of a single non-signaling box. Then the value of the
program A, b, c associated with n non-signaling boxes is equal to the value of the
linear program defined by

max: (b⊗n1 )T ·Δ (3)
s.t.: A⊗n

1 ·Δ ≤ c .

Now we consider the dual program of (3). It follows directly from its form that if
λ1 is a feasible dual solution for a single non-signaling box, then λ⊗n1 is feasible
for n non-signaling boxes.

Lemma 9. For any λi which is dual feasible for the linear program A1, b1 asso-
ciated with one non-signaling box,

⊗
i λi is dual feasible for the linear program

(3) associated with n non-signaling boxes.

Inserting the explicit value of λ = λ⊗n1 into the objective function cT ·λ concludes
the proof of Lemma 5.

4 Full Key Agreement

4.1 Information Reconciliation and Privacy Amplification: From
One to Several Bits

We have seen in Sect. 3 that it is possible to create a highly secure bit using a
linear function — the XOR. But obviously, we would like to extract a secure key
string, not only a single bit. Furthermore, Alice’s and Bob’s raw key bits (the
output of the non-signaling boxes) will differ with some probability δ, therefore,
they need to do information reconciliation before extracting the secret key. Both
information reconciliation and privacy amplification can be done the same way:
by applying a random linear function to the output bits, i.e., [R,S] := A �X,
where A is a (r+s)×n-matrix over GF (2) with p(0) = p(1) = 1/2 for all entries
and we write � for the matrix multiplication modulo 2. The first r bits R are
released for information reconciliation, while the last s bits form the final key S.

It follows from a result of [43] about two-universal sets of hash functions and
from a result of [44] about information reconciliation that in the limit of large n,
r = �n ·h(δ)� (where δ is the probability that Bob’s bit is different from Alice’s,
and h is the binary entropy function) is both necessary and sufficient for Bob to
be able to correct the errors in his raw key.



Efficient Device-Independent Quantum Key Distribution 231

In order to show that the key S is secure, we show that it is secure even
given the bits R of the information-reconciliation scheme are released. Using
the triangle inequality, we can reduce the question of the security of the whole
key to the question of the security of each of the bits Si, given all previous bits
S1, . . . , Si−1 and R. We then derive a bound on the distance from uniform of S
using Lemma 5.

Lemma 10. Let a (2n + 1)-partite non-signaling box PXYZ|UVW such that the
estimated average error is ε. Let [R,S] := A � X, where A is a (r + s) × n-
matrix over GF (2), and PA the uniform distribution over all these matrices.
Q := (U = u,V = v, A). Then

d(S|Z(W ), Q,R) ≤ 1/2 · 2r+s ·
(

1 + 4ε
2

)n
.

4.2 Key Rate

The key rate is the length of the key divided by the number of non-signaling
boxes used in the limit of a large number of boxes. Because we only need a
small number of boxes for parameter estimation [45], this will asymptotically
correspond to q := s/n. From Lemma 10 we can calculate the key rate by
setting r := h(δ) · n (see Sect. 1.7 for a detailed description of the Protocol 1).

Lemma 11. Protocol 1 reaches a key rate q of

q = 1− h(δ)− log2(1 + 4ε) . (4)

Key agreement is possible if the parameters ε and δ are such that this quantity
is positive, i.e., ε < 2−h(δ)−1 − 1/4 (see Fig. 6).

4.3 The Quantum Regime

If the non-signaling boxes have the same error ε for all inputs, then δ = ε in
(4) and the protocol does not reach a positive secret key rate for ε = 1+

√
2

4 ,
the minimum value reachable by quantum mechanics. In order to avoid this
problem, we have chosen the bases in Protocol 1 (see Sect. 1.7) such that the
corresponding non-signaling box gives highly correlated output bits given input
(0, 0) (see Fig. 11). Alice and Bob generate their raw key only from these out-
puts.9 Note that in a noiseless setting, the distribution described in black font
can be achieved by measuring a singlet state. In that case, Alice and Bob will
have perfectly correlated bits (and, therefore, would not need to do any informa-
tion reconciliation), and the parameter limiting Eve’s knowledge is ε = 0.1875.
The parameters δ and η (in light gray font in Fig. 11) are introduced to account
for possible noise that may arrise in the practical realization of the scheme.
9 Another way to reach a positive key rate in the quantum regime is to use a type of

non-locality characterized by a different Bell inequality allowing for a higher violation
in the quantum regime. See [36] for details.
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Fig. 11. The quantum box used for key agreement

5 Concluding Remarks and Open Questions

We propose a new efficient protocol for generating a secret key between two parties
connected by a quantum channel whose security is guaranteed solely by the fact
that no information is exchanged between the different measurement events. The
method is based on non-locality which can be generated from entangled quantum
states. The security proof, on the other hand, is independent of quantum physics
once the non-local correlations are established and have been verified.

The practical relevance is that the resulting security is device-independent : We
could even use devices manufactured by the adversary to do key agreement. The
theoretical relevance is that the resulting protocol is secure if either relativity or
quantum theory is correct. This is in the spirit of modern cryptography’s quest
to minimize assumptions on which security rests.

Our scheme requires space-like separation not only between events happening
on Alice’s and Bob’s side, but also between events within the same laboratory.
It is a natural open question whether the space-like-separation conditions can
be relaxed. For instance, is it sufficient if they hold on one of the two sides? Or
in one direction among the n events on each side? Obviously, the latter would
be easy to guarantee in practice.
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Abstract. In this paper, we study the complexity of solving hard knap-
sack problems, i.e., knapsacks with a density close to 1 where lattice-
based low density attacks are not an option. For such knapsacks, the cur-
rent state-of-the-art is a 31-year old algorithm by Schroeppel and Shamir
which is based on birthday paradox techniques and yields a running time
of Õ(2n/2) for knapsacks of n elements and uses Õ(2n/4) storage. We
propose here two new algorithms which improve on this bound, finally
lowering the running time down to either Õ(20.385 n) or Õ(20.3113 n) un-
der a reasonable heuristic. We also demonstrate the practicality of these
algorithms with an implementation.

1 Introduction

The 0–1 knapsack problem or subset sum problem is a famous NP-hard problem
which has often been used in the construction of cryptosystems. An instance of
this problem consists of a list of n positive integers (a1, a2, · · · , an) together with
another positive integer S. Given an instance, there exist two forms of knapsack
problems. The first form is the decision knapsack problem, where we need to
decide whether S can be written as:

S =
n∑
i=1

εiai,

with values of εi in {0, 1}. The second form is the computational knapsack prob-
lem where we need to recover a solution ε = (ε1, · · · , εn) if at least one exists.

The decision knapsack problem is NP-complete (see [7]). It is also well-known
that given access to an oracle that solves the decision problem, the computational
problem can be solved using n calls to this oracle. Indeed, assuming that the
original knapsack admits a solution, we can easily obtain the value of εn by
asking to the oracle whether the subknapsack (a1, a2, · · · , an−1) can sum to S.
If so, there exists a solution with εn = 0, otherwise, a solution necessarily has
εn = 1. Repeating this idea, we obtain the bits of ε one at a time.

Knapsack problems were introduced in cryptography by Merkle and Hell-
man [18] in 1978. The basic idea behind the Merkle-Hellman public key cryp-
tosystem is to hide an easy knapsack instance into a hard looking one. The

H. Gilbert (Ed.): EUROCRYPT 2010, LNCS 6110, pp. 235–256, 2010.
c© International Association for Cryptologic Research 2010
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scheme was broken by Shamir [23] using lattice reduction. After that, many
other knapsack based cryptosystems were also broken using lattice reduction. In
particular, the low-density attacks introduced by Lagarias and Odlyzko [15] and
improved by Coster et al. [4] are a tool of choice for breaking many knapsack
based cryptosystems. The density of a knapsack is defined as:

d =
n

log2(maxi ai)
.

More recently, Impagliazzo and Naor [13] introduced cryptographic schemes
which are as secure as the subset sum problem. They classify knapsack problems
according to their density. On the one hand, when d < 1 a given sum S can
usually be inverted in a unique manner and these knapsacks can be used for
encryption. On the other hand, when d > 1, most sums have many preimages
and the knapsack can be used for hashing purposes. However, for encryption,
the density cannot be too low, since the Lagarias-Odlyzko low-density attack
can solve random knapsack problems with density d < 0.64 given access to an
oracle that solves the shortest vector problem (SVP) in lattices. Of course, since
Ajtai showed in [1] that the SVP is NP-hard for randomized reduction, such
an oracle is not available. However, in practice, low-density attacks have been
shown to work very well when the SVP oracle is replaced by existing lattice re-
duction algorithm such as LLL1 [16] or the BKZ algorithm of Schnorr [20]. The
attack of [4] improves the low density condition to d < 0.94. For high density
knapsacks, with d > 1 there is variation of these lattice-based attacks presented
in [14] that finds collisions in mildly exponential time O(2n/1000) using the same
lattice reduction oracle.

However, for knapsacks with density close to 1, there is no effective lattice-
based approach to solve the knapsack problem. As a consequence, in this case,
we informally speak of hard knapsacks. Note that, it is proved in [13, Propo-
sition 1.2], that density 1 is indeed the hardest case. For hard knapsacks, the
state-of-the-art algorithm is due to Schroeppel and Shamir [21,22] and runs in
time O(n · 2n/2) using O(n · 2n/4) bits of memory. This algorithm has the same
running time as the basic birthday based algorithm on the knapsack problem
introduced by Horowitz and Sahni [10], but much lower memory requirements.
To simplify the notation of the complexities in the sequel, we extensively use the
soft-Oh notation. Namely, Õ(g(n)) is used as a shorthand for O(g(n)·log(g(n))i),
for any fixed value of i. With this notation, the algorithm of Schroeppel and
Shamir runs in time Õ(2n/2) using Õ(2n/4) bits of memory.

Since Wagner presented his generalized birthday algorithm in [25], it is well-
known that when solving problems involving sums of elements from several lists,
it is possible to obtain a much faster algorithm when a single solution out of many
is sought. A similar idea was previously used by Camion and Patarin in [2] to
attack the knapsack based hash function of [5]. In this paper, we introduce two
new algorithms that improve upon the algorithm of Schroeppel and Shamir to
solve knapsack problems. In some sense, our algorithms are a new development
1 LLL stands for Lenstra-Lenstra-Lovász and BKZ for blockwise Korkine-Zolotarev.
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of the generalized birthday algorithm. The main difference is that, instead of
looking for one solution among many, we look for one of the many possible
representations of a given solution.

The paper is organized as follows: In Section 2 we recall some background infor-
mation on knapsacks, in Section 3 we briefly recall the algorithm of Schroeppel–
Shamir and introduce a useful practical variant of this algorithm, in Section 4 we
present our improved algorithms and in Section 5 we describe practical implemen-
tations on a knapsack with n = 96. Section 4 is divided into 3 subsections, in 4.1
we describe the basic idea that underlies our algorithm, in 4.2 we present a simple
algorithm based on this idea and in 4.3 we give a heuristic improvement of this
algorithm in the balanced case. Finally, in Section 6 we present several extensions
and some possible applications of our new algorithms.

2 Background on Knapsacks

2.1 Modular Knapsacks

We speak of a modular knapsack problem when we want to solve:

n∑
i=1

εi ai ≡ S mod M,

where the integer M is the modulus.
Up to polynomial factors, solving modular knapsacks and knapsacks over the

integers are equivalent. Any algorithm that realizes one task can be used to
solve the other. In one direction, given a knapsack problem over the integers
and an algorithm that solves any modular knapsack, it is clear that solving the
problem modulo M = max(S,

∑n
i=1 ai) + 1 yields all integral solutions. In the

other direction, assume that the modular knapsack (a1, · · · , an) with target sum
S mod M is given by representative ai of the classes of modular numbers in the
range [0,M −1]. In this case, it is clear that any sum of at most n such numbers
is in the range [0, nM−1]. As a consequence, if S is also represented in the range
[0,M −1], it suffices to solve n knapsack problems over the integers with targets
S, S +M , . . . , S + (n− 1)M.

2.2 Random Knapsacks

Given two parameters n and D, we define a random knapsack with solution on n
elements with prescribed density D as a knapsack randomly constructed using
the following process:

– Let B(n,D) = '2n/D(.
– Choose each ai (for i from 1 to n) uniformly at random in [1, B(n,D)].
– Uniformly choose a random vector ε in {0, 1}n and let S =

∑n
i=1 εi ai.
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Note that the computed density d of such a random knapsack differs from the
prescribed density. However, as n tends to infinity, the two become arbitrarily
close with overwhelming probability. In [4], it is shown that there exists a lattice
based algorithm that solves all but an exponentially small fraction of random
knapsacks with solution, when the prescribed density satisfies D < 0.94.

2.3 Unbalanced Knapsacks

The random knapsacks from above may have arbitrary values in [0, n] for the
weight

∑n
i=1 εi of the solution. Yet, most of the time, we expect a weight close

to n/2. For various reasons, it is also useful to consider knapsacks with different
weights. We define an α-unbalanced random knapsack with solution on n elements
given α and the density D as follows:

– Let B(n,D) = '2n/D(.
– Choose each ai (for i from 1 to n) uniformly at random in [1, B(n,D)].
– Let � = 'αn( and uniformly choose a random vector ε with exactly � co-

ordinates equal to 1, the rest being 0s, in the set of
(
n
�

)
such vectors. Let

S =
∑n

i=1 εi ai.

Unbalanced knapsacks are natural to consider, since they already appear in
the lattice based algorithms of [15,4], where the value of α greatly impacts the
densities that can be attacked. Moreover, in our algorithms, even when initially
solving regular knapsacks, unbalanced knapsacks may appear in the course of
the computations.

When dealing with balanced knapsacks with exactly half zeros and ones, we
also use the above definition and speak of 1/2-unbalanced knapsacks.

2.4 Complementary Knapsacks

Given a knapsack a1, . . . , an with target sum S, we define its complementary
knapsack to be the knapsack that contains the same elements and has target sum∑n

i=1 ai−S. The solution ε of the original knapsack and ε′ of the complementary
knapsacks are related by:

For all i: εi + ε′i = 1.

Thus, solving either of the two knapsacks also yields the result of the other
knapsack. Moreover, the weight � and �′ are related by �+ �′ = n. In particular,
if a knapsack is α-unbalanced, its complementary knapsack is (1−α)-unbalanced.
As a consequence, in any algorithm, we may assume without loss of generality
that � ≤ 'n/2( (or that � ≥ �n/2�).

2.5 Asymptotic Values of Binomials

Where knapsacks are considered, binomial coefficients are frequently encoun-
tered, we recall that the binomial coefficient

(
n
�

)
is the number of distinct choices

of � elements within a set of n elements. We have:
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n

�

)
=

n!
�! · (n− �)!

.

We often need to obtain asymptotic approximation for binomials of the form(
n
αn

)
(or
(

n
�αn�
)
) for fixed values of α in ]0, 1[. This is easily done by using

Stirling’s formula:

n! = (1 + o(1))
√

2πn
(n
e

)n
.

Ignoring polynomial factors in n, we find:(
n

αn

)
= Õ

((
1

αα · (1− α)1−α

)n)
.

Many of the algorithms presented in this paper involve complexities of the form
Õ(2c n), where a constant c is obtained by taking the logarithm in basis 2 of
numbers coming from asymptotic estimates of binomials. In this case, to improve
the readability of the complexity, we choose a decimal approximation c0 > c of
c. This would allow us to rewrite the complexity as O(2c0 n) or even o(2c0 n).
However, we prefer to stick to Õ(2c0 n). A typical example is the Õ(20.3113n)
time complexity of our fastest algorithm, which stands for Õ

((
n
n/4

) · 2−n/2) .
2.6 Distribution of Random Knapsack Sums

In order to analyze the behavior of our algorithms, we need to use information
about the distribution of modular sums of the form:

n∑
i=1

aixi (mod M),

for a random knapsack modulo M and for n-tuples (x1, · · · , xn) ∈ B, where B is
an arbitrary set of n-dimensional vectors, with coordinates modulo M . We use
the following important theorem [19, Theorem 3.2]:

Theorem 1. For any set B ⊂ ZnM , the identity:

1
Mn

∑
(a1,··· ,an)∈Zn

M

∑
c∈ZM

(
Pa1,··· ,an(B, c)− 1

M

)2

=
M − 1
M |B|

holds, where Pa1,··· ,an(B, c) denotes the probability that
∑n

i=1 aixi ≡ c (mod M)
for a random (x1, · · · , xn) drawn uniformly from B, i.e.:

Pa1,··· ,an(B, c) =
1
|B|

∣∣∣∣∣

{
(x1, · · · , xn) ∈ B such that

n∑
i=1

aixi ≡ c (mod M)

}∣∣∣∣∣ .

This implies the immediate corollaries:
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Corollary 1. For any real λ > 0, the fraction of n-tuples (a1, · · · , an) ∈ ZnM
for which there exists a c ∈ ZM that satisfies |Pa1,··· ,an(B, c) − 1/M | ≥ λ/M is
at most:

M2

λ2 |B| .
Corollary 2. For any reals λ > 0 and 1 > μ > 0, the fraction of n-tuples
(a1, · · · , an) ∈ ZnM for which there exist at least μM values c ∈ ZM that satisfy
|Pa1,··· ,an(B, c)− 1/M | ≥ λ/M is at most:

M

λ2 μ |B| .

These two corollaries are used when |B| is larger than M . We also need two more
corollaries, one for small values of |B| and one for |B| ≈M :

Corollary 3. For any reals 1 > μ > 0, if m > 1 denotes M/|B|, the fraction
of n-tuples (a1, · · · , an) ∈ ZnM such that less than μ |B| values c ∈ ZM have
Pa1,··· ,an(B, c) �= 0 is at most:

μ

(1− μ)m

Corollary 4. For any reals λ > 0, the fraction of n-tuples (a1, · · · , an) ∈ ZnM
that satisfy: ∑

c∈ZM

Pa1,··· ,an(B, c)2 ≥ M + |B|
λM |B|

is at most λ.

3 The Algorithm of Schroeppel and Shamir

The algorithm of Schroeppel and Shamir was introduced in [21,22]. It allows to
solve a generic integer knapsack problem on n-elements in time Õ(2n/2) using
a memory of size Õ(2n/4). It improves on the birthday algorithm of Horowitz
and Sahni [10] that can be applied on such a knapsack. We first recall this basic
birthday algorithm, which is based on the rewriting of a knapsack solution as an
equality:

�n/2�∑
i=1

εi ai = S −
n∑

i=�n/2�+1

εi ai,

where all the εs are 0 or 1. Thus, to solve the knapsack problem, we construct
the set S(1) containing all possible sums of the first 'n/2( elements and S(2)

be the set obtained by subtracting from the target S any of the possible sums
of the last �n/2� elements. Searching for collisions between the two sets, we
discover all the solutions of the knapsack problem. This can be done in time
and memory Õ(2n/2) by fully computing the two sets, sorting them and looking
up for collisions. In [21,22], Schroeppel and Shamir show that, in order to find
these collisions, it is not necessary to store the full sets S(1) and S(2). Instead,
they generate them on the fly using priority queues (based either on heaps or a
Adelson-Velsky and Landis trees), requiring memory Õ(2n/4).
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Algorithm 1. Schroeppel-Shamir algorithm
Require: Knapsack element a1, . . . , an. Knapsack sum S

Let q1 = �n/4, q2 = �n/2, q3 = �3n/4
Create S(1)

L (σ) and S(1)
L (ε): list of all

∑q1
i=1 εi ai and list of ε1···q1 (in the same order)

Create S(1)
R (σ) and S(1)

R (ε): list of all
∑q2

i=q1+1 εi ai and list of εq1+1···q2
Create S(2)

L (σ) and S(2)
L (ε): list of all

∑q3
i=q2+1 εi ai and list of εq2+1···q3

Create S(2)
R (σ) and S(2)

R (ε): list of all
∑n

i=q3+1 εi ai and list of εq3+1···n

Call 4-way merge Algorithm 2 or 3 on (S(1)
L (σ),S(1)

R (σ),S(2)
L (σ),S(2)

R (σ)), n and S.
Store returned set in Sol
for each (i, j, k, l) in Sol do

Concatenate S(1)
L (ε)[i], S(1)

R (ε)[j], S(2)
L (ε)[k] and S(2)

R (ε)[l] into ε
Output: “ε is a solution”

end for

Algorithm 2. Original 4-Way merge routine
Require: Four input lists (S(1)

L ,S(1)
R ,S(2)

L ,S(2)
R ), knapsack size n, target sum T

Let S
(1)
L , S

(1)
R , S

(2)
L and S

(2)
R be the sizes of the corresponding arrays.

Create priority queues Q1 and Q2

Sort S(1)
R and S(2)

R in increasing order. Keep track of positions in InitPos1 and
InitPos2
for i from 0 to S

(1)
L do

Insert (i, 0) in Q1 with priority S(1)
L [i] + S(1)

R [0].
end for
for i from 0 to S

(2)
L do

Insert (i, S
(2)
R − 1) in Q2 with priority T − S(2)

L [i]− S(2)
R [S

(2)
R − 1].

end for
Create empty list Sol
while Q1 and Q2 are not empty do

Peek at value q1 of lowest priority element in Q1.
Peek at value q2 of lowest priority element in Q2.
if q1 ≤ q2 then

Get (i, j) from Q1

if j �= S
(1)
R − 1 then

Insert (i, j + 1) in Q1 with priority S(1)
L [i] + S(1)

R [j + 1].
end if

end if
if q1 ≥ q2 then

Get (k, l) from Q2

if l �= 0 then
Insert (k, l − 1) in Q2 with priority T − S(2)

L [k]− S(2)
R [l − 1].

end if
end if
if q1 = q2 then

Add (i, InitPos1[j], k, InitPos2[l]) to Sol
end if

end while
Return list of solutions Sol
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More precisely, let us define q1 = 'n/4(, q2 = 'n/2(, q3 = '3n/4(. We intro-
duce four sets S(1)

L , S(1)
R , S(2)

L and S(2)
R of size O(2n/4) defined as follows:

– S(1)
L is the set of pairs (

∑q1
i=1 εi ai, ε1···q1) with ε1···q1 ∈ {0, 1}q1;

– S(1)
R is the set of (

∑q2
i=q1+1 εi ai, εq1+1···q2) with εq1+1···q2 ∈ {0, 1}q2−q1 ;

– S(2)
L is the set of (

∑q3
i=q2+1 εi ai, εq2+1···q3) with εq2+1···q3 ∈ {0, 1}q3−q2 ;

– S(2)
R is the set of (

∑n
i=q3+1 εi ai, εq3+1···n) with εq3+1···n ∈ {0, 1}n−q3.

With these notations, solving the knapsack problem amounts to finding four
elements σ(1)

L , σ(1)
R , σ(2)

L and σ
(2)
R in the corresponding sets such that S = σ

(1)
L +

σ
(1)
R + σ

(2)
L + σ

(2)
R . We call this a 4-way merge problem.

The algorithm of Schroeppel and Shamir is described in Algorithm 1, using
their original 4-way merge Algorithm 2 as a subroutine. Note that, in Algo-
rithm 1, we describe each set S(i)

X as two lists S(i)
X (σ) and S(i)

X (ε) stored in the
same order.

3.1 A Variation on the Schroeppel and Shamir Algorithm

In practice, the need for priority queues of large size makes the algorithm of
Schroeppel and Shamir harder to implement and to optimize. Indeed, using
large priority queues either introduces an extra factor in the memory usage or
unfriendly cache behavior. As a consequence, we would like to avoid priority
queues altogether. In order to do this, we present a variation on their algorithm,
inspired by an algorithm presented in [3] that solves the problem of finding 4
elements from 4 distinct lists with bitwise sum equal to 0. Note that, from a
theoretical point of view, our variation is not as good as the original algorithm
of Schroeppel and Shamir, because for some exceptional knapsacks, it requires
more memory.

The idea is to choose a modulus M near 2(1/4−ε)n and to remark that the
4-way merge condition implies σ

(1)
L + σ

(1)
R ≡ S − σ

(2)
L − σ

(2)
R (mod M). As a

consequence, for any solution of the knapsack, there exists a value σM , such
that:

σM = (σ(1)
L + σ

(1)
R ) mod M = (S − σ

(2)
L − σ

(2)
R ) mod M.

Since, we cannot guess the correct value of σM , we simply loop over all possible
values. This gives a new 4-way merge Algorithm 3, which can be used as a
replacement for the original subroutine in Algorithm 1.

Informally, for each test value of σM , Algorithm 3 constructs the set of all
sums σ(1)

L + σ
(1)
R congruent to σM modulo M . This is done by sorting S(1)

R by
values modulo M . Indeed, in this case, it suffices for each σ

(1)
L in S(1)

L to search
the value σM − σ

(1)
L in S(1)

R . Using this method, we construct the set S(1) of the
birthday paradox algorithm as a disjoint union of smaller sets S(1)(σM ), which
are created one at a time within the loop on σM in Algorithm 2. Similarly, we
implicitly construct S(2) as a disjoint union of S(2)(σM ), but do not store it,
instead searching for matching values in S(1)(σM ).
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Algorithm 3. Modular 4-Way merge routine

Require: Four input lists (S(1)
L ,S(1)

R ,S(2)
L ,S(2)

R ), size n, target sum T
Require: Memory margin parameter: ε

Let M be a random modulus in [2(1/4−ε) n, 2 · 2(1/4−ε) n]
Create list S(1)

R (M) containing pairs (S(1)
R [i] mod M, i) where i indexes all of S(1)

R

Create list S(2)
R (M) containing pairs (S(2)

R [i] mod M, i) where i indexes all of S(2)
R

Sort S(1)
R (M) and S(2)

R (M) by values of the left member of each pair
Create empty list Sol
for σM from 0 to M − 1 do

Empty the list S(1) (or create the list if σM = 0)
for i from 1 to size of S(1)

L do

Let σ
(1)
L = S(1)

L [i] and σt = (σM − σ
(1)
L ) mod M

Binary search first occurrence of σt in S(1)
R (M)

for each consecutive (σt, j) in S(1)
R (M) do

Add (σ(1)
L + S(1)

R [j]), (i, j)) to S(1)

end for
end for
Sort list S(1) by values of the left member of each pair
for k from 1 to size of S(2)

L do

Let σ
(2)
L = S(2)

L [k] and σt = (T − σM − σ
(2)
L ) mod M

Binary search first occurrence of σt in S(2)
R

for each consecutive (σt, l) in S(2)
R (M) do

Let T ′ = T − σ
(1)
L − S(2)

R [l]
Binary search first occurrence of T ′ in S(1)

for each consecutive (T, (i, j)) in S(1) do
Add (i, j, k, l) to Sol

end for
end for

end for
end for
Return list of solutions Sol

Algorithm 4. Our simple algorithm (Section 4.2)
Require: Knapsack elements a1, . . . , an. Knapsack sum S. Parameter β

Let M be a random prime close to 2β n

Let R1, R2 and R3 be random values modulo M .
Solve the 1/8-unbalanced knapsack modulo M with elements a and target R1.
Solve the 1/8-unbalanced modular knapsack with target R2.
Solve the 1/8-unbalanced modular knapsack with target R3.
Solve the 1/8-unbalanced modular knapsack with target S −R1 −R2 −R3 mod M .
Create the 4 sets of non-modular sums corresponding to the above solutions.
Do a 4-way merge (with early abort and consistency checks) on these 4 sets.
Rewrite the obtained solution as a knapsack solution.
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Complexity analysis. If we ignore the innermost loop that writes down the
solution set Sol, the running time of the execution of the loop iteration corre-
sponding to σM is Õ(S(1)(σM ) + S(2)(σM )), with a polynomial factor in n that
comes from sorting and searching. Summing over all iterations of the loop, we
have a total running time of Õ(S(1) + S(2)) = Õ(2n/2), unless Sol has a size
larger than Õ(2n/2).

Where memory is concerned, storing S(1)
L , S(1)

R , S(2)
L and S(2)

R costs O(2n/4).
However, the memory required to store the partitioned representation of S(1) is
maxσM S(1)(σM ). Note that we cannot guarantee that this maximum remains
small. A simple counterexample occurs when all ai values (in the first half) are
multiples of M . Indeed, in that case we find that S(1)(0) has size 2n/2. In general,
we do not expect such a bad behavior, more precisely, we have:

Theorem 2. For any real ε > 0 and modulus M close to 2(1/4−ε)n, for a
fraction at least 1 − 2−4ε n of knapsacks with density D < 4 given by n-tuples
(a1, · · · , an) and target value T , Algorithm 1 using as 4-way merge routine Algo-
rithm 3 finds all of the NSol solutions of the knapsack in time Õ(max(2n/2, NSol))
using memory Õ(max(2(1/4+ε)n, NSol)).

Proof. The time analysis is given above. The bound on the memory use for
almost all knapsacks comes from applying Corollary 1 with λ = 1/2 twice on the
left and right-hand side subknapsacks on n/2 elements, using B = {0, 1}n/2. We
need to use the fact that a random knapsack taken uniformly at random with
n/D-bit numbers is close to a random knapsack modulo M , when D < 4.

A high bit version. Instead of using modular values to partition the sets S(1) and
S(2), another option is to look at the value of the �n/4� higher bits. Depending
on the precise context, this option might be more practical than the modular
version. In the implementation presented in Section 5, we make use of both
versions.

Early abort with multiple solutions. When the number of solutions NSol is large,
and we wish to find a single solution, we can use an early abort strategy. Heuris-
tically , assuming that the σM values corresponding to the many solutions are
well-distributed modulo M , this reduces the heuristic expected running time to
Õ(max(2n/4, 2n/2/NSol)).

3.2 Application to Unbalanced Knapsacks

The basic birthday algorithm, the algorithm of Schroeppel–Shamir and our vari-
ation can also, with some care, be applied to α-unbalanced knapsacks. In this
case, if we let:

Cα =
(
α−α · (1− α)α−1) ,

the time complexity is Õ(Cn/2α ) and the memory complexity is Õ(Cn/2α ) for the
basic birthday algorithm, Õ(Cn/4α ) for the algorithm of Schroeppel and Shamir
and Õ(C(1/4+ε)n

α ) for our variation.
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Adapting to the unbalanced case. Letting � = 'αn(, if we assume that
the solution of the knapsack has '�/2( elements coming from the first half, then
the algorithms are easily adapted. With the basic birthday method, the only
difference with the balanced case is that S(1) now contains all sums of exactly
'�/2( elements among the 'n/2( first elements and S(2) contains all sums of ��/2�
among the last �n/2� elements. This restriction is important, because allowing
more elements on either side makes the sets S(1) or S(2) too large and prevents us
from reaching the expected complexity bound. With balanced knapsacks, this is
not an issue because

(
n

�n/2�
)

and 2n are within polynomial factors of each other.
However, nothing a priori guarantees that the solution satisfies the above

assumption. If it does, we say, following [24], that we have a splitting family.
When n is even, to obtain such a splitting family, we can use a method attributed
to Coppersmith in [24]. The idea is to run the algorithm n times on n knapsacks
whose target sums are all equal to S and whose elements are rotated copies of
a1, . . . , an. Namely, the elements of the i-th knapsack are a(i)

j = a(i+j) mod n. To
prove that this works, it suffices to show that a sliding windows of n/2 consecutive
elements intersects the solution S in exactly '�/2( points at least once, see [24]
for details. When n is odd, we instead attempt to solve the two knapsacks on
n − 1 elements a1 to an−1 and targets S and S − an, thus going back to the
even case. Alternatively, it is also possible to use a randomized approach also
due to Coppersmith and described in [24]. In fact, it suffices to randomize the
order of the ai for each new trial and take the first and second halves. Thanks
to Stirling’s formulae, this, on average, only requires O(

√
n) trials.

For applying the algorithm of Schroeppel–Shamir or our variation to unbal-
anced knapsacks, we need to assume that the number of elements in each of
the four quarters is known in advance and is either equal to '�/4( or to ��/4�.
Assuming that n is a multiple of 4, this can be achieved in a deterministic way
by first using a sliding windows to guarantee that the two halves contains '�/2(
or to ��/2� elements, then, inside of each half, we use another sliding window to
balance the number of elements within the corresponding quarter. At most, we
need to try n3/4 configurations. When n is not a multiple of 4, we first guess
the value of ε in (n mod 4) positions and we are back to a knapsack with a num-
ber of elements equal to a multiple of 4. It is also possible to use a randomized
approach, with an expected number of trials O(n3/2).

4 The New Algorithms

4.1 Basic Principle

In this section, we want to solve a generic knapsack problem on n-elements. We
start from the basic knapsack equation:

S =
n∑
i=1

εiai.

As explained in Section 2, by taking the complementary knapsack if required,
we may assume that � =

∑n
i=1 εi ≥ �n/2�.
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We define the set S��/2� as the set of all partial sums of '�/2( or ��/2� knapsack
elements. Clearly, there exists pairs (σ1, σ2) of elements of S��/2� such that S =
σ1 + σ2. In fact, there exist many such pairs, corresponding to all the possible
decompositions of the set of � elements appearing in S into two subsets of size
≤ ��/2�. The number Nn of such decompositions is given either by the binomial(
�
�/2

)
for even � or by 2

(
�

(�−1)/2

)
for odd �.

The basic idea that underlies all algorithms presented in this paper is to focus
on a small part on S��/2�, in order to discover one of these many solutions. We
start by choosing a prime integer M near Nn and a random element R modulo
M . Heuristically, we find that with some constant probability, there exists a
decomposition of S into σ1 + σ2, such that σ1 ≡ R (mod M) and σ2 ≡ S − R
(mod M). To find such a decomposition, it suffices to construct the two subsets
of S��/2� containing elements respectively congruent to R and S−R modulo M .
Using the asymptotic estimates of binomials, we find that the expected size of
each of these subsets is:(

n
��/2�
)

M
≈
(

n
��/2�
)(

�
��/2�
) = Õ(20.3113n).

The exponent 0.3113 is obtained by approximating the binomial in the worst
case where � ≈ n/2. Once these two subsets, respectively denoted by S(1)

��/2� and

S(2)
��/2� are constructed, we need to find a collision between σ1 and S − σ2, with

σ1 in S(1)
��/2� and σ2 in S(2)

��/2�. Clearly, using a classical sort and match method,

this can be done in time Õ(20.3113n). As a consequence, assuming that we can
construct the sets S(1)

��/2� and S(2)
��/2� quickly enough ,we can hope to construct

an algorithm with overall complexity Õ(20.3113n) for solving generic knapsacks,.
The rest of this paper shows how this can be achieved and also tries to minimize
the required amount of memory.

Application to unbalanced knapsacks. The above idea can directly be ap-
plied to unbalanced knapsacks with � = αn elements in the decomposition of S.
This expected size of the subsets of S��/2� can now be approximated by:(

n
��/2�
)(

�
��/2�
) = Õ

((
2

αα/2 · (2− α)(2−α)/2

)n
· 2−αn
)
.

Interestingly, when α < 1/2 we obtain a smaller bound by considering the com-
plementary knapsack. As a consequence, in order to preserve the usual conven-
tion α ≤ 1/2, it is useful to substitute α by 1− α, we obtain the bound:

Õ
((

(1− α)(α−1)/2 · (1 + α)−(1+α)/2
)n

· 2αn
)
.

The curve of the logarithm in base 2 of this bound is included in Figure 1.
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4.2 Simple Algorithm

We first present a reasonably simple algorithm, which can achieve several trade-
offs between time and memory. For simplicity, we assume that � =

∑n
i=1 εi =

'n/2(. Should this not be the case, it would suffice to run the algorithm (possibly
in the unbalanced version described below) for all values of � ≤ 'n/2(. In such a
sequence of executions, the instance with � = 'n/2( dominates the running time
and the total run time remains within the same bound.

In our simple algorithm, instead of considering decompositions of S into two
sub-sums as in the previous section, we now consider decompositions into four
parts and write:

S = σ1 + σ2 + σ3 + σ4,

where each σi belongs to the set S��/4� of all partial sums of either '�/4( or
��/4� knapsack elements. The exact number N of such decompositions varies
depending on the value of � modulo 4, for example:

N =
(

�

�/4, �/4, �/4, �/4

)
when � ≡ 0 (mod 4).

However, in any case, thanks to Stirling’s formula, we find that N = Õ(2n).
We now choose an integer M near 2β n (with 1/4 < β < 1/3) and three

random elements R1, R2 and R3 modulo M . We then search for a decomposition
that satisfies the constraints σ1 ≡ R1 (mod M), σ2 ≡ R2 (mod M), σ3 ≡ R3
(mod M) and σ4 ≡ S−R1−R2−R3 (mod M). Clearly, the fourth condition is a
consequence of the other three and we heuristically expect NM−3 solutions that
satisfy the extra constraints. To make this heuristic expectation precise enough
we need the following generalization to Corollary 2:

Corollary 5. When log2(M) > (3 log2(3)/16)n ≈ 0.2972n, for any reals λ > 0
and 1 > μ > 0, the fraction of n-tuples (a1, · · · , an) ∈ ZnM for which there exist at
least μM3 values (c1, c2, c3) ∈ ZM that satisfy |Pa1,··· ,an(B, c1, c2, c3)− 1/M3| ≥
λ/M3 is at most:

2M3

λ2 μ |B| ,

where B is the set of decomposition of a given solution as (x(1), x(2), x(3), x(4))
and Pa1,··· ,an(B, c1, c2, c3) denotes the probability of the event:

n∑
i=1

aix
(1)
i ≡ c1 and

n∑
i=1

aix
(2)
i ≡ c2 and

n∑
i=1

aix
(3)
i ≡ c3 (mod M).

Proof. Refer to long version of this paper [12].

Heuristically, we also expect the corollary to hold as long as β > 1/4.
Once we have random values R1, R2 and R3 that match a decomposition of

the solution, we can find the solution as follows: we start by constructing the
four subsets of S��/4� containing elements respectively congruent to R1, R2, R3
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and S − R1 − R2 − R3 modulo M . We denote these subsets by S(1)
��/4�, S(2)

��/4�,

S(3)
��/4� and S(4)

��/4�. Once this is done, we search for a knapsack solution by doing
a 4-way merge of these sets. This strategy is outlined as Algorithm 4.

Constructing the subsets. To construct each of the subsets S(1)
��/4�, S(2)

��/4�,

S(3)
��/4� and S(4)

��/4�, we use the algorithm of Schroeppel and Shamir. Note that,
since the solution we are searching is a sum of '�/4( or ��/4� elements, we need
to use the algorithm in the unbalanced case, with α = 1/8. Depending on the
value of β, the set of solutions may be quite large. Indeed, the expected number
of solutions is

(
n

�n/8�
) · 2−βn = Õ(2(0.5436−β)n). Since this is bigger than the size

of the subsets S(i)
��/4�, the memory complexity of Algorithm 1 is Õ(2(0.5436−β)n),

while its time complexity is Õ(max(2(0.5436−β)n, 20.272n)). For the theoretical
analysis, we assume here that we are using the original 4-way merge algorithm
of Schroeppel and Shamir whose complexity is always guaranteed.

Of course, since we are solving modular knapsack instances, we first need
to transform the problems into (polynomially many instances of) integer knap-
sacks as explained in Section 2. In any case, note that the time and memory
requirements of this stage are dominated by the complexity of the next stage.

Recovering the desired solution. Once the subsets S(1)
��/4�, S(2)

��/4�, S(3)
��/4�

and S(4)
��/4� are constructed, it suffices to perform a 4-way merge of these sets

using a slightly modified version of the modular2 4-way merge Algorithm 3. For
this 4-way merge, we use a modulus M ′ coprime to M . We choose M ′ close to(

n
��/4�
)
2−βn ≈ 2(0.5436−β)n.

The changes to Algorithm 3 are the following:

1. Rename the modulus as M ′

2. Replace the “for” loop on the σM ′ value, by a loop where each new value of
σM ′ is randomly selected.

3. At each merge, i.e. insertion in S(1), Sol or (implicit) S(2), add a consistency
check to make sure that the corresponding subset sums do not overlap. If
consistency check fails, skip the insertion.

4. Add an early abort criteria: stop the algorithm at the first insertion in Sol.

At the end of the algorithm, the consistent solution σ1 +σ2+σ3+σ4 = S present
in Sol can be translated into a solution of the knapsack problem.

Complexity analysis (sketch of proof). We have already seen that the
time complexity of the subset construction phase is Õ(max(2(0.5436−β)n, 20.272n))
using memory Õ(2(0.5436−β)n). To analyze the complexity of the recovery stage,
we need to know the size of the intermediate set of sums S1(σM ′ ). Note that

2 Here, we cannot use the original 4-way merge, because we do not know how to
analyze its complexity when early abort is used.
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this set contains all choices of ��/2� elements among n that can be written as a
sum σ = σ1 + σ2 satisfying a modular constraints, i.e., σ1 ≡ σM ′ (mod M ′). By
construction, we also have σ1 ≡ R1 +R2 (mod M).

Using the same techniques, we can also show that there exists a constant
τ such that at least τ min(2(1−3β)n, 2(1/2−β)n) decompositions of the original
solutions in two parts with σ1 ≡ R1 +R2 (mod M) are obtained. Let B denotes
this set of accessible decompositions and look at the corresponding sums modulo
M ′ > |B|. Applying Corollary 3 with μ = 1/2, we find that, for all but an
exponentially small fraction of n-tuples (a1, · · · , an), at least |B|/2 different sums
modulo M ′. As a consequence, since the σM ′ values are taken at random, the 4-
way merge requires an expected number of iterations M ′/(2|B|). Moreover, after
nM ′/(2|B|) iterations there is an overwhelming probability to find at least one
such decomposition. Thus, the early abort occurs after Õ(M ′/(2|B|)) iterations.

It remains to analyze the time complexity of each iteration of the loop. It is
dominated by the number of merged pairs that need to be tested for consistency.
For any value of σM ′ the number of pairs is the sum over c of the number of
elements congruent to c modulo M ′ in the first list by the number of elements
congruent to σM ′−c modulo M ′ in the second list. This is a scalar product of two
vectors on M ′ elements. It is smaller than the product of the norms of the two
vectors. We can bound the squared norm using Corollary 4, with λ = 2−εn. We
find that for an exponentially small fraction λ of n-tuples, the number of pairs
tested for consistency per iteration is Õ(2εnM ′). Multiplying by the number of
iterations, we find a total time Õ(2εnM ′2/|B|) = Õ(2(0.0872+β)n) when ε is small
enough.

We should also state that the number of quadruples tested for consistency is
Õ(20.3113n). Putting everything together, when 1/3 > β > 1/4, we summarize
the overall running time of the algorithm as Õ(max(20.3113n, 2(0.0872+β)n)) using
Õ(2(0.5436−β)n) units of memory. We recall that, when β ≤ 3 log2(3)/16 the
analysis is only heuristic.

Some possible time-memory trade-offs. We now instantiate this simple
algorithm by choosing values for β. A first option is to minimize the required
amount of memory, this is achieved by taking β arbitrarily close to 1/3 and yields
a running time Õ(20.421n), using Õ(20.211n) memory units. A second option is
to look at the smallest value of β for which we can prove the algorithm, i.e.,
β ≈ 0.2972, we have running time Õ(20.385n), using Õ(20.247n) memory units. A
third heuristic option is to require the same amount of memory as in Schroeppel–
Shamir, i.e. Õ(2n/4), this occurs for β ≈ 0.2936 and corresponds to a running
time Õ(20.381n). Finally, we can minimize the running time by taking β close
to 1/4 and obtain an algorithm with time complexity Õ(20.338n) and memory
complexity Õ(20.294n).

For the choices β < 1/4, the time complexity becomes Õ(2(0.5872−β)n) and
increases again.

Complexity for unbalanced knapsacks. As in Section 3.1, this algorithm
can be extended to α-unbalanced knapsacks, with α ≤ 1/2. Writing the time
complexity as Õ(2Cαn) and the memory complexity as Õ(2Dαn), we have:
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Cα = 2 log2

(
4

αα/4 · (4− α)(4−α)/4

)
− 2α+ 2βα and

Dα = log2

(
4

αα/4 · (4− α)(4−α)/4

)
− 2βα.

As in the balanced case, the parameter β determines the chosen time-memory
trade-off.

Knapsacks with multiple solutions. Note that nothing prevents the above
algorithm from finding a large fraction of the solutions for knapsacks with many
solutions. However, in that case, we need to take some additional precautions. We
need to change the early abort strategy and to remove any duplicate represen-
tation of a given solution. We should remember that, if the number of solutions
becomes too large it can dominate time and memory complexities.

For an application that would require all the solutions of the knapsack, it is
also necessary to increase the running time. The reason is that this algorithm
is probabilistic and that the probability of missing any given solution decreases
exponentially as a function of the running time. Of course, when there is a large
number NSol of solutions, the probability of missing at least one is multiplied
by NSol. Heuristically, to balance this, we increase the running time by a factor
of log(NSol).

4.3 A Better Heuristic Algorithm

Despite the fact that the algorithm from Section 4.2 outperforms the method
of Schroeppel and Shamir, it does not achieve the complexity expected from
Section 4.1. Admittedly, with the choice of β that optimizes speed, it comes
reasonably close. However, in this case, it requires more memory than we would
expect. In order to further reduce the complexity, we propose a heuristic algo-
rithm that more closely follows the basic idea from Section 4.1. More precisely,
we need to write S = σ1 + σ2 and constrain σ1 enough to lower the number of
expected solutions close to 1. Once again, we assume, for simplicity, that n is
even and that we are considering a 1/2-unbalanced knapsack.

We choose a modulus M close to 2γn with γ ≥ 1/2 and thus need to consider
on average 2(γ−1/2)n different random values for σ1 modulo M . For each of
these 2(γ−1/2)n random values, denoted by R, we need to compute the list of all
solutions to the partial knapsack σ1 = R (mod M), the list of all solutions to
σ2 = S − R (mod M) and finally to search for a collision between the integer
values of σ1 and S − σ2.

Clearly, the list of values σ1 (or σ2) can be constructed by solving a modular
knapsack problem involving about n/4 values chosen among n. After trans-
forming the problem into integer knapsack problems, we simply use the al-
gorithm from Section 4.2 in the 1/4-unbalanced case. This can be done us-
ing time Õ(20.2996n) and memory Õ(20.2123n), assuming that the number of
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solutions is no bigger than that. Since the number of expected solutions is(
n
n/4

)
/M = Õ(2(0.8113−γ)n), we choose γ between 0.5117 and 0.5990, in order

to balance the number of solutions returned by the subroutine with some com-
promise between its time or memory. Here is a table that shows some achievable
trade-offs:

γ Time exponent Memory exponent Comment
0.5117 0.3113 0.2996 Lowest time
0.5177 0.3173 0.2936 Same memory as Algorithm 4
0.5375 0.3372 0.2737 Same time as Algorithm 4
0.5613 0.3609 1/4 Same memory as Schroeppel-Shamir
0.5990 0.3986 0.2123 Lowest memory

The behavior of this algorithm for α-unbalanced knapsacks is shown on Figure 1.

Complexity using recursion. Finally, we can use this heuristic approach
recursively to slightly reduce the memory requirements. In fact, one level of
recursion is enough. To solve an α-unbalanced knapsack, we cut it in two halves
and solve the resulting (α/2)-unbalanced knapsacks using the above heuristic
method. Thanks to the faster runtime of the subroutine, we can use a different
choice for γ and obtain the lowest runtime with less memory. More precisely, the
memory use for α-unbalanced knapsacks is now equal to the running time of the
heuristic algorithm on (α/2)-unbalanced knapsacks. As a consequence, we can
solve 1/2-unbalanced knapsacks in time Õ(20.3113n) using Õ(20.2936n) units of
memory.

5 A Practical Experiment

In order to make sure that our new algorithms perform well in practice, we have
benchmarked their performance by using a typical hard knapsack problem. We
constructed it using 96 random elements of 96 bits each and then built the target
S as the sum of 48 of these elements.

Variation of Schroeppel–Shamir algorithm. Concerning the implementa-
tion of Schroeppel–Shamir algorithm, we need to distinguish between two cases.
Either we are given a good decomposition of the set of indices into four quar-
ters, each containing half zeroes and half ones, or we are not. In the first case,
we can reduce the size of the initial small lists to

(24
12

)
= 2 704 156. In second

case, two options are possible: we can run the previous approach on randomized
decompositions until a good is found, which requires about 120 executions; or
we can start from small lists of size 224 = 16 777 216.

For the first case, we used the variation of Schroeppel–Shamir presented in
Section 3.1 with a prime modulus M = 2 704 157. Testing the full space of
solutions requires 120×37 = 4 400 days on a single Intel core 2 duo at 2.66 Ghz.
It turns out that, despite higher memory requirements, the second option is the
faster one and would require about 1 500 days on the same machine to enumerate
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the search space. The memory requirements are either 300 Mbytes of memory
with initial lists of size

(24
12

)
and 1.8 Gbytes with initial lists of size 224.

Of course, the algorithm may succeed before finishing the full enumeration.

Our simple algorithm. As with the Schroeppel–Shamir algorithm, we need to
distinguish between two cases, depending whether or not a good decomposition
into four balanced quarters is initially known. When it is the case, our implemen-
tation recovers the correct solution in less than an hour on the same computer.
When such a decomposition is not known in advance, we need about 120 ran-
domized decompositions and find a solution in about 5 days. The parameters we
use in the implementation are the following:

– For the main modulus that define the random values R1, R2 and R3, we take
M = 1 253 839.

– For the final merging of the four obtained lists, we use the modulus 2 493 709
and apply consistency checks and early abort.

The memory requirement are approximately 2.6 Gbytes of memory.

Our better heuristic algorithm. In our implementation of the algorithm,
the small lists that occur at the innermost level are so small that we replaced
Schroeppel–Shamir algorithm there by a basic birthday paradox method. Thus,
we no longer need a decomposition of the knapsack into four balanced quarters.
Instead, two balanced halves are enough. This means that when such a decom-
position is not given, we only need to run the algorithm an average of 6.2 times
to find a correct decomposition instead of 120 times. The parameters we use are:

– For the higher level modulus, we choose M = 4 194 319 · 58 711 · 613.
– The innermost birthday paradox method is done modulo 613.
– Assembling the two half-knapsacks is performed modulo 58 711 · 613.

In practice, using such composite moduli saves time and memory. With the
above parameters, our implementation uses about 1.7 Gbytes and runs in ap-
proximately 1.5 hours given a correct decomposition3 into two halves. Without
such a decomposition, we need less than 10 hours to find a solution.

6 Possible Extensions and Applications

The algorithmic techniques presented in this paper can be applied to more than
ordinary knapsacks. We already mentioned modular knapsacks in Section 2, we
now describe a few more:

Approximate knapsack problems. A first problem we can consider is to find
approximate solutions to knapsack problems. More precisely, given a knapsack
a1, . . . , an and a target S, we try to write:

S =
n∑
i=1

εi ai + δ,

3 More precisely, we found 30 copies of the solution in 157 585 seconds on a single core.
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where δ is small, i.e. belongs to the range [−B,B] for a specified bound B. As
the modular knapsack problem, this can be solved by transforming it into a
knapsack problem with several targets. Define a new knapsack b1, . . . , bn where
bi is the closest integer to ai/B and let S′ be the closest integer to S/B. To solve
the original problem, it now suffices to find solutions to the new knapsack, with
targets S′ − �n/2�, . . . , S′ + �n/2�.

Vectorial knapsack problems. Another option is to consider knapsacks whose
elements are vectors of integers and where the target is a vector. Without go-
ing into the details, it is clear that this is not going to be a problem for our
algorithms. In fact, the decomposition into separate components can even make
things easier. Indeed, if the individual components are of the right size, they can
be used as a replacement for the modular criteria that determine whether we
keep or remove partial sums.

Knapsacks with εi in {−1, 0, 1}. In this case, we can apply similar methods.
However, we obtain different bounds, since the number of different representa-
tions of a given solution is no longer the same. For simplicity of presentation, we
assume that n is a multiple of 3 and that the solution contains n/3 values of each
type. A simple birthday approach works by searching for a collision between two
sums of n/3 knapsack elements. It is equal to:(

n

n/3

)
≈ Õ(20.9183n).

Note that this is higher than the expected 3n/2. A slightly more complex ap-
proach splits the knapsack in two halves and search for a collision between a left
and right sum, each containing one third each of of 0, 1 and −1. This yields the
expected complexity 3n/2. Using our ideas and taking a collision between two
half-sums each containing two-thirds of 0s and one sixth of each of 1 and −1 of
the n elements, we find a complexity Õ(20.585n) to find one of the 22n/3 possible
decompositions.

Single solution out of many. When there are many possible solutions to a
knapsack problem, we may wish to combine our idea with the generalized birth-
day algorithm of [25] and find one of the many solutions even faster. However,
this approach is difficult to analyze in general.

Combination of the above and possible applications. In fact, it is even
possible to address combinations of the above. As a consequence, this algorithm
can be a very useful cryptanalytic tool. For example, the NTRU cryptosystem
can be seen as an unbalanced, approximate modular vector knapsack. However,
it has been shown in [11] that it is best to attack this cryptosystem by using a
mix of lattice reduction and knapsack-like algorithms. As a consequence, deriving
new bounds for attacking NTRU would require a complex analysis, which is out
of scope for the present paper. In the same vein, Gentry’s fully homomorphic
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scheme [8], also needs to be studied with our new algorithm in mind. Another
possible application would be the SWIFFT hash function [17].

Note that, in all cases, our algorithms never affect asymptotic security of a
cryptographic scheme, indeed, an algorithm with complexity 20.3113n remains ex-
ponential. However, depending on the initial designers hypothesis, recommended
practical parameters may need to be increased. For the special case of NTRU,
it can be seen that in [9] that the estimates are conservative enough not to be
affected by our algorithms.

7 Conclusion, Open Problems

In this paper, we have proposed new algorithms to solve the knapsack problem
and other related problems, which improve on the current state of the art. In
particular, for the knapsack problem itself, this improves the 31-year old algo-
rithm of Schroeppel and Shamir and gives a positive answer to the question
posed in the Open Problem Garden [6] about knapsack problems: “Is there an
algorithm that runs in time 2n/3?”. Many interesting related problems are still
open:

– Find a fast deterministic algorithm to solve the knapsack problem. In par-
ticular, such an algorithm could show that a given knapsack does not have
a solution.

– Devise a fast Las Vegas algorithm, i.e., a randomized algorithm that can
prove that a given knapsack has no solution.

– Improve our algorithms by using a full recursive approach.
– Reduce the memory requirements. Surprisingly, general cycle finding tech-

niques do not seem to apply in this case and do not yield a constant memory
algorithm with time Õ(2n/2).

Acknowledgements. We would like to thank Igor Shparlinski for useful dis-
cussions about exponential sums and distributions of knapsack outputs. The
first author also appreciates time spent thinking about this problem at NTRU
Cryptosystems, Inc.

References

1. Ajtai, M.: The shortest vector problem in L2 is NP-hard for randomized reductions
(extended abstract). In: 30th ACM STOC, Dallas, Texas, USA, May 23–26, pp.
10–19. ACM Press, New York (1998)

2. Camion, P., Patarin, J.: The Knapsack hash function proposed at Crypto’89 can
be broken. In: Davies, D.W. (ed.) EUROCRYPT 1991. LNCS, vol. 547, pp. 39–53.
Springer, Heidelberg (1991)

3. Chose, P., Joux, A., Mitton, M.: Fast correlation attacks: An algorithmic point of
view. In: Knudsen, L.R. (ed.) EUROCRYPT 2002. LNCS, vol. 2332, pp. 209–221.
Springer, Heidelberg (2002)



New Generic Algorithms for Hard Knapsacks 255

4. Coster, M.J., Joux, A., LaMacchia, B.A., Odlyzko, A.M., Schnorr, C.-P., Stern,
J.: Improved low-density subset sum algorithms. Computational Complexity 2,
111–128 (1992)

5. Damg̊ard, I.: A design principle for hash functions. In: Brassard, G. (ed.) CRYPTO
1989. LNCS, vol. 435, pp. 416–427. Springer, Heidelberg (1990)

6. Open problem garden, http://garden.irmacs.sfu.ca
7. Garey, M.R., Johnson, D.S.: Computers and Intractability: A Guide to the Theory

of NP-Completeness. Freeman, San Francisco (1979)
8. Gentry, C.: Fully homomorphic encryption using ideal lattices. In: Mitzenmacher,

M. (ed.) 41st ACM STOC, Bethesda, MD, USA, May 2009, pp. 169–178. ACM
Press, New York (2009)

9. Hirschorn, P.S., Hoffstein, J., Howgrave-Graham, N., Whyte, W.: Choosing NTRU-
Encrypt parameters in light of combined lattice reduction and MITM approaches.
In: Abdalla, M., Pointcheval, D., Fouque, P.-A., Vergnaud, D. (eds.) ACNS 2009.
LNCS, vol. 5536, pp. 437–455. Springer, Heidelberg (2009)

10. Horowitz, E., Sahni, S.: Computing partitions with applications to the knapsack
problem. J. Assoc. Comp. Mach. 21(2), 277–292 (1974)

11. Howgrave-Graham, N.: A hybrid lattice-reduction and meet-in-the-middle attack
against NTRU. In: Menezes, A. (ed.) CRYPTO 2007. LNCS, vol. 4622, pp. 150–
169. Springer, Heidelberg (2007)

12. Howgrave-Graham, N., Joux, A.: New generic algorithms for hard knapsacks,
eprint.iacr.org or www.joux.biz/publications/Knapsacks.pdf

13. Impagliazzo, R., Naor, M.: Efficient cryptographic schemes provably as secure as
subset sum. Journal of Cryptology 9(4), 199–216 (1996)

14. Joux, A., Granboulan, L.: A practical attack against knapsack based hash functions
(extended abstract). In: De Santis, A. (ed.) EUROCRYPT 1994. LNCS, vol. 950,
pp. 58–66. Springer, Heidelberg (1994)

15. Lagarias, J.C., Odlyzko, A.M.: Solving low-density subset sum problems. J. Assoc.
Comp. Mach. 32(1), 229–246 (1985)

16. Lenstra, A.K., Lenstra Jr., H.W., Lovász, L.: Factoring polynomials with rational
coefficients. Math. Ann. 261, 515–534 (1982)

17. Lyubashevsky, V., Micciancio, D., Peikert, C., Rosen, A.: Swifft: A modest proposal
for fft hashing. In: Nyberg, K. (ed.) FSE 2008. LNCS, vol. 5086, pp. 54–72. Springer,
Heidelberg (2008)

18. Merkle, R., Hellman, M.: Hiding information and signatures in trapdoor knapsacks.
IEEE Trans. Information Theory 24(5), 525–530 (1978)

19. Nguyen, P.Q., Shparlinski, I.E., Stern, J.: Distribution of modular sums and the
security of the server aided exponentiation. Progress in Computer Science and
Applied Logic 20, 331–342 (2001); Final Proceedings of Cryptography and Com-
putational Number Theory workshop, Singapore (1999)

20. Schnorr, C.-P.: A hierarchy of polynomial time lattice basis reduction algorithms.
Theoretical Computer Science 53, 201–224 (1987)

21. Schroeppel, R., Shamir, A.: A T = O(2n/2), S = O(2n/4) algorithm for certain
NP-complete problems. In: FOCS, pp. 328–336 (1979)

22. Schroeppel, R., Shamir, A.: A T = O(2n/2), S = O(2n/4) algorithm for certain
NP-complete problems. SIAM Journal on Computing 10(3), 456–464 (1981)

23. Shamir, A.: A polynomial time algorithm for breaking the basic Merkle-Hellman
cryptosystem. In: Chaum, D., Rivest, R.L., Sherman, A.T. (eds.) Advances in
Cryptology – CRYPTO 1982, Santa Barbara, CA, USA, pp. 279–288. Plenum
Press, New York (1983)

http://garden.irmacs.sfu.ca
eprint.iacr.org
www.joux.biz/publications/Knapsacks.pdf


256 N. Howgrave-Graham and A. Joux

24. Stinson, D.R.: Some baby-step giant-step algorithms for the low hamming weight
discrete logarithm problem. Math. Comput. 71(237), 379–391 (2002)

25. Wagner, D.: A generalized birthday problem. In: Yung, M. (ed.) CRYPTO 2002.
LNCS, vol. 2442, pp. 288–303. Springer, Heidelberg (2002)

A Graph of Compared Complexities

In the following figure, we present the complexity of the algorithms discussed in
the paper for α-unbalanced knapsacks.
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Abstract. Lattice enumeration algorithms are the most basic algorithms
for solving hard lattice problems such as the shortest vector problem and
the closest vector problem, and are often used in public-key cryptanaly-
sis either as standalone algorithms, or as subroutines in lattice reduction
algorithms. Here we revisit these fundamental algorithms and show that
surprising exponential speedups can be achieved both in theory and in
practice by using a new technique, which we call extreme pruning. We
also provide what is arguably the first sound analysis of pruning, which
was introduced in the 1990s by Schnorr et al.

1 Introduction

A lattice is the set of all integer combinations of n linearly independent vectors
b1, . . . ,bn in Rn. These vectors are known as a basis of the lattice. The most
basic computational problem involving lattices is the shortest vector problem
(SVP), which asks to find a nonzero lattice vector of smallest norm, given a
lattice basis as input. The inhomogeneous version of the problem is called the
closest vector problem (CVP); here we are given an arbitrary vector in addition
to the lattice basis and asked to find the lattice point closest to that vector.

Algorithms for these problems can be used to solve a wide range of problems,
such as integer programming [16], factoring polynomials with rational coefficients
[17], integer relation finding [15], as well as problems in communication theory
(see [1,25] and references therein). They are also extremely useful in public-key
cryptanalysis, notably they can break special cases of RSA and DSA (see [23]
and references therein). And the growing interest in lattice-based cryptography
further motivates their study.

There are two main algorithmic techniques for lattice problems. The first tech-
nique, known as lattice reduction, started with the celebrated LLL algorithm [17]
and continued with blockwise algorithms [31,32,12] such as BKZ [32]. It works by
applying successive elementary transformations to the input basis in an attempt
to make its vectors shorter and more orthogonal. For usual parameters, such
algorithms run in polynomial time, but the approximation factor they provide
is asymptotically exponential (see [13] for experimental results). A second and
more basic approach, which is the focus of our work, is the enumeration technique
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which dates back to the early 1980s with work by Pohst [27], Kannan [16], and
Fincke-Pohst [11], and is still actively investigated (e.g., [32,1,14,28,30,20,35]). In
its simplest form, enumeration is simply an exhaustive search for the best inte-
ger combination of the basis vectors. Enumeration algorithms run in exponential
time (or worse) but find the shortest vector (as opposed to a loose approximation
thereof).

The two approaches are often combined. First, blockwise lattice reduction
algorithms rely on a subroutine to find short vectors in a low-dimensional lat-
tice, whose dimension is a parameter known as the “block size”. This subrou-
tine is typically implemented through enumeration. Second, the running time
of enumeration algorithms crucially depends on the quality of the input basis.
Therefore, enumeration algorithms are almost never applied directly to a given
basis; instead, one first applies lattice reduction and then runs an enumeration
algorithm on the resulting reduced basis.

An alternative algorithmic technique for solving lattice problems was sug-
gested in 2001 by Ajtai, Kumar, and Sivakumar [4] (see also [5,26,21,29] for
recent improvements). Although this technique, known as sieving, leads to the
asymptotically fastest algorithms for solving lattice problems exactly (running
in time essentially 2O(n)), it also requires an exponential amount of space, and
as a result, it is so far not useful in practice. We will not discuss this technique
in the remainder of the paper.

Previous results. As mentioned above, the focus of our work is on enumeration
algorithms which are important not just as standalone algorithms, but also as
routines in lattice reduction algorithms. The basic enumeration algorithm (as
in [11,32]) essentially amounts to an exhaustive search for an integer combina-
tion of the basis vectors whose norm is small enough, say, at most some given
threshold R. The search can be seen as a depth-first search on a tree whose
leaves correspond to lattice points, and whose internal nodes correspond to par-
tial assignments to the coefficients of the integer combination, or geometrically,
to the intersection of the lattice with subspaces (see Sect. 3 for a more detailed
description). We include in the tree only those nodes whose norm is at most R.

In an attempt to speed up the running time of this algorithm, Schnorr, Eu-
chner, and Hörner [32,33] suggested in the 1990s a modification of the basic
enumeration algorithm, called pruned enumeration. The rough idea is to prune
subtrees of the tree in which the “probability” of finding a desired lattice point
is “too small”.1 By doing so, we effectively restrict our exhaustive search to a
subset of all possible solutions. The hope is that although this introduces some
probability of missing the desired vector, this “probability” would be small
compared to the gain in running time.

Experimentally, this led to breaking certain instances of the Chor-Rivest cryp-
tosystem, and as a result, the pruning algorithm of Schnorr and Hörner [33]
made it into the popular mathematical library NTL [34], as a subroutine of
BKZ [32]. Unfortunately, to the best of our knowledge, no careful analysis of

1 Making these notions precise requires care, as we shall see later.
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pruned enumeration was ever performed. The arguments that appear in the ex-
isting literature are, as far as we can tell, mostly intuitive and do not provide a
proper analysis of pruned enumeration.2

Our results. We start out by providing what we believe is the first sound analysis
of pruned enumeration. Our analysis applies to a very general family of pruned
enumeration algorithms, in which the pruning is determined by an arbitrary
bounding function, which provides for each level of the tree an upper bound on
the distance of nodes that should be considered. As we will see, the running
time of the enumeration algorithm is determined by the volume of certain high-
dimensional bodies. Our analysis is based on two heuristic assumptions, both of
which we believe are very reasonable. We also provide experimental evidence to
back these assumptions.

Next, we use our analysis to understand the effect of various bounding func-
tions on the performance of pruned enumeration algorithms. For instance, the
analysis can show that well-chosen bounding functions lead asymptotically to
an exponential speedup of about 2n/4 ≈ 1.189n over basic enumeration, while
maintaining a success probability ≥ 95%.

But our main contribution is the realization that further exponential speedups
can be obtained by using bounding functions that significantly reduce the search
region. With such bounding functions, the probability of finding the desired
vector is actually rather low (say, 0.1%), but surprisingly, the running time of the
enumeration is reduced by a much more significant factor (say, much more than
1000). A rigorous explanation of why this happens will be given in Section 5. As a
result, we can repeat the pruned enumeration algorithm several times (say, 1000)
until the desired vector is found, and the total running time becomes significantly
smaller than what one would obtain with standard pruned enumeration. We note
that we must “reshuffle” the basis vectors before each enumeration as otherwise
all the enumerations would behave identically (this will be explained in more
detail when we discuss our second heuristic assumption).

We call this method, which we view as our main conceptual contribution,
extreme pruning. We note that a similar idea is used in other algorithms; for
instance, this is one of the underlying ideas in Lenstra’s elliptic curve factoring
method. We are not aware of any other application of this idea in the context of
lattice algorithms. Our analysis shows that a well-chosen extreme pruning leads
asymptotically to an exponential speedup of about (2−ε)n/2 ≈ 1.414n over basic
enumeration, which is roughly the square of the previous speedup 2n/4.

Experimental results. In practice, our best extreme pruning is able to find the
shortest vector of dense knapsack lattices of dimension 110 (resp. 100) in less
than 62.12 (resp. 1.73) CPU days of sequential computation on a single 1.86-Ghz
core, with a negligible amount of memory and in a trivially parallelizable manner.
With plain Schnorr-Euchner enumeration [32] on a BKZ-35 reduced basis, it
would have taken 1.38 · 109 (resp. 482000) CPU years, so the speedup is about

2 In Appendix A, we show some flaws in the analysis of Schnorr and Hörner [33].
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8.1 · 109 (resp. 1.0 · 108). We are currently running new experiments on random
lattices (as used in [13]), and we expect similar exponential speedups. To the best
of our knowledge, none of these dense lattices can be handled by standard lattice
reduction: they are harder than the 350-dimensional lattice (solved in [22]) from
the GGH challenges.

Open Questions. We expect extreme pruning to improve the performance of
lattice reduction algorithms [32,13], but we leave it to future work to assess
its precise impact. Our focus in this paper is on high-dimensional enumera-
tion, whereas lattice reduction algorithms typically apply enumeration on blocks
whose dimension is rather small; for instance, the experiments of [22] used a block
size of 60. Currently, our extreme pruning algorithm improves enumeration by
randomization, but still uses negligible space; it would be interesting to see if
further improvements can be made by using more space. One way to do so would
be to design new algorithms for the closest vector problem with preprocessing
(CVPP). Indeed, a good CVPP algorithm can help to prune the enumeration
tree in the following way: one would enumerate all the nodes at some depth k,
and use the CVPP algorithm to discard those which do not lead to any leave,
without having to compute all their children. Unfortunately, we have so far been
unable to obtain an improvement in practice using state-of-the-art CVPP algo-
rithms [2]. (But see [20] for a theoretically important algorithm that combines
CVPP and enumeration.)

Roadmap. We start in Section 2 with some background and notation on lat-
tices, and continue with a description of the basic enumeration algorithm in
Section 3. In Section 4 we describe the pruned enumeration algorithm and give
our rigorous analysis. Using that analysis, we introduce and analyze the extreme
pruning algorithm in Section 5. Finally, we present our experimental results in
Sect. 6. Further information is given in the Appendix: App. A discusses the
Schnorr-Hörner pruning [33]; and App. B describes the code used in our ex-
periments, which includes an apparently new implementation trick that speeds
up enumeration.

2 Preliminaries

Lattices are discrete subgroups of Rm. Any lattice L can be defined by a basis,
which is a set of linearly independent vectors (b1, . . . ,bn) in Rm such that L
is equal to the set L(b1, . . . ,bn) = {∑n

i=1 xibi, xi ∈ Z} of all integer linear
combinations of the bi’s. All the bases of L have the same number n of elements,
called the dimension of L, and they all have the same volume, called the volume
vol(L) or determinant of L. Throughout the paper, we use row representations
of matrices. The Euclidean norm of a vector v ∈ Rm is denoted ‖v‖. We denote
by Balln(R) the n-dimensional Euclidean ball of radius R, and by Vn(R) =
Rn · πn/2

Γ (n/2+1) its volume. The n-dimensional unit sphere is denoted by Sn−1.
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Shortest vector. A lattice L contains non-zero vectors of minimal Euclidean
norm: this norm is called the first minimum λ1(L) of L. A vector of norm
λ1(L) is called a shortest vector of L, and is in general unique up to the sign.
Hermite’s constant γn is the supremum of the ratio (λ1(L)/vol(L)1/n)2 over all
n-dimensional lattices. Minkowski’s theorem shows that

√
γn is smaller than the

diameter of the n-dimensional ball of volume 1:
√
γn ≤ 2 · Vn(1)−1/n ≤ √

n.

Orthogonalization. A basis B = (b1, . . . ,bn) can be written uniquely as a prod-
uct B = μ ·D ·Q where μ = (μi,j) is an n× n lower-triangular matrix with unit
diagonal, D an n-dimensional positive diagonal matrix and Q an n×m matrix
with orthonormal row vectors. Then μD is a lower triangular representation of B
(with respect to Q), B∗ = DQ = (b∗

1, . . . ,b
∗
n) is the Gram-Schmidt orthogonal-

ization of the basis, and D is the diagonal matrix formed by the ‖b∗
i ‖’s. For all

i ∈ {1, . . . , n+1}, we denote by πi the orthogonal projection on (b1, . . . ,bi−1)⊥.
For all i ∈ {1, . . . , n+ 1}, πi(L) is an n+ 1− i dimensional lattice generated by
the basis (πi(bi), . . . , πi(bn)), with vol(πi(L)) =

∏n
j=i

∥∥b∗
j

∥∥.
Reduced bases. Lattice reduction algorithms aim to transform an input basis
into a “high quality” basis. There are many ways to quantify the quality of bases
produced by lattice reduction algorithms. One popular way, which is particularly
useful for our purposes, is to consider the Gram-Schmidt norms ‖b∗

1‖, . . . , ‖b∗
n‖.

Intuitively speaking, a good basis is one in which this sequence never decays
too fast. In practice, it turns out that the Gram-Schmidt coefficients of bases
produced by the main reduction algorithms (such as LLL or BKZ) have a certain
“typical shape”, assuming the input basis is sufficiently random. This property
was thoroughly investigated in [13,24]: accordingly, our speedup analysis assumes
to simplify that ‖b∗

i ‖/‖b∗
i+1‖ ≈ q where q depends on the reduction algorithm.

Gaussian Heuristic. The Gaussian Heuristic provides an estimate on the number
of lattice points inside a “nice enough” set.

Heuristic 1. Given a lattice L and a set S, the number of points in S ∩ L is
approximately vol(S)/vol(L).

In some cases, this heuristic can be proved. For instance, Ajtai showed [3] that
for any finite Borel set S of measure V which does not contain 0, the expectation
of S ∩ L taken over a certain natural distribution on lattices L of volume D is
V/D. In particular, the expectation of λ1(L) on random lattices of volume D is
the radius of the n-dimensional ball of volume D, that is D1/n ·Vn(1)−1/n, which
is often used as a “prediction” of λ1(L) for a “typical” lattice. There are also
counterexamples to this heuristic (see, e.g., [19] for counterexamples in Zn).

3 Enumeration

We recall Schnorr-Euchner’s enumeration algorithm [32] which is the enumera-
tion algorithm used in practice, and analyze its cost.
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3.1 Setting

To simplify the exposition, we assume in the rest of the paper the following
setting. Let L be a lattice whose shortest vector v is unique (up to sign). Our goal
is to find v. (Our entire analysis can be extended in a straightforward manner
to the closest vector problem.) We assume we are given a basis (b1, . . . ,bn) of L
and a very good upper bound R on λ1(L) so that finding ±v amounts to finding
any nonzero lattice vector w ∈ L such that ‖w‖ ≤ R, and therefore, we can
easily check whether or not the solution is correct. In many practical situations,
λ1(L) is known exactly: this is typically true in cryptographic situations, such
as in CJLOSS lattices [7]. In the full version, we will explain how to adapt our
analysis to the general case of SVP.

3.2 Description

To find ±v, enumeration goes through the enumeration tree formed by all vectors
in the projected lattices πn(L), πn−1(L), . . . , π1(L) of norm at most R. More
precisely, the enumeration tree is a tree of depth n, and for each k ∈ {0, . . . , n},
the nodes at depth k are all the vectors of the rank-k projected lattice πn+1−k(L)
with norm at most R. In particular, the root of the tree is the zero vector
(because πn+1(L) = {0}), while the leaves are all the vectors of L of norm ≤ R.
The parent of a node u ∈ πn+1−k(L) at depth k is by definition πn+2−k(u) at
depth k − 1. And we order the child nodes by increasing Euclidean norm: note
that all ancestors of a given node are at most as long as the node, because they
are projections of the node.

We note that the tree is symmetric, because if x ∈ L then −x ∈ L. Thus, we
halve the tree by restricting to “positive” nodes: we only consider nodes πn+1−k(u)
where the last nonzero coordinate of u ∈ Lwith respect to (b1, . . . ,bn) is positive.
From now on, by enumeration tree, we mean this halved enumeration tree, which
has a single leaf, either v or −v. The Schnorr-Euchner algorithm [32] performs a
Depth First Search of the tree to find the single leaf. The more reduced the basis
is, the less nodes in the tree, and the cheaper the enumeration.

Concretely, the shortest vector v ∈ L may be written as v = v1b1 + · · ·+vnbn
where the vi’s are unknown integers and bi = b∗

i +
∑i−1

j=1 μi,jb
∗
j . Then v =∑n

j=1

(
vj +
∑n
i=j+1 μi,jvi

)
b∗
j , which gives the norms of its projections as:

‖πn+1−k(v)‖2 =
n∑

j=n+1−k

⎛⎝vj +
n∑

i=j+1

μi,jvi

⎞⎠2

‖b∗
j‖2, 1 ≤ k ≤ n (1)

Now, if v is a leaf of the tree, then the n inequalities ‖πn+1−k(v)‖ ≤ R to-
gether with (1) enable us to perform an exhaustive search for the coordinates
vn, vn−1, . . . , v1 of x:

n∑
j=n+1−k

⎛⎝vj +
n∑

i=j+1

μi,jvi

⎞⎠2

‖b∗
j‖2 ≤ R2, 1 ≤ k ≤ n,
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which can be rewritten for 1 ≤ k ≤ n as

∣∣∣∣∣vn+1−k +
n∑

i=n+2−k
μi,jvi

∣∣∣∣∣ ≤

√
R2 −∑n

j=n+2−k
(
vj +
∑n

i=j+1 μi,jvi

)2
‖b∗

j‖2

‖b∗
n+1−k‖

(2)

We start with k = 1 in (2), that is: 0 ≤ vn ≤ R/‖b∗
n‖ because we restricted

to “positive” nodes. This allows to perform an exhaustive search for the integer
vn, and we do so by increasing values of vn. Now, assume that the projection
πn+2−k(v) has been guessed for some k: the integers vn+2−k, . . . , vn are known.
Then (2) enables to compute an interval In+1−k such that vn+1−k ∈ In+1−k, and
therefore to perform an exhaustive search for vn+1−k. A Depth First Search of the
tree corresponds to enumerating In+1−k from its middle, by increasing values of
‖πn+1−k(v)‖, namely vn+1−k = '−∑n

i=n+2−k μi,jvi�, '−
∑n
i=n+2−k μi,jvi� ± 1,

and so on.

3.3 Complexity

The running time of the enumeration algorithm is N polynomial-time operations
whereN is the total number of tree nodes. Hence, in order to analyze this running
time, we need to obtain good estimates ofN . As already suggested by Hanrot and
Stehlé [14], a good estimate of N can be derived from the Gaussian heuristic.
More precisely, the number of nodes at level k is exactly half the number of
vectors of πn+1−k(L) of norm ≤ R (where the half comes because we halved the
tree). Since vol(πn+1−k(L)) =

∏n
i=n+1−k ‖b∗

i ‖, the Gaussian heuristic predicts
the number of nodes at level k scanned by the Schnorr-Euchner algorithm to be
close to

Hk =
1
2
· Vk(R)∏n

i=n+1−k ‖b∗
i ‖
. (3)

If this holds, then N ≈ ∑n
k=1 Hk. In Sect. 6.1, we present experiments that

strongly support this heuristic estimate.
For a typical reduced basis, we have ‖b∗

i ‖/‖b∗
i+1‖ ≈ q where q depends on

the reduction algorithm (see [13]). The bound R =
√
γnvol(L)1/n is optimal in

the worst case. Since
√
γn = Θ(

√
n), an elementary computation shows that (3)

becomes:

Hk ≈ ‖b1‖n−k2O(n)

q(n−1−k)(n−k)/2vol(L)(n−k)/n
=

q(n−k)(n−1)/22O(n)

q(n−1−k)(n−k)/2 = q(n−k)k/22O(n),

where the right-hand term is always less than qn
2/82O(n) because (n − k)(k/2)

is maximized for k = n/2. Hence:

Hk � qn
2/82O(n).

Thus, maxkHk is super-exponential in n and is reached for k ≈ n/2, which is
consistent with experiments (see Fig. 1 of Sect. 5.2). For small values of n, the
term 2O(n) is not negligible, and may shift a bit the maximum index k ≈ n/2.
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We note that if we make the (reasonable) assumption that the location of the
leaf is uniform, the number of nodes scanned by the enumeration algorithm will
only be N/2 in expectation, and not N . For simplicity, we ignore this factor 2
in the sequel.

Finally, we mention that rigorous bounds on N exist. For instance, if the basis
(b1, . . . ,bn) is LLL-reduced, and R = ‖b1‖, then it is well-known that N is at
most 2O(n2). Also, Hanrot and Stehlé [14] showed that if the basis (b1, . . . ,bn)
is so-called quasi-HKZ-reduced, and R = ‖b1‖, then N ≤ nn/(2e)+o(n). See [14]
for details.

4 Pruned Enumeration

Since enumeration is expensive, it is tempting not to enumerate all the tree
nodes, by discarding certain branches. The idea of pruned enumeration goes
back to Schnorr and Euchner [32], and was further studied by Schnorr and
Hörner [33]. For instance, one might intuitively hope that ‖πn/2(v)‖2 � ‖v‖2/2,
which is more restrictive than the inequality ‖πn/2(v)‖2 ≤ ‖v‖2 used by enumer-
ation. Formally, pruning replaces each of the n inequalities ‖πn+1−k(v)‖ ≤ R
by ‖πn+1−k(v)‖ ≤ Rk where R1 ≤ · · · ≤ Rn = R are n real numbers defined
by the pruning strategy. This means that one replaces R by Rk in each of the n
inequalities (2).

At the end of their paper [32] , Schnorr and Euchner briefly proposed Rk =
Rmin(1,

√
(1.05)k/n), but did not provide any analysis, only limited experi-

ments. Schnorr and Hörner [33] later proposed another choice of Rk’s, which we
discuss in App. A: we show that this pruning has flaws, and that the analysis
of [33] is mostly incorrect; in particular, if the heuristic analysis of [33] was cor-
rect, it would imply polynomial-time algorithms for the shortest vector problem,
while the problem is NP-hard under randomized reductions.

We now provide what we believe is the first rigorous analysis of pruned enu-
meration: The next two subsections deal with the running time and the success
probability. In principle, this analysis can be used to optimize the choice of the
bounding function in the pruning algorithm. However, we did not attempt to do
that since this is not the main focus of our paper. Instead, our analysis will be
used in the next section to show how exponential speedups (both in theory and
in practice) can be achieved through the use of extreme pruning.

4.1 Running Time Analysis

The running time of the pruned enumeration algorithm is given by

Tnode ·N

where Tnode is the average amount of time spent processing one node in the
enumeration tree, and N is the number of nodes in the pruned tree. In order to
estimate N , we estimate the number of nodes at each level of the search tree
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using the Gaussian heuristic (Heuristic 1). As we shall see later, our estimates
agree very nicely with the experiments, giving some further justification to the
use of the Gaussian heuristic.

Our estimate is very similar to the one in Equation 3, except that instead of
using balls of radius

√
R, we use cylinder-intersections of radii (R1, . . . , Rk) for

1 ≤ k ≤ n. More specifically, define the (k-dimensional) cylinder-intersection of
radii R1 ≤ · · · ≤ Rk as the set

CR1,...,Rk
=

{
(x1, . . . , xk) ∈ Rk, ∀j ≤ k,

j∑
l=1

x2
l ≤ R2

j

}
.

Notice that the set of vertices in level k of the pruned tree correspond exactly to
the points of the projected lattice πn+1−k(L) that are inside CR1,...,Rk

. There-
fore, using the Gaussian heuristic, we can estimate the number of nodes in the
enumeration tree using

N = NR1,...,Rn(‖b∗
1‖ , . . . , ‖b∗

n‖) =
1
2

n∑
k=1

VR1,...,Rk∏n
i=n+1−k ‖b∗

i ‖
(4)

where VR1,...,Rk
denotes the volume of CR1,...,Rk

, and the factor half is as a result
of the symmetry in the SVP problem.

There are several ways to compute or approximate the volume of cylinder
intersections VR1,...,Rk

. The simplest and most näıve method, which is the one we
used at first in our numerical optimizations, is based on a Monte Carlo method.
Namely, by observing that the cylinder intersection CR1,...,Rk

is contained in a
ball of radius Rk, we can write

VR1,...,Rk
= Vk(Rk) · Pr

u∼Ballk

(
∀j ∈ [1, k] ,

j∑
i=1

u2
i ≤

R2
j

R2
k

)
. (5)

The number of samples required to estimate the above probability by Monte
Carlo sampling is proportional to its inverse. One can speed things up signif-
icantly by replacing the ball with a smaller containing body (such as another
cylinder intersection) whose volume is known and from which we can sample
uniformly.

For certain interesting choices of radii (R1, . . . , Rk), rigorous estimates can be
obtained, as we shall see in Section 5. Moreover, one particular case in which we
can compute the volume exactly is when R1 = R2, R3 = R4, etc. and k is even.
This is because the distribution of the vector (u2

1 + u2
2, u

2
3 + u2

4, . . . , u
2
k−1 + u2

k)
when u is chosen from Ballk is given by a Dirichlet distribution with parameters
(1, . . . , 1) (k/2 + 1 ones), which is simply a uniform distribution over the set of
all vectors whose coordinates are non-negative and sum to at most 1 (see Page
593 of [9]). This leads to an easy way to compute the probability in Eq. 5 exactly
(as it amounts to computing the volume of a certain polytope). This calculation
can also be combined with the Monte Carlo simulation above, leading to much
faster running times.
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Finally, let us also mention that there is a large body of work showing provably
polynomial time algorithms that provide a good approximation to the volume of
any convex body (see, e.g., [10,18]). However, in practice these algorithms are
rather slow and are therefore probably not too useful for our purposes.

4.2 Success Probability Analysis

We let psucc denote the “probability” that the target vector is still in the tree af-
ter the pruning. Prior to our work, the implicit assumption was that one should
choose a bounding function so as to minimize the running time while keeping
psucc reasonably high, say 95%. As we shall see in the next section, surpris-
ing speedups can be obtained through extreme pruning, i.e., when psucc is very
small.

Before proceeding with the analysis, we must explain what we mean by “prob-
ability”, since the pruning algorithm is entirely deterministic. (We note that in
previous work this was often glossed over; see App. A). In order to meaningfully
talk about the success probability psucc, we must assume some kind of distribu-
tion on the inputs (since the pruning algorithm is entirely deterministic). For
that purpose, we make the following heuristic assumption on the input basis:

Heuristic 2. The distribution of the coordinates of the target vector v, when
written in the normalized Gram-Schmidt basis (b∗

1/‖b∗
1‖, . . . ,b∗

n/‖b∗
n‖) of the

input basis, look like those of a uniformly distributed vector of norm ‖v‖.
We use here the imprecise term ‘looks like’ on purpose. It should be interpreted
simply as saying that the estimate on psucc obtained by performing the analysis
under the above assumption on the coordinates of the shortest vector corresponds
to what one observes in practice on any reasonable distribution of inputs (see
Sect. 6 for experiments). We note that Heuristic 2 would follow from a (stronger)
natural heuristic on reduced bases:

Heuristic 3. The distribution of the normalized Gram-Schmidt orthogonaliza-
tion (b∗

1/‖b∗
1‖, . . . ,b∗

n/‖b∗
n‖) of a random reduced basis (b1, . . . ,bn) looks like

that of a uniformly distributed orthogonal matrix.

Here, we assume that the reduction is not too strong, that is, the reduced basis
is made of vectors that are significantly longer than the shortest vector of the
lattice. In typical randomly constructed lattices, the number of such vectors is
exponential,3 and hence, we may hope that the reduced basis is not oriented in
any particular direction.

We now estimate the success probability psucc. Let v be the target vector,
and let x = (x1, . . . , xn) ∈ Rn be its coordinates in the orthonormal basis
(b∗
n/‖b∗

n‖, . . . ,b∗
1/‖b∗

1‖) (notice that the coordinates are reversed, with x1 cor-
responding to bn etc.). By definition, v belongs to the pruned tree if and only

3 Moreover, for any c ≥ 1 and any n-dimensional lattice L, the number of lattice points
of norm at most 2cVn(1)−1/nvol(L)1/n is at least �cn�. But this bound only applies
for radii above Minkowski’s upper bound, which is twice the Gaussian heuristic.
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if for all k = 1, . . . , n,
∑k

j=1 x
2
j ≤ R2

k. By Heuristic 2, x is distributed like a uni-
form vector subject to the constraints that ‖x‖ = ‖v‖. Hence, we can estimate
psucc as

psucc = psucc(R1, . . . , Rn) = Pr
u∼Sn−1‖v‖/R

(
∀j ∈ [1, n],

j∑
l=1

u2
l ≤

R2
j

R2
n

)
(6)

where Sn−1 denotes the unit sphere in n dimensions. As before, one can estimate
this probability through Monte Carlo simulation, or compute it exactly in certain
cases (e.g., using the fact that if u is chosen from Sn−1 for even n, then (u2

1 +
u2

2, . . . , u
2
n−3 + u2

n−2) is distributed uniformly over all vectors whose coordinates
are non-negative and sum to at most 1).

5 Extreme Pruning

In this section we present our main contribution, the extreme pruning algorithm,
whose main idea is to apply pruning using bounding functions whose psucc is very
small. Our algorithm takes as input a lattice basis, as well as n real numbers
R2

1 ≤ · · · ≤ R2
n = R2 (the bounding function) where Rk corresponds to the

pruning in depth k. The goal of the algorithm is to find a vector of length at
most R, and is described in Algorithm 1.

Algorithm 1. Extreme Pruning

Repeat until a vector of length at most R is found:

1. Randomize the input basis, and apply basis reduction to it.
2. Run the enumeration on the tree pruned with radii R1, . . . , Rn, as explained in

Sect. 4.

We are being deliberately imprecise in Step 1 of the algorithm. First, we do
not know what the best method of randomization is, and it is quite likely that
this does not matter much. In our experiments, we simply multiplied the input
basis by some small unimodular matrix chosen at random, but one can also
use other methods. Second, as we shall see in the analysis below, the choice of
basis reduction has a great effect on the overall running time, and has to be
set properly. The choice of basis reduction algorithm, as well as of the bounds
R1, . . . , Rn will be the topic of Sections 5.2 and 5.3. But first we analyze the
expected running time of the algorithm.

5.1 Running Time Analysis

We now analyze the expected running time of the extreme pruning algorithm
based on the analysis in Section 4.
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First, we estimate the probability of success in each iteration of the algorithm
by psucc(R1, . . . , Rn), as in Eq. 6, which is based on Heuristic 2. Here, we explic-
itly perform a randomization before reduction, and we stress that Heuristic 2
produces estimates on psucc that agree very nicely with our experiments (see
Sect. 6 for more details).

Next, we estimate the running time of each iteration of the algorithm. Let us de-
note the (average) running time of Step 1 byTreduc. Once a choice of randomization
and reduction algorithm is fixed, this time can be easily estimated experimentally.
The running time of Step 2 can be estimated by NR1,...,Rn(‖b∗

1‖ , . . . , ‖b∗
n‖), as in

Eq. 4. Notice that this running time depends on the Gram-Schmidt coefficients of
the basis produced in Step 1, and might vary from one iteration to another. In order
to simplify the analysis, we assume that these Gram-Schmidt coefficients are the
same throughout all iterations, and denote them by b̄∗

1, . . . , b̄
∗
n. This is partly jus-

tified by the observation that bases produced by known reduction algorithms have
a clear shape that depends only on the reduction algorithm and not so much on
the input basis. Alternatively, it should be straightforward to refine our analysis so
that it takes into account the distribution of Gram-Schmidt coefficients produced
in Step 1, as opposed just to their average. Yet another possibility is to modify the
algorithm so that ‘bad’ bases (i.e., those that differ significantly from the average
behavior) are discarded.

To summarize, we can estimate the expected time required to find the desired
vector by

Textreme(R1, . . . , Rn, b̄∗
1, . . . , b̄

∗
n) :=

Treduc + Tnode ·NR1,...,Rn(b̄∗
1, . . . , b̄

∗
n)

psucc(R1, . . . , Rn)
. (7)

5.2 Choosing Parameters for the Experiments

In order to optimize the running time of the extreme pruning algorithm, we
need to choose the basis reduction algorithm used in Step 1, as well as the
bounding parameters R1 ≤ · · · ≤ Rn used in Step 2. These choices are crucial
in determining the running time of the algorithm.

Since finding the exact optimum of the expression in Eq. (7) seems difficult,
we decided to try numerical optimization. We wrote a program that starts from
the linear bounding function R2

k = (k/n) · R2 and successively tries to apply
small random modifications to it. After each such modification it checks if the
expression in Eq. (7) decreased or not, with an exact computation based on the
Dirichlet distribution (as described in Sect. 4.1). If it did, the modification is
accepted; otherwise it is rejected.

This yielded bounding functions whose predicted running time is only 62.1
CPU days (including reduction time) in dimension 110 for hard knapsack lattices,
which is significantly better than the linear bounding function (see Figure 1).

5.3 Asymptotic Analysis

In this section, we provide a rigorous justification to the effectiveness of extreme
pruning. We do this through an analysis of three bounding functions, whose
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Fig. 1. On the left are the linear function and our best bounding function found by
numerical optimization. On the right we compare the estimated expected number of
nodes (with respect to the depth) visited in a run of full enumeration, extreme pruning
with the linear function, and extreme pruning using our best bounding function. Note
that basis reduction times are ignored here.

asymptotic behavior we can analyze (under our reasonable heuristic assump-
tions). The first is the linear bounding function. The speedup it offers over full
enumeration is provably exponential, but it is not significantly better than what
we can achieve using non-extreme pruning. This is perhaps not surprising since
its success probability psucc is 1/n, which is relatively high (so this bounding
function is not too ‘extreme’). Our second example is a step bounding func-
tion. We show that this function obtains an exponential improvement over our
best non-extreme bounding function in terms of the number of nodes scanned
in the middle level of the tree. This function nicely highlights the reason ex-
treme pruning is superior to non-extreme pruning. Our third bounding function
is a piecewise linear bounding function. Its analysis combines the previous two
analyses and leads to the best speedups we can rigorously demonstrate.

Throughout this section, we make the simplifying assumption that ‖v‖ =
R (which, as discussed above, is the case in many scenarios, and is also the
worst case for pruning algorithms). We also ignore the reduction time, which
in practice might make the claimed speedups a bit smaller (but does not affect
the asymptotics). Finally, instead of giving an absolute bound on the number of
nodes in (each level of) the enumeration tree, we compare this number to that
in the full enumeration tree. This allows us to focus on analyzing the volume
of cylinder intersections, and ignore the properties of the given basis, which we
leave for future work.

Linear pruning. We define the linear bounding function as R2
k = (k/n) · R2, for

k = 1, . . . , n. The motivation for this setting comes from the fact that if v is a
uniformly random vector of length R (as we assume in our heuristic), then the
expectation of the squared norm of its projection on the first k coordinates is
exactly (k/n) · R2. Although this bounding function leads to running times that
are far from optimal, it is interesting as it can be analyzed rigorously and shown
to provide an exponential speedup over full enumeration. In the full version,
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we prove the following claim, which states that the success probability of linear
pruning is exactly 1/n:

Claim. Let u be a vector uniformly distributed in the unit sphere Sn−1. Then,

Pr
u

(
∀j ∈ {1, . . . , n},

j∑
i=1

u2
i ≤

j

n

)
=

1
n
.

This also shows that linear pruning keeps an exponentially small proportion
(between 1/k (k/n)k/2 and (k/n)k/2 at each depth k) of nodes:

Corollary 1. For any integer n ≥ 1,

Vn(1)/n ≤ vol
{
u ∈ Balln(1) : ∀j ∈ {1, . . . , n},

j∑
i=1

u2
i ≤

j

n

}
≤ Vn(1). (8)

Hence, compared to full enumeration, linear pruning reduces the number of
nodes at depth k by the multiplicative factor (n/k)k/2, up to some polynomial
factor. As we saw in Section 3, for typical reduced bases, most of the nodes in
the enumeration tree are concentrated around n/2, in which case the speedup is
approximately 2n/4 ≈ 1.189n.

Step bounding function. We now present an example in which extreme pruning
is significantly superior to non-extreme pruning, at least in the asymptotic sense.

Consider the step bounding function given by R2
k = αR2 for 1 ≤ k ≤ n/2, and

Rk = R otherwise, where α > 0 is a constant to be determined later. (We fix
the location of the step to n/2 for simplicity; the analysis can be easily extended
to any step function.) With this bounding function, the number of nodes in the
middle level of the pruned enumeration tree compared to that in the middle level
of the full enumeration tree is smaller by a factor of α

n
4 . We omit the analysis

for other levels of the tree because our next bounding function will have a much
better performance in this respect, and its analysis is not more complicated.

We now compute the success probability psucc. Eq. 6 tells us that psucc is
equal to the probability that for a random point u = (u1, . . . , un) on the sphere
Sn−1, we have

∑n/2
i=1 u

2
i ≤ α. It follows from classical concentration inequalities

(see, e.g., Lemma 2.2 in [8]) that this probability is 1− 2−Ω(n) if α > 1/2, and
2−Ω(n) if α < 1/2. Hence, for α > 1/2, we are in the non-extreme regime, and by
choosing α close to 1/2 we obtain that the number of nodes in the middle level of
the pruned enumeration tree is smaller by a factor of about 2n/4 ≈ 1.189n than
that in the full enumeration tree. Since most of the nodes are located at depths
around n/2, this is a good approximation of the speedup offered by non-extreme
pruning using a step function.

Let us now consider what happens when we take α < 1/2 and move into
the extreme pruning regime. By definition,

∑n/2
i=1 u

2
i is distributed according

to the beta distribution Beta(n4 ,
n
4 ). Therefore, we can express psucc using the

regularized incomplete beta function as:

psucc = Iα(
n

4
,
n

4
) ≥ (n2 − 1)!

(n4 )!(n4 − 1)!
α
n
4 (1 − α)

n
4 − 1 = Ω

(
1√
n
(4α(1 − α))

n
4

)
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where the inequality follows from integration by parts of the incomplete beta
function. Hence, the total number of middle level nodes that will be scanned in
the extreme pruning algorithm (which can be seen as an approximation of the
overall running time) is smaller than that in full enumeration by a factor of

Ω
(

1√
n
(4(1− α))

n
4

)
.

This expression is maximized for very small α > 0, in which case the speedup
is asymptotically roughly 4

n
4 ≈ 1.414n, which is greatly superior to the speedup

of 1.189n obtained with non-extreme pruning.
As this example nicely demonstrates, the advantage of extreme pruning comes

from the fact that for small α > 0, although the success probability is exponen-
tially small, the volume of the search region decreases by a stronger exponential
factor.

Piecewise linear bounding function. Consider the bounding function defined as
R2
k = (2k/n)α · R2 for k = 1, . . . , n/2, and R2

k = (2α − 1 + 2k(1 − α)/n) · R2

otherwise, where we assume that 0 < α < 1/4 is a constant. In the full ver-
sion, using similar arguments than for linear and step pruning, we show that:
psucc ≥ Ω

(
n−5/2(4α(1 − α))

n
4
)
. Ignoring polynomial factors, for sufficiently

large n, the total number of level k nodes that will be scanned in the extreme
pruning algorithm is shown to be smaller than that in full enumeration by a
factor of

Ω
(
2

n
2 − k

2 α
n
4 −k

2 (1− α)
n
4

(n
k

) k
2
)

for k ≤ n/2 and by a factor of

Ω
(
2

n
2 − k

2 (1− α)
n
2 −k

2

(n
k

)k
2
)
.

for k > n/2. We see that for levels around n/2 (say, 0.49n ≤ k ≤ 0.51n), in
order to maximize the expressions above, one should choose a small α, in which
case the speedup is roughly of 2

n
2 ≈ 1.414n. For other values of k, the number of

nodes may actually increase, but typically these levels contain a small fraction
of the nodes, and the global asymptotical speedup is not affected.

6 Experiments

The setup. All our experiments are run on 64-bit Xeon processors with frequency
1.86 GHz, and compiled with g++ version 4.2.4 x86 64 (options -O9 -ffast-math
-funroll-loops -ftree-vectorize). Running times are provided for a single core.

Implementation. For lattice reduction, we used fplll [6]’s implementation of LLL,
and NTL [34]’s implementation of BKZ [32]. We implemented our own enumera-
tion algorithms (see App. B) in basic C++, using double and long arithmetic; we
plan to release the source codes. The input basis and its Gram-Schmidt orthogo-
nalization were pre-computed with NTL [34] in RR precision, and then rounded
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to double precision before entering the enumeration procedure. While floating-
point arithmetic is known to cause stability problems during LLL reduction, we
did not experience such problems during enumeration, even up to dimension 110;
we note that a rigorous analysis of enumeration with floating-point arithmetic
has recently been done in [28].

Lattices. It is important to test algorithms on lattices that do not have a special
structure that can be exploited by standard reduction algorithms. On the other
hand, we need to be able to decide if the algorithm was successful, therefore
λ1(L) must be known. For concreteness, we performed all our experiments on
hard knapsack lattices, namely the so-called CJLOSS lattices [7] of density 0.94
where the knapsack solution was further chosen with exactly as many 0s as
1s. For these lattices, we can easily check whether the vector found is the
shortest vector because it corresponds to knapsack solutions. It can also be
checked experimentally that they are quite dense, in the sense that their first
minimum λ1(L) is close to the Gaussian heuristic, which can be seen as an
indication that they are hard instances of SVP (see [13]). Moreover, these lattices,
we believe, serve as a good representative of hard lattices that typically occur in
practice. In particular, we believe that the results reported here are not limited to
CJLOSS lattices, but in fact represent a general phenomenon. We are currently
running new experiments on random lattices (as used in [13]), for which we have
a tight estimate on the first minimum λ1(L), but do not know shortest vectors
in advance.

Rate of enumeration. The amount of time an enumeration algorithm spends per
node in the tree might depend slightly on the depth of that node in the tree.
Luckily, this dependence is typically not too strong, and more importantly, most
nodes are concentrated around the same depth of the tree (see, e.g., Fig. 1). In
all our experiments in dimensions 100–110, the running time of the enumeration
algorithm was directly proportional to the number of nodes in the tree, and the
rate of enumeration was very close to 0.94 ·107 nodes per second, or equivalently
0.3·1015 nodes per core-year. This is faster than fplll’s [6] implementation (which
is itself an improvement over NTL [34]) by about 40%. This is due to a code
optimization described in App. B.

Table 1. Pruning vs. full enumeration

dim 90 100 110 120

Full enumeration 1.2 · 1017 1.6 · 1020 4.0 · 1023 1.9 · 1027

Schnorr-Hörner 2.3 · 1012 7.4 · 1014 4.7 · 1017 3.8 · 1020

Linear pruning 1.1 · 1011 2.6 · 1013 1.0 · 1016 8.3 · 1018

Extreme pruning n/a 7.7 · 1011 2.5 · 1013 n/a
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Estimated running times. Table 1 compares the expected total number of nodes
to be scanned under four different bounding functions for CJLOSS lattices in di-
mensions 90–120; this number of nodes is obtained by multiplying the expected
number of nodes in the pruned tree (as estimated by the Gaussian heuristic)
by 1/psucc. Recall that 0.3 · 1015 nodes represent one year of sequential com-
putation. The first row corresponds to full enumeration under BKZ-35 reduced
bases. The second row corresponds to Schnorr-Hörner’s pruning under BKZ-35
reduced bases with an optimal choice of parameter p so that the success probabil-
ity is still greater than 90% (this corresponds to p = 48, 57, 67, 77 for dimensions
90, 100, 110, and 120 respectively). The third row corresponds to extreme prun-
ing using the linear bounding function under BKZ-35 reduced bases. And the
last row corresponds to extreme pruning using our best numerically optimized
bounding function (which we computed only for dimensions 100 and 110) and
the optimum BKZ-30 (resp. BKZ-32) in dim 100 (resp. 110).

Here we are only considering the number of nodes scanned, and ignoring the
basis reduction time. Except our numerically optimized bounding function, it is
negligible. For our best bounding function it adds about 50% to the total running
time. Another caveat is that the number of nodes in full enumeration (as well
as in Schnorr-Hörner pruning and linear pruning) decreases as we increase the
block size of the reduction algorithm beyond 35. However, this does not decrease
the overall running time by much since the running time of reduction algorithms
depends exponentially on the block size.

Actual running time. The actual running times match the predictions well. In
practice, extreme pruning is able to find the shortest vector of 0.94-density
CJLOSS lattices of dimension 110 in less than 63 CPU days (including reduc-
tion time) of sequential computation on a single core, with a negligible amount
of memory and in an easily parallelizable manner. With plain Schnorr-Euchner
enumeration [32] on a BKZ-35 reduced basis, it would have taken 1.38 ·109 (resp.
482000) CPU years, so the speedup is about 8.1 · 109 (resp. 1.0 · 108).

6.1 Verifying the Heuristics

In this section we report on some experiments meant to verify our heuristic
assumptions.

The accuracy of the Gaussian heuristic. Although the Gaussian heuristic was
already suggested as a useful heuristic for analyzing the running time of enu-
meration algorithms (see [14]), we are not aware of any published experimental
verification of the heuristic. We therefore ran a significant number of experiments
comparing the actual number of nodes in the enumeration tree to the prediction
given by the Gaussian heuristic. We tried both CJLOSS lattices and random
lattices with several different reduction algorithms and with either full enumer-
ation or pruned enumeration. In all cases, the estimates given by the Gaussian
heuristic were very precise, and typically matched the exact count of nodes to
within an error of at most 5%.



274 N. Gama, P.Q. Nguyen, and O. Regev

Randomness of reduced bases. The success of our experiments gives some ev-
idence to the validity of Heuristics 2 and 3. In the full version, we report on
additional experiments whose goal is to validate these heuristics directly. We
note that the heuristics cannot apply to very strong reduction notions, where
the first basis vector is with very high probability the shortest lattice vector: in
such cases, there is no need for enumeration since the shortest vector is already
provided to us. But it seems to apply to weaker yet still strong reduction notions,
such as BKZ-30 in dimension 100.
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A Schnorr-Hörner Pruning

Here we revisit the pruning strategy described by Schnorr and Hörner in [33], and
analyze it in our framework. Their pruning strategy is implemented in NTL [34]
as a subroutine to BKZ [32]. It turns out that their bounding function suffers
from some fundamental flaws and is clearly inferior to our proposed bounding
functions. Furthermore, we show that the analysis of [33] is not satisfying.

A.1 Description

In more detail, given a basis B = (b1, . . . ,bn), the Schnorr-Hörner pruning
strategy is defined by the following bounding function, which is parameterized
by an integer p > 0,

R2
k = R2 − (2−p vol(L(b1, . . . ,bn−k))/Vn−k

)2/(n−k)
= R2 − 1

π

(
2−p vol(L(b1, . . . ,bn−k))Γ ((n− k)/2 + 1)

)2/(n−k)
, (9)

where Vn−k = Vn−k(1) is the volume of the unit ball in n− k dimensions. Note
that [33] used a different description than the one we gave, but both descriptions
can be shown to be equivalent.

In the full version, we rigorously analyze this pruning strategy, and show that
it is inferior to our extreme pruning (see also Table 1). Here, we briefly mention
several disadvantages. First, the fact that the bounding function depends on a
parameter p is undesirable; the analysis of [33] does not give any clear indication
on the optimal choice of p. Second, the bounding function may not be positive
when p is too small, in which case failure is certain. Third, even for larger
values of p, the bounding function may initially decrease, in which case some
nodes enumerated in the top levels of the tree are guaranteed to lead to a dead
end. In other words, by replacing their bounding function R2

1, . . . , R
2
n with the

bounding function defined by R′2
k = min(R2

k, . . . , R
2
n), we obtain exactly the

same success probability at a lower running time.

A.2 The Analysis of Schnorr and Hörner

We now present some of our observations regarding the original analysis given
by Schnorr and Hörner [33, Sect. 3] and why we believe it is flawed. It should
be stressed that the analysis presented there is quite terse, and there is a possi-
bility that our interpretation of it is not what the authors had in mind; yet we
think that there is sufficient evidence to suggest that the use of their pruning
function should be avoided and we feel that it is important to bring this to the
community’s attention.

The core of their analysis is [33, Thm. 2], which states that if xn+2−k, . . . , xn ∈
Z are fixed, and if (b1, . . . ,bn) is a random basis of L such that its Gram-Schmidt
coefficients μi,j are independent and uniformly distributed modulo 1, then the
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vector t = xn+2−kbn+2−k+· · ·+xnbn is such that t−πn+2−k(t) is uniformly dis-
tributed modulo the lattice L̄ spanned by b1, . . . ,bn+1−k, which implies, by [33,
Lemma 1], that the expectation E of the number of (x1, . . . , xn+1−k) ∈ Zn+1−k

such that ‖x1b1 + · · · + xnbn‖ ≤ R is Vn+1−k(
√
R2 − ‖πn+2−k(t)‖2)/vol(L̄).

And [33] seems to interpret E as the expectation of the number of leaves (in the
enumeration tree) which derive from the node πn+2−k(t) at depth k − 1.

Then, [33] claims that Thm. 2 implies that the probability that the pruned
enumeration misses the shortest vector is at most 2−pc where c is said to be ex-
perimentally proportional to cp,n2p for random LLL-reduced bases, where cp,n
decreases to 0 as p increases. The failure probability is claimed to be experi-
mentally ≤ 0.9 for n < 30 and p = 7. Finally, [33] claims that under heuristic
arguments, they can show that for p > log2 n: given a random basis (b1, . . . ,bn)
of L and a bound R ≤ ‖b1‖, their pruned enumeration performs on the aver-
age only O(n22p) arithmetic steps to output a lattice vector v ∈ L such that
‖v‖ ≤ R if R ≥ λ1(L), or nothing if R < λ1(L). However, no proof is provided,
and the claim looks suspicious: indeed, by taking p = �log2 n�, it would imply
polynomial-time algorithms for the shortest vector problem (which is NP-hard
under randomized reductions), because n22p is polynomial in n.

There are further problems in the analysis of [33]. First of all, the assumption
in Thm. 2 that the μi,j ’s of a random reduced basis are uniformly distributed is
not supported by experiments: the experiments of [24] show that the distribution
of the coefficients μi,i−1 of a random LLL-reduced basis is far from being uniform.
More importantly, the use of Thm. 2 in [33] to analyze the success probability
of pruned enumeration is improper: if one selects (xn+2−k, . . . , xn) as the last
k− 1 coordinates of a fixed lattice vector, then these coordinates depend on the
random basis, and therefore Thm. 2 cannot be applied. Similarly, the expectation
E cannot be viewed as the number of leaves in the enumeration tree which derive
from the node πn+2−k(t) at depth k− 1, because when the random basis varies,
the tree varies too, so for any choice of xn+2−k, . . . , xn ∈ Z, the node πn+2−k(t)
may appear in one tree, but not in other trees, so this expectation of the number
of leaves cannot be properly defined.

B Pseudo-code of the Pruned Enumeration Code

Here we provide the pseudo-code used to implement the enumeration algorithm
in our experiments (see Algorithm 2): a detailed explanation appears in the
full version. The code is based on the original Schnorr-Euchner enumeration
algorithm [32], with several minor modifications. The first easy modification
(see Line 10) is that we support a general bounding function R1 ≤ · · · ≤ Rn.
The second modification (see Lines 1, 15-17, and 25) is a certain optimization
that seems to give in practice a speedup by about 40%. To the best of our
knowledge, this improvement has not appeared yet in the literature nor in any
software package. Finally, another very minor modification is that we abort the
procedure as soon as a vector shorter than R = Rn is found.
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Algorithm 2. Pruned Enumeration
Input: A basis B = (b1, . . . ,bn)

A bounding function R2
1 ≤ · · · ≤ R2

n

The Gram-Schmidt coefficient matrix μ (a lower-triangular matrix with ones on the
diagonal), together with the norms of the Gram-Schmidt vectors ‖b∗

1‖2, . . . , ‖b∗
n‖2.

Output: The coefficients of a lattice vector satisfying the bounds (if it exists)
1: σ ← (0)(n+1)×n; r0 = 0; r1 = 1; · · · ; rn = n
2: ρ1 = ρ2 = · · · = ρn+1 = 0; // partial norm
3: v1 = 1; v2 = · · · = vn = 0 // current combination
4: c1 = · · · = cn = 0 // centers
5: w1 = · · · = wn = 0 // jumps
6: last nonzero = 1; // largest i for which vi �= 0; zero if all vi = 0
7: k = 1;
8: while true do
9: ρk = ρk+1 + (vk − ck)2 · ‖b∗

k‖2 // compute norm squared of current node
10: if ρk ≤ R2

n+1−k (we are below the bound) then
11: if k = 1 then
12: return (v1, . . . , vn); (solution found; program ends)
13: else
14: k ← k − 1 // going down the tree
15: rk−1 ← max(rk−1, rk) // to maintain the invariant for j < k
16: for i = rk downto k + 1 do σi,k ← σi+1,k + viμi,k endfor
17: ck ← −σk+1,k // ck ← −∑n

i=k+1 viμi,k

18: vk ← �ck�; wk = 1
19: end if
20: else
21: k ← k + 1 // going up the tree
22: if k = n + 1 then
23: return ∅ (there is no solution)
24: end if
25: rk−1 ← k // since vk is about to change, indicate that (i, j) for j < k and

i ≤ k are not synchronized
26: // update vk

27: if k ≥ last nonzero then
28: last nonzero ← k
29: vk ← vk + 1;
30: else
31: if vk > ck then vk ← vk − wk else vk ← vk + wk

32: wk ← wk + 1
33: end if
34: end if
35: end while
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Abstract. In this paper we propose a new approach to investigate the
security of the McEliece cryptosystem. We recall that this cryptosystem
relies on the use of error-correcting codes. Since its invention thirty years
ago, no efficient attack had been devised that managed to recover the
private key. We prove that the private key of the cryptosystem satisfies
a system of bi-homogeneous polynomial equations. This property is due
to the particular class of codes considered which are alternant codes.
We have used these highly structured algebraic equations to mount an
efficient key-recovery attack against two recent variants of the McEliece
cryptosystems that aim at reducing public key sizes. These two compact
variants of McEliece managed to propose keys with less than 20,000 bits.
To do so, they proposed to use quasi-cyclic or dyadic structures. An
implementation of our algebraic attack in the computer algebra system
Magma allows to find the secret-key in a negligible time (less than one
second) for almost all the proposed challenges. For instance, a private
key designed for a 256-bit security has been found in 0.06 seconds with
about 217.8 operations.

1 Introduction

Alternative cryptography. Despite the fact that several hard problems have
been proposed as a foundation for public-key primitives, those effectively used are
essentially classical problems coming from number theory: integer factorization
(e.g. in RSA) and discrete logarithm (e.g. in Diffie-Hellman key-exchange). It is
well-known that, although polynomial-time algorithms for those problems have
not yet been found, they are not safe from a theoretic breakthrough that would
endanger the security of the corresponding schemes. For instance, the emergence
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of a new computer model such as quantum computers would make schemes based
on these classical number theory problems totally insecure.

The lack of diversity in public key cryptography has been identified as a major
concern in the field of information security. A good illustration of the potential
damage of such lack of diversity is hash zoo. The portfolio of hash functions used
so far in practice was mainly restricted to the same type of functions which are
now almost all broken. Although the American National Institute of Standards
and Technology (NIST) issued an international call1 to design a new standard
hash function, the cryptography community will remain in a fuzzy situation until
2012 (date of final decision).

One of the main issues in public key cryptography is to identify hard problems
that are not based on the classical ones coming from number theory. However, few
emerged until now as a viable alternative. As pointed in [2], promising candidates
include: the problem of solving multivariate equations over a finite field, the
problem of finding a short vector in a lattice and the problem of decoding a
linear code. Those problems known for being NP-hard are not concerned with
the quantum computer threat.

McEliece cryptosystem. Among those problems, code-based cryptosystems
seem to offer the most promising alternative. McEliece public key cryptosystem
[25] is one of the oldest public-key cryptosystems. Its security relies on the dif-
ficulty of decoding a linear code. The main advantage of this system is to have
very fast encryption and decryption functions. Depending on how the parame-
ters are chosen for a fixed security level, this cryptosystem is about five times
faster for encryption and about 10 to 100 times faster for decryption than RSA
[10]. Furthermore, it has withstood many attacking attempts. After more than
thirty years now, it still belongs to the very few public key cryptosystems which
remain unbroken.

Following McEliece’s pioneering work, several different public key cryptosys-
tems based on the intractability of decoding a linear code have been proposed
[28,20,31,23,7,6,4,3,5,27]. The original McEliece cryptosystem relies on Goppa
codes whereas its variants suggested to use different codes. The Sidelnikov sys-
tem [31] used Reed-Muller codes, the Janwa-Moreno system proposed to take
algebraic geometric codes [23] and the Gabidulin-Paramonov-Tretjakov (GPT)
cryptosystem considered Gabidulin codes devised for the rank-metric. LDPC
codes have also been repeatedly suggested for this use. Niederreiter is the first
in [28] to bring in a significant modification of the McEliece system. However
his suggestion to use Generalized Reed-Solomon codes turned out to be an inse-
cure solution [32]. Many of these schemes were broken [32,22,26,29,18,30,35]. All
these attacks result in a total break of the system (the secret key, or an equiva-
lent secret key is recovered from the knowledge of the public key). However, the
original McEliece remains unbroken. The fact that the best known attacks are
still exponential speaks for itself [33,8,9,19].

1 http://csrc.nist.gov/groups/ST/hash/sha-3/index.html

http://csrc.nist.gov/groups/ST/hash/sha-3/index.html
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Despite its impressive resistance against a variety of attacks and its fast en-
cryption and decryption, McEliece cryptosystem has not stood up to RSA for
practical applications. This is most likely due to the large size of the public key
which is between several hundred thousand and several million bits. To overcome
this limitation, a new trend initiated in [21] manages to decrease the key size by
choosing the public matrix defining the code in a particular form; for instance
with a quasi-cyclic structure [21]. This enables to decrease significantly the key
size. The same idea was used in [4] with LDPC codes. Both schemes were broken
in [29]. It should be noted that both proposals did not use the Goppa codes of
the McEliece cryptosystem, and the attacks have no impact on its security.

This work was then followed by two independent proposals [5,27] that are
based on the same kind of idea of using quasi-cyclic [5] or dyadic structure [27].
Both use the same type of codes called the alternant code family which contains
Goppa codes. Actually the codes used in [27] are Goppa codes. This approach is
quite attractive because it results in a drastic improvement of the public key size.
In [5], the size ranges between 8, 000 and 20, 000 bits, whereas it lies between
4, 000 and 20, 000 bits in [27]. Until now, these new proposals seem to be immune
against the attack suggested in [29].

Our contribution. In this paper we show that both schemes have a serious
flaw that can be exploited to recover the private keys. We present an algebraic
cryptanalysis2 of the quasi-cyclic and dyadic schemes [5,27]. Algebraic cryptanal-
ysis is a general framework that permits to assess the security of theoretically all
cryptographic schemes. So far, such type of attacks has been applied successfully
against several multivariate schemes and stream ciphers. To our knowledge, it
is the first time that such an approach is used against code-based cryptosys-
tems. The basic principle of this cryptanalysis is to associate to a cryptographic
primitive a set of algebraic equations. The system of equations is constructed in
such a way to have a correspondence between the solutions of this system, and a
secret information of the cryptographic primitive (for instance the secret key of
an encryption scheme). In McEliece, the algebraic system that we have to solve
for recovering the secret-key has the following very specific structure:{

gi,0Y0X
j
0 + · · · + gi,n−1Yn−1X

j
n−1 = 0

∣∣∣ i ∈ {0, . . . , k − 1}, j ∈ {0, . . . , r − 1}
}

(1)

where the unknowns are the Xi’s and the Yi’s and the gi,j ’s are known coefficients
with 0 ≤ i ≤ k − 1, 0 ≤ j ≤ n− 1 that belong to a certain field Fq with q = 2s.
We look for solutions of this system in a certain extension field Fqm . Here k is an

integer which is at least equal to n− rm. By denoting X def= (X0, . . . , Xn−1) and
Y def= (Y0, . . . , Yn−1) we will refer to such an algebraic system by McEk,n,r(X,Y).
The total number of equations is rk. The number of unknowns 2n and the
maximum degree r−1 of the equations can be extremely high when cryptographic

2 An independent and parallel work [34] took place that also proposed a cryptanalysis
of these two schemes.



282 J.-C. Faugère et al.

parameters are considered (e.g. n = 1024 and r − 1 = 49). Thus it is not clear
whether an algebraic attack can be mounted efficiently in general.

However, in the case of the tweaked McEliece schemes we have either quasi-
cyclic or dyadic [5,27]. It turns out that is possible to make use of this structure
in order to reduce considerably the number of unknowns in the algebraic system
(1). Moreover, it also appears that by using only the linear equations involving
the Yi’s gives a linear space of solutions which is of small dimension. We will
explain in Section 4 and Section 5 respectively how to solve the underlying alge-
braic systems. We will see how the public-key structure (quasi-cyclic or dyadic)
impacts on the difficulty of solving the algebraic system (1). In particular, the
structure induces an imbalance between the X and Y variables. From a prac-
tical point of view, we have been able to recover the secret-key via Gröbner
bases computations in a negligible time (less than one second) for most of the
parameters proposed in [5,27]. Before that, we briefly recall in the next section
the McEliece scheme and we explain in Section 3 how we derive the algebraic
system (1).

2 McEliece Public-Key Cryptosystem

We recall here how the McEliece public-key cryptosystem is defined.

Secret key: The triplet (S,Gs,P ) of matrices defined over a finite field Fq over q
elements, with q being a power of two, that is q = 2s. Gs is a full rank matrix of
size k×n, with k < n, S is of size k× k and is invertible, and P is permutation
matrix of size n×n. Moreover Gs defines a code (which is the set of all possible
uGs with u ranging over Fkq ) which has a decoding algorithm which can correct
in polynomial time a set of errors of weight at most t. This means that it can
recover in polynomial time u from the knowledge of uGs + e for all possible
e ∈ Fnq of Hamming weight at most t.

Public key: The matrix product G = SGsP .

Encryption: A plaintext u ∈ Fkq is encrypted by choosing a random vector e in
Fnq of weight at most t. The corresponding ciphertext is c = uG + e.

Decryption: c′ = cP−1 is computed from the ciphertext c. Notice that c′ =
(uSGsP +e)P−1 = uSGs+eP−1 and that eP−1 is of Hamming weight at most
t. Therefore the aforementioned decoding algorithm can recover in polynomial
time uS. This vector is multiplied by S−1 to obtain the plaintext u.

This describes the general scheme suggested by McEliece. From now on, we
say that G is the public generator matrix and the vector space C spanned by its
rows is the public code i.e. C

def=
{
uG | u ∈ Fkq

}
. What is generally referred to

as the McEliece cryptosystem is this scheme together with a particular choice
of the code, which consists in taking a binary Goppa code. This class of codes
belongs to a more general class of codes, namely the alternant code family ([24,
Chap. 12, p. 365]). The main feature of this last class of codes is the fact that
they can be decoded in polynomial time.
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3 Algebraic Approach

Setting up the algebraic system. We explain more precisely how we con-
struct the algebraic system described in (1). As explained in the previous section,
the McEliece cryptosystem relies on Goppa codes which belong to the class of
alternant codes and inherit from this an efficient decoding algorithm. We will
describe this class of codes in more details since both cryptosystems that we
cryptanalyze use such codes. It is convenient to describe them through a parity-
check matrix. This is an r × n matrix H defined over an extension Fqm of the
field over which the code is defined, which is such that

{uGs | u ∈ Fkq} = {c ∈ Fnq | HcT = 0}. (2)

r satisfies in this case the condition r ≥ n−k
m . In the case of alternant codes, there

exists a parity-check matrix with a very special form related to Vandermonde
matrices. More precisely there exist two vectors x = (x0, . . . , xn−1) and y =
(y0, . . . , yn−1) in Fnqm such that V r(x,y) is a parity-check matrix , with

V r(x,y) def=

⎛⎜⎜⎜⎝
y0 · · · yn−1
y0x0 · · · yn−1xn−1
...

...
y0x

r−1
0 · · · yn−1x

r−1
n−1

⎞⎟⎟⎟⎠ . (3)

We use the following notation in what follows

Definition 1. The alternant code Ar(x,y) of order r over Fq associated to x =
(x0, . . . , xn−1) where the xi’s are different elements of Fqm and y=(y0, . . . , yn−1)
where the yi’s are nonzero elements of Fqm is defined by

Ar(x,y) = {c ∈ Fnq | V r(x,y)cT = 0}.
It should be noted that the public code in the McEliece scheme is also an alter-
nant code. We denote here by the public code, the set of vectors of the form

{uG | u ∈ Fkq} = {cSGsP | c ∈ Fkq}.

This is simple consequence of the fact that the set {uSGsP | u ∈ Fkq} is obtained
from the secret code {uGs | u ∈ Fkq} by permuting coordinates in it with the
help of P , since multiplying by an invertible matrix S of size k × k leaves the
code globally invariant. The key feature of an alternant code is the following fact

Fact 1. There exists a polynomial time algorithm decoding an alternant code
once a parity-check matrix H of the form H = V r(x,y) is given.

In other words, it is possible to break the McEliece scheme, if it is possible to
find x∗ and y∗ in Fnqm such that

{xG | x ∈ Fkq} = {y ∈ Fnq | V r(x∗,y∗)yT = 0}. (4)



284 J.-C. Faugère et al.

From the knowledge of this matrix V r(x∗,y∗), it is possible to decode the public
code, that is to say to recover u from uG + e. Finding such a matrix clearly
amounts to find a matrix V r(x∗,y∗) such that V r(x∗,y∗)GT = 0. By bringing
in 2n variables X0, . . . , Xn−1 and Y0, . . . , Yn−1 where Xi corresponds to x∗i and
Yi to y∗i we see that this is equivalent to solve the following system:{

gi,0Y0X
j
0 + · · · + gi,n−1Yn−1X

j
n−1 = 0

∣∣∣ i ∈ {0, . . . , k − 1}, j ∈ {0, . . . , r − 1}
}

(5)

where the gi,j ’s are the entries of the known matrix G with 0 ≤ i ≤ k − 1 and
0 ≤ j ≤ r − 1.

The cryptosystems proposed in [5,27] follow the McEliece scheme [25] with the
additional goal to design a public-key cryptosystem with very small key sizes.
They both require to identify alternant codes having a property that allows
matrices to be represented by very few rows. In the case of [5] circulant matrices
are chosen whereas the scheme [27] focuses on dyadic matrices. These two families
have in common the fact the matrices are completely described from the first
row. The public generator matrix G in these schemes is a block matrix where
each block is circulant in [5] and dyadic in [27].

We shall see that the algebraic approach previously described leads to a key-
recovery in nearly all the parameters proposed in both schemes. The crucial point
that makes the attack possible is the fact that we have a system with much less
unknowns than in the case of the McEliece cryptosystem. This is due to both
the particular structure of the matrices and their block form that describe the
public alternant codes. We finally end this section with a simple remark which
explains that we can basically set one of the Yi’s and two values of the Xi’s to
an arbitrary value in the algebraic system (1).

Proposition 1 ([24, Chap. 10, p. 305]). Let (X0, . . . , Xn−1), (Y0, . . . , Yn−1)
be a solution of (1) and a �= 0, b, c �= 0 be elements of Fqm . Then (aX0 +
b, . . . , aXn−1 + b) and (cY0, . . . , cYn−1) is also a solution of (1).

Solving the Algebraic System. We describe now a general technique to solve
the algebraic systemMcEk,n,r(X,Y) usingGröbner bases techniques [11,12,13,14].
Although the particular characteristics of the cryptosystems [5,27] studied here
will further influence the shape of McEk,n,r(X,Y) (number of variables, number of
equations, . . .), we have designed a special strategy for taking advantage as muchas
possible of the intrinsic structure.We havemade an implementation of the strategy
described here. We will present the experimental results, as well as the improve-
ments which are possible due to the quasi-cyclic and dyadic structures, in Section
4 (quasi-cyclic case) and Section 5 (dyadic case).

As a first general remark, it is readily seen that McEk,n,r(X,Y) is highly
structured. For instance, it is very sparse as the only monomials occurring in the
system are of the form YiX

j
i , with 0 ≤ i ≤ k − 1 and 0 ≤ j ≤ r − 1. It can also

be noticed that each block of k equations is bi-homogeneous, i.e. homogeneous
if the variables of X (resp. Y) are considered alone. Note that such structure
already appears in the cryptanalysis of the MinRank problem [15].
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Due to the particular structure of the system, it makes sense to design a
specific strategy for solving McEk,n,r(X,Y). A simple way for solving this system
would consist in generating the equations and try to solve it directly with a
generic algorithm (for instance, the Gröbner basis algorithm available in the
Magma computer algebra software). This approach fails for most challenges
proposed in [27]. However, it is interesting to remark that this direct approach
has been successful in practice for all challenges of [5]. We only mention that it
takes between few minutes to 24 hours of computation using a negligible amount
of memory. As a comparaison, the improved strategy that we will describe now
permits to solve (almost) all the challenges of [5,27] in few seconds using also a
negligible amount of memory.

The first fundamental remark is that there are k linear equations in the n
variables of the block Y in McEk,n,r(X,Y). This implies that all the variables
of the block Y can be expressed in terms of d ≥ n− k variables. From now on,
we will always assume that the variables of the block Y′ only refer to these d
free variables. The first step is then to rewrite the system (1) only in function of
the variables of X and Y′, i.e. the variables of Y \Y′ are substituted by linear
combinations involving only variables of Y′. For the cryptosystems considered
in this paper [5,27], the number of free variables d in Y′ can be rather small
(typically 1 or 2 for some challenges). Furthermore, the quasi-cyclic and dyadic
structures provide additional linear equations in the variables of X and Y′ which
can be also used to rewrite/clean the system. In the sequel, we will denote by
McEk,n,r(X′,Y′) the system obtained from McEk,n,r(X,Y) by removing all the
linear equations in X and Y.

The second crucial point is that as soon as the the projection of the solutions
on the variables Y′ are known, the system (1) simplifies to:{

g′i,0X
j
0 + · · ·+ g′i,n−1X

j
n−1 = 0

∣∣∣ i ∈ {0, . . . , k − 1}, j ∈ {0, . . . , r − 1}
}
.

This system is readily solved by keeping only the equations in this system which
correspond to powers of the Xi’s which are powers of two. In other words we
consider only the equations of the form g′i,0X

2j

0 + · · · + g′i,n−1X
2j

n−1 = 0 for j in
{0, . . . , 'log2(r− 1)(} and i in {0, . . . , k − 1}. Hence, we obtain a quasi bi-linear
system because the system is always defined over a field of characteristic two.
Moreover, it has very few monomials per equation and can be easily solved in
practice by computing a Gröbner basis.

The most difficult part of the computation is to find a projection of the so-
lutions with respect to the variables of the block Y′. Notice that an exhaus-
tive search on the d free variables of Y′ leads to a practical attack for some
of the challenges proposed in [5,27]. We will present below an even more ef-
ficient strategy to recover Y′. More formally, let I be the ideal generated by
McEk,n,r(X′,Y′) and V be the corresponding variety i.e. the set of solutions.
The goal is to compute the projection of V , denoted by V ′, on the variables of
Y′. This can done by computing a Gröbner basis (w.r.t. a degree order) Gdeg of
I ∩Fqm [Y′]. This is a classical problem in computer algebra which can be solved
by using standard elimination techniques (for instance see [1, Chap. 2.3, p. 69]
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or [12, Chap. 3, p. 112]. In the appendix, we briefly recall basic facts about
elimination theory. In our context, we have used a slightly modified version of
F4 [13] for computing a Gröbner basis Gdeg of I ∩ Fqm [Y′]. Roughly speaking,
the idea is to adapt the algorithm for performing the Gröbner basis compu-
tation in Fqm [X′][Y′], i.e. the set of polynomials in Y′ whose coefficients are
polynomials in Fqm [X′]. As for the usual F4, we process degree by degree. How-
ever, we consider only the degree of the polynomials w.r.t. the variables of X′.
We stop the computation as soon as we have sufficiently many equations in
Y′, in other words, as soon as we detect that V ′ has a finite number of solu-
tion. Below, we describe more precisely the procedure which allows to compute
a Gröbner basis Gdeg of I ∩ Fqm [Y′]. As already explained, this is the most
difficult part.

Algorithm 1. ComputeProjection

Input : The system McEk,n,r(X′, Y′)
Output: A Gröbner basis Gdeg of I ∩ Fqm [Y′]
Let F be the equations of degree 2i, 1 ≤ i ≤ r − 1 of McEk,n,r(X′,Y′)
Let F ′ be the system obtained from F by fixing “randomly” some variables of X′

Compute a Gröbner basis Gdeg of I ∩ Fqm [Y′] using the tweaked version of F4

Return Gdeg

Furthermore, to be sure that the variety V ′ associated to I ∩Fqm [Y′] has few
solutions, we have to remove parasite solutions corresponding to Xi = Xj or to
Yj = 0. A classical way to do that is to introduce new variables uij and vi and
add to McEk,n,r(X′,Y′) equations of the form:

uij · (Xi −Xj) + 1 = and vi · Yi + 1 = 0.

In practice, we have not added all theses equations; but only few of them namely
4 or 5. The reason is that we do not want to add too many new variables. In
addition, including few of such equations already permits to remove trivial so-
lutions. We also have to remove some degree of freedom in the algebraic system
by fixing randomly few variables of X’ as explained in Proposition 1. It is im-
portant to notice that since we are removing component of high dimension the
new system is indeed much faster to solve.

Finally, we have not considered all the equations of McEk,n,r(X′,Y′) to com-
pute Gdeg. This system being naturally over-defined, we can “safely” remove
some equations. Typically, it makes sense to consider the smaller subset of equa-
tions such that V ′ is zero-dimensional and for which we can efficiently compute
Gdeg. The variety V ′ having few elements it is not difficult to recover this set
from the knowledge of Gdeg.
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4 Algebraic Cryptanalysis of the Quasi-Cyclic Variant

The scheme presented in [5] suggests to use block matrices where each block
is a circulant matrix. The public code C suggested in [5] is defined on a field
Fq = F2s which is considered as a subfield of Fqm for a certain integer m. Let α
be a primitive element of Fqm . Let � and N0 be such that qm−1 = N0� and let β
be an element of Fqm of order �. Although this is not explicitly stated in [5], it is
readily checked that C is defined from an r×n parity-check matrix H over Fqm

which is the juxtaposition of n0 (n = �n0) matrices H(0), · · · ,H(n0−1) of size
r × �. Each H(b) = (h(b)

i,j ) with 0 ≤ b ≤ n0 − 1, 0 ≤ i ≤ r − 1 and 0 ≤ j ≤ �− 1
is given by

h
(b)
i,j = γbβ

(db+j)e
(
αwbβdb+j

)i
(6)

where γb is a nonzero element of Fqm , db is an integer of {0, . . . , �− 1}, e is an
integer of {0, . . . , �−1} and the wb’s are distinct integers of {0, . . . , N0−1}. From
this, it is now clear that C is an alternant code Ar(x,y) of order r associated to
x = (x0, . . . , xn−1) and y = (y0, . . . , yn−1) which satisfy for any j in {0, . . . , �−1}

xb�+j = αwbβdb+j (7)

yb�+j = γbβ
(db+j)e, (8)

It can be checked (see [5]) that C has a public generating matrix G which is
block circulant of size k×n with k of the form k = k0� for some integer k0 (recall
that k ≥ n− rm).

We present now an algebraic attack against the quasi-cyclic variant proposed
in [5] that recovers x and y by setting up an algebraic system of the form
McEk,n,r(X,Y) from the equation HGT = 0. This would also give a system
with 2n unknowns. We can obtain a huge reduction of the number of unknowns
by using Equations (7) and (8) which induce some linear relations between the
xi’s and the yi’s. From these two equations we deduce that

xb�+j = xb�β
j (9)

yb�+j = yb�β
je, (10)

for any j in {0, . . . , � − 1} and j in {0, . . . , n0 − 1}. Furthermore, since in the
cases considered in [5], e is small because it lies in the range {0, . . . , �− 1} and
� is less than 100, we may assume that:

Assumption 2. The secret integer e such that 0 ≤ e ≤ �− 1 is known.

This enables to simplify the description of the system McEk,n,r(X,Y). By setting
up the unknown Xb for xb� and the unknown Yb for yb� we obtain the following
algebraic system.

Proposition 2. Let G = (gi,j) be the k×n public generator matrix with k = k0�
and n = n0�. For any 0 ≤ w ≤ r − 1 and any 0 ≤ i ≤ k − 1, the unknowns
X0, . . . , Xn0−1 and Y0, . . . , Yn0−1 should satisfy:
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n0−1∑
b=0

g′i,b,wYbX
w
b = 0 where g′i,b,w

def
=

�−1∑
j=0

gi,b�+jβ
j(e+w). (11)

Proof. We observe that

n−1∑
j=0

gi,jyjx
w
j =

n0−1∑
b=0

�−1∑
j=0

gi,b�+jyb�+jx
w
b�+j =

n0−1∑
b=0

�−1∑
j=0

gi,b�+jyb�x
w
b�β

jeβjw

=
n0−1∑
b=0

yb�x
w
b�

⎛⎝�−1∑
j=0

gi,b�+jβ
jeβjw

⎞⎠
By setting Xb for xb� and Yb for yb� we obtain the aforementioned system.

Theoretically by Proposition 1, we would be able to fix two variables, say X0 and
X1, and one variable Yj , for instance Y0, to arbitrary values as long as X0 �= X1
and Y0 �= 0. However, if we do it, we then lose the linear relations between
the xi’s given in (9). Therefore we can only fix one Xi and one Yi as stated in
Lemma 1 that is straightforward to prove.

Lemma 1. Let (X0, . . . , Xn0−1), (Y0, . . . , Yn0−1) be a solution of (11). Then
(aX0, . . . , aXn0−1) and (cY0, . . . , cYn0−1) is also a solution of (11) for any a �= 0
and c �= 0 of Fqm .

Hence, the total number of unknowns is 2(n0 − 1). Furthermore there are many
redundant equations in Proposition 2. This comes from the block circulant form
of G. From this form we know that gi�+u,b�+j = gi�,b�+((j−u) mod �) for all u in
{0, . . . , �− 1} and i in {0, . . . , k0 − 1}. We also have:

g′i�+u,b,w =
�−1∑
j=0

gi�+u,b�+jβ
j(e+w) =

�−1∑
j=0

gi�,b�+((j−u) mod �)β
j(e+w)

=
�−1∑
j=0

gi�,b�+jβ
j(e+w)βu(e+w) = g′i�,b,wβ

u(e+w)

We used the fact β�(e+w) = 1. So for a given i, when u describes {0, . . . , �−1}, the
equations

∑n0−1
b=0 g′i�+u,b,wYbX

w
b = 0 are all equivalent. This means that instead

of having rk equations we have only rk
� = k0r algebraic equations.

Proposition 3. The system (11) has (n0 − 1) unknowns Yi and (n0 − 1) un-
knowns Xi. Furthermore, it has k0 linear equations involving only the Yi’s and
(r − 1)k/� = (r − 1)k0 polynomial equations involving the unknowns YiXw

i with
w > 1.

From now on, we will always assume that redundant equations have been re-
moved and the variables X0 and Y0 are fixed. Finally, note that there are
d

def= n0 − 1− k0 free variables for the Yi’s.
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Table 1. Cryptanalysis results for [5] (m = 2)

Challenge q � n0 d Security [5] Unknowns Equations Time (Operations, Memory)

A16 28 51 9 3 80 16 510 0.06 sec (218.9 op, 115 Meg)
B16 28 51 10 3 90 18 612 0.03 sec (217.1 op, 116 Meg)
C16 28 51 12 3 100 22 816 0.05 sec (216.2 op, 116 Meg)
D16 28 51 15 4 120 28 1275 0.02 sec (214.7 op, 113 Meg)

A20 210 75 6 2 80 10 337 0.05 sec (215.8 op, 115 Meg)
B20 210 93 6 2 90 10 418 0.05 sec (217.1 op, 115 Meg)
C20 210 93 8 2 110 14 697 0.02 sec (214.5 op, 115 Meg)

QC600 28 255 15 3 600 28 6820 0.08 sec (216.6 op, 116 Meg)

We now present experimental results obtained when solving the system de-
scribed in (11) using the strategy described in Section 3. The experimental re-
sults have been obtained with several Xeon bi-processor 3.2 Ghz, with 16 Gb
of Ram. The instances of our problem have been generated using the Magma

software. We used the Magma version 2.15 for our computations. The F5 [14]
algorithm has been implemented in C language in the FGb software. We used
this implementation for computing the first Gröbner basis (i.e. which is used in
Algorithm 1). All the other computations are performed under Magma includ-
ing factorizing some univariate polynomials and computing Gröbner bases using
the F4 [13] algorithm. The most important observation is that we have been
able to solve all the challenges of [5] in a negligible time because the dimension
d = n0 − 1 − k0 of the vector space solution for the Yi’s is very small. We also
proposed a challenge QC600 for showing the behaviour of our attack for high
security levels.

5 Algebraic Cryptanalysis of the Dyadic Variant

The cryptosystem presented in [27] considers particular alternant codes called
quasi-dyadic Goppa codes. Goppa codes form an important subclass of alternant
codes. Goppa codes are defined by means of a polynomial G(X) of degree � with
coefficients in Fqm and for which the sequence x is assumed not to contain any
root of G(X). The alternant code defined by the parity-check matrix V �(x,y)
with yi = G(xi)−1 is called a Goppa code over Fq and is denoted by G (x, G).
A detailed description of the key generation is given in Appendix B. We only
provide important facts that are useful for recovering the private key. We first
state an important result that shows that G defines actually an alternant code.
The proof is given in Appendix C. The last important fact to know about G is
that it is a k × n matrix over Fq such that n = n0� and k ≥ n−m� where n0, �
are given integers.

Proposition 4. The code defined by the public generator matrix G is an alter-
nant code A�(x,y) where for any 0 ≤ j ≤ n0 − 1 and 0 ≤ i, i′ ≤ �− 1, we have
the following equations:
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⎧⎨⎩yj�+i = yj�
xj�+i + xj� = xi + x0
xj�+(i⊕i′) = xj�+i + xj�+i′ + xj�

(12)

where ⊕ is the bitwise exclusive-or on the binary representation of the indices.

The cryptanalysis of the system consists in defining n0 unknowns Y0, . . . , Yn0−1
that play the role of the yj’s and n unknowns X0, . . . , Xn that represent the
xj ’s. We know specify the system of equations that we obtain directly from
Proposition 4.

Proposition 5. For any w, j, i and i′ such that 0 ≤ w ≤ �− 1, 0 ≤ j ≤ n0 − 1
and 1 ≤ i, i′ ≤ �− 1, we have:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

n0−1∑
j=0

Yj

�−1∑
l=0

gi,j�+lX
w
j�+l = 0

Xj�+i +Xj� +Xi +X0 = 0

Xj�+(i⊕i′) +Xj�+i +Xj�+i′ +Xj� = 0

(13)

It is possible to simplify System (13) by observing, thanks to the third equation,
that actually many variables Xi’s can be expressed in function of some few
variables, namely X2j with 0 ≤ j ≤ log2(�− 1) and Xb with 0 ≤ b ≤ n0 − 1.

Corollary 1. For any 1 ≤ i ≤ � − 1, if we write the binary decomposition of
i =
∑log2(�−1)

j=0 ηj2j then the following equation holds:

Xi = X0 +
log2(�−1)∑
j=0

ηj(X2j +X0).

We are also able to provide the exact number of unknowns we can fix to arbitrary
values.

Lemma 2. Let (X0, . . . , Xn−1), (Y0, . . . , Yn−1) be a solution of (13) and a �= 0,
b,c �= 0 be elements of Fqm . Then (aX0 + b, . . . , aXn−1 + b) and (cY0, . . . , cYn−1)
is also a solution of (13).

Proof. The only fact to prove is that (X0 + b, . . . , Xn−1 + b) is also a solution of
the last two equations in (13). It is readily checked since Fqm is of charateristic
two.

We can now completely give the effective number of equations after elimination
of redundant equations.

Proposition 6. The system (13) has n0 − 1 unknowns Yi and n0 − 2 + log2(�)
unknowns Xi. Furthermore, it has n0 − m linear equations involving only the
Yi’s, and (� − 1)�(n0 −m) polynomial equations involving the unknowns YiXw

i

with w > 1.
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Proof. The number of variables Yj is (n0−1) since we can choose Y0 = 1. As for
the variablesXj , we observe that they can all be expressed only in function ofX2j

and Xi� with 0 ≤ j ≤ log2(�−1) and 0 ≤ i ≤ n0−1. So the number of unknowns
Xj is log2(�−1)+1+n0−2 since we can fix two different arbitrary values for two
variables, say X0 and X� (Lemma 2). Using the fact that log2(�−1) = log2(�)−1
since � is a power of 2, we get the claimed number of unknowns. Furthermore,
because of the dyadicity of G, the equations obtained with w = 0 are identical
when g describes all the rows of a dyadic block of G. This does not appear when
w > 1. So we have k/� = n0 − m linear equations that involve the Yi’s and
(�− 1)k = (� − 1)�(n0 −m) polynomial equations that contain variables of the
form YiX

w
i where w > 1.

We now present in Table 2 the experimental results we obtained when we solve
the system described in (13) using the strategy described in Section 3. As previ-
ously, the experimental results have been obtained with several Xeon bi-processor
3.2Ghz, with 16 Gb of Ram. The instances of our problem have been generated
using the Magma software. We used the Magma version 2.15 for our compu-
tations. The F5 [14] algorithm has been implemented in C language in the FGb
software. We used this implementation for computing the first Gröbner basis
(i.e. which is used in Algorithm 1). All the other computations are performed
under Magma including factorizing some univariate polynomials and computing
Gröbner bases using the F4 algorithm [13]. Table 2 also shows the impact of
the degree extension m. Indeed, computation times indicate that the solutions
are easy to find if m is small. This phenomenon is directly related to the size
of the solution space of the variables Yi. We have seen in Section 3 that such
variables satisfy a system of linear equations. From Proposition 6, the number
of linear equations is k0 = n0−m whereas the number of unknowns Yi is n0−1.
Thus the dimension of the vector space solution for the Yi’s is m − 1. We also
give in Table 2 new parameters (Dyadic256 and Dyadic512) that are generated
by “extrapolating” challenges given in [27]. We observe that this solution space
is manageable in practise as long as m < 16 because we did not succeed to find
an efficient way to solve the challenges of [27] when m = 16.

Table 2. Cryptanalysis results for [27]

Challenge q m � n0 Security Unknowns Equations Time (Operations, Memory)

Table 2 22 8 64 56 128 115 193, 584 1, 776.3 sec (234.2 op, 360 Meg)
Table 2 24 4 64 32 128 67 112, 924 0.50 sec (222.1 op, 118 Meg)
Table 2 28 2 64 12 128 27 40, 330 0.03 sec (216.7 op, 35 Meg)

Table 3 28 2 64 10 102 23 32, 264 0.03 sec (215.9 op, 113 Meg)
Table 3 28 2 128 6 136 16 65, 028 0.02 sec (215.4 op, 113 Meg)
Table 3 28 2 256 4 168 13 130, 562 0.11 sec (219.2 op, 113 Meg)

Table 5 28 2 128 4 80 12 32, 514 0.06 sec (217.7 op, 35 Meg)
Table 5 28 2 128 5 112 14 48, 771 0.02 sec (214.5 op, 35 Meg)
Table 5 28 2 128 6 128 16 65, 028 0.01 sec (216.6 op, 35 Meg)
Table 5 28 2 256 5 192 15 195, 843 0.05 sec (217.5 op, 35 Meg)
Table 5 28 2 256 6 256 17 261, 124 0.06 sec (217.8 op, 35 Meg)

Dyadic256 24 4 128 32 256 68 455, 196 7.1 sec (226.1 op, 131 Meg)
Dyadic512 28 2 512 6 512 18 1, 046, 532 0.15 sec (219.7 op, 38 Meg)
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6 Conclusion

We described in this paper a new algebraic approach to assess the security of
the McEliece cryptosystem. We showed that the private key of this scheme is
a solution of a very structured system of bi-homogeneous polynomial equations
in two sets of unknowns Yi and Xi. The solutions belong to a finite field Fqm

whereas the coefficients of the system are in Fq for some known integers m
and q. This system comes from the particular structure of alternant codes used
in McEliece. Indeed, the Goppa codes as proposed in [25] form a subfamily of
alternant codes. Furthermore, the system is composed of two parts of equations:
one part that consists of linear equations that involve only the unknowns Yi and
a second part where the equations involve terms of the form YiX

j
i .

We applied this approach to two new cryptosystems [27,5] that are variants
of the McEliece scheme. Both aim at reducing the public keys by using very
structured block matrices (cyclic matrices in [5] and dyadic matrices in [27]).
We show that our new cryptanalytic point of view is very efficient for all the
parameters proposed in [5]. An implementation in Magma validates our attack
and shows that the private key can be found in a negligible time. For the scheme
[27], we are also able to fully recover the private key in almost all cases. An
implementation in Magma shows that this can be done in time comparable to
[5] as long as the dimension m of the solution vector space of the Yi’s is small.

Thanks to a very recent development [16] on the solving of bihomogeneous
bilinear systems, it is very likely that the solving technique presented here can
be replaced by a new version of F5 dedicated to bi-linear systems. In our case, we
can obtain a (quasi) bilinear system when we consider the equations involving
terms of the form YiX

2j

i . Moreover, this will permit to precisely estimate the
complexity of the attack presented in this paper and will provide a concrete
criteria to evaluate the security of future compact McEliece’s variants.

Finally, it would be interesting to study if this algebraic approach followed
here can be improved in order to mount an attack on the original McEliece
cryptosystem. In this case however, there are much more unknowns than in the
cases considered here and there is much more freedom left on the Yi’s by looking
at the linear equations involving only the Yi’s.
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A Gröbner Basics

The classical approach for computing a Gröbner basis of I ∩ Fqm [Y′] can be
described as follows. A reader already familiar with polynomial system solving
can skip this part. We have to choose a suitable ordering on the monomials (for
a definition of such orders, see for instance [12, Chap. 2, p. 52]). In particular,
we have to select an elimination ordering ([1, Chap. 2.3, p. 69]) on the blocks
X′, Y′ such that the variables occurring in X are greater that those of Y′

(denoted by X′ >> Y′). According to [1, Theo. 2.3.4, Chap. 2.3, p. 69], this
elimination ordering will permit to compute a Gröbner basis Gdeg of I ∩Fqm [Y′]
with respect to a degree order on the variables of Y′ (i.e. this is the order induced
when “removing” the variables of the block X′ in the elimination ordering). In
theory, to compute the variety V ′ associated to I ∩Fqm [Y′], we have to perform
a change of ordering on Gdeg to compute Gröbner basis Glex of I ∩ Fqm [Y′]. If
we assume that V ′ is zero-dimensional (i.e. has a finite number of solutions so
that #V ′ < ∞), then an efficient tool to perform the change of ordering is the
FGLM algorithm [17]. The complexity of computing Glex from Gdeg with FGLM
is polynomial in the size of V ′, i.e. O((#V ′)3

)
. In our case, the size of V ′ is very

small (< 10).
We have used a slightly modified version of F4 [13] for computing a Gröbner

basis Gdeg of I ∩ Fqm [Y′]. The idea is to adapt the algorithm for performing
the Gröbner basis computation in Fqm [X′][Y′], i.e. the set of polynomials in Y′

whose coefficients are polynomials in Fqm [X′]. As for the usual F4, we process
degree by degree. However, we consider only the degree of the polynomials w.r.t.
the variables of X′. We stop the computation as soon as we have sufficiently
many equations in Y′ (for instance, as soon as we detect that V ′ has a finite
number of solution, i.e. of dimension zero ). The modified version is defined
below.

Input:

⎧⎨⎩
X’ and Y’
F a finite subset of Fqm [X′,Y′]
< a monomial admissible order

Output: a finite subset of Fqm [Y′].
G := F and P :=

{
CritPair(f, g) | (f, g) ∈ G2 with f �= g

}
while P �= ∅ and dim(G ∩ Fqm [Y′]) > 0 do

d := min {degX′ (p) | p ∈ P} minimal partial degree of critical pairs
Extract from P, Pd the list of critical pairs of degree d
R :=Matrix Reduction(Left(Pd) ∪ Right(Pd), G)
for h ∈ R do

P := P ∪ {CritPair(h, g) | g ∈ G}
G := G ∪ {h}

return G ∩ Fqm [Y′]

Fig. 1. Algorithm F4 (modified version)
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For the definition of Matrix Reduction, and CritPair, we refer to [13].
Briefly, the first function performs the usual polynomial reduction of Buch-
berger’s algorithm [12] using linear algebra. The second function selects critical
pairs with respect to a defined strategy.

B Description of the Variant Based on Dyadic Goppa
Codes

The cryptosystem presented in [27] considers particular alternant codes called
quasi-dyadic Goppa codes. Goppa codes form an important subclass of alternant
codes. Goppa codes are defined by means of a polynomial G(X) of degree � with
coefficients in Fqm and for which the sequence x is assumed not to contain any
root of G(X). The alternant code defined by the parity-check matrix V �(x,y)
with yi = G(xi)−1 is called a Goppa code over Fq and is denoted by G (x, G). It
has dimension n −m� and minimum distance d ≥ � + 1 [24, Chap. 12, p. 340].
In the special case where the roots z = (z0, . . . , z�−1) of G(X) are distinct and
all belong to Fqm then G (x, G) admits a parity-check matrix C(z,x) in Cauchy
form [24, p. 345].

The scheme in [27] considers a Goppa code that admits a parity-check matrix
that is both a Cauchy matrix and a block matrix where each block is dyadic. An
�×� matrix Δ = (Δi,j) with 0 ≤ i ≤ �−1 and 0 ≤ j ≤ �−1 is dyadic if and only
if Δi,j = hi⊕j where ⊕ is the bitwise exclusive-or on the binary representation of
the indices and h = (h0, . . . , h�−1) is the first row of Δ. Let h = (h0, . . . , hN−1)
be a vector of FNqm with � ≤ N . We denote by Δ�(h) = (Δi,j) the �×N matrix
such that Δi,j = hi⊕j . One can easily observe that Δ�(h) is the juxtaposition of
N0 dyadic matrices of size �×� when N = N0� for some integer N0. Proposition 7
proved in [27, Theorem 2] characterizes dyadic Cauchy matrices.

Proposition 7. A necessary and sufficient condition for Δ�(h) to be a Cauchy
matrix C(z,x) is that Fqm is of characteristic 2 and for any i, j in {0, . . . , N−1}
we have:

1
hi⊕j

=
1
hj

+
1
hi

+
1
h0
. (14)

Furthermore, for any θ ∈ Fqm and for any z∗i = 1/hi+θ and x∗j = 1/hj+1/h0+θ,
the Cauchy matrix C(z∗,x∗) is equal to Δ�(h).

Indeed, the public generator matrix G is a k × n block matrix where each
block is an � × � dyadic matrix with � being a power of 2. The entries of G
belong to Fq and the integers k and n are chosen such that n = n0� and
k = n − m� = �(n0 − m) where n0 is some integer and m defines the exten-
sion Fqm . The matrix G is obtained from a secret � × n block parity-check
matrix H =

(
Δ�(f0)| · · · |Δ�(fn0−1)

)
where each block Δ�(f j) is an � × �

dyadic matrix and for any 0 ≤ j ≤ n0 − 1, f j is a vector of F�qm such that
f j = γj

(
hωj�⊕dj , h(ωj�+1)⊕dj

, . . . , h((ωj+1)�−1)⊕dj

)
where h = (h0, . . . , hN−1) is

a random vector of FNqm that satisfies Equation (14) and such that N = N0� for
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some integer N0 � n0. The integers ωj , dj are chosen such that 0 ≤ ωj ≤ N0−1
and 0 ≤ dj ≤ �− 1. The coefficients γj are non zero elements of Fqm . Note that
the integers ωj ’s are different. The secret key consists then of the vectors h,
ω = (ω0, . . . , ωn0−1), d = (d0, . . . , dn0−1) and γ = (γ0, . . . , γn0−1).

C Proof of Proposition 4

Lemma 3. Let N = N0� with � = 2e for some integer e and let h be a vector
in FNqm that satisfies Equation (14). Let G (a∗, G) be the Goppa code such that
a∗ = (a∗0, . . . , a∗N−1) is defined by a∗j = 1/hj + 1/h0 for 0 ≤ j ≤ N − 1 and
G(X) =

∏�−1
i=0 (X − zi) with zi = 1/hi. Then for any i, j in {0, . . . , N − 1} we

have a∗i⊕j = a∗i + a∗j and for any 0 ≤ j ≤ N0 − 1 and 0 ≤ i, i′ ≤ �− 1

G(a∗j�+i)
−1 =

(j+1)�−1∏
l=j�

hl

Proof. The property that a∗i⊕j = a∗i+a∗j comes from Equation (14). Furthermore,
we have:

G(a∗j�+i)
−1 =

�−1∏
�=0

(z� − a∗j�+i)
−1 =

�−1∏
�=0

(1/h� + 1/hj�+i + 1/h0)−1 =
�−1∏
�=0

hj�+�

which terminates the proof.

We remark in particular that we have G(a∗j�+i) = G(a∗j�) for any 0 ≤ j ≤ n0− 1
and 0 ≤ i ≤ �− 1. The next lemma we give without proof shows that the action
of a dyadic permutation can be simply characterized as a translation.

Lemma 4. Let t and d two integers such that 0 ≤ d ≤ � − 1. For any vector
v = (v0, . . . , v�−1), we have:

v ×Δ�(bd) = (vd, v1⊕d, . . . , v(�−1)⊕d) (15)

where the vector bd = (bd,0, . . . , bd,�−1) is such that bd,j = 0 if j �= d and bd,d = 1.

We are now prepared to prove Proposition 4. Let (h,ω,d,γ) be the private key
and let G be the public generator matrix. We shall see that a parity-check matrix
for the code generated by G is V �(a,λ) with aj�+i = a∗(ωjt+i)⊕d�

and λj�+i =
γj G(a∗ωjt)

−1 where a∗ and G(X) are defined as in Lemma 3. Indeed, we know
that the code defined by the parity-check matrix Δ�(h) is also defined by the
parity-check matrix V �(a,λ) where λj = G(aj)−1 for any 0 ≤ j ≤ N −1. Recall
from Lemma 3 that G(aj�+i) = G(aj�) for any 0 ≤ j ≤ N0−1 and 0 ≤ i ≤ �−1.
The role of ω is to pick n0 dyadic blocks from Δ�(h). These blocks correspond
to the columns a∗ωj�

, . . . , a∗(ωj+1)�−1 of V �(a,λ) when j describes {1, . . . , n0}.
These columns are then multiplied by a dyadic permutation matrix Δ�(bd�

)
which leads to reorder the columns as aωj�⊕dj , . . . , a((ωj+1)�−1)⊕dj

according to
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Lemma 4. Finally, each dyadic block is scaled by γj which means that if we set
λj�+i = γj G(aωj�)−1 then V �(a,λ) is another parity-check matrix of the code
generated by G. We are now going to show that for any 0 ≤ j ≤ n0 − 1 and
0 ≤ i, i′ ≤ �− 1, we have the following equations:⎧⎨⎩λj�+i = λj�

aj�+i + aj� = ai + a0
aj�+i⊕i′ = aj�+i + aj�+i′ + aj�

(16)

It is clear from Lemma 3 that λj�+i = λj�. On the other hand, aj�+i = a(ωj�+i)⊕dj

= 1/h(ωj�+i)⊕dj
+ 1/h0. From Equation (14) we thus have:

aj�+i =
1

hωj�+i
+

1
hdj

=
1

hωj�
+

1
hi

+
1
h0

+
1
hdj

=
1

hωj�⊕dj

+
1
hi

+
1
h0

= aj� +
1
hi

+
1
h0
.

We observe in particular that ai+a0 = 1/hi+1/h0 and since this quantity does
not depend on �, this is equivalent to say that aj�+i+aj� = ai+a0. Before proving
the third equation, we can first see that aj�+i⊕i′ +aj� = ai⊕i′ +a0. So if we know
that ai⊕i′ = ai+ai′ +a0 then we would get ai⊕i′ = aj�+i+aj�+ai′ which finally
implies ai⊕i′ = aj�+i+aj�+i′ +a0 that leads to the expected result. Now we have
ai⊕i′ = a(ω1�+i+i′)⊕d1 = aω1�+i+i′ + ad1 = aω1�+i + ai′ + ad1 = a(ω1�+i)⊕d1 + ai′ .
Therefore we obtain:

ai⊕i′ = ai + ai′ + aω1� + ad1 + aω1� + ad1 = ai + ai′ + a0.
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Abstract. AES is the best known and most widely used block cipher.
Its three versions (AES-128, AES-192, and AES-256) differ in their key
sizes (128 bits, 192 bits and 256 bits) and in their number of rounds (10,
12, and 14, respectively). While for AES-128, there are no known attacks
faster than exhaustive search, AES-192 and AES-256 were recently shown
to be breakable by attacks which require 2176 and 299.5 time, respectively.
While these complexities are much faster than exhaustive search, they
are completely non-practical, and do not seem to pose any real threat to
the security of AES-based systems.

In this paper we aim to increase our understanding of AES security,
and we concentrate on attacks with practical complexity, i.e., attacks that
can be experimentally verified. We show attacks on reduced-round vari-
ants of AES-256 with up to 10 rounds with complexity which is feasible.
One of our attacks uses only two related keys and 239 time to recover the
complete 256-bit key of a 9-round version of AES-256 (the best previous
attack on this variant required 4 related keys and 2120 time). Another
attack can break a 10-round version of AES-256 in 245 time, but it uses
a stronger type of related subkey attack (the best previous attack on this
variant required 64 related keys and 2172 time). While the full AES-256
cannot be directly broken by these attacks, the fact that 10 rounds can
be broken with such a low complexity raises serious concerns about the
remaining safety margin offered by AES-256.

1 Introduction

AES (Advanced Encryption Standard) is an iterated block cipher which was
selected by NIST in October 2000 after a three year competition. It was made
a national and international standard, and replaced DES as the most widely
deployed block cipher in both software and hardware applications.

The three standardized versions of AES are called AES-128, AES-192, and
AES-256. They differ from each other in the key length (128, 192, and 256 bits)

H. Gilbert (Ed.): EUROCRYPT 2010, LNCS 6110, pp. 299–319, 2010.
c© International Association for Cryptologic Research 2010
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and the number of rounds (10, 12, and 14, respectively). Their data encryption
rounds are all the same, but the details of the key schedule are slightly different
since different amounts of key material are available and required in the three
variants. Their security was thoroughly analyzed by the NSA, which declared in
2003 that none of them has any known vulnerability and that the longer-key vari-
ants AES-192 and AES-256 can be used to protect top secret US governmental
data [11].

The situation started to change in the spring of 2009, when Biryukov, Khovra-
tovich and Nikolić [4] found a key recovery attack on AES-256 with related keys
and time complexity of 2131. The attack was completely non-practical, but it was
the first time that anyone had published an attack on the full AES cipher which
was faster than exhaustive search. Shortly afterwards, Biryukov and Khovra-
tovich [3] reduced the time complexity of the attack on AES-256 to 299.5, and
described the first attack on AES-192 which was faster than exhaustive search
(requiring 2176 instead of 2192 time). As a result, AES is no longer considered to
be theoretically secure, but the crucial question all of us are facing is how far it
is from becoming practically insecure.

The practicality of various types of cryptanalytic attacks depends on many
factors: Attacks based on a few ciphertexts are better than attacks that require
many ciphertexts, known plaintext attacks are better than chosen plaintext at-
tacks, nonadaptive attacks are better than adaptive attacks, single key attacks
are better than related key attacks, etc. Since it is difficult to quantify the rela-
tive importance of all these factors in different scenarios, we usually concentrate
on the total running time of the attack, which is a single well defined number.
While one can argue about the exact transition point between cryptanalytic at-
tacks of practical and theoretical time complexity, it is reasonable to place it
at around 264 basic instructions. Since optimized AES implementations require
about 16 clock cycles per byte and each plaintext has 16 bytes, this is approx-
imately equal to 256 AES encryptions. This choice of threshold is supported
by the fact that 255 evaluations of DES were carried out on special purpose
hardware several years ago, while a collision finding attack on SHA-1 which was
expected to take 261 in a large distributed effort, was abandoned due to lack of
progress.

To try and estimate the security margin left in a given cryptosystem, we can
take two different approaches. One of them is to compare the time complexity of
the best known attack on the full cryptographic scheme with this threshold. This
was the approach that motivated [3] and [4], and in this sense AES still seems to
be very secure. However, attacks can only get better over time, and in particular
they tend to exhibit “round creep” that slowly increases the number of rounds
which can be attacked with practical complexity. A second approach (and the
one taken in this paper) is thus to compare this number to the total number of
rounds in the iterated cryptosystem. An example which demonstrates the dif-
ference between these two approaches is the comparison between Serpent and
Rijndael made during the AES competition. The best attacks on their full ver-
sions had exactly the same time complexity (namely, that of exhaustive search).



Key Recovery Attacks of Practical Complexity 301

Table 1. Summary of attacks on AES-256

Rounds Scenario Time Data Memory Result Section

8 Key Diff. – CP 231 231 2 Distinguisher Sect. 6.1

8 Subkey Diff. – CC 226.5 226.5 226.5 35 subkey bits Sect. 6.2

9 Key Diff. – CP 239 238 232 Full key Sect. 4.1.3

9 Subkey Diff. – CC 232 232 232 56 key bits Sect. 4.2

10 Subkey Diff. – CP 249 248 233 Distinguisher Sect. 5.1

10 Subkey Diff. – CC 245 244 233 35 subkey bits Sect. 5.2

11 Subkey Diff. – CP 270 270 233 50 key bits Sect. 6.3

CP — Chosen plaintext, CC — Chosen ciphertext

However, Rijndael was designed to be as fast as possible (with a relatively small
security margin), whereas Serpent was designed to have a large security mar-
gin (at the expense of speed on some platforms), which made it more resistant
against future cryptanalytic developments. As an extreme example, we would
feel very uncomfortable using a theoretically secure n round block cipher if we
knew that its n − 1 round version can be attacked with practical complexity,
since such a scheme is “one idea away from disaster”.

What we show in this paper is that this type of security margin in AES is
significantly smaller than generally believed. In particular, we describe several
key derivation attacks of practical complexity on AES-256 when its number
of rounds is reduced to approximately that of AES-128. The best previously
published attacks on such variants were far from practical, requiring 4 related
keys and 2120 time to break a 9-round version of AES-256 [9], and 64 related
keys and 2172 time to break a 10-round version of AES-256 ([9], see also [2]).1

In this paper we describe an attack on 9-round AES-256 which can find its
complete 256-bit key in 239 time by using only the simplest type of related
keys (in which the chosen plaintexts are encrypted under two keys whose XOR
difference can be chosen in many different ways). Our best attack on 10-round
AES-256 requires only two keys and 245 time, but it uses a stronger type of
related subkey attack. These attacks can be extended into a quasi-practical 270

attack on 11-round AES-256, and into a trivial 226 attack on 8-round AES-
256. We summarize the complexities of our attacks in Table 1.. The attacks
are particularly well suited to AES-256 in counter mode of operation (AES-
CTR), since the adversary can get all the chosen plaintexts he needs by starting
from just two chosen initial values and running the counter mode in a natural
way.

This paper is organized as follows. In Section 2 we describe the AES cipher
and its different versions, and in Section 3 we discuss various types of related key

1 For comparison, the best practical single-key attack on AES-256 is a SQUARE attack
on 6 rounds which requires 6·232 chosen plaintexts and has time complexity of 244 [7].
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attacks. Our attacks on 9-round variants of AES-256 are described in Section 4,
and our attacks on 10-round variants of AES-256 are described in Section 5. In
Section 6 we briefly outline several other attacks on variants of AES-256 with a
smaller or larger number of rounds, and in Section 7 we describe how to choose
more naturally looking plaintexts in our attack. We conclude with a discussion
of our results in Section 8.

2 Description of AES-256

AES-256 is an iterated block cipher which encrypts 128-bit plaintexts with
256-bit keys. It has 14 rounds, where each round applies four basic operations
in the following order:

– SubBytes (SB) is a nonlinear byte-wise substitution that applies the same
8× 8 S-box to every byte.

– ShiftRows (SR) is a cyclic shift of the i’th row by i bytes to the left.
– MixColumns (MC) is a matrix multiplication over a finite field applied to

each column.
– AddRoundKey (ARK) is an exclusive-or with the round subkey.

Before the first round an additional whitening ARK operation is performed,
and in the last round the MC operation is omitted. AES-128 and AES-192 use
exactly the same round function, but the number of rounds is reduced to 10 and
12, respectively.

Next we describe the key schedule of AES-256. The supplied 256-bit key is
divided into 8 words of 32 bits each (W [0],W [1], · · · ,W [7]). To generate the 15
subkeys of 128 bits (which consist of 60 words of 32 bits), the following algorithm
is used:

– For i = 8 till i = 59 do the following:
• If i ≡ 0 mod 8, then W [i] = W [i−8]⊕SB(RotByte(W [i−1]))⊕Rcon[i/8],
• If i ≡ 4 mod 8, then W [i] = W [i− 8]⊕ SB(W [i− 1])),
• Else W [i] = W [i− 8]⊕W [i− 1],

whereRotByte represents one byte rotation (i.e., (a0, a1, a2, a3) → (a1, a2, a3, a0)),
and Rcon denotes an array of fixed constants.

The key schedules of AES-128 and AES-192 are slightly different, since they
have to apply more mixing operations to the shorter key in order to produce the
slightly smaller number of subkeys for the various rounds. This small difference
in the key schedules plays a major role in making AES-256 more vulnerable to
our attacks, in spite of its longer key and supposedly higher security. For more
details about all aspects of the design of AES, we refer the reader to [6].

2.1 Our Notations

The rounds of AES-256 are numbered 0, 1, . . . , 13. The subkey used at the end
of round i is denoted by Ki, and the whitening subkey is denoted by K−1.
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Fig. 1. The AES round function and byte marking conventions

The XOR difference between the subkeys Ki produced by two related keys is
denoted by Δ(Ki). The 128-bit state at the input to round i is denoted by Ii. The
XOR difference between the states Ii produced during two related encryptions
is denoted by Δ(Ii).

Any 128-bit intermediate state or subkey is described by a 4× 4 byte matrix,
whose bytes are numbered as described in Figure 1. The rows and the columns
of this matrix are numbered 0,1,2,3. Byte j of subkey Ki or of state Ii is denoted
by Ki

j or Iij , respectively. Similarly, a difference in this byte is denoted by Δ(Ki
j)

or Δ(Iij), respectively. When we want to refer to more than one byte, we list the
relevant bytes in the subscript, as in Δ(Iij,k,l,m).

3 Related-Key Attacks

The related-key attack model [1,10] is a class of cryptanalytic attacks in which
the adversary knows or chooses a relation between several keys and is given
access to encryption/decryption functions with all these keys. The goal of the
adversary is to find the actual keys. the relation between the keys is commonly
selected as XOR or rotation, but other bijective relations are also considered. In
the simplest form of this attack, this relation is just an XOR with a constant:
K2 = K1 ⊕ C, where the constant C is chosen by the adversary. This type
of relation allows the adversary to trace the propagation of XOR differences
induced by the key difference C through the key schedule of the cipher. However,
more complex forms of this attack allow other (possibly non-linear) relations
between the keys. For example, in some of the attacks described in this paper
the adversary chooses a desired XOR relation in the second subkey, and then
defines the implied relation between the actual keys as: K2 = F−1(F (K1)⊕C) =
RC(K1) where F represents a single round of the AES-256 key schedule, and
the constant C is chosen by the adversary. We call such attacks related subkey
attacks, and we emphasize that once the second key is computed via the relation,
all its subkeys are computed in the standard way, i.e., consistent with the full
evolution of the key schedule.

The choice of the relation between secret keys gives additional power to the
adversary compared to other cryptanalytic attacks in which the adversary can
manipulate only the plaintexts and/or the ciphertexts. The simpler the relation
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is, the easier it is for an adversary to manipulate the key in the desired fashion.
For example, the key exchange protocol 2PKDP [13], allows an adversary to
XOR the unknown key with a constant. Other related key attacks, such as
those presented in [8,12], discuss practical attacks on well known schemes under
different key relations.

Even though related-key attacks may not be a realistic threat in many cryp-
tographic applications, resistance to such attacks is an important design goal for
new block ciphers, and in fact it was one of the stated design goals of the Rijndael
algorithm, which was selected as the Advanced Encryption Standard. Designers
usually try to build primitives which can be automatically used without further
analysis in the widest possible set of applications, protocols, or modes of oper-
ation. For example, block ciphers susceptible to related-key differential attacks
may lead to insecure compression functions, if they are instantiated by a Davies-
Meyer construction [4]. Moreover, history shows that users of cryptography tend
to use (or misuse) such cryptographic primitives in very creative manners, forc-
ing the cryptographers to design schemes which resemble ideal primitives under
the broadest possible set of scenarios.

4 Attacks on 9 Round Variants of AES-256

4.1 A Related-Key (XOR Difference) Attack

In this section we present an attack on 9-round AES-256, which is based on
the simplest form of a related key attack, in which plaintexts can be encrypted
under two unknown keys, whose XOR difference can be chosen by the adversary.
The number of chosen plaintexts used in the attack is 238, and the most time
consuming part of the attack is to ask the legitimate user to prepare all their 239

corresponding ciphertexts under the two keys. Once this is done, the derivation
of the complete 256-bit key requires less than 239 time.

4.1.1 The Related-Key Differentials Used in Our Attacks
The basic differential characteristic we use is an 8-round differential, whose first
seven rounds are part of the longer differential path introduced in [4], but its
eighth round is different (see Figure 2). Since we use a related key attack, each
one of the characteristics is a combination of a key characteristic and a state
characteristic, which are intertwined in a way that maximizes their total prob-
ability. We first describe the key difference part of the characteristics (which is
independent of the data), and how it generates the various subkey differences
we would like to have.

Let a and b be any two 32-bit words. When we choose the key difference of
the differential as Δ(K) = (b, b, b, b, a, 0, a, 0), we can easily show that the ten
128-bit subkeys used in the 9-round version of AES-256 (including the initial
whitening subkey) have the following difference structure with probability 1:
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(b, b, b, b||a, 0, a, 0)
(b, 0, b, 0||a, a, 0, 0)
(b, b, 0, 0||a, 0, 0, 0)
(b, 0, 0, 0||a, a, a, a)
(c, c, c, c||d, e, d, e),

where

c = b⊕ SB(RotByte(a)), d = a⊕ SB(c), e = d⊕ a,

and each row describes the differences of two additional subkeys, starting with
the original key difference in the first row. This is an amazingly long trail for a
key schedule which tries to be nonlinear, and it clearly indicates that this part
of the design of AES-256 is seriously flawed.

To create the desired cancellations between this key characteristic and the
state characteristic, we have to impose additional constraints on the choice of
the two words a and b. Let α be any non-zero byte value (there are 255 ways
to choose it, and each choice will lead to a different related key attack of the
same complexity). By the construction of the SubBytes operation, there exists
a unique byte value β such that the differential α → β through the SubBytes
operation holds with probability 2−6 (see [6]). Let b be the 32-bit column vector
b = MC((β, 0, 0, 0)T ), and let a be the 32-bit column vector a = (α, 0, 0, 0)T .
Note that with this choice, the top three bytes of c are equal to the corresponding
known values in b, and thus the only effect of the nonlinearity of the SubBytes
operation on the subkey differences is to make the lowest byte of c and the
four bytes of d unknown to the adversary. We denote these bytes by c3 and
(d0, d1, d2, d3).

The input difference in the state part of the characteristic is (b, b, b, b) (i.e.,
the same input difference b in each column). The subkey difference Δ(K−1)
used in the whitening phase cancels the identical plaintext difference, and thus
the difference Δ(I0) is zero. The zero difference remains unchanged until the
ARK operation at the end of round 0. The subkey difference Δ(K0) inserts
difference α into two bytes of the state. With probability 2−12, this difference
evolves through the SB operation to difference β, that is transformed through
the MC operation to b, which is then cancelled with the subkey difference Δ(K1),
resulting in Δ(I2) = 0. The zero difference is preserved, until the subkey dif-
ference Δ(K2) inserts difference α into two bytes of the state. This difference
is again cancelled with probability 2−12 with the subkey difference Δ(K3), re-
sulting in Δ(I4) = 0. The subkey difference Δ(K4) inserts difference α into one
byte of the state, that is cancelled with the key difference Δ(K5) with prob-
ability 2−6. The zero difference is preserved again, until the subkey difference
Δ(K6) inserts difference α in four bytes of the state. With probability 2−24,
this difference evolves to difference (b, b, b, b) after the MC operation of round 7.
Since the subkey difference Δ(K7) is (c, c, c, c), we have Δ(I8) = (f, f, f, f),
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where f = b ⊕ c = (0, 0, 0, b3 ⊕ c3)T . This is the output difference of the dif-
ferential. Overall, the differential (b, b, b, b) → (f, f, f, f) for rounds 0–7 holds
with probability 2−54 for the subkey differences presented above. The differen-
tial characteristic is depicted in Figure 2.

In our attack we do not use this basic differential characteristic as is, but
rather several “truncated” variants in which some of the differential conditions
are relaxed:

1. Main Differential. In this differential we relax the differential conditions
on three of the four active S-boxes in round 7, and leave only the condition
in the SB operation in byte 0. That is, we require that the output difference
of the SB operation in byte 0 is β, and do not restrict the output differences
of the SB operation in bytes 4,8,12. As a result, the difference in the first
column after the MC operation is b, and thus Δ(I8

0,1,2) = 0. The differences
in the other columns, as well as Δ(I8

3 ), are unknown. The probability of this
truncated differential is 2−36.

2. Shifted Main Differential. This truncated differential is almost identical
to the previous one. The only difference is that we keep the differential
condition in byte 12 of round 7, instead of byte 0.

3. Complementary Differential for the 9-Round Attack. In this differ-
ential we consider only rounds 0–6, and relax the differential condition in
round 5. Since the input difference to round 5 is non-zero only in byte I5

0 ,
and there is no differential condition, the difference Δ(I6) is in the entire
first column (bytes I6

0,1,2,3). This difference evolves to differences in all the 16
bytes in Δ(I7), but since the MC operation is linear, there is a total of only
256 possible differences in the four bytes of each column. The probability of
this truncated differential is 2−24.

4. Differential for the 8-Round Attack. For the sake of completeness, we
also describe a simplified differential which is used later in Section 6.1 to
attack an 8-round version of AES-256 with a lower complexity. In this dif-
ferential we consider rounds 0–7, and relax all the differential conditions in
round 7. Since the difference Δ(I7) is non-zero only in bytes 0,4,8,12, and
since in the 8-round variant of AES-256 there is no MC operation at round 7,
the ciphertext difference in bytes 1,2,5,6,9,10,13,14 is known to the adversary
(it is equal to the difference chosen in the respective bytes of b). This supplies
the adversary with a 64-bit filtering, which will be sufficient to discard all
the wrong pairs. The probability of this truncated differential is 2−30.

4.1.2 Preliminaries for the 9-Round Attack
We now describe several simple properties of the round function of AES, which
are exploited by our attack.

1. Observation A. Consider a pair that satisfies the main differential de-
scribed in Section 4.1.1. As noted above, the difference in columns 1,2,3
after the MC operation of round 7 is unknown. However, due to the proper-
ties of the SB and MC operations, there are only 127 possible values for the
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difference in each of these columns. Moreover, these 127 differences assume
127 different values in each of the four bytes. As a result, if the adversary
knows the difference in one byte, she can obtain immediately the difference
in the other three bytes of the same column, along with a one-bit filtering
(since only 127 out of the 256 byte values are possible differences). Similarly,
if a pair satisfies the complementary differential described in Section 4.1.1,
then if the adversary knows the difference Δ(I7) in one byte, she can ob-
tain immediately the difference in the other three bytes of the same column
(though, without the additional filtering since in this case there are 256
possible differences).

2. Observation B. Given an input and an output difference to the SB opera-
tion, there are three possibilities:
(a) With probability 1/256, there exist four pairs of actual values that satisfy

both the input and the output difference.
(b) With probability 126/256, there exist two such pairs.
(c) With probability 129/256, there exist no such pairs, and thus the impos-

sible input/output difference pair can be discarded immediately.
When there exist possible pairs, they can be found immediately by a table
look-up. In order to do this, the adversary prepares in advance the difference
distribution table which stores for each possible input/output difference, the
actual values of the pairs satisfying these differences. The time required to
prepare the table is 216 evaluations of SB, and the required memory is 217

bytes. Each look-up operation in this table allows the adversary to either
discard the input/output difference pair (with probability ≈ 1/2), or to find
immediately the actual input and output values of the two bytes (with two
or four possibilities).

3. Observation C. Consider the subkey differences between the related-keys
used in the attack. It turns out that the unknown difference bytes c3, d0, d1,
d2, d3 can take on only 127 out of the 256 possible values, and (except for d3),
these 127 values are known to the adversary in advance. Indeed, since by the
key schedule, c = b⊕SB(RotByte(a)), the adversary knows that x = c3⊕b3
is one of the 127 differences such that the differential α → x through SB is
possible. Since b3 is known to the adversary, the 127 possible values of c3 are
also known. Similarly, since d = a ⊕ SB(c) and (c0, c1, c2) = (b0, b1, b2) are
known to the adversary, she can find the 127 possible values for each of the
bytes d0, d1, d2.

4.1.3 A Detailed Description of the 9-Round Attack
We now present the actual algorithm used by the adversary to derive the key
information from the given ciphertexts, along with some textual explanations:

1. Data Generation
(a) Choose 237 arbitrary plaintexts P , and add to them the 237 chosen

plaintexts P ′ = P ⊕ (b, b, b, b). Ask the user to encrypt each one of
these 238 plaintexts under the two unknown keys K and K ′ = K ⊕
(b, b, b, b, a, 0, a, 0). Each one of the 237 choices of P provides two different
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pairs of encryption operations (((P,K), (P ′,K ′)) and ((P,K ′), (P ′,K)))
which have the desired input difference Δ(P ) = (b, b, b, b), along with the
desired key difference Δ(K) = (b, b, b, b, a, 0, a, 0), and thus we get a total
of 238 such pairs from 238 plaintexts using 239 total time. In the sequel
we treat each pair of corresponding ciphertexts (C,C′) as if it is a “right
pair” with respect to the main differential presented in Section 4.1.1 (i.e.,
assume that it satisfies all the conditions in the differential).

(b) Insert the 238 ciphertext pairs into a hash table indexed by the difference
in the three bytes 0,10,13. We note that if a pair is a right pair, then
since Δ(I8

0,1,2) = 0, the ciphertext difference in bytes (0, 13, 10) is equal
to (d0, d1, d2). Hence, the pairs are divided into 224 sets according to the
possible values of (d0, d1, d2), and the attack is sequentially applied to
each set (which contains 238−24 = 214 pairs on average).

(c) Note that by Observation C, only 1273 ≈ 221 of the values (d0, d1, d2)
are possible, and hence the rest of the attack can be applied only to the
224−3 = 221 possible sets.

2. First Filtering Step. For each set of pairs corresponding to a possible
value of (d0, d1, d2), perform the following operations:

(a) Guess the byte K8
12 and partially decrypt the ciphertext pairs through

the last round to get Δ(I8
12). (Note that Δ(K8

12) = d0⊕α is now known to
the adversary). Check whether the obtained difference Δ(I8

12) is possible
(see Observation A). Half of the pairs are expected to pass this filtering.

(b) Use the difference Δ(I8
12) to find the differences Δ(I8

13,14) (see Observa-
tion A). Using the ciphertext difference in bytes 9,6, find the input and
output differences to the SB operation in bytes 13,14. (Note that the
corresponding key differences, Δ(K8

6 ) = d2 and Δ(K8
9 ) = d1, are now

known to the adversary). Check whether this input/output difference
pair is possible, and if it is possible, retrieve the corresponding actual
values of the pairs (see Observation B). This is a two-bit filtering, and
hence 214 · 2−1 · 2−2 = 211 pairs are expected to remain, and each pair
suggests two pairs of actual values on average for each byte. Each such
pair of actual values can be combined with the corresponding ciphertext
pair to get a suggestion for the subkey bytes K8

6 or K8
9 .

(c) Go over all the 216 possible values of K8
6,9 and check how many times

each value is suggested. Discard all the values which are suggested fewer
than four times. Note that the correct value is suggested by all the right
pairs, and hence it gets at least four suggestions with probability about
0.57. On the other hand, the probability that a wrong subkey is suggested
at least four times is approximately

(213

4

) ·2−64 = (2/3) ·2−16. Hence, less
than one subkey suggestion remains on average (If no subkey suggestions
remain, which happens frequently, the set is discarded).

(d) Discard all the pairs that lead to a “wrong” value of K8
6,9 (as we said

before, all the right pairs suggest the correct value). Only a few wrong
pairs (at most four) are expected to remain, and only these pairs are
considered in the rest of the attack.
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3. Second Filtering Step. This step is actually a repetition of Step 2 with
a different column. For each remaining value of (d0, d1, d2,K

8
12) and the

corresponding remaining pairs, perform the following:

(a) Guess the subkey byte K8
8 and partially decrypt the ciphertext pairs

through the last round to obtain Δ(I8
8 ). Use this difference to retrieve

Δ(I8
9,10) (or discard the pair if the difference is impossible). Using the

ciphertext difference in bytes 5,2, find the input and output differences
to the SB operation in bytes 9,10. Check whether this input/output
difference pair is possible, and if it is, retrieve the corresponding actual
values of the pairs and use them to get suggestions for the subkey K8

5,2.
Go over all the 216 possible values of K8

5,2 and check how many times
each value is suggested. Discard all the subkey values that are suggested
fewer than four times.

(b) At this stage, the probability that a wrong subkey is suggested at least
four times is extremely low (about 2−64), and hence it is expected that
all the wrong values of (d0, d1, d2,K

8
12,K

8
8 ) will be discarded. Thus, the

adversary obtains the right pairs, and the correct values of d0, d1, d2, and
six of the sixteen bytes of K8 (namely, =K8

2,5,6,8,9,12).

4. Retrieving the Rest of K8

(a) For each remaining pair, guess the values c3 and d3. Using the known in-
put and output differences of the SB operations applied to bytes 3,7,11,15
of round 8, obtain suggestions for the subkey bytes K8

3,7,11,15. Discard
all the values that are suggested fewer than four times. Since only four
pairs are expected to remain at this stage, only the correct subkey value
is likely to remain, along with the correct values of c3 and d3.

(b) Repeat Steps 1,2,3 of the attack with the shifted main differential (pre-
sented in Section 4.1.1) instead of the main differential used until this
step, and guessing the subkeys K8

0,4 instead of K8
8,12. This retrieves the

subkey bytes K8
0,1,4,10,13,14, which completes the derivation of K8. Note

that the time complexity of this step is significantly lower than the time
complexity of Steps 1,2,3, since the correct values of d0, d1, and d2 are
already known to the adversary.

5. Retrieving K7. At this stage the adversary already knows the full value
of the last subkey K8, and hence can peel off the last round. Note that the
“ciphertexts” referred to in this part are actually the outputs of round 7.

(a) For the right pairs with respect to the main differential, guess the value of
K7

0,4,8,12 and partially decrypt the ciphertexts through round 7 to obtain
Δ(I7

0,4,8,12). Check whether Δ(I7
0,4,8,12) = (α, α, α, α). If not, discard the

guessed key bytes. Since all the right pairs suggest the correct subkey
value, only the correct value is likely to remain. Note that since this
step can be performed in each byte independently, its time complexity
is negligible.

(b) Use the key schedule to obtain two possible values for each of the bytes
K7

13,14,15. (In the key schedule algorithm, the column value K7
12,13,14,15
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is the input to SB operations for which both the input and output dif-
ferences are known. Hence, two suggestions for the actual value can be
obtained by Observation B).

(c) This step uses the complementary differential presented in Section 4.1.1.
Consider any subset of 226 pairs of plaintexts amongst the 238 pairs
used in the attack (using more pairs at this stage will be a waste of
time). For each pair, assume that it is a right pair with respect to the
complementary differential.

i. Partially decrypt the ciphertext pairs through round 7 to obtain
the differences Δ(I7

0,1,4,6,8,11). Note that the partial decryption is
possible since the subkey bytes K7

0,4,8,13,14,15 are already known to
the adversary.

ii. Consider each of Columns 0,1,2 of Δ(I7) separately, and check
whether the difference in the two “known” bytes (e.g., bytes 0,1
in Column 0) agrees with one of the column differences which are
possible for right pairs w.r.t. the complementary differential (as ex-
plained in Section 4.1.1, there is a total of 256 such differences in
each column). In each of the columns, this yields an 8-bit filtering,
and hence about four pairs are expected to pass to the next step.

iii. For each of the remaining pairs, use the known differencesΔ(I7
0,4,8,12)

to retrieve the full difference Δ(I7) (see Observation A). Then, use
the input and output differences to all the SB operations in round 7
to obtain two suggestions for the actual values in each byte, and use
these suggestions to get two suggestions for each byte of the subkey
K7. Discard all the subkey values that are suggested fewer than three
times. Since all the right pairs suggest the correct subkey value, it is
easy to show that only the correct subkey values are likely to remain.

(d) At this stage the adversary knows the full values of K7 and K8, and
hence she can find the original 256-bit key K by running the (invertible)
key schedule of AES-256 backwards from the known values of these two
consecutive subkeys.

The Complexity of the Attack. The data complexity is 238 chosen plaintexts
(composed of 237 arbitrary plaintexts P along with their 237 companions P ′). It
is easy to see that the most time-consuming step of the attack is Step 2(c), that
takes 221·28·216 = 245 simple table lookup operations. To make a fair comparison,
we have to remember that each 9-round AES-256 encryption requires 9× 16 =
144 ≈ 27 SB operations, and thus the 245 simple operations required to carry out
the complete attack are likely to be faster than the 239 encryption operations
required to prepare all the ciphertexts. The RAM memory requirements of the
attack are negligible.2 The probability of success is about 57% (required for the
success of Step 2(c) ), but can be made arbitrarily high by using additional pairs.
2 The data can be stored on a hard disk, as we need to write it once, and read it once,

while operating each time on a small amount of plaintext/ciphertext pairs which
easily fit 1 MByte of memory.
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4.2 A Related-Subkey Attack

If we relax the conditions on the key relation, a more efficient attack can be
obtained. Recall that the XOR condition we imposed on the key in the previous
attack directly implied the same XOR condition on the subkeys K−1 and K0

which were used in the whitening phase and in the first round. In the new attack,
we impose a XOR condition on the two subkeys K0 and K1 used in the first and
second round. Let us define Δ(K0) = (b, b, b, b) and Δ(K1) = (a, 0, a, 0), where a
and b are the same as in the previous attack. The key difference Δ(K) can then
be defined by running the key schedule backwards as (f, a, a, a, b, b, b, b), where
f is a full-column unknown difference.

A differential characteristic for 9 rounds, based on this key difference, is de-
picted in Figure 3 in the center. It contains 13 active S-boxes in the state. The
input of the first four S-boxes and the output of the last four S-boxes are not
specified, and the other S-boxes yield the desired values with probability 2−6.
Therefore, the plaintext difference Δ(P ) is specified in 9 bytes, and the cipher-
text difference Δ(C) is specified in 12 bytes.

The best attack runs in the chosen-ciphertext scenario as follows:

1. Prepare two structures of 231 ciphertexts each, whose active bytes are located
in row 0, and where byte 0 takes on only 128 possible values. The constants

differ according to Δ(C) .
2. Ask for the decryption of the structures under K and K ′, respectively.

3. Select all the plaintext pairs that satisfy Δ(P ) .
4. Every candidate pair proposes two candidates for each of six key bytes

(K−1
4 ), (K−1

8 ), (K−1
12 ), (K0

12), (K
0
14), (K

0
15), from plaintext difference bytes

4, 8, 12, 3, 1, 2, respectively.

Let us compute the number of right pairs. Of the 262 possible pairs, about 230

pairs survive the 32-bit filter in the last round, producing a zero difference in I7.
The five S-boxes, whose inputs are specified, reduce the number of right pairs
to one. The single right pair can be detected because the fixed 72-bit plaintext
difference filters out all the 262 wrong ciphertext pairs. The plaintext difference
in bytes 1, 2, 3, 4, 8, 12 proposes two candidates for each one of the corresponding
key bytes. As a result, we can recover 56 bits of the key using only 232 time and
232 chosen ciphertexts.

5 Attacks on 10 Round Variants of AES-256

In this section we describe two attacks on the 10-round variant of AES-256. Both
of them are based on a key relation which is defined by imposing a fixed difference
on two consecutive subkeys. We also have to start from an odd round so that the
10-round attack is run on rounds 1–10 of AES-256. We define Δ(K2) = (b, b, b, b)
and Δ(K3) = (a, 0, a, 0), where a and b are the same values defined in the
previous attacks. As a result, column 0 of Δ(K1) and byte 0 of Δ(K0) are not
known to the adversary (see Figure 3, right).
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5.1 Chosen-Plaintext Attack

A differential characteristic for 10 rounds, based on this key difference, contains
17 active S-boxes in the state. Compared to the 9-round differential character-
istic, the last 7 rounds remain the same, and the input of three of the four
active S-boxes in the second round is restricted. Therefore, 8 S-boxes behave as
expected with probability 2−6. The plaintext difference Δ(P ) is specified in 12

bytes .
The algorithm used by the adversary is as follows:

1. Prepare 216 structures of 232 plaintexts each, whose active bytes are located
on the main diagonal. The constants differ according to Δ(P ) and so that
the total number of distinct plaintexts is 248.

2. Encrypt all the structures under both K and K ′.

3. Select all the ciphertexts pairs that satisfy Δ(C) , and whose plaintexts
belong to the same structure.

Let us compute the number of right pairs. Of the 280 possible pairs about
280−24 = 256 have zero difference in bytes 1,2,3 of I2. The four S-boxes in round
2 can be used as a 26-bit filter, so 230 pairs come out of the first two rounds.
The next five S-boxes, whose inputs are specified, reduce the expected number
of right pairs to one. The single right pair can be detected because the fixed
96-bit plaintext difference filters out all the 280 candidate ciphertext pairs. As a
result, we also get a distinguisher whose total complexity is 248 data, 249 time,
and 233 memory.

5.2 Chosen-Ciphertext Attack

In this attack we relax the input to one of the S-boxes in round 2. As a result,
the plaintext difference is specified in 8 bytes only, so a chosen-ciphertext attack
is more practical in terms of the data requirements. Our best attack runs as
follows:

1. Prepare 212 structures of 232 ciphertexts each, whose active bytes are located
in row 0, and decrypt all the texts with K. The constants differ according

to Δ(P ) and so that the total number of distinct plaintexts would be
244.

2. Apply to each one of these ciphertexts the difference Δ(C) and decrypt
all of them with the related key K ′.

3. Select all the plaintext pairs that satisfy Δ(P ).
4. Every candidate pair proposes two candidates for each of five key bytes

(K9
12), (K

10
0 ), (K10

4 ), (K10
8 ), (K10

12 ).
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Let us compute the number of right pairs. Of 276 possible pairs about 244 pairs
have zero difference in I9. The seven S-boxes with input restrictions in rounds 2–
10 provide a 42-bit filter, which reduces the number of right pairs to 244−42 = 4.
The plaintext difference is specified in 64 bits, so 276−64 = 212 pairs come out of
the last filter.

The wrong pairs are filtered at the bottom of the differential. We guessΔ(K9
12)

and thus derive the full Δ(K10). Then each candidate pair proposes sixteen 32-
bit key candidates, or 216 candidates in total. The probability that four wrong
pairs propose the same values is 2−32, and is still very low when we combine all
the guesses. As a result, we get two candidates for each of the five key bytes,
which provide 35 bits of information about the key. The total complexity of this
attack is 244 data, 245 time, and 233 memory.

6 Attacks on Other Variants of AES-256

6.1 A Related-Key Distinguisher for 8 Rounds

The basic distinguishing attack in this case uses the simplified 8-round differ-
ential presented in Section 4.1.1. The attack itself is very simple: the adversary
asks for the encryption of 230 pairs of plaintexts with the input and key dif-
ferences of the differential. For each pair, he checks whether the difference in
bytes 1,5,9,13 of the ciphertext is equal to the known value of b1, and whether
the difference in bytes 2,6,10,14 of the ciphertext is equal to the known value
of b2. Since this is a 64-bit filter, for a random permutation all the pairs are
likely to be discarded, while for an 8-round AES-256, one pair will remain with
probability 1− 1/e ≈ 0.63.

This efficient distinguishing attack was verified experimentally. We sampled
100 pairs of related keys (for a specific value of α and its corresponding β).
For each such pair, we took 232 random pairs with input difference (b, b, b, b),
and encrypted them under the related keys. As the probability of the 7-round
differential characteristic is 2−30, the expected number of right pairs in each
experiment is 4, where the actual number is distributed like a Poisson random
variable with a mean value of 4. We compare our results and the expected values
in Table 2.

We also did a second experiment, where the plaintexts where chosen in a counter
mode manner. In each experiment, we picked at random two related keys and two

Table 2. The Number of Right Pairs in 100 Experiments

Right Pairs 0 1 2 3 4 5 6 7 8 9 10 11 12

Theory (Poi(4)) 1.8 7.3 14.7 19.5 19.5 15.6 10.4 6.0 3.0 1.3 0.5 0.2 0.06

Experiment 1 (random plaintexts) 0 10 18 10 28 18 6 8 1 0 0 0 1

Experiment 2 (counter mode) 1 3 17 19 23 18 4 4 8 2 1 0 0
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IVs satisfying the input difference, and tried 232 consecutive counters. In the 100
experiments, we encountered a distribution which follows the same Poisson distri-
bution, thus proving that these attacks can be applied even when counter mode is
used. The exact distribution is given in Table 2 as Experiment 2.

6.2 A Related-Subkey Attack on 8 Rounds

In this attack we consider AES-256 reduced to 8 rounds and starting from an
odd round. We take the differential for the related-subkey attack on 9 rounds,
cut the first round, and relax the input difference of the first two active S-boxes
(Figure 3, left). As a result, the plaintext difference Δ(P ) is specified in 8 bytes,
and the ciphertext difference Δ(C) is specified in 12 bytes. There are three active
S-boxes such that both their input and output differences are fixed.

The best attack runs in the chosen-ciphertext scenario as follows:
1. Prepare two structures of about 225.5 ciphertexts, where bytes in row 0 are

active, but do not run through all their possible values. The constants differ

according to Δ(C) .
2. Encrypt structures with K and K ′, respectively.

3. Detect all the plaintext pairs that satisfy Δ(P ) .
4. Every candidate pair proposes two candidates for each one of six key bytes

(K−1
4 ), (K−1

8 ), (K−1
12 ), (K0

12), (K
0
14), (K

0
15).

Let us compute the number of right pairs. Of 251 possible pairs, about 219 pairs
survive the 32-bit filter in the last round, producing a zero difference in I7. The
three S-boxes, whose inputs are specified, reduce the number of right pairs to
two. All the 261 wrong pairs are discarded by the 64-bit plaintext difference filter.

The two right pairs provide information on the five bytes of the last subkeys
(see the attack on 9 rounds), which are recovered after we guess Δ(K8

0 ). As
a result, we recover 35 bits of the subkey with 226.5 time, data, and memory
complexity.

6.3 Related-Subkey Attacks on 11 Rounds

The related-subkey differentials can be extended in several ways to 11 rounds.
However, the best attacks we get are beyond the practical 256 bound, so we only
briefly sketch the underlying ideas.

6.3.1 Differential
An 11-round differential (rounds 1–11) is obtained by adding one round at the
end of the 10-round related-subkey differential (Figure 3, right). The final round
is then similar to the last round of the 9-round related-key differential from Sec-
tion 4.1.1. We are flexible in the number of active S-boxes in round 10 whose
output differences are restricted. As we fix more S-boxes, we get a better ci-
phertext filter, but a lower overall probability of the differential. We can also
change the parity of rounds and start from round 0 instead of round 1; this
makes the scenario more practical but adds one more unknown byte difference
to the plaintext.
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6.3.2 Attacks
The following attacks can be applied to 11-round AES-256:

1. Start from an odd round and restrict the output difference of three active
S-boxes in round 10. The data and time complexity would be about 270, and
the last steps are done with non-trivial key ranking. About 50 bits of the
subkey are recovered.

2. Restrict one more active S-box. Then the data and time complexities increase
to 276, but it is easier to discard the wrong pairs.

3. Start from an even round (as in the original AES) and restrict three S-boxes
in round 9 (former 10). The data complexity would be about 270, and the
time complexity about 275.

4. Start from an even round and restrict two S-boxes. The data complexity
drops to 263, but the time complexity increases to 290 due to complicated
filtering and key ranking.

7 The Choice of the Data and the Key Differences

The data and key differences in all the differentials we use depend on two byte
values α and β, such that α→ β through the S-box holds with probability 2−6.
For each value of α there exists a unique such value β, and vice versa. There are
no other restrictions on α and β in our attacks, and in fact it is even possible to
use other values of α and β for which the differential α→ β through the S-box
holds with probability 2−7. However, such choices lead to slightly less efficient
attacks.

By using this considerable freedom in the choice of α and β, the adversary
can try to achieve several goals:

1. Reducing the Hamming Weight of the Data and Key Differences.
Since in actual attacks the key difference is likely to be caused by applying
physical faults to the encryption device, it is desirable to make the required
changes as small as possible. The minimal possible Hamming Weight of the
key difference is 24 bits, and it is obtained by taking α = 05x, β = 08x or
α = 0Ax, β = 04x.

2. Restricting the Plaintext Bytes to ASCII Characters. Recall that
in ASCII characters, the MSB in each byte is zero. Hence, if the plaintext
difference used in the attack has value zero in the MSB of each byte, this
increases the probability that if the initial plaintext consists of ASCII char-
acters, the “modified” plaintext will also consist of ASCII characters. Such
difference can be obtained by fixing the two MSBs of β to be zeros (e.g.,
β = 08x).

3. Adapting the Plaintext Difference to Numeric Characters. By choos-
ing β = 01x, the plaintext difference in all its bytes is only in the two LSBs.
As a result, we can choose numeric plaintexts whose modified versions also
contain only numeric characters.
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As a final comment, consider the case of an AES cryptosystem which is used in
counter mode. Its plaintexts are defined by a fixed prefix, followed by a 64-bit
counter. When we XOR our fixed difference to a sequence of 2t such consecu-
tive ciphertexts, we get another sequence of 2t plaintexts which has the same
structure (but with a different fixed prefix and a different counting order). Conse-
quently, instead of repeatedly forcing the cryptosystem to encrypt our 2t chosen
plaintexts, we can just force it to start from two chosen starting points, and let
the natural counting process in this mode of operation generate all the other
ciphertexts we need in our attack.

8 Conclusions

This paper continues the deterioration in the security of AES which took place
in 2009. The main problem seems to be the key schedule of AES-256, which is
“not of industrial strength”: It does not mix the initial key sufficiently, it is too
linear, and as a result it has unusually long key differentials of probability 1.
In addition, the similarity between the key schedule and the data encryption in
AES makes it possible to repeatedly cancel data differences with corresponding
key differences over many rounds. Ironically, the new attacks work best against
AES-256 (which was supposed to be the strongest member of the AES family),
and do not currently seem to work against AES-128.

The attacks described in this paper clearly have a practical time complexity.
The number of chosen plaintexts they need is comparable to this time complexity,
and can be considered practical when the adversary has the encryption device in
his possession. The most problematic aspect of the attack is its reliance on related
keys, which is not universally accepted as a practical attack model. However, we
believe that it is important to consider such attacks for several reasons: First of
all, resistance against the largest possible variety of attacks should be an essential
part of the certification process for new ciphers, even if these attacks do not seem
to pose any immediate risk. In addition, AES was specifically designed to resist
such attacks (see [5]), and its failure to do so raises serious doubts about its
overall security. Finally, implementors should be aware of the possibility that
such attacks exist, since they may become practical in some particular modes
of operation (e.g., when the block cipher is employed in a MAC which uses the
chosen input blocks as keys), or when some key bits can be flipped with a laser
beam in a fault attack. The most disturbing aspect of the new attacks is that
AES-256 can no longer be considered as a safe black box construction, which
can be dropped into any security application with little thought about how it is
used.
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A Comments on Figures 2 and 3
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Fig. 2. Related-key differen-
tial for 8-round AES-256

Figures 2 and 3 depict differential characteristics
that are used in the related-key attacks. Figure 3
deals with related-subkey attacks, when the dif-
ferentials coincide in the last six rounds. For sim-
plicity, we depict the common part of the related-
subkey differentials only once for the 8-round
differential characteristic. The other related-subkey
differentials differ in the top rounds only, so we omit
the 6.5-round part with seven active S-boxes.

In Figure 3 we also show how the data we start
with is structured, and how the number of right
pairs decreases during the encryption process. In the
beginning of the attack, n STR above k T stands
for n structures with k texts each. Similarly, k P
stands for k right pairs, and n-bit F stands for an
n-bit filter.

Colors. We extensively use colors while depict-
ing differentials. In order to visually demonstrate
the textual explanations, we provide the used color
scheme.

Arbitrary difference
Fixed S-box input difference
Fixed S-box output difference
Key schedule: the S-box application to

MixColumns expansion of

Key schedule: the S-box application to
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Abstract. Cryptography is a very broad field, interdisciplinary in na-
ture, and connected to many other areas (in mathematics, computer
science, computer systems and engineering). On the one hand, in theo-
retical cryptography many new notions have been defined, constructed
and improved, especially new protocols and cryptosystems that are very
powerful and surprising, including solving challenging and even seem-
ingly paradoxical problems. On the other hand, cryptography is often
required in actual computing systems, where the computing and commu-
nication infrastructure is very dynamic and evolves in a very fast pace.
Thus, actual systems may need solutions that are highly constrained,
non trivial, and not covered by merely combining existing cryptographic
tools and protocols in a black-box fashion. These solutions are the sub-
ject of industrial development of specific cryptographic systems that are
much less known than their theoretical counterparts. We discuss the in-
terplay between theory of cryptographic protocols and actual industrial
cryptographic systems, the differences in specifying, analyzing, model-
ing, designing and validating in each sub-area, as well as the similarity
and the mutual influence between the two sub-areas.

A Tale of Two Sub-areas

Modern cryptography is famous for far reaching developments in many areas
that are reported in theoretical and experimental papers. In particular, the area
of designing public key cryptosystems and cryptographic protocol has been very
fruitful, where amazing developments have been taking place. Working in this
area, formalizing new problems, solving them and proving their security, then
improving, refining and re-defining the problem is fascinating. Working this way,
in fact, often feels like having an adventure in Wonderland (this is obviously said
in an allusion to Lewis Carroll’s “Alice’s Adventures in Wonderland”).

However, this area of cryptography is often criticized as being only theoret-
ical. It is often believed by system designers that cryptographers finish their
usefulness once they design ciphers and similar cryptographic functions (e.g., a
hash function) and a few building block protocols (SSL/TLS, IPSEC). Systems
researchers have said that these building blocks can then be deployed in systems
by general system designers and essentially solve all problems. Ignoring the fact
that it is typical to hear cross-field criticism among researchers, it is indeed the

H. Gilbert (Ed.): EUROCRYPT 2010, LNCS 6110, pp. 320–321, 2010.
c© International Association for Cryptologic Research 2010
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case that for various tasks, standard general cryptographic solutions do work.
However, standard components usually serve well typical standard systems (for
which system researchers may not be needed as well). For more sophisticated
systems (e.g., fast and safe cryptography on specific hardware platforms such as
smartcards) cryptographers need to be heavily involved (and they are).

The thesis of this presentation is that cryptographic protocol design of
special-purpose industrial solutions is not different, and it needs cryptographic
sophistication as well. This area presents challenges that require understanding
of the underlying system, the available technologies, the system’s goals and spec-
ifications, involved costs and financial risks, the relevant business goals, as well
as threats and their implications. However, to get secure and safe solutions it
requires involvement of cryptographic protocol designers. Note that even though
this area is less publicized and is based quite often on an oral tradition (given its
industrial nature), it is, nevertheless, highly exciting to develop these types of
solutions. These solution need to satisfy a large set of constraints, such as hav-
ing the right performance parameters, providing right level of usability, being
cost effective, having robust engineering, and assuring “the right level” of secu-
rity given the underlying working environment. Contributing to lasting solutions
that employ its underlying cryptography correctly is indeed a fascinating area,
and working in this area often feels like having an adventure in Underland (this
is said in an allusion to another series of fantasy novels: Suzanne Collins’ “The
Underland Chronicles”).

Working in both areas of cryptographic protocol design (the theoretical and
actual) gives one a large spectrum of appreciation of what is the state of the
art and what is actually required in systems. When designing “a system that
incorporates cryptographic subsystem,” there are unique advantages to a team
that is aware of the state of the art of the theoretical cryptographic literature.
Further, the mode of thinking about problems from their specifications and se-
curity requirements, the formalization of threat as an adversary arguments, the
careful design, and the need to scrutinize it, which dominates the theoretical
work, are, all, applicable to working on actual systems incorporating crypto-
graphic components. Yet, theory alone is not enough; specific system knowledge
(as described above) is a must, and working closely with the entire engineering
team is also a must for achieving successful contributions. This enables adapting
the best solutions necessary to a specific setting, based on the full range of the
specialized system goals and constraints.

The presentation will cover case studies of actual systems, designed for differ-
ent purposes and facing different threats. The influence of “theoretical thinking”
will be argued, as well as the added value of “specialized systems thinking” which
is beyond theory. The general notions of transferring ideas from theory to sys-
tems, as well as turning systems ideas to subjects of new theoretical studies will
be presented as well.
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Abstract. While differential behavior of modern ciphers in a single se-
cret key scenario is relatively well understood, and simple techniques for
computation of security lower bounds are readily available, the security
of modern block ciphers against related-key attacks is still very ad hoc. In
this paper we make a first step towards provable security of block ciphers
against related-key attacks by presenting an efficient search tool for find-
ing differential characteristics both in the state and in the key (note that
due to similarities between block ciphers and hash functions such tool
will be useful in analysis of hash functions as well). We use this tool to
search for the best possible (in terms of the number of rounds) related-
key differential characteristics in AES, byte-Camellia, Khazad, FOX, and
Anubis. We show the best related-key differential characteristics for 5,
11, and 14 rounds of AES-128, AES-192, and AES-256 respectively. We
use the optimal differential characteristics to design the best related-key
and chosen key attacks on AES-128 (7 out of 10 rounds), AES-192 (full
12 rounds), byte-Camellia (full 18 rounds) and Khazad (7 and 8 out of 8
rounds). We also show that ciphers FOX and Anubis have no related-key
attacks on more than 4-5 rounds.

Keywords: Cryptanalysis tool, search for best differential characteris-
tics, related-key attack, open key, AES, Camellia, Khazad, Anubis, FOX.

1 Introduction

Proving security of modern block ciphers against differential [6] and linear crypt-
analysis [28] has become a well understood and relatively simple task. Many of
the modern ciphers are constructed as so-called substitution-permutation net-
works (SPN) — they consist of layers of non-linear substitution boxes (S-boxes)
and diffusion layers built from linear or affine functions. The designer simply
has to use diffusion layers with high (or maximal) branch number which is typ-
ically achieved by using maximum distance separable matrices [13]. Using such
diffusion layers one can prove lower bounds on the number of active S-boxes
� This author is supported by the Fonds National de la Recherche Luxembourg grant

TR-PHD-BFR07-031.
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for a certain number of internal rounds. The designer then picks the number of
rounds for which the probability of the best differential or linear characteristic
is lower than 2−k where k is the key size of a cipher. The resultant cipher is then
provably secure against standard differential and linear attacks.

Such reasoning however holds only in the single key model, and does not
extend to the case of related-key attacks [4]. In this class of cryptanalytic attacks
the attacker knows or chooses the relation between several keys and is given
access to encryption/decryption functions with all these keys. The goal of the
attacker is to find the actual keys. The relation between the secret keys is a
function chosen by the attacker with some extra care taken to avoid trivial
attacks, and quite often it is just a XOR with a chosen constant. Security of
most modern block ciphers against related-key attacks still relies on heuristic
and ad hoc arguments. This situation is very similar to the heuristic security
that we have for the modern hash functions, which is due to a lack of proper
tools and methodologies for the analysis of differentials of non-bijective functions.

In this paper we make a step in the direction of provable security of mod-
ern block ciphers (and by analogy of modern hash functions), by presenting
an efficient tool that can evaluate and help to prove bounds for the security
of block-ciphers (hash functions) against differential related-key (open-key or
chosen message) attacks.

Automatic search for best differential characteristics and linear approxima-
tions in a single key scenario was first performed by Matsui [29] for DES. Algo-
rithms for automatic search of differential characteristics for MD4 were presented
in [34,15], and for MD5 in [35]. De Cannière and Rechberger in [11] described a
method that finds characteristics in SHA-1 in an automatic way and produced
the best known collision trails for SHA-1. A typical problem that arises when
trying to construct a tool for automatic search of characteristics is the size of the
search space. The search space is exponential in the size of the block and the key
which makes straightforward approaches infeasible for 128-bit block 128-256 bit
key ciphers1. Therefore often the most important task for producing an efficient
tool is the reduction in the size of the internal state by using some equivalent
representation of the state, but with smaller size.

In that respect it is natural to look at byte (or word)-oriented ciphers which
constitute a large fraction of modern ciphers. A natural compact (sometimes
known as truncated) representation would shrink each byte into a single bit,
representing by 0 a byte without difference and by 1 a byte with a difference.
In such representation 16-byte block state, 16-32 byte key would translate into
16 and 16-32 bits respectively. These numbers are low, and give hope that a
search of the whole 232 – 248 space of related-key differential characteristics
might be possible. The main problem with this representation is a very heavy
branching which will happen in the linear diffusion layers and on the XORs.
Such representation alone will only allow to search for the most basic and short
characteristics which happen with probability close to 1.

1 Note that full search was feasible for 64-bit block cipher DES, due to its Feistel
structure, which reduces the search space to about 232.
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Our Contribution. Our goal is to perform a full search for related-key differ-
ential characteristic and to be able to find or to prove the non-existence of char-
acteristics similar to those that were used in the recent attack on AES-256 [10].
In this paper we achieve this goal for all versions of AES and for several other
ciphers. At the basis of our related-key search algorithm, further denoted as a
tool, lies Matsui’s approach for search of the best differential characteristics, with
several important modifications. Depending on the key schedule of a cipher, we
differentiate three classes of block ciphers. This is done to improve the efficiency.
For each of the classes we introduce a special modification to Matsui’s algorithm
to obtain the final tool. The internal representation of the difference in a cipher
(state and subkeys) plays a very important role for constructing a feasible tool.
Using only compact representation may lead to a high branching (caused by
XORs or other linear-diffusion transforms such as MixColumns in AES) when
trying to build all possible one round characteristics. We completely eliminate
the branching in the state of a cipher by using a special representation that
takes into account the properties of the matrix used in the linear-diffusion layer.
The related-key differential characteristics produced by our tool, fix only the
positions of the active bytes2. To produce standard differential characteristics,
i.e. characteristic with exact values of the differences in the active bytes, one
has to fix the byte differences corresponding to the possible transitions of the
differences trough the S-boxes.

We apply the tool to different byte-oriented block ciphers. The tool finds
related-key characteristics for the full-round ciphers, or if such characteristics do
not exist, for the maximal number of rounds for which they exist. We provide
the best possible differential characteristics for all the versions of AES. For AES-
128 it is on 5 rounds out of 10 (this also means that AES-128 is secure against
straightforward related-key attacks after 6 rounds). For AES-192 it is on 11
rounds – just one round short of the total 12 rounds. The characteristic for
AES-256 is on all 14 rounds, and it is the same characteristic (and the only one
on 14 rounds) that was given in [10]. Then we present boomerang attack on
AES-128 reduced to 7 rounds, and improve the complexity of the best attack
on AES-192 by a factor 27. We analyze the version of Camellia without the FL
functions, and where the rotation constants in the key schedule are multiplies
of 8. For this ”byte-Camellia”, the best related-key differential characteristic is
on 8 rounds (out of 18). Additionally, we launch a chosen-key attack and find
a characteristic on all 18 rounds of byte-Camellia. For Khazad first we find a
related-key characteristic on 7 rounds (out of 8), and then we show a boomerang
attack on 7 rounds, and a chosen-key attack on the full-round Khazad. For the
ciphers FOX and Anubis, we show that related-key differential characteristics
cannot exist on more than 4-5 rounds. The summary of our results is given in
Tables 1,2. Due to space limitations, we will not describe the ciphers that we

2 Note that while our characteristics allow certain flexibility in the values due to the
compact representation of differences – they are not truncated differentials since our
goal is to find fully specified differential characteristics, rather than just truncated
characteristics.
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Table 1. Summary of attacks on the ciphers examined in the paper

Cipher Attack/Result Rounds Data Workload Reference
AES-128 Collisions 7 232 2128 [16]

Partial sum 7 2128 − 2119 2120 [14]
Impossible diff. 7 2112.2 2117.2 [26]
Boomerang - RK 7 297 297 Section 3.2

AES-192 Rectangle - RK 9 264 2143 [18]
Rectangle - RK 10 2125 2182 [22]
Boomerang - RK 12 2123 2176 [9]
Boomerang - RK 12 2116 2169 Section 3.3

AES-256 Rectangle - RK 10 2114 2173 [5,22]
Subkey Diff. 10 248 249 [8]
Differential - RK 14 2131 2131 [10]
Boomerang - RK 14 299.5 299.5 [9]

Camellia-128 Impossible 11 2118 2126 [27]
byte-Camellia-128 Chosen-key dist. 18 26·17 26·17 Section 4.2
Khazad Slide attacka 5 298 2104 [7]

Integral 5 264 291 [31]
Boomeranga - RK 7 250 250 Section 5.2
Chosen-key dist. 8 255 255 Section 5.3

a The attack works for a weak key class, and the workload includes the effort to find
related keys from the class.

Table 2. The upper bounds on the probabilities of the related-key differential charac-
teristics for full or round-reduced ciphers examined in the paper. The probabilities for
a higher number of rounds are below 2−k, where k is the key size.

Cipher Rounds Workload Section
AES-128 5 26·17 3.2
AES-192 11 26·31 3.2
AES-256 14b 2131 3.2
byte-Camellia-128 8 26·19 4.1
Khazad 7 25·19 5.1

b The same characteristics as in [10].

analyze, we refer the reader to [13,1,3,20,2], and will use the original notation
proposed by the designers in these papers.

2 A Tool for Search of Related-Key Differential
Characteristics

Related-key differentials, introduced by Biham in [4], unlike the traditional
single-key differentials that have difference only in the plaintext, have differ-
ence in the key as well. A related-key differential is specified with two input
differences: ΔP in the plaintext and ΔK in the key, and an output difference ΔC
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in the ciphertext. A pair of plaintexts (P1, P2) and a pair of keys (K1,K2) follow
the related-key differential in the cipher EK(P ), if P1⊕P2 = ΔP ,K1⊕K2 = ΔK

and EK1(P1) ⊕ EK2(P2) = ΔC . A popular technique to find lower bounds on
the probability of differentials is via finding probabilities of the best differential
characteristics. A related-key differential characteristic besides the differences in
the key, plaintext and ciphertext, also fixes the differences in the state and the
subkeys after each round of the cipher.

There are a couple of approaches to construct a tool for search of the best
round-reduced (related- or single-key) differential characteristics. One approach
is using dynamic programming. Let ΔXi, ΔYj , ΔZk be the differences only in
the plaintext in the case of single-key, or in both the plaintext and the subkeys in
case of related-key differentials. First, all one round characteristics ΔXi → ΔYj
are built, i.e. the attacker tries all possible starting differences Xi, and for each
of them goes through one round of the cipher and obtains the differences Yj .
Distinct starting differences Xi1 , Xi2 can produce the same difference Yj . For
each Yj only the characteristics, that have the highest probability are left. Next,
the attacker builds again all one round characteristics Yj → Zk, for different
Yj (but only those Yj that were obtained in the first step). Again, for each
Zj he selects only the characteristics that have the highest probability. As a
result, he had built the optimal two-round characteristics Xi → Yj → Zk. This
procedure is repeated until the target n-round differential characteristic is built.
The time complexity of the dynamic programming approach is linear in the
number of one round characteristics, but it requires a lot of memory for storing
the intermediate round values ΔY,ΔZ, etc. That is why we will use the second
approach, similar to the one used by Matsui in [29] for finding the best differential
and linear characteristics in DES. It requires relatively small memory and the
time complexity highly depends on the probability of the best round-reduced
differential characteristics. The algorithm works by induction: to find the best
n-round characteristic first it finds the best 1, 2, . . . , n− 1 round characteristics.
At some stage it requires building all one round characteristics – their number
depends on the size of the search space. Thus a straightforward application of
Matsui’s search to modern ciphers would immediately fail but there is some hope
for byte-oriented ciphers if one switches to compact representations in which each
byte is replaced by a single bit: a byte with a difference, also called an active
byte, is replaced by 1, a byte without a difference — by 0. This means that the
difference in n-byte cipher can be represented as n-bit vector.

The compact representation seems optimal, yet several improvements to Mat-
sui’s algorithm are still required. Almost all byte-oriented ciphers are designed
as substitution-permutations networks (SPN), i.e. they have a layer of S-boxes
(S-layer) and a linear diffusion layer – a simple multiplication of the input by
a matrix A (P-layer). When the S-boxes are bijective (a property common to
most ciphers developed in the last 15 years), then an active byte stays active
(and vice-versa) before and after the S-box. Hence, the S-layer does not alter the
compact representation. On the other hand, the P-layer can change the number
of the active bytes as well as their positions (depending on the exact values of the
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differences in the active bytes, and the branch number of the matrixA) and there-
fore it introduces a branching. Thus, besides the traditional compact represen-
tation, further denoted as S-value, we will introduce additional representation,
called P-value. Indeed, the difference in n-byte cipher will be represented as 2n-
bit vector, where the first n coordinates (bits) are the S-value coordinates, and
the next n are the P-value coordinates. The P-value of a difference is obtained
when S-value goes through a P-layer and it is the same as the previous S-value
(see Fig.1 for clarification). For example, in AES, if the value of a difference of
some column is (0,1,0,0,0,0,0,0) (i.e. there is a difference only in the second byte
of the column, the difference is of a type (0, x, 0, 0)T ) before the MixColumn,
then after the MixColumn it is (0,0,0,0,0,1,0,0) meaning: A(0, x, 0, 0)T , where A
is the MixColumn matrix and x is an arbitrary non-zero byte value (i.e. it is a
four-byte difference, obtained when some column with a difference only in the
second byte was multiplied by the MixColumn matrix). Note that the represen-
tation can always be reduced to only S-value (although often not uniquely). For
example, the above vector (0,0,0,0,0,1,0,0) can be represented as (1,1,1,1,0,0,0,0).
The P-values reduce the branching as well: it is better to XOR two P-values,
then to reduce them to only S-values and then XOR them. For example, if we
XOR two differences (0,0,0,0,0,1,0,0) and (0,0,0,0,0,1,0,0) then the result can be
(0,0,0,0,0,1,0,0) or (0,0,0,0,0,0,0,0). On the other hand, if we first reduce them to
only S-values, then we will get the values (1,1,1,1,0,0,0,0) and (1,1,1,1,0,0,0,0).
Obviously, XOR of these two values gives 24 possible outputs. In the states of the
ciphers, after each transform, we will have either only non-zero S-value or only
non-zero P-value of a difference (but never both), and hence we can effectively
eliminate any branching in the state (the branching goes into the key). However
even in such representations the search space of 128-bit block, 256-bit key cipher
would be 16+32 bits, i.e. 248. Another complication is that if one would like
to search for differential characteristics rather than truncated differentials one
will need to pay in heavy branching at every XOR operation both in the state
and in the key-schedule, which makes the search completely infeasible. Hence,
depending on the key schedule, we would like to propose different variants of the
tool to solve these problems:

1. The first variant is the original Matsui’s approach itself. It applies to ciphers
that have minimal branching in the key schedule, with subkeys consecutively
obtained one from another. This means that once the difference in the sub-
key Ki is fixed, the difference in the subkey Ki+1 can easily and almost
uniquely be determined. Let ΔX → ΔY be one round differential character-
istic, where ΔX is the input difference in both the state and the subkey,
and ΔY is the output difference, and let W (ΔX → ΔY ) be the weight func-
tion of this characteristic – the probability cost required to produce a pair
that follows the characteristic (the exact definition of W is given later). Let
W1,W2, . . . ,Wn−1 be the weights of the best 1, 2, . . . , (n − 1)-round char-
acteristic found previously with the algorithm and let W̃n be the weight of
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some (not necessarily optimal) n-round characteristic Dn. The search for the
best n-round characteristic in pseudo code is described in Alg. 13. In short,
first the algorithm builds all possible one round characteristics with a weight
at most W̃n −Wn−1. This constraint is introduced to filter some of the one
round characteristics: if the weight of the first round is more than W̃n−Wn−1
then it can not be extended to an n-round characteristic because the weight
of n − 1 rounds is at least Wn−1 so in total it will have a weight more
than the previously found characteristic of weight W̃n. Each of the good
one round characteristics (the one that pass the filter) is extended (when
possible) to n rounds by the NextRound procedure. One call of this procedure
extends the characteristic by one additional round. Again, it extends only
the characteristics that satisfy the weight condition, by checking if the sum
of the weights of the r and n−r characteristics is not greater than the weight
W̃n of the already known differential Dn.

2. The second variant of the tool is for ciphers that have possibly high branching
in the key schedule, with subkeys consecutively obtained one from another. A
good example of this type of key scheduling is the one in AES (subkey Ki+1
is obtained from Ki in one iteration, but due to XORs in the key schedule,
there is a lot of branching). If we try to apply the variant 1 of the tool
to this type of ciphers we would have to build all one round characteristics
(with differences in the state and the subkey). Yet, the high branching in the
subkey, blows the number of characteristic out of proportion, and the search
becomes infeasible. That is why we have to modify the tool for this special
case of ciphers. Let ΔSr be the difference in the state of round r after the
XOR of the subkey Kr and let ΔKr be the difference in this subkey. To add
one more round to this characteristic one can proceed as follows:

– take ΔSr and go through all one round transformations of the state to
build ΔS̃r+1 which is the difference in the state of round r+1 just before
the XOR of the subkey Kr+1

– take any ΔSr+1

– XOR ΔS̃r+1 and ΔSr+1 to produce ΔKr+1

– check if ΔKr+1 can be obtained from ΔKr in one round.

This way, instead of building all one round characteristics in the subkey, we
only have to check if some subkey difference can be transformed to another
difference in one subkey round (see Fig. 1). The number of these transitions
that has to be checked is related to the size and branching of the state.
Usually the state has smaller size than the subkey, and with the right repre-
sentation it can have minimal or no branching, leading to a feasible search.
Let ΔP be the plaintext difference, ΔSr, ΔKr be the difference in the state
and the subkey of round r, ΔS̃r the difference in the state of round r just
before the subkey XOR, W (ΔSr → ΔS̃r+1) the probability of the charac-
teristic ΔSr → ΔS̃r+1. The notions of Wi are the same as in the previous
variant. For the sake of clarity we assume there is no whitening key. The
variant 2 of our search tool is described in Alg. 2.
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3. The third variant of the tool applies to ciphers that have key schedule with
subkeys that are not successively obtained one from another. Usually, the
key schedule of these ciphers applies heavy transformations to the master
key to obtain another key, and then combines these two keys (often with
linear transformations) to get all subkeys. To build the tool we will use
the following strategy: 1) from the master key, obtain all the subkeys, and
2) apply the first variant of the tool – build the characteristics for the state,
but use the obtained subkeys (instead of building characteristics for subkeys).
Let ΔX

ΔK−→ ΔY denote one round characteristic where ΔX,ΔY are the
differences in the initial and final states, and ΔK is the subkey used in that
round. The rest of the notions are the one used in variant 1. The pseudo
code of the third variant is given in Alg. 3.

011101

S-value P-value

000000

S-layer

011101 000000

P-layer

011101000000

110000 000000

S-value P-valueS-value P-value

Sr

˜Sr+1

Sr+1

Kr+1 011101110000

Fig. 1. The variant 2 of the tool with S- and P-value representations

Algorithm 1. Search of n-round differential characteristics - Variant 1
for all {ΔX → ΔY |W (ΔX → ΔY ) + Wn−1 ≤ W̃n} do

Call NextRound(ΔY , W (ΔX → ΔY ), 2)
end for

NextRound(ΔY , w, r)
for all {ΔZ|ΔY → ΔZ and W (ΔY → ΔZ) + w + Wn−r ≤ W̃n} do

if r = n then
Update Dn

W̃n ← w + W (ΔY → ΔZ)
else

Call NextRound(ΔZ,w + W (ΔY → ΔZ), r + 1)
end if

end for

Now, let us determine the weight function W (Δ1 → Δ2) of the one round
characteristics Δ1 → Δ2. In the attacks on AES [10,9], the attacker pays only
for the active S-boxes (active bytes that go through S-boxes) in the state and
the subkey in each round of the cipher. Hence, we will use the same definition:
W (Δ1 → Δ2) is defined as the number of active S-boxes in the state and the
subkey in the one round characteristic Δ1 → Δ2.
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Algorithm 2. Search of n-round differential characteristics - Variant 2
for all ΔP, ΔS1 do

Obtain ΔS̃1 from ΔP
ΔK1 = ΔS̃1 ⊕ ΔS1

Call NextRound(ΔS1, ΔK1, W (ΔP → ΔS̃1), 2)
end for

NextRound(ΔSr−1, ΔKr−1, w, r)
Obtain ΔS̃r from ΔSr−1

if W (ΔSr−1 → ΔS̃r) + w + Wn−r ≤ W̃n then
for all ΔSr do

ΔKr = ΔS̃r ⊕ ΔSr

if r = n then
Update Dn

W̃n ← w + W (ΔSr−1 → ΔS̃r)
else

Call NextRound(ΔSr, ΔKr, w + W (ΔSr−1 → ΔS̃r), r + 1)
end if

end for
end if

Algorithm 3. Search of n-round differential characteristics - Variant 3
for all master ΔK| obtain subkeys ΔK1, . . . ΔKn with weight WK do

for all {ΔX
ΔK1−→ ΔY |W (ΔX

ΔK−→ ΔY ) + WK + Wn−1 ≤ W̃n} do

Call NextRound(ΔY , W (ΔX
ΔK−→ ΔY ), 2)

end for
end for

NextRound(ΔY , w, r)

for all {ΔZ|ΔY
ΔKr−→ ΔZ and W (ΔY

ΔKr−→ ΔZ) + w + WK + Wn−r ≤ W̃n} do
if r = n then

Update Dn

W̃n ← w + W (ΔY
ΔKr−→ ΔZ) + WK

else
Call NextRound(ΔZ,w + W (ΔY → ΔZ), r + 1)

end if
end for

When searching for n-round differential characteristic, the upper bounds on
the weight of these characteristics are limited by the maximal number of ac-
tive S-boxes that a characteristic can have. These upper bounds, depend on the
key size and the difference propagation probability of the S-boxes which is usu-
ally 2−7 (sometimes 2−6 or even 2−5). The weight of the n-round differential
characteristic for a cipher with k-bit key, and S-boxes with maximal difference
propagation probability 2−l is upper bounded by 'kl (. The related-key differen-
tial characteristics produced by the tool have fixed positions of the active bytes,
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while the exact values are undefined. To produce standard differential charac-
teristics, one has to find the exact values of the active bytes (the differences in
the active bytes). The probability of the standard characteristics may be lower
than the one predicted by the tool, but never higher, because the tool assumed
that all active S-boxes hold with maximal differential probability, while in prac-
tice (in the case of standard characteristic) some S-boxes may hold with lower
probability.

A new class of attacks, presented in [23,10], called open-key attacks, gives the
attacker the full freedom of knowing or even choosing the key. In return, the
attacker has to demonstrate some non-trivial property of the cipher which dif-
ferentiates it from an ideal cipher. The motivation behind these attacks is that
ciphers are often used as building blocks for some other cryptographic primi-
tives, such as hash functions. There, the attacker has a full freedom of choosing
all input parameters. An interesting approach is applicable to all ciphers in the
chosen-key attack model. We call this approach divide-and-conquer technique.
Let us have some related-key differential characteristic for a cipher. Since we
control both the key and the state (it is a chosen-key attack), we can find a good
pair of keys and states that follow the characteristic by the following method:
1) first find a good pair of keys that follow the differential characteristic only
in the key, 2) once the subkeys are fixed, find a good pair of plaintexts that
follow the differential characteristic in the state. It means we can split the whole
characteristic in two halves: the one in the key, and the one in the state, and
instead of multiplying their probabilities, we can add them. We will launch cho-
sen related-key differential attacks on the full-round ciphers, in the cases when
(secret) related-key characteristics do not exist. Note that proving the resistance
against the chosen related-key differential attacks is still an open problem be-
cause it is unclear how to estimate the upper bound on the weighs of these
characteristics since the number of rounds that can be covered for free varies
from 1 in the rebound attack [30], 2 in the Super-Sbox [17], and even more in
the tool of Khovratovich et al [21].

3 AES

The 128-bit block version of Rijndael[13] has been standardized by NIST as Ad-
vanced Encryption Standard (AES) in November 2001 [32]. It supports three
different key sizes: 128, 192, and 256 bits, denoted as AES-128, AES-192, and
AES-256, respectively. Various cryptanalytic results were published on AES,
and until recently, the best attacks presented non-random properties of 7/10/10
rounds (out of 10/12/14 rounds) of AES-128/192/256 [14,16,23,18,22]. A break-
through in analysis of AES have been the results [10,9]. In [10] a related-key
attack on all 14 rounds of AES-256 was presented. In [9], boomerang attacks on
full-round AES-192 and AES-256 were shown.

AES is an SPN cipher. The subkeys are generated consecutively one from
another, but there is a lot of branching caused by the XORs of columns in the
key schedule. Hence, we will use variant 2 of the tool. The state goes through
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four transformations: S-box layer, ShiftRows, linear-diffusion layer called Mix-
Columns, and XOR of the key. In the tool we will use the following optimal
representation of the state trough one round: the beginning state (before the S-
boxes) can have non-zero only S-value (but zero P-value), after the S-box layer
and after ShiftRows has again only non-zero S-value, after the MixColumns has
non-zero only P-value, and after the subkey XOR again it has only non-zero
S-value. This way, there is no branching in the state. The subkeys then can be
determined as a XOR of a state of only P-value (the one after MixColumns) and
a state of only S-value (the next round state, just before the S-boxes), hence
they have columns that can have both non-zero S- and P-values. To use vari-
ant 2 of the tool we would have to be able to determine if the difference in
the subkey Ki+1 can be obtained from the difference in Ki. One subkey round
consists of XOR of columns, application of S-boxes, and rotation of a column.
If we represent the columns of the subkeys simply with only S-value, all of the
above transforms can be easily checked. Therefore, each column of the subkeys
is reduced only to S-value: 1) convert P-value into S-value, 2)XOR the obtained
S-value with the initial S-value. Note, reduction to S-value as well as the XOR
introduce branching, but the search is still feasible.

3.1 Best Round-Reduced Differential Characteristics for AES

We have applied the tool to all three versions of AES. The maximal difference
propagation of the S-box in AES is 2−6. Since the key sizes are 128,192, and
256, we can allow no more than 21, 31, and 42 active S-boxes in the character-
istics for AES-128, AES-192, and AES-256, respectively. For AES-128 we found
differentials characteristics on 4 rounds with 13 active S-boxes, and on 5 rounds
with 17 active S-boxes. In AES-128 there are no 6-round related-key differen-
tial characteristics. For AES-192 we found differential characteristics up to 11
rounds out of 12. The characteristic on 11 rounds has 31 active S-boxes (20 in
the state, and 11 in the key). For AES-256 we found unique differential charac-
teristic on all 14 rounds, but this is the same characteristic that was presented in
[10]. The characteristic from [10] is optimal for 9-14 rounds, but we have found
better characteristic on 8 rounds (10 active S-boxes instead of 14). The 5-round
differential characteristic for AES-128, and 11-round for AES-192 are presented
in Fig. 2 in the Appendix. Regarding chosen-key attacks, in all versions of AES,
there are no differential characteristic on 10 rounds with 21 or less active S-boxes
in the state.

3.2 Related-Key Boomerang Attack on 7-Round AES-128

Let us show a boomerang attack on 7 rounds of AES-128. We will use two 3-round
differential characteristics: a top 3-round truncated differential characteristic (4-
1-4-16) with no key difference, and a 3-round related-key bottom differential
characteristic with 5 active S-boxes in the state and 1 in the subkeys. They are
presented in the Figure 4 in the Appendix. Note that if we extend the bottom
characteristic for one additional round then the difference in the ciphertexts
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is fixed in 9 bytes, 4 bytes have equal difference and 3 bytes have a random
difference. The difference δ between these two ciphertexts can have 24·7 = 228

distinct values (1-bit of freedom is lost for each of the 4 active S-boxes, since
given a fixed input difference only 27 output differences are possible). Let Δ
be the difference between K4 and let the key schedule transform this difference
into Δ′ in K7. Instead of guessing 228 possibilities of the bottom difference for
each ciphertext (which would increase the pressure on our filters) we guess 31
bit of the key: seven bits of k6

1,3 and full k7
1,1, k

7
1,2, k

7
1,3. This guess allows us to

work on both faces of the bottom characteristic, since unlike in most related-key
boomerang attacks our boomerang has only two related keys, instead of four.

The attack works as follows: For each guess of 231 bits of the key

1. Prepare a structure of plaintexts Pi with all the possible 232 four byte values
on the main diagonal and the other bytes fixed.

2. Enrypt all the plaintexts Pi with the secret key K and obtain ciphertexts
Ci.

3. For each ciphertexts Ci compute the correct difference δ using the 31-bit key
guess, and obtain Di = Ci ⊕ δ.

4. Decrypt all Di with the key which is computed from the last subkey: K7⊕Δ′

and obtain plaintexts Qi.
5. Sort all Qi by 12 non-diagonal bytes. Pick only the pairs (Qi, Qj) that have

zero difference in these 12-bytes. If none are found then goto 1.
6. Check the candidate quartet against 8 active S-boxes at the top (four on

both sides of the boomerang) which gives an 8-bit filter.
7. Do the key counting step with the remaining quartet candidates.

Let us calculate the data and time requirements of the attack. A pair of plain-
texts passes the first round with a probability 2−22 (MixColumns from four to
one active byte, the position and the value of the active byte is irrelevant). The
next two rounds are passed with probability 1, so in the third round with have a
pair of states with all bytes active. In the second characteristic, from the bottom
up assume that the initial 31-bit guess was correct, then in the next three rounds
we have five active S-boxes which hold with probability 2−30 (when each is 2−6).
Yet for the two pairs of ciphertexts we only need the same difference after the
fourth round (from bottom up) and therefore the two S-boxes of this round can
be counted only once (on the one side of the boomerang the pair passes the
layer of S-boxes with one of the 214 possible differences, on the parallel side
of the boomerang the pair matches this difference with probability 2−14). So
the two pairs of ciphertexts pass the second characteristic with a probability of
2−(3·6+3·6+2·7) = 2−50. Now that we have passed with low cost the 4th round
layer of S-boxes where the top-down characteristic had 16 active S-boxes we
switch to the last phase of the boomerang attack, where the effect of the mixing
of the third round can be undone for free because are guaranteed to have the
same difference as in the forward direction. In the second round we pay again
2−24 for four to one active byte of MixColumns(2−22 if we do not require the
boomerang to return in exactly the same 4 bytes). The next round is done for
free so we obtain two plaintexts with a difference only in four diagonal bytes.
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Hence the total probability of the boomerang is 2−22−50−24 = 2−96. Each struc-
ture of 232 plaintexts contains 263 pairs with a difference in the four diagonal
bytes. Hence, to find two good boomerang quartets we need 296−63+1 = 234

structures or 234+32 = 266 chosen plaintexts and 231 · 266 = 297 adaptive chosen
ciphertexts. The average amount of false quartets for all 231 key guesses which
satisfy our 96+8 = 104-bit filtering condition is 231+34+63−104 = 224. Note that
each boomerang quartet suggest 31-bit value for the key guess at the bottom
as well as 16 guesses for 64 bits at the top (corresponding to 4 active S-boxes
in the plaintext at each side). Since we requested two good boomerang quartets
they will vote together for the correct keys while the remaining 224 false quar-
tets would vote randomly. We expect that none of the false quartets survive this
91-bit key voting step.

At this point the attacker can either finish the attack with an exhaustive
search of about 296 steps or by repeating the boomerang attack starting from
another 4 active S-boxes in the plaintext.

3.3 Related-Key Boomerang Attacks on AES-192 and AES-256

We tweaked our tool to produce the optimal differential characteristics for a
boomerang attack on AES-192. The tool produced a top differential character-
istic other than the one presented in [9], with the same bottom characteristic.
The two characteristics are shown at Fig.3 in the Appendix. The ladder switch
between the two characteristics in round 6 is simpler: due to the switch there
are no active S-boxes in this round. The top characteristic has 2 active in round
3, and 1 in round 4, while the bottom characteristic has 1 active in round 7,
8, and 10, and 2 active in round 9. Hence, the probability of the boomerang is
2−6·(2+1+1+1+2+1) = 2−48 compared to the boomerang in [9] with a probability
2−55. A rough estimate between these two attacks gives us a speed-up of 27: the
new boomerang attack requires 2116 data, and 2169 time.

For AES-256, on 6 and 7 rounds there are only two characteristics with 5
active S-boxes (and no characteristics with less active S-boxes), and these are
the exact characteristics used in the boomerang attack on AES-256 in [9]. On the
other hand, 8-round characteristic has at least 10 active S-boxes, hence using it
in a boomerang attack will blow up the complexity above the best known attack.
Therefore, we believe that the characteristics used for the attack on AES-256 in
[9] are optimal.

4 Camellia

Camellia [1] is a 128-bit SPN block cipher with 128, 192, and 256-bit keys. We will
analyze Camellia with 128-bit keys, without the FL functions. This version has
18 rounds, and so far, the best cryptanalytical results are truncated differential
of 8 rounds [25], and impossible differential on 11 rounds [27]. The key schedule
of Camellia is not byte oriented because the rotation constants are not a multiple
of 8. In order to test our tool we will make it byte oriented, by using the following
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rotation constants for rounds 1-18: 0, 0, 16, 16, 16, 16, 48, 48, 48, 64, 64, 64,
96, 96, 96, 96, 112, 112. We call this version — byte-Camellia. Note that, since
we choose the rotation constants as close as possible to the original constants, a
differential characteristic in the key schedule of byte-Camellia, may be suitable
for the original Camellia. For that to happen, the positions of the active bits
in an active byte have to be invariant of small rotations. On the other hand,
trying all possible combinations of active bits, i.e. building all possible differential
characteristics in the key schedule for the original version of Camellia, seems too
much time consuming. Hence, we will analyze only byte-Camellia.

The key schedule of Camellia-128 applies transforms (4 rounds) to the master
key KL, to produce another key KA and it uses these two values to generate the
subkeys in a linear way. Therefore, we will use variant 3 of the tool. Internally
in the tool, in all steps we will use only the S-type representation.

4.1 Best Round-Reduced Differential Characteristics for
Byte-Camellia

The maximal difference propagation probability of the S-boxes in Camellia is
2−6. Therefore, we can allow no more than ' 128

6 ( = 21 active S-box in the
characteristic of the key and the state. With this type of limitations, the tool
produced the best related-key differential characteristic. It is on 8 rounds, and
it has 20 active S-boxes.

4.2 Chosen-Key Attack on Full-Round Byte-Camellia

When searching for chosen related-key characteristics in byte-Camellia, we can
spend 21 active S-box in each, the key and the state (using the divide-and-
conquer technique). With these weight limitations our tool was able to produce
a good characteristic on all 18 rounds of byte-Camellia. The characteristic has
17 active S-boxes in the key, and 15 in the state (see Fig. 4 in the Appendix).
The characteristic can be used to show that 256-bit double-block-length [19]
hash function construction initiated with byte-Camellia-128 cipher, can be dis-
tinguished from a random function.

5 Khazad

Khazad [3] is a 64-bit block cipher with a key size of 128 bits. It is an SPN with
8 rounds. The best attacks go only up to 5 rounds: an integral attack [31] with
291 complexity and a class of 264 weak keys which can be attacked in 240 steps
using a slide attack [7].

The subkeys in the key schedule of Khazad are obtained consecutively from
one another using a Feistel function. Therefore, we will use variant 2 of the
tool. The small key and block sizes, in addition to the low branching in the key
schedule allows to use the variant 1 as well. The optimal representation is similar
to the one used in the tool for AES. In the state, after the S-boxes (γ) we will
have non-zero only S-value, and after the linear-diffusion layer (θ) only P-value.
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5.1 Best Round-Reduced Differential Characteristics for Khazad

The maximal difference propagation of the S-boxes in Khazad is 2−5. Hence, a
differential characteristic for Khazad cannot have more than 25 active S-boxes,
at most 12 can be in the state. With this type of limitations, the tool was able
to produce interesting results. The best related-key differential characteristics
for 4,5,6, and 7 rounds have 9, 10, 19, and 20 active S-boxes, respectively. The
related-key attacks based on such characteristics would be the new best attacks
on Khazad up to 7 rounds. The 7-round characteristic is presented at Fig.5 in
the Appendix.

5.2 Related-Key Boomerang Attacks on 7 Rounds of Khazad

Let us improve the probability of the 7-round attack by using a boomerang
attack. We will use two 4 round characteristics (See Fig.5 in the Appendix).
The four related keys KA,KB,KC , and KD, are obtained as follows: 1) fix any
KA, i.e. (KA

−2,K
A
−1), 2) produce (KA

0 ,K
A
1 ) from KA, and fix KB such that

KB = (KA
0 ,K

A
1 ) ⊕ (ΔK0, ΔK1), 2) obtain (KA

6 ,K
A
7 ) and (KB

6 ,K
B
7 ) and then

fix KC = (KA
6 ,K

A
7 )⊕ (ΔK6, ΔK7), KD = (KB

6 ,K
B
7 )⊕ (ΔK6, ΔK7). The pink

difference was chosen such that after γ and θ it could produce gray difference
with a probability 2−5. Let us find the complexity of the attack. We start with
the same one byte difference (the pink byte) in the plaintext and the subkey K0,
hence there are no active bytes in the state in round 1 and 2. The difference in
the subkey K3, as well as in the state, (denoted with the grey bytes) is obtained
when the pink byte goes through γ and θ, and hence it happens with 2−5. At
the end of round 4 we can switch to the bottom characteristic. The ciphertext
difference is fully determined. We pay 2−5 in round 7 so the blue byte in the state
after the inverse S-box will become pink (and then cancel with the pink difference
in the key). To get a zero difference in the subkey K5 we pay additional 2−5.
In round 4 we switch the state to the top characteristic. An important moment
is the switch in the keys. When the gray difference in the top characteristic
between KA and KB in the subkey K3 is the same as the gray difference in the
bottom characteristic between KA and KC (and KB and KD) in the subkey
K3, then the switch in the key is for free (this is due to the Feistel switch3, See
[9]). Then not only the difference in K3 between KC and KD will be the same as
between KA and KB, but their value will be equal to the values of KA

3 and KB
3

and hence will go through the S-boxes producing the same values. Therefore,
we pay additional 2−5 for each of the differences in subkey K3 (instead of a
switching cost of 2−64!). After the switch to the top characteristic, we pay 2−5

in the state of round 3 to get the same pink difference which will cancel after
the key XOR. We pay additional 2−5 for the zero difference in the subkey K1.
The rest of the characteristic holds with probability 1. The probability of the
whole boomerang attack is 2−(2·5+2·5+2·5+2·5+5+5) = 2−50. This translates into a
boomerang attack in a class of weak keys that works for 1 out of 230 related-key
3 We have tested the Feistel switch in the key schedule of Khazad, and a related-key

quartet, following the whole 7-round differential characteristic, was found.
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quartets, with a complexity 220 encryptions/decryptions. Moreover if we relax
constraints on the difference in the key we can increase the size of the weak key
class to 1 out of every 28 keys which can be attacked with complexity of 249

encryptions and analysis steps. In both cases when the boomerang returns we
know the plaintext difference and thus we have a 64 bit filter which allows us
to filter out all the wrong quartets. Returning boomerang provides us with 7
bits of information about the key byte K0

2 since we know the input and output
difference for the active S-box of the key schedule and similarly about 7 bits of
the key of K0

6 . One can extend this attack into a full key recovery attack via
auxiliary techniques.

5.3 Chosen-Key Attack on Full-Round Khazad

The 7-round related-key differential characteristic can easily be extended at the
top for an additional round and then used in a chosen-key attack (See Fig. 5 in
the Appendix). Since we control the exact values of the key and the state, we
will use the divide-and-conquer technique, and first fix the keys satisfying the
characteristic in the key, and then find a proper pair of plaintexts that follow
the characteristic in the state. We can use the rebound attack [30] and fix one
round for free in both the key and in the state. For the key, we can fix the
round for ΔK4 (or ΔK6), and obtain a characteristic in the key that holds with
probability 2−55. In the state, we will fix the values in the first round, hence
the characteristic in the state holds with 2−10. The S-boxes are non-injective
regarding the difference, i.e. if we fix the input and output difference of the
S-box, then there is a solution with probability 1

2 . Therefore, we introduce a
possible one bit difference in each byte of the plaintext so that there will always
be a solution for the S-box input/output differences. The total complexity of the
chosen-key distinguisher is bounded by the probability of the characteristic in the
key and is 255. The input difference is fixed in 56 bits, while the output is fixed
in all 64-bits. This shows that full Khazad has properties which are not present
in an ideal cipher. This also means, for example, that 256-bit Tandem-DM[24]
hash function construction initiated with Khazad cipher, can be distinguished
from a random function.

6 FOX and Anubis

The ciphers FOX [20] and Anubis[2] have highly non-linear key schedule, leading
to a potentially low key agility. This property becomes important when the key
of the cipher is frequently changed, for example when the cipher is used in some
hash function construction. Yet, with the respect to related-key differentials, the
key schedule of these ciphers is exceptionally resistant. The large number of S-
boxes in the schedule ensures that a related-key differential attack cannot be
launched on more than some very modest number of rounds.
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We have analyzed FOX64 – the 64-bit block version of FOX with 128-bit
key and 16 rounds. Each round key of this cipher is produced from the master
key with a sequence of transformations NL64. We have found empirically, by
checking all the possible key differential characteristics, that the minimal number
of active S-boxes in NL64 is 7. This means that in any related-key differential
characteristic, for each round of FOX64 one has to spend at least 7 S-boxes only
for producing the round key. The maximal difference propagation probability
of the S-box in FOX is 2−4, while the key is 128 bits. Hence, we can conclude
that for FOX64 there is no related-key differential characteristic on more than
' 128

4·7 ( = 4 rounds.
Anubis, a 128-bit block cipher, supports variety of key sizes from 128 bits to

320 while it has 8+ keysize
32 rounds. We will focus on key sizes up to 256 bits. The

maximal difference probability of the S-boxes is 2−5, hence the maximal number
of active S-boxes in a characteristic can not be greater than ' 256

5 ( = 51. The
key schedule of Anubis is SPN with an additional S-box layer at the end of each
round (as well as ω and τ transformations). This means that in a characteristic
of the key schedule, each active S-box should be counted twice, except for the
S-boxes in the first round (which are counted only once). The branch number of
the linear-diffusion layer is 5, hence in four consecutive rounds there are at least
52 = 25 active S-boxes. Therefore, in 5 rounds of the key schedule, there are at
least 2 · 25 active S-boxes in the last 4 rounds, and at least 1 in the first round,
or in total at least 51 active S-boxes in the 5-round characteristic of the key
schedule. Hence, in Anubis there are no related-key differential characteristics
on more than 5 rounds.

7 Conclusions and Future Research

We presented a tool for search of related-key differential characteristics in various
ciphers. It produced the best round-reduced differential characteristics, which
helped to improve the best known attacks on AES-128, AES-192, byte-Camellia-
128, and Khazad. It also allowed to prove security bounds against simple related-
key attacks for AES-128, FOX and Anubis. The tool runs in a range of few hours
(Khazad, byte-Camellia) to several days (AES-128) and weeks (AES-192) and
takes from several megabytes to 25 Gbytes (byte-Camellia) of memory for the
transition lookup tables in the key schedule.

The tool was implemented as described in the paper and while it produced a lot
of interesting results, a couple of open problems emerged. The first one is how to
deal with ciphers that have small part that is not byte oriented such as Camellia
which has rotations in the key schedule. Second, it is very interesting to adapt the
tool to hash functions. This would mean that the problem of very large internal
state of some modern hash functions has to be solved. The idea of applying a sim-
ilar tool for finding related-key differential characteristics in DES and in non-byte
oriented ciphers also seems attractive. Producing chosen-key differential charac-
teristics for 9 and 10 rounds of AES-128 is still an open problem.
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Abstract. This paper presents a formal security analysis of SSH in
counter mode in a security model that accurately captures the capa-
bilities of real-world attackers, as well as security-relevant features of
the SSH specifications and the OpenSSH implementation of SSH. Un-
der reasonable assumptions on the block cipher and MAC algorithms
used to construct the SSH Binary Packet Protocol (BPP), we are able
to show that the SSH BPP meets a strong and appropriate notion of
security: indistinguishability under buffered, stateful chosen-ciphertext
attacks. This result helps to bridge the gap between the existing security
analysis of the SSH BPP by Bellare et al. and the recently discovered at-
tacks against the SSH BPP by Albrecht et al. which partially invalidate
that analysis.
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1 Introduction

SSH is one of the most widely used secure network protocols. Originally designed
as a replacement for insecure remote login procedures which sent information in
plaintext, it has since become a general purpose tool for securing Internet traffic.
The current version of SSH, SSHv2, was designed in 1996, and it is this version
to which we refer throughout this paper. The SSHv2 protocols are defined in a
collection of RFCs [4,11,12,13,14].

The SSH Binary Packet Protocol (BPP), as specified in [13], is the component
of SSH that is responsible for providing confidentiality and integrity services to
all messages exchanged over an SSH connection. It was subjected to a formal
cryptographic security analysis using the methods of provable security by Bel-
lare et al. [3]. Bellare et al. introduced a stateful security model and notion for
SSH-style protocols. They also proved that several minor variants of the SSH
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BPP meet their security notion, given reasonable assumptions about the cryp-
tographic primitives. In particular, they showed that, while the SSH BPP using
CBC mode encryption with IV chaining (SSH-IPC) is insecure, the SSH BPP us-
ing either CBC mode encryption with explicit random IVs and random padding
(SSH-$NPC), or counter mode encryption (SSH-CTR), is secure in their model.

However, the recent work of Albrecht et al. [1] has demonstrated plaintext
recovery attacks against both SSH-IPC and SSH-$NPC, despite the proof of
security for SSH-$NPC in [3]. The attacks in [1] exploit several features that
are intrinsic to the SSH specification and to implementations, but that are not
captured in the security model of [3]: firstly, the decryption process depends on
the packet length field, which itself forms part of the plaintext data; secondly,
data can be delivered to the decrypting party in a byte-by-byte manner by an
attacker, allowing the attacker to observe the behaviour of the decrypting party
after each byte is received; and, thirdly, the attacker can distinguish various
kinds of decryption failure (most importantly, the attacker can tell exactly when
a MAC fails to verify). As a consequence of these attacks, versions 5.2 and higher
of OpenSSH, the leading implementation of SSH, now negotiate the selection of
counter mode in preference to CBC mode. This follows the recommendation of
the CPNI vulnerability announcement [7]. OpenSSH versions 5.2 and higher also
include specific counter-measures for CBC mode to frustrate the CBC-specific
attacks of [1].

No attacks are known against the SSH BPP using counter mode, and the
security model and proof for the relevant scheme SSH-CTR provided in [3] does
rule out many classes of attack. Yet it is evident, in view of the attacks in
[1], that the current formal security analysis of SSH-CTR in [3] is inadequate.
In particular, the current analysis of SSH-CTR does not take into account the
plaintext-dependent nature of the decryption process, nor the ability of the at-
tacker to interact in a byte-by-byte manner with the decryption process. Indeed,
the length field which turns out to be so critical to breaking SSH in [1] is ignored
in the security analysis of [3], while it is assumed in [3] that ciphertexts are pro-
cessed in an atomic fashion. Moreover, while the model of [3] does include errors
arising from cryptographic processing, it does not do so in a way that accurately
reflects the reality of SSH implementations such as OpenSSH – in the model
of [3], any error condition leads to an identical error message, while in reality,
the error type and the timing of the error can both leak to the adversary. This
additional information was also exploited in the attacks of [1].

1.1 Our Contribution

This paper aims to bridge the gap between the current security analysis of the
SSH-CTR in [3] on the one hand, and the reality of the SSH specifications in the
RFCs and the OpenSSH implementation of the SSH BPP using counter mode
on the other. We develop a security model for the SSH BPP that extends the
stateful model introduced in [3] and that is driven by our desire to more closely
align the security model with the SSH specifications and the OpenSSH imple-
mentation. We focus on the OpenSSH implementation in preference to any of the
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many other SSH implementations available because of its widespread use [10]. A
novel aspect of our security model is its ability to allow the attacker to interact
with the decryption oracle in a byte-by-byte fashion, with ciphertext bytes being
buffered until they can be processed. Novel aspects of our description of the SSH
BPP using counter mode include its provision for plaintext-dependent decryp-
tion, and accurate modeling of all the error events that arise during decryption
in the OpenSSH implementation of the SSH BPP in counter mode. We prove
that the SSH BPP using counter mode is secure in our model, under standard
assumptions concerning the cryptographic components used in the construction.
This requires significant reworking of the security analysis for counter mode in
[3] to take account of the new features of our model and our description of the
SSH BPP. Our analysis is sufficient to show that the SSH BPP using counter
mode is immune to the type of attacks reported in [1].

While our analysis is quite specific to the SSH BPP in counter mode, we
believe that the modeling and proof techniques developed here should be much
more widely applicable: all reasonably complex secure communication protocols
involve handling of error and other management messages, and many such pro-
tocols allow for the adversary to interact with the decryption process in a fine-
grained manner (rather than in a “ciphertext-atomic” manner). More generally,
we hope that our practice-driven, provable security analysis of the SSH BPP will
serve as an example to show that provable security techniques have an important
role to play in analyzing protocols that are used in the real world, whilst taking
into account low-level, code-oriented behaviours of the cryptographic elements
of the protocols.

1.2 Paper Organisation

We begin by giving a description of the SSH Binary Packet Protocol in Section 2,
using this to identify the key features required in our modeling of the SSH BPP
and its security. In Section 3 we define the building blocks that we use to define
the SSH BPP’s Encode-then-Encrypt&MAC encryption scheme. Section 4 gives
the definitions of our new security models. Section 5 contains our proof of security
for SSH using counter mode encryption. Section 6 presents our conclusions.

2 SSH Binary Packet Protocol

The SSH Binary Packet Protocol (BPP) is defined in RFC 4253 [13]. The SSH
BPP provides both confidentiality and integrity of messages sent over an SSH con-
nection using an encode-then-encrypt&MAC construction. A message is first en-
coded by prepending a 4 byte packet length field and 1 byte padding length field
and appending a minimum of 4 bytes of random padding. The packet length field
specifies the total length of the encoded message excluding the packet length field
itself. This encoded message is then encrypted. There are various algorithms sup-
ported for encryption, but here, in the light of the attacks in [1], we only consider
stateful counter mode encryption, as specified for SSH in RFC 4344 [4]. Since the
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SSH BPP is specified in a blockwise manner, SSH still appends padding even when
using counter mode encryption. The final ciphertext is the concatenation of the
encoded-then-encrypted message and a MAC value. The MAC value is computed
over the concatenation of a 32-bit packet sequence number and the encoded (but
not encrypted) message. The sequence number is not sent over the channel but is
maintained separately by both communicating parties.

2.1 Modeling the SSH BPP and Its Security

We now give a high-level description of the main features of our model for the
SSH BPP and its security, explaining how these arise from features of the SSH
BPP specification and specific implementations.

As with the model of [3], our model for the SSH BPP is a stateful one, reflect-
ing the protocol’s use of per-packet sequence numbers. We also wish to give the
adversary access to encryption and decryption oracles in a left-or-right indistin-
guishability game. We next discuss how these oracles should be defined, with
further details to follow in the sections ahead. At this point, our model begins
to significantly diverge from the model of [3].

When decrypting a ciphertext, the receiver should first decrypt the first block
received and retrieve the packet length field in order to determine how much
more data must be received before the MAC tag is obtained. According to RFC
4253 [13]:

“Implementations SHOULD decrypt the length after receiving the first 8
(or cipher block size, whichever is larger) bytes of a packet.”

Thus we may expect that an SSH implementation will enter into a wait state,
awaiting further data, unless sufficient data has already arrived to complete the
packet. Informally speaking, this renders the entire decryption process plaintext-
dependent, in the sense that the number of ciphertext bytes required before the
decryption process can complete (possibly with an error message because of a
MAC verification failure) is determined by the initial bytes of the plaintext.
Moreover, because SSH is implemented over TCP, the attacker can deliver as
few or as many bytes of ciphertext at a time as he wishes to the decrypting party.
These facts are exploited in the attacks against the SSH BPP in CBC mode in
[1]. Thus our security analysis for the SSH BPP needs to consider the length
field and how its processing affects security, as well as allowing the adversary to
deliver data to the decryption oracle in a byte-by-byte manner in the security
model. However, it should be noted that the plaintext message is not made
available to the adversary in a byte-by-byte manner as it is decrypted. Instead,
in implementations, the plaintext is buffered until sufficient data has arrived
that the MAC can be checked. Our model, therefore, needs to allow byte-by-byte
delivery of ciphertext data, but also to include a buffered decryption process.

In fact, the situation is more complicated than this because implementations
of SSH also follow the advice in RFC 4253 [13] to perform sanity checking of the
length field as soon as it is obtained from the first block of ciphertext:
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“. . . implementations SHOULD check that the packet length is reasonable
in order for the implementation to avoid denial of service and/or buffer
overflow attacks.”

What is “reasonable” is not defined in the RFCs, and specific implementations
adopt various practices. Version 5.2 of OpenSSH implements a particular set of
checks, and tries to tear down the SSH connection with an error message in the
event that these checks fail. This error condition is generally quite easy to dis-
tinguish from a MAC failure in an attack because an SSH implementation can
be made to pass through a wait state before the MAC failure. The distinguisha-
bility of these different error conditions is used in the attacks against OpenSSH
in CBC mode in [1]. So a security model for the SSH BPP should include errors
arising from length checking as well as from MAC failures, and should report
these errors in such a way that they can be distinguished by the adversary. Addi-
tional errors may arise after MAC checking, because of a failure of the decoding
algorithm applied to the recovered, encoded message. Again, the model should
reflect this possibility. To comply with the SSH specifications, all of these errors
should be “fatal”, leading to the destruction of the SSH connection. However,
note that an adversary may be able to prevent such error messages from reach-
ing the peer of party initiating the tear-down. We handle this aspect by having
separate states for the encryption and decryption oracles in our model, and with
an error arising during decryption leading to the loss of the decryption oracle,
but not the encryption oracle, and vice-versa.

It is notable that SSH attempts to hide the packet length field by encrypting
it. However, a simple extension of the attacks in [1] shows that this is futile:
an attacker who can detect the start of a new packet simply needs to flip a bit
somewhere in the ciphertext after the length field and wait for a MAC failure.
Simple arithmetic involving the number of ciphertext bytes delivered before the
MAC failure is seen then tells the attacker what the content of the packet length
field was. Of course, the cost of this attack is to lose the SSH connection. How-
ever, it shows that the length field cannot be hidden from an active attacker.
For this reason, we will insist that, in our left-or-right indistinguishability game,
all pairs of messages submitted to the encryption oracle should have the same
length when encoded, so that they cannot be trivially distinguished using the
above attack.

3 Definitions

3.1 Notation

First let us begin by defining some notation. For a string x, let |x| denote the
length of x in bytes, and let x[i] denote the i-th block of x, where, throughout,
blocks consist of L bytes. Let x[1. . .n] denote the concatenation of the blocks
x[1], x[2], . . ., x[n] of x and let x‖y denote the concatenation of strings x and y.
Let ε denote the empty string. Let 〈i〉t denote the t-byte binary representation
of integer i, where 0 ≤ i < 28t.
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3.2 Building Blocks

Based on the discussion in the previous section, we now define the primitives
which form the building blocks in our description of the SSH BBP’s encode-then-
encrypt&MAC construction. These building blocks are an encoding scheme EC,
an encryption scheme (we consider only counter mode encryption) and a message
authentication scheme MA.

Encoding Scheme: The encoding scheme EC = (enc, dec) used in SSH con-
sists of an encoding algorithm enc and a decoding algorithm dec. The encoding
algorithm enc is stateful and randomised, takes as input a message m and out-
puts two messages (me,mt). Here as in [3], me denotes the encoded message
which will be used by any future encryption process and mt denotes the en-
coded message which will be used by a MAC tagging algorithm. As required by
the SSH BPP, the encoding algorithm prepends some length information about
the message and appends some padding.

The decoding algorithm dec is stateful and deterministic. It takes as input the
full encoded message me = me[1. . .n], strips off all length fields and outputs the
decoded message m. However, if it is unable to parse the message correctly an
error message ⊥P is output. Note that our definition of dec is slightly different
to that in [3] which had two outputs m and mt. Note also that dec will only be
called during the decryption process for SSH if both length checking and MAC
checking have not returned errors. For correctness of the encoding scheme, we
require that for any m with enc(m) = (me,mt) �= (⊥,⊥), we have dec(me) �=⊥P .

Algorithm enc(m)
if ste =⊥ then

return (⊥,⊥)
end if
if SNe ≥ 232 or |m| ≥ 232 − 5 then

ste ←⊥
return (⊥,⊥)

else
PL ← L − ((|m| + 5) mod L)
if PL < 4 then

PL ← PL + L
end if
PD

r← {0, 1}8·PL

LF ← (1 + |m| + PL)
me ← 〈LF 〉4‖〈PL〉1‖m‖PD
mt ← SNe‖me

SNe ← SNe + 1
return (me, mt)

end if

Algorithm dec(me)
if std =⊥ then

return ⊥
end if
if SNd ≥ 232 then

std ←⊥
return ⊥

else
Attempt to parse me as:
〈LF 〉4‖〈PL〉1‖m‖PD where
PL ≥ 4, |PD| = PL and |m| ≥ 0.
if parsing fails then

std ←⊥
return ⊥P

else
SNd ← SNd + 1
return m

end if
end if

Fig. 1. Encoding Scheme for SSH
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The specific encoding scheme used by the SSH BPP specification is shown
in Figure 1. Here, L denotes the block-size in bytes of the block cipher in use
(or the default value of 8 if a stream cipher such as ARCFOUR is being used),
LF denotes the length field, PL denotes the padding length and PD denotes
the padding bytes. The padding bytes are assumed to be random in our security
analysis, though our security results also hold for any distribution on the padding
bytes (including fixed bytes). We test that the message m submitted for encoding
contains at most 232−6 bytes, so that the length of the encoded message can be
recorded in the 4-byte length field. Each of the two algorithms enc, dec maintains
a separate state of the form (st, SN), initially set to (ε, 0). In each case, the first
component st maintains the status of the algorithm, i.e. if the algorithm is in
an error state or not. This is used to model the effect of an SSH connection
tear-down when an error occurs. The second component SN denotes a 32-bit
sequence number. Note that RFC 4344 [4] states that when the sequence number
SN wraps around, new keys must be negotiated. For simplicity in our analysis,
we model this by forcing ste (or std) to ⊥ when SNe (or SNd) reaches 232. In our
full model of the SSH BPP, this has the effect of removing the adversary’s access
to the encryption or decryption oracle. This ensures that each value of SNe or
SNd is used only once, and is equivalent to enforcing rekeying when the relevant
sequence number wraps around. Note that in [3], the equivalent state consists
of a single value which is “over-loaded” to carry both the algorithm status and
sequence number. For concreteness, Figure 1 shows the specific parsing steps
carried out by OpenSSH during decoding. Other implementations may perform
different checks here.

Encryption Scheme: The construction of SSH that we consider uses counter
mode encryption of a block cipher, and is called SSH-CTR in [3]. When we come
to formally analyze the security of SSH-CTR, we will regard the block cipher
as being a pseudorandom function (prf) family rather than as a pseudorandom
permutation family. This allows us to directly use some of the results from [2].
Our definition for a prf family can be found in the full version of this paper [9].

We give a formal definition for counter mode encryption based on a prf family
F , CTR[F ] = (K-CTR, E-CTR,D-CTR) in [9]. The key generation algorithm
K-CTR outputs a random k-bit key Ke for the underlying prf family F , therefore
specifying a function FKe having l-bit inputs and L-byte outputs. Note that in
practice we have l = 8L since all block ciphers have equal input and output size.
The key generation algorithm also outputs a random l-bit initial counter ctr,
which is used to initialise counters in the encryption and decryption algorithms
E-CTR, D-CTR.

We also define the scheme CTREC [F ] to be a combination of counter mode
encryption and the encoding/decoding scheme from Figure 1. Full details of this
scheme appear in [9]. This construction is not used in SSH, but is needed as a
step in our security analysis in Section 5.

Message Authentication Scheme: A message authentication scheme (MAC)
MA = (Kt, T ,V) consists of three algorithms. The key generation algorithm Kt
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returns a key Kt. The tag algorithm T , which may be stateful and randomised,
takes as input the key Kt and an encoded message mt and returns a tag τ . The
verification algorithm V , which is deterministic and stateless, takes as finput
the key Kt and an encoded message mt and a candidate tag τ ′ and outputs
a bit. For any key Kt, message mt and internal state of TKt , we require that
VKt(mt, TKt(mt)) = 1.

3.3 Encode-then-Encrypt&MAC

With the above components defined, we are now ready to define SSH-CTR. Note
that our version is significantly different from that considered in [3] because of
the new features that we discussed in Section 2.1.

Our construction of SSH-CTR is an Encode-then-Encrypt&MAC construc-
tion with plaintext-dependent decryption. We define SSH-CTR = (K-SSH-CTR,
E-SSH-CTR,D-SSH-CTR) in Figure 2. This makes use of the encoding scheme
EC described in Section 3.2, the encryption scheme CTR[F ] and a message au-
thentication scheme MA, where the length of the MAC tag is maclen. It also
makes use of a length checking algorithm len that we discuss below. Note that
this construction is stateful. The encryption state arises from the counter mode
state ctre combined with the state (ste, SNe) of the algorithm enc. The de-
cryption state arises from the counter mode state ctrd, the state (std, SNd) of
the algorithm dec, and the ciphertext buffer cbuff. We will refer to the scheme
SSH-CTR[F ] whenever we wish to highlight the scheme’s reliance on a particular
function family F in the encryption component.

The key generation algorithm K-SSH-CTR selects keys for counter mode en-
cryption and the MAC algorithm uniformly at random from the relevant key-
spaces. This represents a significant abstraction from reality in our description
of SSH-CTR, since in practice these keys and the initial counter value ctr are
derived in a pseudorandom manner from the keying material established during
SSH’s key exchange protocol. The decryption algorithm D-SSH-CTR is con-
siderably more complex than one might expect. This complexity is required to
accurately model all the features of the SSH specification and the OpenSSH
implementation. D-SSH-CTR operates in 3 distinct stages.

In Stage 1, a sequence of ciphertext bytes c of arbitrary length is received and
appended to the ciphertext buffer cbuff.

In Stage 2 of D-SSH-CTR, once sufficient bytes have arrived to process the
first block of ciphertext, the packet length field is extracted, and length checking
is performed by making a call to the function len. This accords with our discus-
sion in Section 2.1. The function len is shown as part of Figure 2. It takes as input
a single block of plaintext, and returns either the content of the length field (as
an integer) or a failure symbol ⊥L. The exact details of length checking, and how
to behave if length checking fails, is implementation-specific and not specified
in the RFCs. Figure 2 shows the exact checks carried out by OpenSSH version
5.2 in counter mode; our subsequent analysis still holds so long as the algorithm
at a minimum checks that the total number of encrypted bytes (i.e. excluding
the MAC tag) indicated by the length field is a multiple of the block-size L,
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Algorithm K-SSH-CTR(k)
Ke

r← Ke(k)
Kt

r← Kt(k)
ctr

r← {0, 1}l

return Ke, Kt

Algorithm E-SSH-CTRKe,Kt(m)
if ste =⊥ then

return ⊥
end if
(me, mt) ← enc(m)
if me =⊥ then

ste ←⊥
return ⊥

else
c ← E-CTRKe(me)
τ ← TKt(mt)
return c‖τ

end if

Algorithm len(m) (|m| = L)
Parse m as 〈LF 〉4‖R
if LF ≤ 5 or LF ≥ 218 then

return ⊥L

else if LF + 4 mod L �= 0 then
return ⊥L

else
return LF

end if

Algorithm D-SSH-CTRKe,Kt(c)
if std =⊥ then

return ⊥
end if
{Stage 1}
cbuff ← cbuff‖c
{Stage 2}
if me = ε and |cbuff| ≥ L then

Parse cbuff as c̃‖A (where |c̃| = L)
me[1] ← D-CTRKe(c̃)
LF ← len(me[1])
if LF =⊥L then

std ←⊥
return ⊥L

else
need = 4 + LF + maclen

end if
end if
{Stage 3}
if |cbuff| ≥ L then

if |cbuff| ≥ need then
Parse cbuff as c̄[1. . .n]‖τ‖B,
where |c̄[1. . .n]‖τ | = need,
and |τ | = maclen

me[2. . .n] ← D-CTRKe(c̄[2. . .n])
me ← me[1]‖me[2. . .n]
mt ← SNd‖me

v ← VKt(mt, τ )
if v = 0 then

std ←⊥
return ⊥A

else
m ← dec(me)
me ← ε, cbuff ← B
return m

end if
end if

end if

Fig. 2. SSH-CTR, SSH using counter mode encryption

and fails if this is not the case. For further discussion, see the full version [9].
Note that when length checking fails in OpenSSH version 5.2 in counter mode,
an error message is sent and the SSH connection is torn down. We model this
by outputting a length error ⊥L and setting the state std to ⊥. Because the
first action of D-SSH-CTR is to simply return ⊥ if std is already equal to ⊥,
our description of SSH-CTR models the subsequent connection tear-down seen
in OpenSSH. If the length checks pass, then D-SSH-CTR proceeds to use the



354 K.G. Paterson and G.J. Watson

returned value of LF to determine the value of need, which is the number of
additional ciphertext bytes that are needed before the entire ciphertext (includ-
ing MAC tag) is adjudged to have arrived. This makes the decryption algorithm
plaintext-dependent and no further output is produced by D-SSH-CTR until the
complete ciphertext has arrived and its MAC has been checked.

In Stage 3 of D-SSH-CTR, ciphertext bytes that have been buffered in cbuff
during Stage 1 are processed. Note that our model allows the recipient to receive
more data than he expects; this data is denoted by B in Stage 3. This data is as-
sumed to be the start of the next ciphertext message and so we reinitialise cbuff
with this data at the end of Stage 3. Once the buffer contains sufficient data (as
determined by the variable need), the decryption algorithm uses counter mode
to obtain the encoded plaintext me and the message mt to be verified by the
MAC algorithm (this consists of me with the sequence number prepended). The
MAC tag is then checked, and, if it verifies successfully, the encoded plaintext me

is passed to the dec algorithm (as defined in Figure 1). Notice that three types
of error can arise during this stage: a failure of the MAC verification, resulting
in output ⊥A, a failure of parsing during decoding, resulting in output ⊥P , or a
wrap-around of the sequence number SNd during decoding, resulting in output
⊥. When any of these errors arises, the state std of the decryption algorithm is
set as ⊥. This state is checked at the start of every oracle query and if it equals
⊥, then an error message ⊥ is returned. In this way, our description of SSH-CTR
models the subsequent connection tear-down seen in OpenSSH.

This description of SSH-CTR faithfully models OpenSSH in counter mode,
in the sense of having buffered, plaintext-dependent decryption, and with errors
arising at exactly the same points during decryption and based on the same
failure conditions that are tested in OpenSSH. There are other ways in which
to implement SSH and still be RFC-compliant. For example, the full decoding
of the message, and hence parsing checks, could be performed before the MAC
verification, as is the case in the construction of SSH-CTR given in [3].

4 Security Models

4.1 Chosen Plaintext Security

We begin by extending the usual left-or-right (LOR) indistinguishability game
for a CPA adversary from [2] to handle stateful encryption and leakage of length
information. This extension is only needed at intermediate steps in our security
analysis, while we are primarily interested in the security of the SSH BPP under
chosen ciphertext attacks. For this reason, we content ourselves with chosen
plaintext security definitions that are tied to the particular schemes SSH-CTR[F ]
and CTREC [F ] that we need to analyze.

In the usual LOR-CPA model the adversary is given access to a left-or-right
encryption oracle E(LR(·, ·, b)), where b ∈ {0, 1}. This oracle takes as input two
messages m0 and m1. If b = 0 it outputs the encryption of m0 and if b = 1
it outputs the encryption of m1. It is the adversary’s challenge to determine
the bit b. The advantage of such an adversary is defined in the usual way. Our
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extension of the LOR-CPA model makes it stateful and incorporates leakage of
a length field. To achieve the former, we incorporate explicit sequence numbers
in the model. To achieve the latter, we provide the adversary with access to a
length revealing oracle L(·) whose operation is specific to the particular scheme
under study. For the schemes SSH-CTR[F ] and CTREC [F ], the oracle takes as
input a block c which is treated as the first block of a new message; the oracle
decrypts this block to retrieve the length field and performs the required length
checking functions, and then outputs either the length field LF or the symbol
⊥L signifying an invalid length field. We require that L(·) maintains its own
view of any internal state of the underlying encryption scheme, according to
the queries it receives. For the schemes we consider, this is done by increasing
a counter value ctrl by a number that is determined by the length field, and
increasing a sequence number SNl by 1, each time the oracle is called; at the
start of the security game, ctrl and SNl are set to the corresponding values held
at the encryption oracle. The detailed operation of the length oracle associated
with the schemes SSH-CTR[F ] and CTREC [F ] can be found in the full version
[9]. We name our new model LOR-LLSF-CPA, where “LLSF” stands for “length
leaking stateful”.

In [3], decryption queries are defined to be either “in-sync” or “out-of-sync”
with respect to the sequence number at the encryption oracle. We introduce a
similar concept for length oracle queries in our next definition:

Definition 1. [LOR-LLSF-CPA]
Consider the stateful encryption scheme SE = (K, E ,D) with an associated length
oracle L(·). Let b ∈ {0, 1} and k ∈ N. Let A be an attacker that has access to
the oracles EK(LR(·, ·, b)) and L(·) The game played is as follows:

Explor-llsf-cpa-b
E,A (k)

K
r← K(k)

b′ ← AEK(LR(·,·,b)),L(·)

return b′

For all queries (m0,m1) to EK(LR(·, ·, b)), we require that |enc(m0)| = |enc(m1)|.
In thismodel the adversary has the possibility ofmaking three different types of query
to L. Let SNe denote the sequence numbers at the encryption oracle and let SNl

denote the sequence numbers at the length oracle.

– A query c to L when the length oracle has sequence number SNl is said to be
in-sync if c is equal to the first block of ciphertext output by the encryption
oracle when it had sequence number SNe = SNl.

– A query c to L when the length oracle has sequence number SNl is said
to be an out-of-sync current state query if c is not equal to the first block
of ciphertext output by the encryption oracle when it had sequence number
SNe = SNl.

– A query to L when the length oracle has sequence number SNl is said to be
an out-of-sync future state query if SNl > SNe, where SNe is the sequence
number used by the encryption oracle when responding to its most recent
query.
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We require that the response to any further length oracle queries following the
first out-of-sync query is ⊥.

The attacker wins when b′ = b, and its advantage is defined to be:

Advlor-llsf-cpa
SE,A (k) = Pr[Explor-llsf-cpa-1

SE,A (k) = 1]− Pr[Explor-llsf-cpa-0
SE,A (k) = 1].

The advantage function of the scheme is defined to be

Advlor-llsf-cpa
SE (k, t, qe, μe, ql) = max

A
{Advlor-llsf-cpa

SE,A (k)}

for any integers t, qe, μe, ql. The maximum is over all adversaries A with time
complexity t, making at most qe queries to the encryption oracle, totalling at
most μe bits in each of the left and right inputs, and ql queries to the length
revealing oracle.

4.2 Chosen Ciphertext Security

Now we consider chosen ciphertext attackers. We introduce a new security no-
tion for left-or-right indistinguishability against chosen-ciphertext attackers for
buffered, stateful decryption (LOR-BSF-CCA). In this model, which extends the
IND-SFCCA model of [3], the adversary is given access to an encryption ora-
cle and to a buffered decryption oracle. The model applies for any encryption
scheme in which the decryption oracle maintains a buffer of as-yet-unprocessed
ciphertext bytes cbuff and in which encryption and decryption states include
sequence numbers which are incremented after each successful operation. For
reasons explained in Section 2.1, we need to limit the attacker’s queries to the
encryption oracle to pairs of messages (m0,m1) having the same length when
encoded.

Definition 2. [LOR-BSF-CCA]
Consider the symmetric encryption scheme SE = (K, E ,D) with buffered, stateful
decryption. Let b ∈ {0, 1} and k ∈ N. Let A be an attacker that has access to the
oracles EK(LR(·, ·, b)) and DK(·). The game played is as follows:

Explor-bsf-cca-b
SE,A (k)

K
r← K(k)

b′ ← AEK(LR(·,·,b)),DK(·)(k)
return b′

We require that for all queries (m0,m1) to EK(LR(·, ·, b)), |enc(m0)| = |enc(m1)|.
In this model the adversary has the possibility of making three different types of
decryption query. Let SNe denote the sequence numbers at the encryption oracle
and let SNd denote the sequence numbers at the decryption oracle. Recall that,
since the adversary can deliver ciphertexts in a byte-wise fashion to the decryption
oracle, the same value of SNd may be involved in processing a sequence of ciphertext
queries.
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– The sequence of decryption queries corresponding to the sequence number
SNd is said to be in-sync if, after input of the final query in the sequence,
the ciphertext buffer cbuff has as a prefix the output from the encryption
oracle for sequence number SNe = SNd. The response from an in-sync query
is not returned to the adversary.

– The sequence of decryption queries corresponding to the sequence number
SNd is said to be an out-of-sync current state query if, after input of the
final query in the sequence, the ciphertext buffer cbuff does not have the
output from the encryption oracle for sequence number SNe = SNd as a
prefix.

– The sequence of decryption queries corresponding to the sequence number
SNd is said to be an out-of-sync future state query if SNd > SNe, where
SNe is the sequence number used by the encryption oracle when responding
to its most recent query.

The response to any further decryption queries following an out-of-sync query is
the ⊥ symbol.

The attacker wins when b′ = b, and its advantage is defined to be:

Advlor-bsf-cca
SE,A (k) = Pr[Explor-bsf-cca-1

SE,A (k) = 1]− Pr[Explor-bsf-cca-0
SE,A (k) = 1].

The advantage function of the scheme is defined to be

Advlor-bsf-cca
SE (k, t, qe, μe, qd, μd) = max

A
{Advlor-bsf-cca

SE,A (k)}

for any integers t, qe, μe, qd, μd. The maximum is over all adversaries A with
time complexity t, making at most qe queries to the encryption oracle, totalling
at most μe bits in each of the left and right inputs, and at most qd series of
queries to the decryption oracle, totalling at most μd bits.

In the model above, the response from an in-sync decryption query is not re-
turned to the adversary. This is required in order to prevent the obvious and
trivial attack in which the adversary simply queries the decryption oracle with
the output from the encryption oracle. We include in-sync decryption queries in
order to permit the adversary to observe the system’s behaviour in encrypting
messages of its choice and to let the adversary advance the sequence numbers
maintained at the encryption and decryption oracles to values of its choice. We
make the restriction that only one out-of-sync query is allowed for the same
reason that this restriction is made in [3]: if the first out-of-sync query does not
decrypt successfully, the decryption oracle enters a halting state anyway, while
if it does, then our security analysis will show that the adversary has broken the
strong unforgeability of the MAC scheme. Our security model and analysis can
be extended to handle multiple out-of-sync decryption queries.

The specific decryption oracle we consider when analyzing the security of SSH-
CTR operates exactly as the decryption algorithmD-SSH-CTR in Section 3.3: the
oracle takes as input an arbitrary number of bytes which is then added to cbuff;
the decryption process uses the first plaintext block to determine how many bytes
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of ciphertext are needed to complete the packet; and the decryption process in-
volves length checking, MAC checking, and decoding, with each of these steps po-
tentially outputting a distinct error message. Also note that for SSH-CTR, the
decryption oracle acts as a “bomb” oracle: when an error of any type occurs this
oracle simply outputs⊥ in response to any further query. This models an attempt
by the decrypting party to initiate an SSH connection tear-down. However, note
that our model for SSH-CTR has separate states for encryption and decryption,
so that the encryption oracle is not “lost” if the decryption oracle is. This allows
us to model an adversary that outputs the relevant error messages. This descrip-
tion of SSH-CTR in the context of the LOR-BSF-CCA model is sufficiently rich to
give the attacker all the capabilities exploited in the attacks of Albrecht et al. [1].
Thus, if we can prove SSH-CTR to be secure in the LOR-BSF-CCA sense, then
attacks of the kind developed in [1] will be prevented.

4.3 Integrity of Ciphertexts

We next extend the INT-SFCTXT model from [3] to include buffered decryption.
We call our new model “integrity of ciphertexts for buffered, stateful decryption”
or INT-BSF-CTXT. The model again applies for any encryption scheme in which
the decryption oracle maintains a buffer of as-yet-unprocessed ciphertext bytes
cbuff and in which encryption and decryption states include sequence numbers
which are incremented after each successful operation.

In this INT-BSF-CTXT model, the adversary has access to encryption and
decryption oracles, and is considered successful if it is able to make an out-of-
sync sequence of decryption queries that results in an output from the decryption
oracle that is not a member of the set {⊥L,⊥A,⊥P ,⊥}. Again, the specific
decryption oracle that we consider when analyzing the security of SSH-CTR
operates exactly as the decryption algorithm D-SSH-CTR in Section 3.3. The
formal definition of the INT-BSF-CTXT model can be found in the full version
of this paper [9].

4.4 Security of Message Authentication Schemes

Finally, we define two security notions for MACs. We will use the LOR-DCPA
notion from [3], for distinct plaintext privacy of message authentication schemes.
We will also use the standard SUF-CMA model for strong unforgeability of
MACs. The formal definitions for these notions can also be found in the full
version [9].

5 Security Analysis

We will now present our main result, Theorem 1. This theorem provides a con-
crete security guarantee for the scheme SSH-CTR[F ] in terms of security prop-
erties of the prf family F and MAC scheme MA used in its construction. The
structure of our proof follows that in [3], but with significant modifications being
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needed to handle the new features of our security model and adversary. Our proof
is valid no matter what length checks are performed by the encoding scheme,
so long as the minimal length check described previously is included. Our proof
is also valid (and in fact can be tightened slightly) if the random padding bytes
in the encoding scheme are replaced by fixed bytes. It is also valid no matter
what specific parsing checks are carried out, provided that the encoding scheme
is correct. With the exception of our main result, the proofs are given in the full
version of this paper [9].

Theorem 1. Let SSH-CTR[F ] be the combined encryption scheme for the en-
coding scheme EC, counter mode encryption CTR[F ] and a message authentica-
tion scheme MA. Then for qe, qd ≤ 232, μe ≤ 8L2l−8qe(8+L) and any t, k, μd,
we have:

Advlor-bsf-cca
SSH-CTR[F ](k, t, qe, μe, qd, μd)

≤ 2Advsuf-cma
MA (k, t, qt, μt, qv, μv) + 2Advprf

F (k, t′, qF ) + 4Advprf
T (k, t′′, qt)

where qt = qe, μt ≤ μe+8(L+12)qe, qv = qd, μv ≤ μd+32qd, qF ≤ ql+μe/8L+
qe(1 + 8/L), t′ = O(t) and t′′ = O(t).

Proof of Theorem 1: This follows from Theorem 2 and Lemmas 1, 2, 3, 4 and 5.
�

The following is an extension of a result of Bellare and Namprempre [5]; here we
consider buffered, stateful decryption and include in our model potential errors
arising from length checking, MAC failures and parsing failures.

Theorem 2. Let SSH-CTR[F ] be the combined encryption scheme for the en-
coding scheme EC, counter mode encryption CTR[F ] and a message authentica-
tion scheme MA. Then for any k, t, qe, μe, qd, μd, we have:

Advlor-bsf-cca
SSH-CTR[F ](k, t, qe, μe, qd, μd)

≤ 2Advint-bsf-ctxt
SSH-CTR[F ](k, t, qe, μe, qd, μd) + Advlor-llsf-cpa

SSH-CTR[F ](k, t, qe, μe, ql)

where ql = qd.

Lemma 1. Let SSH-CTR[F ] be the combined encryption scheme for the encod-
ing scheme EC, counter mode encryption CTR[F ] and a message authentication
scheme MA. Then for qe, qd ≤ 232 and any k, t, μe, μd, we have:

Advint-bsf-ctxt
SSH-CTR[F ](k, t, qe, μe, qd, μd) ≤ Advsuf-cma

MA (k, t, qt, μt, qv, μv)

where qt = qe, μt ≤ μe + 8(L+ 12)qe, qv = qd, and μv ≤ μd + 32qd.

Lemma 2. Let SSH-CTR[F ] be the combined encryption scheme for the encod-
ing scheme EC, counter mode encryption CTR[F ] and a message authentication
scheme MA. Then for qe, ql ≤ 232 and any k, t, μe, we have:

Advlor-llsf-cpa
SSH-CTR[F ](k, t, qe, μe, ql)

≤ Advlor-llsf-cpa
CTREC[F ] (k, t

′, qe, μe, ql) + 2Advlor-dcpa
MA (k, t′′, qt, μt)

where qt = qe, t′ = O(t), t′′ = O(t), and μt ≤ μe + 16(L+ 12)qe.
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Lemma 3. Suppose F is a prf family with input length l bits and output length
L bytes. Let R = Randl→L be the set of all functions mapping l-bit strings to
L-byte strings. Then for any k, t, qe, μe, ql, we have:

Advlor-llsf-cpa
CTREC[F ] (k, t, qe, μe, ql)

≤ 2Advprf
F (k, t′, qF ) + Advlor-llsf-cpa

CTREC[R] (k, t, qe, μe, ql)

where qF ≤ ql + μe/8L+ qe(40 + 8(3 + L))/8L and t′ = O(t).

Lemma 4. For any k, t, ql, qe and μe ≤ 8L2l − 8qe(8 + L) we have:

Advlor-llsf-cpa
CTREC [R] (k, t, qe, μe, ql) = 0.

Lemma 5. Let MA be a message authentication scheme. Then for any k, t and
qt, we have:

Advlor-dcpa
MA (k, t, qt, μt) ≤ 2Advprf

T (k, t′, qt)

where t′ = O(t).

6 Conclusion

We have extended the security model of Bellare et al. [3] to develop a model
suited to analyzing the SSH BPP. We gave a description of SSH-CTR that is
closely linked to the specification of SSH in the RFCs and the OpenSSH imple-
mentation of SSH. We then proved the security of SSH-CTR in the extended
model. Our approach is sufficiently powerful to incorporate the attacks of Al-
brecht et al. [1]. This helps to close the gap that exists between the formal se-
curity analysis of SSH and the way in which SSH should be (and is in practice)
implemented.

Our approach can be seen as an attempt to expand the scope of provable
security to incorporate the fine details of cryptographic implementations. We
grant the attacker a much wider and more realistic set of ways of interacting
with the SSH protocol than in the previous analysis of [3]. We believe that our
approach captures more of the cryptographically relevant features of the SSH
BPP, including plaintext-dependent, byte-wise decryption and detailed modeling
of the errors that can arise during cryptographic processing in the SSH BPP.
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Abstract. We analyze the relation between induction, co-induction and
the presence of encryption cycles in the context of computationally sound
symbolic equivalence of cryptographic expressions. Our main finding is
that the use of co-induction in the symbolic definition of the adversarial
knowledge allows to prove soundness results without the need to require
syntactic restrictions, like the absence of encryption cycles, common to
most previous work in the area. Encryption cycles are relevant only to the
extent that the key recovery function associated to acyclic expressions
can be shown to have a unique fixed point. So, when a cryptographic
expression has no encryption cycles, the inductive (least fixed point) and
co-inductive (greatest fixed point) security definitions produce the same
results, and the computational soundness of the inductive definitions for
acyclic expressions follows as a special case of the soundness of the co-
inductive definition.

Keywords:Computational soundness, co-induction, greatest fixed points,
formal methods for security, symbolic encryption, encryption cycles.

1 Introduction

The symbolic approach to security analysis (pioneered by Dolev and Yao in [1])
has been very useful in the construction and application of automated reasoning
tools for the analysis of cryptographic protocols, like the Murphi model checker
[2] and the Isabelle theorem prover [3], just to name two representative examples.
However, the simplicity of the associated adversarial model (which enables the
construction of automated analysis tools) is also the main weakness of symbolic
security analysis: security is guaranteed only against attackers that abide to the
rules of the Dolev-Yao model. In practice, one needs security against any (com-
putationally feasible) attack as typically considered in modern computational
cryptography. In the last few years, starting with the seminal work of Abadi and
Rogaway [4], there has been considerable progress in understanding the rela-
tion between symbolic security analysis, and computational cryptography. Yet,
it is fair to say that many problems related to the connection of symbolic and
computational cryptography are still wide open.
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The aim of this paper is to explore one specific aspect that sets the symbolic
and computational models apart, and that has not received much attention so
far: the use of induction versus co-induction in security proofs. We do so in
the simplest possible setting considered in the literature: the indistinguishability
of cryptographic expressions, i.e., expressions like ({|d1|}k1 , {|k1|}k2), where {|m|}k
represents the encryption of message m under key k. These are the expressions
typically used to model messages in cryptographic protocols. For example, the
above expression may be used to represent the message in a protocol where a
long term key k2 is used to encrypt a session key k1, which in turn is used to
encrypt the actual message d1. The standard notion of equivalence in cryptog-
raphy is computational indistinguishability: two expressions are equivalent if no
probabilistic polynomial time adversary can distinguish the probability distri-
butions naturally associated to the two expressions in an actual execution of
the protocol. In the symbolic setting, equivalence is usually defined by map-
ping each expression to a corresponding pattern. For example, the expression
({|d1|}k1 , {|d1|}k2 , k2) may be mapped to the pattern ({|�|}k1 , {|d1|}k2 , k2) to model
the fact that an adversary observing the messages {|d1|}k1 ,{|d1|}k2 and k2, can
recover the key k2, decrypt the second ciphertext to d1, and even detect that
the first ciphertext uses a key different from k2 (e.g., because decryption under
k2 fails), but cannot tell that the first ciphertext encrypts the same message d1
as the second.

In the seminal paper [4], Abadi and Rogaway showed that the meaning as-
sociated to cryptographic expressions by standard symbolic methods is com-
putationally sound, in the sense that (under appropriate restrictions) if two
expressions are symbolically equivalent (i.e., they have the same pattern), then
the associated probability distributions are computationally indistinguishable.

Induction versus co-induction. As with most work in the area of formal anal-
ysis of security protocols, Abadi and Rogaway adopt an inductive approach to
the symbolic modeling of adversarial knowledge: initially the attacker does not
know any key and tries to learn as many keys as possible from a given crypto-
graphic expression through the application of Dolev-Yao rules.1 Technically, the
knowledge of the adversary can be defined by associating to each cryptographic
expression e a corresponding key recovery operator Fe (mapping sets of keys
to sets of keys) which roughly corresponds to a single application of the Dolev-
Yao decryption rules. The adversarial knowledge (obtained from observing the
expression e) can be characterized as the least fixed point of the key recovery
operator Fe, i.e., the smallest set of keys S such that Fe(S) = S. Operationally,
this least fixed point can be obtained by starting from the empty set of keys

1 A typical Dolev-Yao rule is that given a key k and the encryption {|m|}k of some
message m under k, one can compute the plaintext m. Such rules are intended to
capture the security features of the cryptographic operations used in the construction
of messages, and the whole framework relies on the postulate that the adversary
cannot perform any other operation. So, for example, given the cipher-text {|m|}k,
one cannot recover the message m, unless the encryption key k is already known.
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∅ (modeling the adversary’s initial knowledge),2 and applying the key recovery
operator Fe to obtain more and more keys

∅ ⊂ Fe(∅) ⊂ F2
e (∅) ⊂ . . . ⊂ Fme (∅) = Fm+1

e (∅)
until the least fixed point Fme (∅) is reached, and no additional keys can be
recovered by further applications of Fe.

In this paper we propose a dual, co-inductive approach. Technically, we pro-
pose to define the set of recoverable keys as the greatest fixed point of Fe, i.e.,
the largest set of keys S such that S = Fe(S). As before, the greatest fixed point
can be obtained by repeatedly applying the key recovery operator, but this time
starting from the set of all keys Keys, and resulting in a sequence of smaller
and smaller sets3

Keys ⊃ Fe(Keys) ⊃ . . . ⊃ Fme (Keys) = Fm+1
e (Keys)

until the greatest fixed point Fme (Keys) is reached. Informally, we start from
the set of all keys that appear in the expression in the role of plaintext of some
encryption, and then iterate through the following process: the new set of keys
is the set of all keys that can be deduced from the expression using the current
set of keys for decryption. This is now the set of exposed keys. Intuitively, this
corresponds to starting from the assumption that no key is guaranteed to be
secure, and proving that more and more keys (namely, those in the complement
of the sets F ie(Keys)) are hidden to the adversary. As we are going to explain,
this technical change in the definition of symbolic security has far reaching con-
sequences when it comes to computational soundness.

Encryption cycles. In order to prove their soundness theorem, Abadi and Ro-
gaway [4] need to impose a simple, but fundamental, technical restriction: the
cryptographic expressions should not contain encryption cycles, e.g., sequences
of messages of the form

{|k1|}k2 , {|k2|}k3 , . . . , {|kn−1|}kn
, {|kn|}k1 ,

where each key ki is encrypted under the next key k(i mod n)+1 in the sequence,
circularly. While encrypting a key with itself is typically considered a danger-
ous cryptographic practice, encryption cycles do occur in a small number of
applications (e.g., credential systems [5], encrypted data backups, etc.), and the
problem of designing encryption schemes supporting such a use has been the
subject of many recent papers [6,7,8,9,10]. In the symbolic security setting it
is customary to assume that encryption cycles are secure, in the sense that an
adversary observing a sequence of circularly encrypted keys, cannot recover any
of them.
2 The knowledge of the keys of corrupted parties can be modeled by including those

keys as part of the expression e.
3 We remark that Fe(S) is defined as the set of keys that can be immediately recovered

from the expression e using the keys in S for decryption. In particular, Fe(S) does
not necessarily contain S as a subset, e.g., if some keys in S only occur in e as
encryption keys, but never as (possibly encrypted) messages.
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Our contribution. The main contribution of this paper is to highlight the re-
lation of encryption cycles to inductive and co-inductive definitions of security.
Specifically, we prove that

– (Theorem 1) if the set of recoverable keys is defined by co-induction (i.e.,
as the greatest fixed point of the key recovery operator), then the compu-
tational soundness result of Abadi and Rogaway holds without the need to
impose syntactic restrictions: if two expressions (with or without encryption
cycles) are symbolically equivalent, then their computational counterparts
are indistinguishable.

– (Theorem 2) if an expression has no encryption cycles, then the associated
key recovery function has a unique fixed point. In particular, the least and
greatest fixed point coincide, and the conditional result of Abadi and Rog-
away for acyclic expressions follows from the unrestricted result in the co-
inductive setting.

Our results show that what sets the symbolic and computational frameworks
apart (e.g., with respect to their ability to deal with encryption cycles,) is not the
inherent difference between the computational and symbolic protocol execution
models. Rather, it is the modeling of adversarial knowledge, which is typically
inductive in the case of symbolic analysis, while intrinsically co-inductive in the
computational setting.

At the technical level, our main computational soundness result (Theorem 1) is
fairly general, and applicable to classes of cryptographic expressions that occur in
many application domains, like secure multicast key distribution [11,12,13], and
cryptographically controlled access to XML documents [14]. A follow-up paper
[15] demonstrates the generality of our techniques using Theorem 1 to establish
a computational soundness theorem for expressions with pseudo-random keys,
as those used in [11,12,13]. As in this work, the results of [15] hold without the
need to impose any syntactic restriction on the expressions.

We remark that the uniqueness of the fixed point for acyclic expressions is a
purely symbolic result: neither the statement nor proof of Theorem 2 requires
the use of the computational execution model. In fact, the proof is simple enough
that one could model and verify it using an automated theorem prover. This fact,
together with the simplicity of our computational soundness theorem (compared
to analogous results from [4] and related papers), suggest that our greatest fixed
point framework may be a useful tool even when one is interested in compu-
tational soundness with respect to the traditional inductive security definition.
Specifically, in order to prove such computational soundness results one can

– first prove computational soundness for the corresponding co-inductive def-
inition of security (possibly using Theorem 1), and

– then find and check (possibly with the help of automated symbolic reason-
ing tools) syntactic restrictions under which the inductive and co-inductive
symbolic security definitions coincide.

So, even if induction may be the most intuitive and preferred way to analyze
security protocols in practice, we believe that the co-inductive method would
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still be a valuable tool to establish the computational soundness of the inductive
symbolic analysis.

Related work. Computationally sound symbolic analysis has been the topic of
many recent works. This paper is most closely related to the line of work initi-
ated by Abadi and Rogaway in [4], where secrecy properties with respect to pas-
sive adversaries are considered. Subsequent developments along the same lines
include [16,12,11,14]. We mention that other approaches to symbolic analysis
(e.g., [17]) inherit certain co-inductive ideas from the underlying process calcu-
lus, e.g., the use of bisimulation to define the equivalence between cryptographic
processes. However, those frameworks are substantially more elaborate than the
simple computational soundness setting considered in this paper, and their use
of co-induction is quite different.

The problem of dealing with encryption cycles is a classic one in cryptography,
already mentioned in the seminal paper [18] introducing the modern notion of
computational security for encryption. Following [4], the problem has attracted
renewed interest, both within the computational and symbolic setting. Two op-
posite approaches to resolving the discrepancy with respect to encryption cycles
were proposed in [19,20].

In [20], Adao, Bana, Herzog and Scedrov prove a soundness theorem in the
presence of key cycles using a strong security notion for encryption recently
proposed in [21,5]. This notion, called security under “Key Dependent Messages”
or “Key Dependent Input”, allows encrypted messages to depend on the secret
decryption key. At the time of [5,21,20], no scheme achieving this security notion
was known in the standard model, and the only solutions (proposed in [5,21])
relied on the random oracle heuristic. Since then, the problem of building KDM-
secure cryptographic primitives has been investigated in various works [7,6,8,10].
Similar results in the presence of active adversaries are given in [22]. In this paper,
we do not consider the extended notions of computational security employed in
these works, except for a brief discussion in Section 5. Rather, we focus on
the question of the relation between symbolic and computational security when
the standard computational security notion of indistinguishability under chosen
plaintext attacks (still the golden standard in cryptography in the setting of
passive attacks) is employed.

A different approach is used in[19], where Laud addresses the problem of rec-
onciling symbolic and computational analysis in the presence of key cycles by
strengthening the symbolic adversary. Specifically, Laud augments the entail-
ment relation used in inductive approaches with a special rule that explicitly
allows the symbolic adversary to break encryption cycles. As a result, Laud
proves a computational soundness theorem for encrypted expressions (essen-
tially equivalent to our Corollary 1) that does not require syntactic restrictions.
Interestingly, greatest fixed point computations were suggested [23, equation 15]
as an algorithmic tool to evaluate Laud’s entailment relation. The main differ-
ence between [19,23] and our work is that [19,23] retain the inductive framework
(and entailment relation, see Section 2) for modeling the adversarial knowledge,
and resolve the encryption cycles issue using ad-hoc methods. Here we establish
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a close connection between greatest fixed points and cryptographic expressions
at the semantic (computational soundness) level, and present a general approach
(based on the use of co-induction) that can be generalized to a larger class of
cryptographic expressions, e.g., the expressions with pseudo-random keys [13,12],
secret sharing schemes [14], etc.

Organization. The rest of the paper is organized as follows. In Section 2 we
present some preliminary definitions on symbolic expressions. (For an overview of
the computational cryptography notions used in this paper the reader is referred
to the appendix.) In Section 3 we present our main technical results. In Section 4
we illustrate our results on a simple example expression. Section 5 concludes with
a discussion of future research directions and open problems.

2 Preliminaries

In this section we review the results and standard notation used in previous
papers, mostly following the seminal work of Abadi and Rogaway [4]. For an
overview of standard computational cryptography definitions and how symbolic
expressions are evaluated to probability distributions over bitstrings, the reader
is referred to the Appendix. Let Exp(Keys,Data) be the set of cryptographic
expressions built from two (disjoint) sets of key and data symbols Keys,Data,
using pairing and encryption operations. Formally, Exp(Keys,Data) is the set
of expressions generated by the grammar

Exp ::= Data | Keys | (Exp,Exp) | {|Exp|}Keys, (1)

where (e1, e2) denotes the concatenation of e1 and e2, and {|e|}k denotes the
encryption of e under k. Define also the set of patterns

Pat(Keys,Data) ⊂ Exp(Keys ∪ {◦},Data ∪ {�}), (2)

where ◦ and � are two special symbols (not in Keys or Data) which denote un-
known keys or data respectively.4 Notice that expressions are just a special case
of patterns, while patterns can be regarded (at least syntactically) as expressions
over an extended set of keys and data that include the special symbols ◦ and
�. This justifies the use (common throughout this paper) of the same symbols
e, e1, e2 to denote both expressions and patterns. As a notational convention,
we do not write the special key symbol ◦ when it occurs as an encryption key.
We also assume the paring operation (·, ·) is right associative, and omit unnec-
essary parenthesis. So, for example, we write (e1, e2, e3) and {|e1, e2|} instead of
(e1, (e2, e3)) and {|(e1, e2)|}◦.
4 To be precise, not all expressions in Exp(Keys∪{◦}, Data∪{�}) are valid patterns.

Formally, the set of patterns is defined as the image p(Exp(Keys,Data),P(Keys))
of the function p given in Figure 2, where P(Keys) is the power-set of Keys. The
reader can safely ignore this technical detail, which is important only when mapping
patterns to probability distributions over bit-strings.
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Keys(d) = ∅
Keys(k) = {k} ∩ Keys

Keys(e1, e2) = Keys(e1) ∪ Keys(e2)

Keys({|e|}k) = ({k} ∩ Keys) ∪ Keys(e)

Parts(d) = {d}
Parts(k) = {k}

Parts(e1, e2) = Parts(e1) ∪ Parts(e2)

Parts({|e|}k) = {{|e|}k} ∪ Parts(e)

Fig. 1. The keys and parts of a pattern

The keys and parts of an expression or pattern are defined in the obvious
way according to the rules given in Figure 1. Notice that the special symbol ◦
is never included among the keys of a pattern. With this notation, the set of
keys k ∈ Keys that occur only as encryption subscripts in an expression (but
never as messages) is precisely Keys(e) \Parts(e). Keys are usually viewed as
bound names up to renaming. (E.g., as in the spi calculus [24].) Formally, two
expressions or patterns e1, e2 are equivalent up to renaming (written e1 ∼= e2),
if there exists a bijection μ:Keys(e1) → Keys(e2) such that μ(e1) = e2, where
μ acts on e1 as a substitution. Notice that, by definition, μ only acts on Keys
and maps the special symbol ◦ always to ◦.

The symbolic equivalence of cryptographic expressions is defined by means
of a pattern function p (mapping expressions to corresponding patterns) and
the auxiliary function struct, both defined in Figure 2. Intuitively, struct(e)

p(d, T ) = d

p(k, T ) = k

p((e1, e2), T ) = (p(e1, T ),p(e2, T ))

p({|e|}k, T ) =
{ {|p(e, T )|}k if k ∈ T
{|struct(e)|}k if k /∈ T

struct(d) = �
struct(k) = ◦

struct((e1, e2)) = (struct(e1), struct(e2))

struct({|e|}k) = {|struct(e)|}

Fig. 2. Rules defining the pattern function p:Pat(Keys,Data) × P(Keys) →
Pat(Keys,Data) and auxiliary function struct:Pat(Keys, Data) → Pat(∅, ∅),
where k ∈ Keys ∪ {◦}, d ∈ D ∪ {�}, and e, e1, e2 ∈ Pat(Keys,Data)
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represents structural information about e (e.g., its size) that may be leaked when
encrypting e under standard computational encryption schemes, and p(e, T )
is the pattern observable in e using the keys in T for decryption. Informally,
struct(e) is obtained by replacing all keys and data symbols in e by ◦ and �
respectively, and p(e, T ) is obtained replacing all subexpressions {|e′|}k in e such
that k /∈ T by {|struct(e′)|}k. For example,

p(({|d1|}k1 , {|d2|}k1 , {|d1, d2|}k2), {k1}) = ({|d1|}k1 , {|d2|}k1 , {|�,�|}k2).
The pattern in this example models the fact that, using the key k1, an adversary
observing the message ({|d1|}k1 , {|d2|}k1 , {|d1, d2|}k2) can detect that the first two
ciphertexts are the encryption of d1 and d2 under k1. The adversary can also
determine that the third ciphertext uses a key different from k1 (e.g., because
decryption under k1 fails), and encodes a message which is about the same size as
the concatenation of d1 and d2 (e.g., by looking at the length of the ciphertext).
However, the adversary cannot extract any other information about the third
message. In particular, it cannot detect that the third message is indeed the
concatenation of the first two.

Going back to the definition of symbolic equivalence, each expression is mapped
to a pattern

pattern(e) = p(e, recoverable(e)) (3)

where recoverable(e) ⊆ Keys is a set (to be defined) which informally consists
of all keys that can be “recovered” by an adversary observing e. Two expressions
e1, e2 are considered symbolically equivalent if pattern(e1) ∼= pattern(e2), i.e.,
if they have the same pattern up to key renaming.

In most previous work (starting from the original Dolev-Yao paper [1], and
including the seminal contribution of Abadi and Rogaway [4]) the set of recov-
erable keys is defined as

recoverable(e) = {k: e - k}
where the entailment relation - is the smallest binary relation over the set
Exp(Keys,Data) such that

1. e - e for all e ∈ Exp(Keys,Data),
2. if e - (e1, e2) then e - e1 and e - e2, and
3. if e - {|e1|}k and e - k, then e - e1.

Informally, the entailment relation - represents the capabilities of a Dolev-Yao
adversary, that given e, tries to learn as much as possible from e. For example
the last rule stipulates that if the adversary can recover both the ciphertext
{|e1|}k and the key k, then she can decrypt and recover the plaintext e1 too.

We remark that other definitions of recoverable keys have been considered
in the literature. Most notably, in an effort to remove the syntactic restric-
tion to acyclic expressions, Laud [19] has proposed an alternative definition
of the entailment relation that strengthens the Dolev-Yao adversary by ex-
plicitly allowing him to break the encryption cycles. Formally, Laud defines
recoverable(e) = {k: e -∅ k} where the entailment relation -S is defined as
the smallest relation satisfying the following conditions
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1. e -S e,
2. if e -S (e1, e2) then e -S e1 and e -S e2,
3. if e -S {|e′|}k then e -S∪{k} e′,
4. if e -S∪{k} e′ and e -S k then e -S e′,
5. if e -S e′ and S ⊆ S′ then e -S′ e′,
6. if e -S∪{k} k then e -S k.

Intuitively, the relation e -S e′ models the fact that expression e′ can be recov-
ered from expression e using the keys in S for decryption. So, for example, rule
5 simply states that increasing the number of available decryption keys does
not decrease our ability to recover information from e. Rules 1 and 2 are the
same as for the entailment relation - used by Abadi and Rogaway. Rules 3 and
4 together imply the standard decryption rule: if e -S {e′}k and e -S k, then
e -S e′. The main novelty in Laud’s definition is rule 6, which captures the idea
that the adversary can break encryption cycles: if decrypting under k allows to
recover k, then k is part of an encryption cycle and it can be recovered by the
adversary.

3 Computationally Sound Greatest Fixed Point
Semantics

In order to compare our results to prior work, it is convenient to give a different,
but equivalent definition of the set of recoverable keys. First of all, we extend the
pattern computation function p of Abadi and Rogaway [4] to include patterns
in its domain. This is done in the obvious way, namely, we let

p:Pat(Keys,Data)× P(Keys) → Pat(Keys,Data)

be the function defined precisely by the same rules already given in Figure 2.
Next, we introduce a key recovery function

r:Pat(Keys,Data) → P(Keys)

which is, in a sense, a counterpart to the pattern computation function p of [4].
Intuitively, the function r maps the expression or pattern e to the set of keys
recoverable from all parts of e. For the class of patterns used in this paper, the
function r can be simply defined as

r(e) = {k ∈ Keys(e): k ∈ Parts(e)} = Keys(e) ∩Parts(e), (4)

i.e., r(e) is the set of all keys that appear in e as a message. In other words,
r(e) includes all keys of e, except those that occur exclusively as encryption
subscripts.

We observe that the functions p and r satisfy the following fundamental
properties:

p(e,Keys) = e (5)
p(p(e, S), T ) = p(e, S ∩ T ) (6)

r(p(e, T )) ⊆ r(e) (7)
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These are all very natural requirements. Properties (5) and (6) just say that
p makes keys act on the patterns, or, more precisely, (P(Keys),∩) acts5 as a
monoid on the set Pat(Keys,Data). The third property (7) states that the
action p(·, T ) does not increase the amount of information recoverable from (the
parts of) a pattern. When p and r satisfy properties 5-7, we say that “p is
an r-projection”. We will see later that these are the only properties needed to
instantiate our general framework, but for now the reader may want to focus on
the specific functions p and r defined in Figure 2 and (4).

The functions p, r are used to associate to each e ∈ Exp(Keys,Data) a
corresponding key recovery operator

Fe:T �→ r(p(e, T )) (8)

that maps any T ⊆ Keys to the set of keys recoverable from all the parts of
the observable pattern p(e, T ). The function Fe models the process of using a
set of keys T to break an expression e into parts, and then using all such parts
to recover as many keys as possible. In Theorem 1 we will show that for any
expression e, the key recovery operator (8) is a monotone function. In particular,
Fe admits both a least and a greatest fixed point

fix(Fe) =
⋃
n

Fn(∅) FIX(Fe) =
⋂
n

Fn(Keys).

It is a well known fact that the set of keys {k: e - k} recoverable by a Dolev-
Yao adversary is precisely the least fixed point of Fe. So, the Abadi-Rogaway
definition of the pattern of an expression can be reformulated as pattern(e) =
p(e, fix(Fe)).

Our general framework is very similar to the one of Abadi and Rogaway, and
we adopt most definitions given so far. The only difference is that, instead of
defining recoverable keys as the least fixed point of Fe, we take the greatest fixed
point and let

Pattern(e) = p(e,FIX(Fe)). (9)

As usual, two expressions are symbolically equivalent if they have the same
pattern (9) up to key renaming. We refer the reader to Section 4 for an example
of use of the greatest fixed point patterns.

In this section we prove that our new greatest fixed point symbolic semantics
is computationally sound, i.e., for any two expressions e1, e2, if Pattern(e1) ∼=
Pattern(e2), then the probability distributions �e1� and �e2� are computation-
ally indistinguishable. We do so in a very general way, applicable to a wider class
of cryptographic expressions than considered in this paper and in [4], as demon-
strated in follow-up work [15]. Theorem 1 below states that, as long as properties
(5-7) are satisfied, in order to establish the computational soundness of the great-
est fixed point symbolic semantics (9) it is enough to test the following simpler
condition: for any pattern e, the probability distributions �e�, and �p(e, r(e))�
5 Recall that an action of a monoid (G, ·) on a set A is a binary operation × mapping

A × G to A such that (a × g1) × g2 = a × (g1 · g2) and a × 1G = a.
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are computationally indistinguishable. Informally, this condition states that the
keys r(e) recoverable from all parts of a pattern do not increase our knowledge
about the pattern. This is a non-trivial assumption, as it depends on the security
of the encryption scheme, but still it is a much easier-to-check condition than
the conclusion of the soundness theorem. In particular, the indistinguishability
of �p(e, r(e))� and �e� can be usually proved in a fairly direct way, starting from
the definition of secure encryption scheme, without the need to go through a
complex hybrid argument.

Theorem 1. Let Keys and Data be two (disjoint) sets of key and constant
symbols, and let p and r be functions such that p is an r-projection. Then, for any
expression e ∈ Exp(Keys,Data), the key recovery operator Fe(T ) = r(p(e, T ))
is a monotone function, and the greatest fixed point semantics Pattern(e) =
p(e,FIX(Fe)) is well defined. Moreover, if, for any e ∈ Pat(Keys,Data), the
distributions �e� and �p(e, r(e))� are computationally indistinguishable, the dis-
tribution �e� is computationally indistinguishable from Pattern(e). In partic-
ular, for any two expressions e1, e2 ∈ Exp(Keys,Data), if Pattern(e1) ∼=
Pattern(e2), then the distributions �e1� and �e2� are computationally indistin-
guishable.

Proof. First of all, we show that the key recovery operator is monotone. Let
S ⊆ T ⊆ Keys be two sets of keys. From the definition of Fe and properties
(6–7), we obtain

Fe(S) = r(p(e, S))
= r(p(e, T ∩ S))
= r(p(p(e, T ), S))
⊆ r(p(e, T )) = Fe(T ).

So, Fe is a monotone operator and it admits a greatest fixed point FIX(Fe) =⋂
i F i(Keys).
Now consider an expression e and the corresponding pattern pattern(e) =

p(e,FIX(Fe)), and assume without loss of generality that Keys = Keys(e), so
that n = |Keys| is polynomially bounded in the size of e. Since Fe is a monotone
function, we have FIX(Fe) = Fne (Keys), where n = |Keys| is the length of the
longest chain in P(Keys). We will show that for every i, �p(e,F i+1

e (Keys))�
is computationally indistinguishable from �p(e,F ie(Keys))�. It follows, by tran-
sitivity, that �p(e,FIX(Fe))� = �p(e,Fne (Keys))� is computationally indistin-
guishable from �e� = �p(e,Keys)� = �p(e,F0

e (Keys))�. More specifically, any
probabilistic polynomial time algorithm distinguishing �e� from �pattern(e)�
with advantage δ can be turned into a probabilistic polynomial time algorithm
that distinguishes �p(e,F i+1

e (Keys))� from �p(e,F ie(Keys))� for some i with
advantage δ/n.

Fix the value of the index i, and let T = F ie(Keys) and e′ = p(e, T ). Clearly,
Fe(Keys) ⊆ Keys because Keys is the set of all keys in e, and from the
monotonicity of Fe we get that F i+1

e (Keys) ⊆ F ie(Keys) for all i ≥ 0. In
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particular, Fe(T ) ⊆ T . We want to prove that �p(e,Fe(T ))� is indistinguishable
from �p(e, T )�. Notice that, using the definition of Fe(T ) = r(p(e, T )), we get

p(e′, r(e′)) = p(p(e, T ),Fe(T ))
= p(e, T ∩ Fe(T ))
= p(e,Fe(T )).

Remember that by hypothesis, �p(e′, r(e′))� is computationally indistinguish-
able from �e′�. Therefore, �p(e,Fe(T ))� = �p(e′, r(e′))� is indistinguishable from
�e′� = �p(e, T )� as claimed.

We remark that in Theorem 1 we have assumed that e is an expression for simplic-
ity only. The same result (and proof) holds true also when e ∈ Pat(Keys,Data)
is an arbitrary pattern. In the following corollary we apply Theorem 1 to the func-
tions p and r defined in Figure 2 and (4).

Corollary 1. If E is a (length regular) semantically secure encryption scheme,
then for any two expressions e1, e2 ∈ Exp(Keys,Data) such that Pattern(e1) ∼=
Pattern(e2), the distributions �e1� and �e2� are computationally indistinguishable.

Proof. We already observed that p and r satisfy properties (5–7). In order to ap-
ply Theorem 1 and conclude that �e1� is indistinguishable from �e2�, we only need
to prove that for any pattern e, the distributions �p(e, r(e))� and �e� and compu-
tationally indistinguishable. To this end, assume for contradiction that there ex-
ists an efficient algorithm D that distinguishes distribution �e� from �p(e, r(e))�
with non-negligible probability. (See Definition 2 in Appendix.) We use D to
construct an efficient adversary that breaks the indistinguishability of the en-
cryption scheme E used to evaluate the patterns. Let T = Keys(e) \ Parts(e)
be the set of all encryption keys in e that do not also appear in e as a message.
We define an adversary A that is given access to |T | encryption oracles Etb(·, ·)
(indexed by t ∈ T ). The adversary A chooses keys σ(k) independently at ran-
dom for all k ∈ Keys(e) \T = r(e). It then evaluates the expression e according
to the usual evaluation rules, except for subexpressions of the form {|e′|}k where
k ∈ T . These are evaluated using oracle Ekb . When A is done evaluating e, it
submits the resulting string to the distinguisher D. Notice that when b = 1, the
adversary A produces a query which is distributed identically to �e�, while when
b = 0 the distribution is �p(e, r(e))�. So, A will have the same advantage in
breaking the encryption scheme as D has in distinguishing �e� from �p(e, r(e))�.

Corollary 1 is very similar in spirit to the soundness result proved by Abadi
and Rogaway in [4]. However, our proof of Corollary 1 is much simpler than the
original argument given by Abadi and Rogaway, which requires the expressions
e1, e2 to be acyclic. The main difference is our use of greatest fixed points in the
definition of adversarial knowledge, while [4] uses the traditional least fixed point
definition. At first sight, the two results may seem incomparable, since they use
different definitions of patterns. The following theorem bridges the gap between
the two (inductive and co-inductive) definitions of pattern, showing that acyclic
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expressions have a unique fixed point. So, under the acyclicity hypothesis of
[4] (common to most other work on computationally sound symbolic cryptogra-
phy) the traditional least fixed point semantics and the new greatest fixed point
semantics are identical.

Theorem 2. If e ∈ Exp(Keys,Data) is an acyclic expression, then fix(Fe) =
FIX(Fe).
Proof. Assume fix(Fe) �= FIX(Fe). We prove that e contains an encryption cycle.
Since fix(Fe) ⊂ FIX(Fe), the set T = FIX(Fe) \ fix(Fe) is not empty. Notice
that all k ∈ T necessarily belong to r(e) because by monotonicity

T ⊆ FIX(Fe) = Fe(FIX(Fe)) ⊆ Fe(Keys(e)) = r(p(e,Keys(e)) = r(e). (10)

However, all occurrences of k ∈ T in e must be under the scope of an encryption
operator {|. . . k . . .|}k′ with k′ /∈ fix(Fe), because k /∈ fix(Fe). Again, from (10),
we get that at least some occurrence of k in e must not be encrypted under
keys outside of FIX(Fe). It follows, that k must be encrypted under some key
k ∈ FIX(Fe)\fix(Fe) = T . Consider now the “encrypt” relation, restricted to the
keys in T : for any k1, k2 ∈ T , k1 encrypts k2 (in e) if e contains a subexpression
{|e′|}k1 such that k2 ∈ Parts(e′). We just proved that all keys in T are encrypted
in e under some key in T , i.e., all nodes T in the graph of the “encrypt” relation,
have in-degree at least one. Since T is a non-empty finite set, it must necessarily
contain a cycle.

4 Example

In this section we illustrate our greatest fixed point symbolic framework on a
simple example expression. Let

e = ({|k1, {|{|k4|}k3 |}k4 |}k2 , {|k2|}k1).
The set of recoverable keys associated to this expression is defined as the greatest
fixed point of the key recovery operator Fe. This fixed point is computed as
follows. Start from the set K0 = {k1, k2, k3, k4} of all keys in the expression, and
apply Fe to it to obtain the set

K1 = Fe(K0)
= r(p(e,K0))
= r({|(k1, {|{|k4|}k3 |}k4)|}k2 , {|k2|}k1)
= {k1, k2, k4}.

As we apply Fe to K1 we obtain

K2 = Fe(K1)
= r(p(e,K1))
= r({|(k1, {|{|◦|}k3 |}k4)|}k2 , {|k2|}k1)
= {k1, k2}.
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If we apply Fe once more we obtain

K3 = Fe(K2)
= r(p(e,K2))
= r({|(k1, {|{|◦|}|}k4)|}k2 , {|k2|}k1)
= {k1, k2}.

Notice that we obtained a decreasing sequence of sets

F0
e (Keys) = {k1, k2, k3, k4}

⊃ F1
e (Keys)

= {k1, k2, k4}
⊃ F2

e (Keys) = {k1, k2}
= F3

e (Keys)

and F ie(Keys) = {k1, k2} for all i ≥ 2. This is the greatest fixed point of the
operator Fe, so the symbolic semantics of expression e is

Pattern(e) = p(e, {k1, k2}) = {|(k1, {|{|◦|}|}k4)|}k2 , {|k2|}k1).

This pattern tells us that the keys k1 and k2 are not guaranteed to be hid-
den from an adversary when a computational encryption scheme (satisfying the
standard notion of indistinguishability against chosen plaintext attack) is used.
On the other hand, the adversary cannot recover they keys k3 and k4, even if k4
is part of an encryption cycle.

5 Discussion and Open Problems

We presented a general framework for the computationally sound symbolic anal-
ysis of cryptographic expressions, as those used to model messages in security
protocols. The framework is essentially the same as the standard one proposed by
Abadi and Rogaway [4], with the only difference that the adversarial knowledge
is defined by co-induction (using greatest fixed points), rather than induction
(using least fixed points). This simple change brings the computational and sym-
bolic definitions much closer to each other.

We believe that our observations improve our understanding of the relation
between symbolic and computational cryptography, and open up several new
interesting research directions. In retrospect, the fact that co-inductive methods
(in the symbolic setting) result in a closer connection to computational security
should not come too much as a surprise, since the methods of computational
cryptography (e.g., the notion of computational indistinguishability, a form of
observational equivalence) have a very strong co-inductive flavor. Acyclicity and
similar syntactic restrictions are not a peculiarity of [4]: most work on com-
putationally sound symbolic security analysis (with just a few rare exceptions
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like [19]) seem to require restrictions of this sort. Our results suggest the use
of co-induction in the symbolic modeling of adversarial knowledge as a general
method to prove closer connections between symbolic and computational secu-
rity in other settings. There is a need for more work in the area of co-inductive
symbolic security analysis, and such work is likely to provide a better bridge be-
tween symbolic and computational cryptography than traditional methods based
on induction.

It is natural to ask how co-induction relates to recent constructions of circu-
larly secure encryption [8,25], i.e., computational encryption schemes that remain
secure even in the presence of encryption cycles. We remark that [8,25] achieve
circular security by building encryption schemes satisfying very strong homo-
morphic properties that allow, for example, to build the encryption of k under
k (i.e., an encryption cycle of length 1) given the encryption of 0 under k, and
similarly for longer cycles. We conjecture that if the Dolev-Yao deduction rules
are properly modified to model encryption schemes with special homomorphic
properties (as those used in [8,25]), then the resulting key recovery operator
Fe associated to any expression (with or without encryption cycles) would al-
ways have a unique fixed point. We leave a full investigation of computational
soundness of encryption schemes with special properties to future work.

The generality of our approach (at least in the setting of secrecy properties
in the presence of passive adversaries) has recently been demonstrated in [15],
where Theorem 1 is used to establish the computational soundness of symbolic
expressions with pseudorandom keys, as those employed in multicast key distri-
bution protocols [11,12,13]. As in this paper, the result of [15] does not require
the expressions to be acyclic or satisfy any syntactic restriction. We expect sim-
ilar results can also be obtained for cryptographic expressions that make use
of secret sharing schemes (as those employed in [14] in the analysis of crypto-
graphically controlled access to XML documents), and most other cryptographic
primitives achieving secrecy goals.

The main open problem at this point is to extend our co-inductive framework
to prove computational soundness results in the presence of active adversaries,
as those considered in [26]. We remark that moving from passive adversaries to
active attacks requires substantial changes in the execution model. In a passive
attack, an adversary only gets to see the sequence of messages transmitted dur-
ing the execution of the protocol. So the entire adversary’s view of the system
can be modeled by a sequence of expressions (or even a single expression contain-
ing their concatenation.) In an active attack scenario, the adversary interacts with
the honest parties, intercepting and injecting messages in the communication net-
work. Security properties no longer pertain exclusively what information can be
learned by the adversary, but also how the adversary can influence the messages.
A general approach to computational soundness in the presence of active adver-
saries has been proposed in [26], where security properties are modeled as sets of
traces, e.g., sequences of events that can occur during a run of the protocol. We
leave the development of a co-inductive framework for the study of cryptographic
trace properties in the presence of active attacks as an open problem.
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Appendix

In the computational setting, given an encryption scheme E , each expression
e ∈ Exp(Keys,Data) naturally maps to a probability distribution �e� over
bitstrings. Two expressions e1, e2 are equivalent in the computational setting
if the corresponding probability distributions �e1� ≡ �e2� are computationally
indistinguishable. In this appendix we briefly recall all the basic computational
security definitions used in this paper. The reader is referred to any standard
textbook (e.g., [27,28]) for details.

http://eprint.iacr.org/2009/249
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Encryption. A (symmetric) encryption scheme is defined as a pair of (proba-
bilistic) polynomial time encryption and decryption algorithms E ,D such that
D(k, E(k,m)) = m for any message m and key k. Here the message m is an ar-
bitrary string, and the key k is a uniformly random string of some fixed length �
that depends on the desired security level. The encryption scheme is considered
secure if it satisfies the following property, called semantic security or indistin-
guishability under chosen plaintext attack.

Definition 1. An encryption scheme (E ,D) is indistinguishable under chosen
plaintext attack if, for any probabilistic polynomial time adversary A, the fol-
lowing holds. Choose a bit b and a key k of length � uniformly at random and
run A on input � and with access to an encryption oracle Ob(m) that outputs
E(k,m) if b = 1, or E(k, 0|m|) if b = 0. The attacker A is required to run in time
polynomial in the security parameter �, and is supposed to guess the value of b.
Then the quantity |Pr{AO1(�) = 1} − Pr{AO0(�) = 1}| is negligible in the secu-
rity parameter �, i.e., it is smaller than 1/�c for any constant c and sufficiently
large �.

The above definition can be proved equivalent (via a standard hybrid argument)
to a seemingly stronger definition where the attacker is given access to several
encryption oracles, each encrypting under an independently chosen random key.

Definition 2. An encryption scheme (E ,D) is indistinguishable under chosen
plaintext attack if, for any probabilistic polynomial time adversary A and poly-
nomial p, the following holds. Choose a bit b and n = p(�) keys k1, . . . , kn of
length � each, uniformly and independently at random and run A on input � and
with access to an encryption oracle Ob(i,m) that outputs E(ki,m) if b = 1, or
E(ki, 0|m|) if b = 0. The attacker A is required to run in time polynomial in the
security parameter �, and is supposed to guess the value of b. Then the quantity
|Pr{AO1(�) = 1} − Pr{AO0(�) = 1}| is negligible in the security parameter �,
i.e., it is smaller than 1/�c for any constant c and sufficiently large �.

Computational equivalence between probability distributions over bitstrings is
defined below.

Definition 3. Let {A0
i } and {A1

i } be two probability ensembles, i.e., two se-
quences of probability distributions over bitstrings. {A0

i } and {A1
i } are computa-

tionally indistinguishable if for any probabilistic polynomial time adversary D,
the quantity |Pr{D(A0

i ) = 1} − Pr{D(A1
i ) = 1}| is negligible in i.

Computational evaluation. Cryptographic expressions can be evaluated using a
computational encryption scheme E . In order to map the expressions to strings
we need also to fix a string value γd for every piece of data d ∈ Data appearing
in the expression, and a pairing function γ: {0, 1}∗ × {0, 1}∗ → {0, 1}∗.

We first define the evaluation σ�e� of an expression e ∈ Exp(Keys,Data)
with respect to a fixed key assignment σ:Keys → {0, 1}�. The value σ�e� is
defined by induction on the structure of the expression e by the rules σ�d� = γd,
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σ�k� = σ(k), σ�(e1, e2)� = γ(σ�e1�, σ�e2�), and σ�{|e|}k� = E(σ(k), σ�e�) where
all applications of the encryption algorithm E are performed using independent
randomness. The computational evaluation �e� of an expression e is defined as
the probability distribution obtained by first choosing a random key assignment
σ (by setting σ(k) ∈ {0, 1}� to an independently and randomly chosen value for
each key symbol k ∈ Keys) and then computing σ�e�.

Length conventions and pattern evaluation. Since computational encryption is
not usually required to hide the length of the input, it is natural to require that all
functions operating on messages are length-regular, i.e., the length of the output
depends only on the length of the input. Throughout the paper we assume that
the functions d �→ γd, γ(·, ·) and E are length regular, i.e., |γd| is the same for
all d ∈ Data, |σ(k)| = � for all keys k, |γ(x1, x2)| depends only on |x1| and |x2|,
and |E(k, x)| depends only on |σ(k)| = � and |x|. Under these assumptions, it
is easy to see that any two expressions e, e′ ∈ Exp(Keys,Data) with the same
structure struct(e) = struct(e′) are always evaluated to strings of exactly
the same length |σ�e�| = |σ�e′�|. Using this fact, the computational evaluation
function σ�e� is extended to patterns by defining σ�struct(e)� = 0|σ�e�|. Notice
that the definition is well given because |σ�e�| depends only on struct(e), and
not on the specific expression e.
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Abstract. Imagine many small devices send data to a single receiver, encrypted
using the receiver’s public key. Assume an adversary that has the power to adap-
tively corrupt a subset of these devices. Given the information obtained from
these corruptions, do the ciphertexts from uncorrupted devices remain secure?

Recent results suggest that conventional security notions for encryption
schemes (like IND-CCA security) do not suffice in this setting. To fill this gap, the
notion of security against selective-opening attacks (SOA security) has been in-
troduced. It has been shown that lossy encryption implies SOA security against a
passive, i.e., only eavesdropping and corrupting, adversary (SO-CPA). However,
the known results on SOA security against an active adversary (SO-CCA) are
rather limited. Namely, while there exist feasibility results, the (time and space)
complexity of currently known SO-CCA secure schemes depends on the number
of devices in the setting above.

In this contribution, we devise a new solution to the selective opening prob-
lem that does not build on lossy encryption. Instead, we combine techniques
from non-committing encryption and hash proof systems with a new technique
(dubbed “cross-authentication codes”) to glue several ciphertext parts together.
The result is a rather practical SO-CCA secure public-key encryption scheme
that does not suffer from the efficiency drawbacks of known schemes. Since we
build upon hash proof systems, our scheme can be instantiated using standard
number-theoretic assumptions such as decisional Diffie-Hellman (DDH), deci-
sional composite residuosity (DCR), and quadratic residuosity (QR). Besides, we
construct a conceptually very simple and comparatively efficient SO-CPA secure
scheme from (slightly enhanced) trapdoor one-way permutations.

We stress that our schemes are completely independent of the number of chal-
lenge ciphertexts, and we do not make assumptions about the underlying mes-
sage distribution (beyond being efficiently samplable). In particular, we do not
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1 Introduction

The generally accepted notion of security for public-key encryption is indistinguisha-
bility of ciphertexts under chosen-ciphertext attacks (IND-CCA, cf. [27, 30, 16]). For
IND-CCA security, it must not be possible to tell which one of two adversarially chosen
messages is encrypted, even when given access to a decryption oracle. The notion of
IND-CCA security has proved extremely useful. On the one hand, it essentially cap-
tures the notion of a secure channel against active attacks (see [9, 12]). On the other
hand, efficient IND-CCA secure encryption schemes can be constructed under standard
number-theoretic assumptions (e.g., [13, 26, 23]).

However, there are realistic scenarios in which IND-CCA security is not known to
provide security. For instance, consider a setting in which a large (and possibly a priori
unknown) number of small devices send data to a single receiver. Each device encrypts
its messages using the receiver’s public key. Now assume an adversary that has the
power to adaptively corrupt a subset of these devices. Say that, upon corrupting a de-
vice, the adversary learns the device’s complete internal state, including the random
coins used during previous encryptions. In that sense, the adversary may ask for se-
lective openings of ciphertexts. The obvious question is: do the unopened ciphertexts
remain secure? That is, can the adversary conclude anything about the plaintexts sent
by uncorrupted devices, beyond of course what is implied already by the revealed plain-
texts? While intuitively, the answer should be “no” for a secure public-key encryption
system, IND-CCA security does not seem to be immediately useful in this setting. (E.g.,
[21] shows that whenever encryption constitutes a commitment to the respective mes-
sage, the scheme cannot be proven secure using black-box techniques. This holds inde-
pendent of whether the scheme is IND-CCA secure or not.) We clarify that the problem
becomes moot if the senders can erase their randomness after sending the encrypted
messages (cf. [1]). However, reliable erasure is difficult on a real system. As such, we
will only focus on solutions that do not require erasures.

So far, only little is known on the construction of public key encryption schemes that
are secure under selective opening attacks (SOA secure) as discussed above. Concretely,
[3, 5] have shown that every lossy encryption scheme (cf. [29]) is SOA secure against
passive (i.e., eavesdropping) adversaries. This yields a generic construction of SOA
secure encryption that allows for fairly efficient instantiations. However, [3, 5] leave
open the question of designing schemes that are SOA secure against active adversaries.

Our contribution. We construct practical public key encryption schemes that are SO-
CCA secure, i.e., SOA secure against active attacks. Interestingly, we substantially de-
viate from previous techniques to obtain SOA security. To explain our approach, let us
briefly sketch how [3, 5] employ lossy encryption to achieve SOA security.

(Passive) SOA security from lossy encryption. Lossy encryption schemes have the
property that the scheme’s “real” public key can be substituted with a “lossy” public
key. Real and lossy keys are computationally indistinguishable, so – at least in a passive
security experiment – this change cannot be detected by an adversary. Now lossy keys
have the property that encryptions performed with them yield “lossy” ciphertexts that
are statistically independent of the plaintext. In particular, a given lossy ciphertext can
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be – in general inefficiently – explained (or, opened) as an encryption of an arbitrary
plaintext. Consequently, an SOA adversary cannot distinguish real keys, ciphertexts,
and openings from those implied by lossy keys. But in the lossy case, the adversary’s
view is statistically independent of unopened messages; SOA security follows.

SOA-CCA security from lossy encryption, and its limitations. Now consider an ac-
tive SOA adversary (i.e., one that is equipped with a decryption oracle). To prove SO-
CCA security, now additionally adversarial decryption queries have to be answered.
Obviously, this is impossible with fully lossy keys (i.e., keys that always encrypt to
ciphertexts that are independent of the plaintext). In the IND-CCA case (see [29]), the
solution to this dilemma is to make sure that only the challenge ciphertext is lossy. Tech-
nically, the security proof consider an “all-but-one” (ABO) public key. The ABO public
key only encrypts the challenge ciphertext into a lossy ciphertext, and the correspond-
ing ABO secret key can be used to decrypt any ciphertext except the lossy challenge
ciphertext (and thus can be used to answer decryption queries).

This technique works well in the IND-CCA case, since there we have only one chal-
lenge ciphertext. However, with SOA security, we have to deal with a – possibly huge
– vector of challenge ciphertexts that correspond to all openable ciphertexts. We would
need “all-but-many” public keys that allow to make only the challenge ciphertexts lossy.
(In fact, this is the exact approach taken by [20].) However, a counting argument shows
that now the public-key size is at least linear in the maximal number of challenge ci-
phertexts. In realistic examples as the one above, there might be thousands of openable
challenge ciphertexts. Hence, the lossy encryption approach leads to fairly impractical
schemes, which have huge keys, and which actually achieve only bounded SO-CCA se-
curity. The latter means that the number of challenge ciphertexts for which the scheme
is secure, is limited once the public key is chosen. If the number of potentially openable
ciphertexts happens to exceed this limit, nothing is guaranteed anymore.

Another limitation of this approach is that, unless a lossy ciphertext is efficiently
openable (a property which is not known to hold for most lossy encryption schemes),
the lossy encryption paradigm only achieves (bounded) so-called IND-SO-CCA secu-
rity. This in particular means that SOA security is only guaranteed for joint message
distributions that are efficiently conditionally re-samplable. This means that even when
conditioned on an arbitrary fixed subvector of messages, the remaining messages need
to be efficiently samplable.1 Many realistic settings (e.g., encryptions of ciphertexts,
commitments, or signatures for fixed messages) correspond to not efficiently condition-
ally re-samplable message distributions. So without extra assumptions, lossy encryption
implies only bounded SOA security in a restricted class of settings.

Our approach. We show SOA security using techniques from non-committing, resp.
deniable encryption (e.g., [10, 15, 24, 11]). Non-committing encryption (NCE) schemes
allow for “equivocable” ciphertexts that are computationally indistinguishable from real

1 We remark that it is not obvious from [20] that their IND-SO-CCA secure scheme (Section 4.6)
requires this additional condition on the distribution of the challenge messages. However, if this
condition is not satisfied, then the challenger in the ideal game (in the definition of IND-SO-
CCA security) is inefficient, and as such it cannot be argued in the security proof that in the
ideal game the real public key can be replaced by a lossy key.
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ciphertexts, but can be efficiently opened arbitrarily.2 To achieve security against selec-
tive opening attacks, we rely on an idea from the deniable encryption scheme of Canetti
et al. [11]. In their scheme, an encryption of 0 corresponds to a random string and that
of 1 corresponds to a pseudorandom string (with a sparse range); it is easy to see that
1-encryptions are equivocable and can be opened as both 0 and 1. We will similar ideas
in our schemes, which allows us to turn all SOA challenge ciphertexts into equivo-
cable ones one by one. (Recall that in a sense, the reason why the lossy encryption
paradigm does not mesh well with SO-CCA security is that lossy encryption only pro-
vides a handle to turn all challenge ciphertexts into lossy ones at once.) Finally, when
all challenge ciphertexts are equivocable, we can argue that they do not contain any
information about the unopened messages, and SOA security follows. Unlike previous
constructions based on lossy encryption, we do not change the distribution of the public
key in either our simulation or in the analysis.

We stress that the complexity our scheme does not depend on the number of chal-
lenge ciphertexts. So at the time of, say, constructing a PKI using our scheme, the
number of potentially openable ciphertexts does not have to be known. We also remark
that our approach achieves SOA security against arbitrary message distributions. We
do not need to make extra assumptions on the underlying encryption scheme, or on the
message distribution.

We first showcase our approach with a conceptually very simple scheme that is SO-
CPA secure, i.e., SOA secure against passive attacks. Interestingly, we can base our proof
upon general complexity assumptions, i.e., on the assumption of (a slightly enhanced
version of) trapdoor one-way permutations. Going further, by our discussion above, NCE
techniques do not necessarily suffer from the limitations of lossy encryption when it
comes to active attacks. However, we have yet to describe how to handle decryption
queries in the security proof, and, indeed, the simple SO-CPA secure scheme needs to
be adjusted in several non-trivial ways in order to obtain our SO-CCA secure scheme.

Our scheme. In our SO-CCA secure scheme, encryption of a (multi-bit) message is
performed bitwise, with one ciphertext element per bit. If the plaintext bit is 1, the
corresponding ciphertext element X is an element of the language L associated with
a hash proof system (HPS, cf. [14]). If the bit is 0, the ciphertext element is a random
element, which will most likely be not in L. Additionally, the ciphertext contains an
authentication tag T , whose key K is the HPS key3 associated to X in case X ∈ L
(computed with the help of the witness), and a random key is taken in case X �∈ L.
Decryption checks if the authentication tag T is verified correctly by the HPS key K̂
computed from X (by means of the HPS secret key), which is the case iff X ∈ L,
i.e., 1 was encrypted. This approach is somewhat similar to the original Cramer-Shoup
cryptosystem ([13, 14]), only that the HPS keys are used for authentication and not to
directly pad a message.

2 NCE talks about openings in which secret keys, as opposed to encryption randomness, are
released. As a consequence, NCE schemes are comparatively inefficient and have severe limi-
tations (see [28]). Our work shows that when “opening” refers to encryption randomness only,
then NCE techniques allow for quite practical schemes.

3 We adopt the notation of [22, 25] to view a HPS as a key encapsulation mechanism, i.e., to call
HPS instances “ciphertexts” and HPS proofs “keys.”
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Opening a ciphertext part as an encryption of 1 means releasing a witness forX ∈ L.
Opening as an encryption of 0 means releasing the randomness used to randomly sam-
ple X . The crucial observation now is that 1-encryptions are equivocable: to open a 1-
encryption as a 0-encryption, simply claim that X and K were randomly sampled, and
provide the corresponding coins. Hence, equivocating all challenge ciphertexts means
substituting them by all-one encryptions. This can be done as follows. For any X �∈ L,
first the corresponding randomly chosen key K is replaced by the corresponding HPS
key (which does not change the adversary’s view due to statistical properties of the
HPS), and then X is replaced by X ∈ L (which is indistinguishable to the adversary
due to the assumed hardness of L).

In order to have CCA security, it is important that the above changes can be done
(and argued) while at the same time being able to answer decryption queries. This is
indeed the case in our construction since decryption queries can be answered with the
help of the HPS secret key, while the hardness of distinguishing X ∈ L from X �∈ L
holds even when given the HPS secret key.

The formal security proof uses ideas similar to those of Cramer and Shoup. We stress,
however, that our proof is structured quite differently, since additional complications
arise due to the fact that each ciphertext contains severalX’s (one for each plaintext bit),
and we have several challenge ciphertexts. Due to this, it will be crucial how exactly
and in which order the challenge ciphertexts are substituted by all-one encryptions.
Furthermore, we need an authentication tag T that allows to “glue” together in a non-
malleable way the L HPS ciphertexts X1, . . . , XL, obtained by encrypting an L-bit
message, via their corresponding keys K1, . . . ,KL.

Cross-authentication code. In order to “glue” HPS ciphertexts together, we make use
of a new kind of information-theoretic authentication technique, which we call cross-
authentication. Recall that in standard authentication, the authentication tag is com-
puted from the message and the key, and can then be used to verify the authenticity
of the message with the help of the key. In a cross-authentication code (XAC), the au-
thentication tag is instead computed from a list K1, . . . ,KL of keys (and there is no
designated message). It should be possible to verify the correctness of the tag T with
any single key Ki from the list, and it should be hard for an adversary to forge a tag T ′

that is accepted by one of the keys, even if the adversary is given all the remaining keys
and a correctly computed tag T . To the best of our knowledge, this concept has not been
studied before. It is an important ingredient to our construction but might also find other
applications as well. We give a formal definition and propose an efficient construction.

Other related work. Dwork et al. [17] study SOA security of commitments, and pro-
vide a connection to the Fiat-Shamir methodology. Hemenway et al. [20] were the first
to devise SO-CCA secure public-key encryption schemes. Their most efficient schemes
have compact ciphertexts of size independent of the number of challenge ciphertexts.
Yet, all their constructions follow the lossy encryption paradigm and thus suffer from
the drawbacks that are inherent to that approach. Hence, unless the lossy encryption
satisfies some additional property, they only prove the weaker IND-SO-CCA security
notion, which in particular requires the distribution of the challenge messages to be
efficiently conditionally re-samplable. Furthermore, the size of their public and secret
keys still depends on the number of challenge ciphertexts. In contrast, our constructions
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are comparatively efficient, completely independent of the number of challenge cipher-
texts, and do not make assumptions about the distribution of the challenge messages
(beyond the usual requirement of being efficiently samplable). Bellare et al. [4] propose
a (passively) SOA secure identity-based encryption scheme that is also based on NCE
techniques. However, their result does not directly yield a SO-CCA secure public-key
encryption scheme, say, by applying the IBE→PKE transformation of Boneh, Canetti,
Halevi, and Katz [8]. (In a nutshell, the reason is that [8] use a one-time signature
scheme that may lose its guarantees under selective opening attacks.)

2 Preliminaries

Notation. For n ∈ �, let [n] := {1, . . . , n}. Throughout the paper, k ∈ � denotes the
security parameter. For a finite set X , we denote by x ← X the process of sampling x
uniformly fromX . For a probabilistic algorithmA, we denote y ← A(x;R) the process
of running A on input x and with randomness R, and assigning y the result. We let RA

denote the randomness space of A; we require RA to be of the form RA = {0, 1}r.
We write y ← A(x) for y ← A(x;R) with uniformly chosen R ∈ RA, and we write
y1, . . . , ym ← A(x) for y1 ← A(x), . . . , ym ← A(x) with fresh randomness in each
execution. By timeA = timeA(k) ∈ �∪{∞}, we denote the supremum of the running
time of an algorithm A when running on security parameter k. If timeA is polynomial
in k, then A is PPT.

Trapdoor one-way permutations and collision resistant hashing. Informally, a trap-
door one-way permutation should be hard to invert, unless given a trapdoor.

Definition 1 (Trapdoor one-way permutation). A family of trapdoor one-way per-
mutations F consists of three PPT algorithms Gen, Eval and Inv with the following
properties. Gen(1k) outputs the description of a permutation f : Df → Df and a trap-
door τ , and Eval(f , x) = f (x) and Inv(τ, x) = f −1(x) for all x ∈ Df . Furthermore,
for every PPT algorithm A, the following function is negligible in k:

Pr
[
A(pk, f (x)) = x | (f , τ) ← Gen(1k), x← Df

]
.

Note that we do not distinguish between the function f and its description output by
Gen. Furthermore, to simplify notation, we usually leave the algorithms Gen, Eval and
Inv implicit and write (f , f −1) ← F to denote that a public/secret-key pair is generated
using Gen(1k), and we write f (x) and f −1(x) to denote that Eval(f , x) and Inv(τ, x)
are executed.

Informally, a hash function H is collision resistant if it is infeasible to find two distinct
preimages x, x′ with H(x) = H(x′).

Definition 2 (Collision-resistant hash function). A collision-resistant hash function
H with domain D = Dk and range R = Rk consists of two PPT algorithms Gen
and Eval with the following properties. Gen(1k) outputs the description of a function
H : D → R such that Eval(K,x) = H(x) for all x ∈ D. Furthermore, for every PPT
algorithm B, the following function is negligible in k:

Advcr
H,B(k) := Pr

[
x �= x′ ∧ H(x) = H(x′) | H ← Gen(1k), (x, x′) ← B(H)

]
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Similarly to above, we do not distinguish between the function H and its description
output by Gen and we usually leave the algorithms Gen and Eval implicit and write
H ← H to denote that H is generated by Gen.

Encryption schemes and security under selective openings. A public-key encryption
scheme consists of three algorithms (Gen,Enc,Dec). Key generation Gen(1k) outputs
a public key pk and a secret key sk . Encryption Enc(pk ,M) takes a public key pk and
a message M , and outputs a ciphertext C. Decryption Dec(sk , C) takes a secret key sk
and a ciphertext C, and outputs a message M . For correctness, we want Dec(sk , C) =
M for all M and all (pk , sk) ← Gen(1k), and with overwhelming probability over
C ← (pk ,M).

Following [17, 21, 3, 5, 20], we present a definition for security under selective
openings that captures security of an encryption scheme under adaptive attacks. The
definition is simulation-based (much like semantic security [19]), and demands that
whatever an adversary that sees a vector of ciphertexts deduces can also be deduced by
a simulator that does not see any ciphertexts. To model adaptive corruptions, our notion
also allows both adversary and simulator to request “openings” of adaptively selected
ciphertexts. (Since the simulator does not actually get to see any ciphertexts, it may
only ask to see selected components of an initially unknown message vector.)

Definition 3 (SO-CPA, SO-CCA security). A public-key encryption scheme PKE =
(Gen,Enc,Dec) is chosen-plaintext secure under selective openings (short: SO-CPA
secure) iff for every polynomially bounded n = n(k) > 0, every PPT function R, and
every stateful PPT machine A (the adversary), there is a stateful PPT machine S (the
simulator), such that Advcpa-so

PKE,A,S,R is negligible. Here

Advcpa-so
PKE,A,S,R(k) := Pr

[
Expcpa-so-real

PKE,A,R (k) = 1
]
− Pr
[
Expso-ideal

S,R (k) = 1
]
,

where the experiments Expcca-so-real
PKE,A,R (k) and Expso-ideal

S,R (k) are defined as follows:

Experiment Expcpa-so-real
PKE,A,R

(pk , sk) ← Gen(1k)
M← A(dist, pk )
M := (M i)i∈[n] ←M
R := (Ri)i∈[n] ← (REnc)

n

C := (Ci)i∈[n] := (Enc(pk ,M i;Ri))i∈[n]
I ← A(select,C)
outA ← A(output, (M i, Ri)i∈I)
return R(M,M, outA)

Experiment Expso-ideal
S,R

M← S(dist)
M := (M i)i∈[n] ←M
I ← S(select, (1|M

i|)i∈[n])
outS ← S(output, (M i)i∈I)
return R(M,M, outS)

Furthermore, we define

Advcca-so
PKE,A,S,R(k) := Pr

[
Expcca-so-real

PKE,A,R (k) = 1
]
− Pr
[
Expso-ideal

S,R (k) = 1
]

for an experiment Expcca-so-real
PKE,A,R that is defined like Expcpa-so-real

PKE,A,R , but grants the adversary
(in all stages of the attack) access to a decryption oracle Dec(sk , ·). We require that A
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never queries Dec(sk , ·) on a challenge ciphertext Ci. We say that PKE is chosen-
ciphertext secure under selective openings (short: SO-CCA secure) if for all n, R, and
A there exists S such that Advcca-so

PKE,A,S,R(k) is negligible.

A few remarks about Definition 3 are in place:

– We assume that the distribution M that A outputs is encoded as a circuit that sam-
ples n-tuples of messages according to this distribution. Since A is PPT, this en-
forces efficient samplability of M. Efficient samplability of M is a standard and
much weaker requirement than the efficient conditional re-samplability requirement
from the indistinguishability-based selective opening security definitions IND-SO-
ENC [3, 5] or IND-SO-CCA2 [20]. We also note that since A chooses M adap-
tively (i.e., dependent on pk ), SO-CCA security as defined above implies IND-CCA
security (see [2] for a convenient formalization).

– We stress that Definition 3 requires the specified security property to hold for any
(polynomially bounded) n. This is in contrast to the schemes in [20], in which the
public key pk depends on n, so once pk is chosen, security is only guaranteed for
challenge ciphertexts of bounded length.

– Our notion of “opening of a ciphertext” corresponds to sender corruptions: as an
opening, we release plaintext and encryption randomness, but not decryption key.
While this clearly poses a significant restriction, it is in a certain sense the best
we can hope for without resorting to non-black-box or non-committing encryption
techniques (see [21, Section 5]).

– Like [17, 21, 3, 5, 20], we model only one layer of adaptivity. (That is, the adversary
may choose only once a subset of ciphertexts to be opened.) More realistic notions
would model several stages of adaptive corruption, but would also be substantially
more complicated in description and handling. We stress that our SO-CCA secure
encryption scheme to be presented does not rely on the assumption of only one
corruption stage.

– We allow the length of the messages transmitted by the various senders to vary
depending on the randomness of the message distributionM and the identity of the
sender, and we provide this information (i.e. the message lengths |M1|, . . . , |Mn|)
to the simulator. Indeed, we cannot prevent the adversary from always choosing to
corrupt the n/2 senders that send the longest messages.

Sender-equivocable encryption schemes. We formalize the notion of sender equiv-
ocability, which (for CPA security) is similar to non-committing encryption except the
adversary is only allowed to corrupt the sender but not the receiver. In addition, we
require that to equivocate, the simulator only needs to know the random coins used to
generate the simulated ciphertext (and not those for the simulated public key). This lat-
ter requirement is needed because unlike the set-up for non-committing encryption, all
ciphertexts are generated using the same public key in the selective opening attacks.

Definition 4 (NC-CPA, NC-CCA security). A public-key encryption scheme PKE =
(Gen,Enc,Dec) is sender-equivocable (short: NC-CPA secure) iff there is a stateful
PPT machine S (the simulator) such that for every stateful PPT machine A (the adver-
sary) Advcpa-nc

PKE,A,S is negligible. Here
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Advcpa-nc
PKE,A,S(k) := Pr

[
Expcpa-nc-real

PKE,A (k) = 1
]
− Pr
[
Expcpa-nc-ideal

PKE,A (k) = 1
]
,

where the experiments Expcca-nc-real
PKE,A (k) and Expcpa-nc-ideal

PKE,A (k) are defined as follows:

Experiment Expcpa-nc-real
PKE,A

(pk , sk) ← Gen(1k)
(M, z) ← A(dist, pk )
R←REnc

C := Enc(pk ,M ;R)
return A(output,M,C,R, z)

Experiment Expcpa-nc-ideal
PKE,A

(pk , sk) ← Gen(1k)
(M, z) ← A(dist, pk)
C ← S(sim, pk , 1|M|)
R← S(open,M)
return A(output,M,C,R, z)

Furthermore, we define

Advcca-nc
PKE,A,S(k) := Pr

[
Expcca-nc-real

PKE,A (k) = 1
]
− Pr
[
Expcca-nc-ideal

PKE,A (k) = 1
]

for an experiment Expcca-nc-real
PKE,A that is defined like Expcpa-nc-real

PKE,A but grants the adversary
A (in all stages of the attack) access to a decryption oracle Dec(sk , ·). We also consider
an experiment Expcca-nc-ideal

PKE,A that is defined like Expcpa-nc-ideal
PKE,A , but also grants A access

to Dec(sk , ·). In both experiments, we require that A never queries Dec(sk , ·) on the
challenge ciphertext C. We say that PKE is chosen-ciphertext secure under selective
openings (short: NC-CCA secure) if there exists S such that for all A, Advcca-nc

PKE,A,S(k)
is negligible.

The next lemma says that if an encryption scheme is NC-CPA secure (resp. NC-CCA
secure), then it is also SOCPA secure (resp. SOCCA secure). An analogous statement
was shown in [10] in the context of non-committing encryption and adaptive corrup-
tions; the main technical difference is that we achieve security amidst selective opening
attacks with respect to a single public key.

Lemma 1 (NC-CPA security implies SO-CPA security). Suppose PKE is NC-CPA
secure with simulator S. Then, for every adversary A and every function R, there exists
an adversary B and a simulator S′, such that

∣∣∣Advcpa-so
PKE,A,S′,R(k)

∣∣∣ ≤ n
∣∣∣Advcpa-nc

PKE,B,S(k)
∣∣∣ . (1)

We have timeS′ ≈ timeA + n · timeS + timeR. Moreover, if PKE is NC-CCA secure,
then we have that

∣∣Advcca-so
PKE,A,S′,R(k)

∣∣ ≤ n
∣∣Advcca-nc

PKE,B,S(k)
∣∣ . (2)

with the same relation timeS′ ≈ timeA + n · timeS + timeR.

The proof idea is very simple: the SOCPA simulator S′ generates n equivocable cipher-
texts independently, one for each sender and forward these ciphertexts to the adversary
A. When A asks for an opening set I , S′ relays this set to its own experiment, receives
the corresponding messages in I , and opens the ciphertexts in the simulation suitably.
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Proof (sketch). We first establish the claim for NC-CPA vs SO-CPA. Here, the simula-
tor S′ internally simulates a copy of A and proceeds as follows:

– On input dist, run (pk , sk) ← Gen(1k) and outputM← A(dist, pk );
– On input (select, (1|M

i|)i∈[n]), run C = (Ci)i∈[n] ← (S(sim, pk , 1|M
i|))i∈[n]

and output I ← A(select,C)
– On input (output, (M i)i∈I), compute Ri ← S(open,M i) for i ∈ I and return

outA ← A(output, (M i, Ri)i∈I)

The analysis proceeds via a series of games, where in Game j, j = 0, 1, . . . , n, the
first j ciphertexts are generated using S(sim, pk), and the corresponding randomness
using S(open, pk ,M i). The last n−j ciphertexts are generated using Enc(pk ,M i;Ri)
with randomness Ri. We claim that the sum (over j = 1, . . . , n) of the distinguishing
probabilities between Game j − 1 and Game j is bounded by nAdvcpa-nc

PKE,B,S(k), where
B uniformly guesses j ∈ [n], and internally simulates a copy of A as follows:

– On input dist, pk , computeM← A(dist, pk ) and M = (M i)i∈[n] ←M, and
output (M, z) = (Mj ,M).

– On input (output,M,C,R, z), compute

Ci =

⎧⎪⎨⎪⎩
S(sim, pk , 1|M

i|) if i < j

C if i = j

Enc(pk ,M i;Ri) if i > j

compute I ← A(select,C), outA ← A(output, (M i, Ri)i∈I) and output
R(M,M, outA).

For NC-CCA vs SO-CCA, the simulator is exactly as above, except it also simulates
Dec(sk , ·) which it can since it knows (pk , sk).

3 Warmup: An NC-CPA Secure Scheme

We focus on constructing NC-CPA and NC-CCA secure schemes, which by Lemma 1,
are respectively SO-CPA and SO-CCA secure.

Ingredients. As a warmup for our NC-CCA secure scheme, and to explain one of the
key ideas, we construct an efficient NC-CPA secure scheme from a slightly enhanced
version of trapdoor one-way permutations. Namely, we require that there exist algo-
rithms for sampling the domain Df , and for explaining an arbitrary x ∈ Df as a result
of sampling Df :

Definition 5 (Efficiently samplable and explainable domain). A domain Df is effi-
ciently samplable and explainable iff there exist PPT algorithms Sample and Explain
such that Sample(Df ;R) is uniformly distributed over Df for R ← RSample, and
Explain(Df , x) outputs R that is uniformly distributed subject to Sample(Df ;R) = x
for any x ∈ Df .
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Explainability is a vital property in the construction of non-committing encryption
schemes (see Damgård and Nielsen [15]; there, an essentially equivalent property is
called “invertible sampling”). We stress that the domain of most “natural” trapdoor
one-way permutations satisfies Definition 5.4 Note that for families of trapdoor one-
way permutations, explainability implies that the family is enhanced in the sense of
Goldreich [18], Appendix C.1.

Hence, let F be a family of trapdoor one-way permutations f : Df → Df with
efficiently samplable and explainable domain Df (for every f ∈ F), and hard-core
predicate h : Df → {0, 1}. For (f , f −1) ← F and � = �(k), define

BMf ,�(x) := (h(x), h(f (x)), . . . , h(f �−1(x))) ∈ {0, 1}�.
It is well-known that BM is pseudorandom, even given f �(x). Formally:

Theorem 1 (Blum and Micali [6]). Let F a family of trapdoor one-way permutations
f : Df → Df with hard-core predicate h : Df → {0, 1}. Then, for every PPT distin-
guisher D and every polynomially bounded � = �(k), the function

Advprg
F ,�,D(k) := Pr

[
D(f �(x),BMf ,�(x)) = 1

]− Pr [D(x,K) = 1]

is negligible in k, where (f , f −1) ← F , x← Df , and K ← {0, 1}k.

The scheme. For F as above and a message space of {0, 1}, our NC-CPA secure
encryption scheme NCCPA = (Gen,Enc,Dec) is defined as:

Gen(1k). Sample (f , f −1) ← F , and return (pk , sk) = (f , f −1).
Enc(pk ,M ;R). Parse pk = f , M ∈ {0, 1}, and R = (Rx,K0) ∈ RSample × {0, 1}k.

Set x← Sample(Df ;Rx) and return

C := (y,K) :=

{
(f k(x),BMf ,k(x)) if M = 1
(x,K0) if M = 0.

Dec(sk , C). Parse sk = f −1 and C = (y,K). Return M = 1 if BMf ,k(f −k(y)) = K ,
and M = 0 else.5

Note that 1-encryptions are always correctly decrypted, while 0-encryptions are wrongly
decrypted to 1 with probability 2−k. Furthermore, larger messages can be encrypted by
concatenating ciphertexts. (This does not affect NCCPA’s NC-CPA security.)

Equivocable ciphertexts and sketch of security proof. The key to proving NC-CPA
security is that 1-encryptions are equivocable. More concretely, the NC-CPA simulator
S proceeds as follows:

4 Damgård and Nielsen [15] show that any dense subset Df of an efficient samplable domain
is both efficiently samplable and explainable as long as Df admits an efficient membership
test. For the trapdoor permutations based on RSA, the public index is a RSA modulus N and
the domain �∗

N clearly satisfies these properties. For Rabin’s trapdoor permutations based on
modular squaring, the public index is a Blum integer N and we need to modify the domain to
be the group of signed quadratic residues in �∗

N .
5 Note that BMf ,k(f −k(y)) can be computed from f −1 and y alone.
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– On input (sim, pk) where pk is the public key f , it returns a random 1-encryption
given by (y,K) = (f k(x),BMf ,k(x)) with randomness R;

– On input (open,M) for M ∈ {0, 1}, it returns (Explain(Df , y),K) if M = 0 and
R if M = 1.

A straightforward hybrid argument to BM’s pseudorandomness shows that this simu-
lation achieves a computationally indistinguishable view for A in real experiment and
ideal simulation. We obtain:

Theorem 2 (NCCPA is NC-CPA secure). For every adversary A and every function
R, there exists a simulator S, and a distinguisher D, such that

∣∣∣Advcpa-so
SOCCA,A,S,R(k)

∣∣∣ ≤ n
∣∣∣Advprg

F ,k,D(k)
∣∣∣ . (3)

We have timeS ≈ timeA and timeD ≈ timeA + timeR.

We omit a more detailed proof, since the proof of Theorem 2 is similar to, but concep-
tually simpler than the upcoming proof for our NC-CCA secure scheme.

Relation to non-committing encryption. We point out that NCCPA can be seen as
a variant of non-committing encryption schemes in [10, 24]. Compared with these
schemes, our scheme is more efficient and conceptually simpler. It also allows for an
unbounded usage, since we only need to provide encryption random coins (but not se-
cret keys) upon an opening. As such, NCCPA serves as a useful tool to explain how
we use equivocable ciphertexts to prove security under selective openings. The main
technical difficulties lie in designing and analyzing a chosen-ciphertext secure scheme.
This will turn out to be a delicate task that requires some more preparation.

4 Hash Proof Systems with Explainable Domains

We recall the notions of a subset membership problem and of an (extended) hash proof
system, as introduced in Cramer and Shoup [14]. In our definitions, we require all prop-
erties to hold perfectly; this can be relaxed by allowing a negligibly small error proba-
bility (which includes that sampling algorithms may produce near-uniform output).

Definition 6 (Subset membership problem). A subset membership problem SMPcon-
sists of the following PPT algorithms.
System parameter generation. SysGen(1k) outputs system parameters ρ that defines

a set Xρ of ciphertexts and a language Lρ ⊆ Xρ. Xρ is required to be efficiently
recognizable (given ρ).

Sampling from Lρ. SampleL(Lρ;W ) uniformly samples X ← Lρ using randomness
W .

A subset membership problem SMP is called hard iff Xρ and Lρ are computationally
indistinguishable. Concretely, for every PPT distinguisher D, the following function is
negligible:

Advsm
EHPS,D(k) := Pr [D(X) = 1 | X ← Xρ \ Lρ]− Pr [D(X) = 1 | X ← Lρ]

where in both probabilities ρ← SysGen(1k).
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Definition 7 (EHPS). An extended hash proof system (short: EHPS) EHPS for a sub-
set membership problem SMP associates with each ρ ← SysGen(1k) an efficiently
recognizable set of keys Kρ and an efficiently recognizable set of tags Tρ, and consists
of the following PPT algorithms:

Individual key generation. HashGen(ρ) outputs a public key hpk and a secret key hsk .
We assume that hpk and hsk both contain ρ.

Secret evaluation. SEval(hsk , X, t) computes a key K ∈ Kρ. We also write K =
hsk (X, t).

Public evaluation (with witness). PEval(hpk , X,W, t) computes a key K ∈ Kρ. We
require correctness in the sense of PEval(hpk , X,W, t) = SEval(hsk , X, t) for all
ρ ← SysGen(1k), (hpk , hsk ) ← HashGen(ρ), X ← SampleL(Lρ;W ), and all
t ∈ Tρ.

By definition, in an EHPS the public key hpk uniquely determines the action of SEval
for ciphertexts X ∈ Lρ. An EHPS typically becomes interesting/useful when on the
other hand the action of SEval for ciphtertexts X ∈ Xρ \ Lρ is “very undetermined”.
We capture this as follows.

Definition 8 (2-universal). An EHPS (for SMP) is 2-universal iff for all possible ρ ←
SysGen(1k), all hpk in the range of HashGen(ρ), and all distinct (X1, t1), (X2, t2) in
(Xρ\Lρ)× T ,

Pr
[
hsk (X2, t2) = K2

∣∣ hsk (X1, t1) = K1
]

=
1
|Kρ| ,

where the probability is over possible hsk with (hpk , hsk) ← HashGen(ρ).

In addition to the above (standard) properties, we will also need the following non-
standard requirements.

Definition 9 (Sparseness of the language). An subset membership problem SMP has
a sparse language if for ρ← SysGen(1k) and X ← Xρ, the probability that X ∈ Lρ is
negligible.

Definition 10 (Explainable ciphertexts and keys). We say that a subset membership
problem SMP has explainable ciphertexts if the set Xρ is efficiently samplable and
explainable in the sense of Definition 5. Similarly, an extended hash proof system EHPS
has explainable keys if the set Kρ is efficiently samplable and explainable.

We point out that explainable keys can actually be assumed without loss of generality,
because Kρ can always be efficiently mapped into K′

ρ = {0, 1}m by means of a suit-
able (almost) balanced function, such that uniform distribution in Kρ induces (almost)
uniform distribution in K′

ρ, and where m is linear in log(|Kρ|). The requirement on the
ciphertexts to be explainable, on the other hand, is a real restriction on the SMP; never-
theless, several suitable SMPs do satisfy this requirement and have a sparse language,
as we will outline next.
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Examples of suitable SMPs. The DDH-based SMPs from Cramer and Shoup [14] sat-
isfy all our requirements, assuming that the platform group � is efficiently samplable
and explainable in the sense of Definition 5. One popular such group in which DDH
is assumed to be hard is the unique q-order subgroup of �∗

p, where p = 2q + 1 is a
safe prime. Another one is the elliptic curve �1 from [7, Section 5.1]. The Paillier-
based SMP from [14] fulfils our requirements as well. Finally, the SMP from [14]
based on quadratic residuosity satisfies all our requirements except for a sparse lan-
guage (Definition 9). However, the SMP that consists of, say, k parallel copies of the
QR SMP from [14] (and where the EHPS key is the product of the individual keys) has
a sparse language and satisfies our remaining requirements.

5 Cross-Authentication Codes

We introduce here a new information-theoretic authentication technique, which will
play an important role in our construction of a SO-CCA-secure encryption scheme.
However, the technique may also be useful in other contexts. Cross-authentication, as
we call our technique, allows to compute an authentication tag T for a list K1, . . . ,KL

of keys, with the following two properties. The tag T can be verified by any single key
Ki from the list, and without knowledge of Ki it is information-theoretically hard to
forge a tag T ′ that is correctly verified by Ki, even when given a correctly computed
tag T and all the other keys K �=i = (Kj)j �=i.

Below is the formal definition followed by an efficient example construction.

Definition 11 (L-Cross-authentication code). For L ∈ �, an L-cross-authentication
code (short: L-XAC) XAC consists of a key space XK and a tag spaceXT and of three
PPT algorithms XGen, XAuth and XVer. XGen(1k) produces a uniformly random key
K ∈ XK, XAuth(K1, . . . ,KL) outputs a tag T ∈ XT , and XVer(K, i, T ) outputs a
decision bit. The following is required:

Correctness. For all i ∈ [L], the probability

failXAC(k) := Pr [XVer(Ki, i,XAuth(K1, . . . ,KL)) �= 1] ,

is negligible, where K1, . . . ,KL ← XGen(1k) in the probability.
Security against impersonation and substitution attacks. Advimp

XAC(k) and Advsub
XAC(k)

as defined below are both negligible:

Advimp
XAC(k) := max

i,T ′
Pr
[
XVer(K, i, T ′) = 1 | K ← XGen(1k)

]
where the max is over all i ∈ [L] and T ′ ∈ XT , and

Advsub
XAC(k) := max

i,K �=i,F
Pr

⎡⎣T ′ �= T ∧
XVer(Ki, i, T

′) = 1

∣∣∣∣∣
Ki ← XGen(1k),
T := XAuth(K1, . . . ,KL),
T ′ ← F (T )

⎤⎦ .
where the max is over all i ∈ [L], all K �=i = (Kj)j �=i ∈ XKL−1 and all (possibly
randomized) functions F : XT → XT .
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Note that by taking RXGen as key space, instead of XK, we may without loss of gen-
erality assume that XK is of the form XK = {0, 1}r (and XGen simply outputs its
randomness).

Example of a L-XAC. Let � be a finite field of size q, where q depends on k (e.g. q =
2k). Set XK = �2 and XT = �L ∪ {⊥}, and let XGen produce a random key in
XK = �

2. For K1 = (a1, b1), . . . ,KL = (aL, bL) ∈ XK, the authentication tag T =
XAuth(K1, . . . ,KL) is given by the unique vectorT = (T0, . . . , TL−1) ∈ �L such that
pT (ai) = bi for i = 1, . . . , L, where pT (x) = T0 + T1x + · · · + TL−1x

L−1 ∈ �[x].
T can be computed efficiently by solving the linear equation system AT = B, where
A ∈ �L×L is the Vandermonde matrix whose i-th row is given by 1, ai, a2

i . . . , a
L−1
i ,

and where B ∈ �L is the column vector with entries b1, . . . , bL. If AT = B admits
more than one or no solution, then T is set to ⊥ instead. For any T ∈ XT , K =
(a, b) ∈ XK and i ∈ [L], the verification XVer(K, i, T ) outputs 1 if and only if T �=⊥
and pT (a) = b.

Lemma 2. The above L-XAC XAC satisfies:

failXAC(k) ≤ L(L− 1)
2q

, Advimp
XAC(k) ≤ 1

q
and Advsub

XAC(k) ≤ 2 · L− 1
q

.

Proof. Correctness: By construction, XVer(Ki, i,XAuth(K1, . . . ,KL)) = 1 except if
the Vandermonde matrix A is singular. The Vandermonde determinant det(A) is well
known to be non-zero unless ai = aj for some i �= j, where the latter happens with
probability at most 1

2L(L− 1)/|�|.
Security against impersonation attack: Consider an arbitrary but fixed T ′ ∈ XT . If

T ′ =⊥ then XVer(K, i, T ) = 0 for any choice of K and i. Else, if T ′ ∈ �L, then the
probability (over the uniformly random choice of b) that pT ′(a) = b is 1/|�|.

Security against substitution attack: Consider an arbitrary i ∈ [L]. For concrete-
ness, but without loss of generality, we may assume i = L. We fix arbitrary values
for K1 = (a1, b1), . . . ,KL−1 = (aL−1, bL−1). We may assume those ai’s to be pair-
wise distinct, since otherwise T will be ⊥ for any choice of KL and then the proba-
bility of finding T ′ that is accepted by KL is upper bounded by Advimp

XAC(k). We first
slightly modify the computation of T as follows. Instead of setting T to ⊥ as soon as
det(A) = 0, we distinguish between the case where AT = B has no solution and
where it has multiple solutions for T . In the former case, T is still set to ⊥, but in the
latter, T is chosen uniformly at random from all the solutions. Note that this modifi-
cation makes the computation of T randomized (at least in general), but the definition
of Advsub

XAC(k) still makes sense. This modification changes the value of Advsub
XAC(k) by

at most εmulti = Pr [AT =B has multiple solutions ], where the probability is over the
choice of KL.

In the following argument, we consider the above modified version of XAC. The
probability Advsub

XAC(k) is upper bounded by the corresponding probability conditioned
on T �=⊥ plus the probability that T =⊥. Since the latter probability equals εno =
Pr [AT =B has no solution ], we can focus on the former while book-keeping the “er-
ror” accumulated so far: εmulti + εno = Pr [det(A)=0] = Pr [aL ∈ {a1, . . . , aL−1}] =
(L − 1)/|�|. In the following argument, we consider an arbitrary T �=⊥, and we
consider the corresponding (conditional) probability distribution of KL. It holds that



396 S. Fehr et al.

KL = (aL, bL) is uniformly distributed in �2 subject to pT (aL) = bL. This in par-
ticular implies that aL on its own is uniformly distributed. Consider now an arbitrary
choice for T ′ ∈ XT (computed from K1, . . . ,KL−1 and T ). T ′ is required to be dif-
ferent from T , and we may assume that T ′ �=⊥, since otherwise XVer(K,L, T ) = 0
holds with certainty. By linearity, pT ′(aL) = bL holds exactly if pT ′−T (aL) = 0.
However, by the Schwartz-Zippel lemma, pT ′−T (aL) = 0 holds with probability at
most deg(pT ′−T (x))/|�| ≤ (L − 1)/|�| for a uniformly random aL ∈ �. Taking into
account εmulti and εno from further up, this proves the claim.

6 Our NC-CCA Secure Scheme

Ingredients. For our encryption scheme with message space {0, 1}L, we need the
following.

1. A hard subset membership problem SMP with sparse languageLρ and explainable
ciphertexts Xρ.

2. A 2-universal extended hash proof system EHPS for SMP with tags Tρ and ex-
plainable keys Kρ.

3. A collision-resistant hash functionH with domain (Xρ)L and range Tρ.
4. An L-cross-authentication code XAC with key space XK = Kρ and tag space XT .

From the remarks after Definition 10 and 11 it follows that the efficient samplability
and explainability of Kρ and the requirement on XK to coincide with Kρ pose no real
restriction. In fact, all of these ingredients exist under standard number-theoretic as-
sumptions such as decisional Diffie-Hellman (DDH), decisional composite residuosity
(DCR), and quadratic residuosity (QR).

The scheme. We define our encryption scheme NCCCA = (Gen,Enc,Dec) as follows:
Gen(1k). Run ρ ← SysGen(1k), (hpk , hsk) ← HashGen(ρ) and H ← H. Return

public key pk = (hpk ,H) and secret key sk = (hsk ,H).
Enc(pk ,M ;R). Parse pk = (hpk ,H), M = (M1, . . . ,ML) ∈ {0, 1}L, and R =

(Wi, R
X
i , R

K
i )i∈[L] ∈ (RSampleL ×RSample ×RSample)L. For i ∈ [L], set

Xi :=

{
Sample(Xρ;RXi ) ∈ Xρ if Mi = 0
SampleL(Lρ;Wi) ∈ Lρ if Mi = 1

,

and compute t := H(X1, . . . , XL). Then, for i ∈ [L], set the keys

Ki :=

{
Sample(Kρ;RKi ) if Mi = 0
PEval(hpk , Xi,Wi, t) if Mi = 1

and compute the tag T := XAuth(K1, . . . ,KL). Return C = (X1, . . . , XL, T ).
Dec(sk , C). Parse sk = (hsk ,H) and C = (X1, . . . , XL, T ) ∈ XL

ρ × XT . Set t :=
H(X1, . . . , XL). For i ∈ [L], let Ki := hsk(Xi, t), and Mi := XVer(Ki, i, T ).
Return M := (M1, . . . ,ML).
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Lemma 3 (Correctness of NCCCA). For any pk in the range of Gen, any M , and
any C ← Enc(pk ,M), we have Dec(sk , C) = M except with probability at most
L ·max{Advimp

XAC(k), failXAC(k)}.

Proof. If Mi = 1, then Ki = hsk (Xi, t) = PEval(hpk , Xi,Wi, t) = Ki by com-
pleteness of EHPS, and so XVer(Ki, i, T ) = 1 except with probability failXAC(k) by
correctness of XAC. On the other hand, for Mi = 0, EHPS’s universality implies that
Ki = hsk (Xf , t) is uniformly random, even given pk , C, and M . Hence, the proba-
bility that XVer(Ki, i, T ) = 1 is at most Advimp

XAC(k). The statement follows by a union
bound over i ∈ [L].

Equivocable ciphertexts. As with our earlier scheme NCCPA, NCCCA has the prop-
erty that 1-encryptions are equivocable. Specifically, we can construct a NC-CCA sim-
ulator S that proceeds as follows:

– On input (sim, pk , 1L) where pk is the public key (hpk ,H), it generates an equiv-
ocable ciphertext of the form

C = (X ′
1, . . . , X

′
L, T ) = (SampleL(Lρ;W ′

1), . . . ,SampleL(Lρ;W ′
L), T ) (4)

for uniformly chosen W ′
i ∈ RSampleL and T := XAuth(K ′

1, . . . ,K
′
L) with K ′

i :=
PEval(hpk , Xi,Wi, t).

– On input (open,M) for an arbitrary M ∈ {0, 1}L, such a C can be explained
as an encryption of M by releasing R =

(
Wi, R

X
i , R

K
i

)
i∈[L] with Wi = W ′

i if

Mi = 1, and (RXi , R
K
i ) = (Explain(Xρ, X ′

i),Explain(Kρ,K ′
i)) if Mi = 0.

Our security proof shows that equivocated ciphertexts and their openings are indistin-
guishable from authentic ones, even given a decryption oracle.

7 Security Analysis

Theorem 3 (NCCCA is NC-CCA secure). There exists a simulator S such that for
every adversary A there exists a subset membership distinguisher D and an adversary
B on H’s collision resistance property such that timeD, timeB ≈ timeA and

∣∣Advcca-nc
NCCCA,A,S(k)

∣∣ ≤ L·∣∣Advsm
EHPS,D(k)

∣∣+2L2q·Advxac
XAC(k)+Advcr

H,B(k)+
L(L− 1)
|Lρ| ,

(5)
where Advxac

XAC(k) = max
{
Advsub

XAC(k),Advimp
XAC(k)
}

and q is an upper bound on the
number of decryption queries A performs.

Before going into the formal proof below, we briefly give a high-level description of
the reasoning. The goal is to replace the challenge ciphertext by an equivocable cipher-
text. We replace the challenge ciphertexts as follows, one-by-one for every X∗

m (that
is not already in Lρ) within every challenge ciphertext C∗. First, instead of choosing
the corresponding key K∗

m at random whenever Mm = 0, K∗
m is always computed as

HPS key K∗
m = hsk (X∗

m, t
∗). Next, X∗

m �∈ Lρ is replaced by X∗
m ∈ Lρ, yielding an

equivocable ciphertext.
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We now briefly argue why these modifications do not (significantly) alter the adver-
sary A’s view. In order to argue that the modification to the choice of K∗

m does not
change A’s view, it is crucial that A has no information on the HPS secret key hsk
beyond the public key hpk . In order to guarantee this, we first slightly modify the de-
cryption procedure Dec used to answer the decryption queries so that Dec does not
make any use of hsk : rather than verifying the XAC tag Ti, the decrypted message bit
Mi is directly set to 0 whenever Xi �∈ Lρ. By universality of the hash proof system and
the security of XAC against impersonation attacks, it follows that this modification does
not significantly change A’s view. Note that with this modified decryption procedure,
the resulting game is not efficient anymore, but this fine for arguing that choosing K∗

m

as HPS key instead of random does not change A’s view, since this is an information-
theoretic argument. However, this step would be a problem for justifying the switch
from X∗

m �∈ Lρ to X∗
m ∈ Lρ. Therefore, before doing the latter switch, the modi-

fied decryption procedure is replaced again by the original procedure Dec. Again, this
change to the decryption procedure can be argued to have little effect on A’s view by
universality of the hash proof system and security of XAC. However, in this case things
are slightly more subtle because ifXi = X∗

m and t = t∗, thenA now knows an XAC tag
that is verified by the HPS key Ki = hsk(Xi, t), namely T ∗. But if indeed t = t∗ then
the collision resistance of H ensures thatA has to submit a different XAC tag. Hence se-
curity against substitution attacks of XAC ensures that the tag will be rejected. Thus both
decryption processes decrypt to the same message bit and are hence indistinguishable.

Proof. We proceed in a series of games. Generally, we will denote the output of Game
i by out i.

Game −2 is the original real experiment Expcca-nc-real
NCCCA,A. By definition,

Pr [out−2 = 1] = Expcca-nc-real
NCCCA,A(k). (6)

LetM∗ = (M∗
1 , . . . ,M

∗
� ) denote the message chosen byA;C∗ be the challenge cipher-

text handed to A; and Cj be A’s j-th decryption query. Write C∗ = (X∗
1 , . . . , X

∗
L, T

∗),
Cj = (Xj

1 , . . . , X
j
L, T

j), and similarly for the variables t∗, Kj
i , etc. Without loss of

generality, we assume that A always makes q = q(k) decryption queries.
In Game−1, we abort the experiment (with output 1) as soon as X∗

i = X∗
i′ for some

distinct i, i′ ∈ [L]. A counting argument and a union bound show

|Pr [out−1 = 1]− Pr [out−2 = 1]| ≤ L(L− 1)
|Lρ| . (7)

In Game 0, we abort the experiment (with output 1) as soon as A submits a decryp-
tion query Cj with

tj = H(Xj
1 , . . . , X

j
L) = (X∗

1 , . . . , X
∗
L) = t∗

for some �. A straightforward reduction shows that

Pr [out0 = 1]− Pr [out−1 = 1] = Advcr
H,B(k) (8)

for a suitable B that simulates Game 0.6

6 If H is only target collision resistant, a reduction with a multiplicative loss of q can be con-
ducted.
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From Game 0 up to Game L, we will stepwise replace the challenge ciphertext
C∗ with an equivocable ciphertext of the form (4). Specifically, Game m with 0 ≤
m ≤ L coincides with Game 0 except that X∗

i and K∗
i with i ≤ m are computed as

X∗
i := SampleL(Lρ;W ∗

i ) ∈ Lρ and K∗
i := PEval(hpk , X∗

i ,W
∗
i , t), no matter what

M∗
i is, and X∗

i is opened suitably to M∗
i as explained at the end of Section 6. Looking

ahead, we point out that the final Game L, in which C∗ is equivocable, is identical to
the ideal experiment Expcca-nc-ideal

NCCCA,S for the simulator S described earlier. We now show
indistinguishability between Games m and m+ 1 for any 0 ≤ m ≤ L− 1. We do this
in several steps.

Game m.1 is identical to Game m above.
In Gamem.2, we slightly modify the decryption oracle. Recall that from each EHPS

ciphertext Xi of a decryption query C, a key Ki = hsk(Xi, t) is computed and Mi :=
XVer(Ki, i, T ) is returned. We change this to Mi := 0 iffXi is inconsistent in the sense
of Xi /∈ Lρ. (Note that this makes Game m.2 inefficient.)

Let badm.i.1 denote the event that in Game m.1, there is a EHPS ciphertext Xi in
some Cj that is inconsistent in the sense Xi /∈ Lρ, but XVer(Ki, i, T ) = 1. Let badm.2
be the corresponding event in Game m.2. By construction, it holds that Game m.1 and
Game m.2 are identical as long as the respective events badm.1 and badm.2 do not
occur, and Pr [badm.1] = Pr [badm.2]. We postpone the proof of the following claim:

Lemma 4. Pr [badm.2] ≤ Lq · Advimp
XAC(k).

It follows that

|Pr [outm.2 = 1]− Pr [outm.1 = 1]| ≤ Pr [badm.2] ≤ Lq · Advimp
XAC(k) . (9)

Note that the adversary’s view in Game m.2 depends only on hpk . Namely, while the
experiment uses hsk to decrypt consistent EHPS ciphertexts efficiently, by complete-
ness of EHPS, this does not release any information on hsk beyond hpk .

In Game m.3, instead of choosing K∗
m ∈ Kρ uniformly, using Sample, if M∗

m = 0,
we compute

K∗
m := hsk(X∗

m, t
∗)

as in a hypothetical decryption of C∗. (Later, if C∗ is to be opened, K∗
m is explained

as being randomly through Sample(Kρ), using coins Explain(Kρ,K∗
m).) Since the only

information about hsk beyond hpk is released while computingK∗
m, the universality of

EHPS guarantees that K∗
m looks uniform. Concretely,

Pr [outm.3 = 1] = Pr [outm.2 = 1] . (10)

In Game m.4, we reverse the changes from Game m.2. That is, decryption does not
set Mi := 1 iff Xi ∈ Lρ, but again computes Mi := XVer(Ki, i, T ). Note that this
makes Game m.4 efficient again.

Let badm.3 denote the event that in Game m.3, there is a EHPS ciphertext Xi in
some Cj that is inconsistent in the sense Xi /∈ Lρ, but XVer(Ki, i, T ) = 1. Let badm.4
be the corresponding event in Game m.4. Similar to above, it holds that Game m.3
and Game m.4 are identical as long as the respective events badm.3 and badm.4 do not
occur, and Pr [badm.3] = Pr [badm.4]. We postpone the proof of the following claim:
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Lemma 5. Pr [badm.3] ≤ Lq ·max
{
Advsub

XAC(k),Advimp
XAC(k)
}
.

Writing Advxac
XAC(k) := max

{
Advsub

XAC(k),Advimp
XAC(k)
}

, it follows that

|Pr [outm.4 = 1]− Pr [outm.3 = 1]| ≤ Pr [badm.3] ≤ Lq · Advxac
XAC(k). (11)

In Game m.5, we do not sample a random X∗
m ← Xρ if M∗

m = 0, but instead a con-
sistent X∗

m ∈ Lρ. Concretely, the experiment always runs X∗
m ← SampleL(Lρ;W ∗

m).
(Later, if C∗ is to be opened, X∗

m is explained as being randomly through Sample(Xρ),
using random coins Explain(Xρ, X∗

m).) Since Game m.4 is again efficient , we can use
the subset membership assumption to obtain

1
L

∑
m∈[L]

(Pr [outm.5 = 1]− Pr [outm.4 = 1]) = Advsm
EHPS,D(k) (12)

for a suitable D that guesses m uniformly and simulates Game m.4, resp. Game m.5,
(implicitly) depending on its challenge.

Because K∗
m = hsk (X∗

m, t
∗) = PEval(hpk , C∗

m,W
∗
m, t

∗) in Game m.5, Game m.5
is nothing but a reformulation of Game m + 1. Hence, summing up (9,10,11,12) over
m ∈ [L] yields

|Pr [outL=1]− Pr [out0 =1]| ≤ L · ∣∣Advsm
EHPS,D(k)

∣∣ + 2L2q · Advxac
XAC(k). (13)

It is left to observe that in Game L, the experiment is exactly that of Expso-ideal
NCCCA,S for

the NC-CCA simulator S described earlier. Therefore,

Pr
[
Expso-ideal

NCCCA,S(k) = 1
]

= Pr [outL = 1] . (14)

Combining (6,7,8,13,14) finishes the proof.

We catch up with the proofs of the two technical lemmas:

Proof (of Lemma 4). Let badm.2.j.i denote the event that in Game m.2, the EHPS ci-

phertextXi in some Cj is inconsistent in the sense Xi /∈ Lρ, but XVer(K
j

i , i, T
j) = 1.

Note badm.2 =
∨

(j,i)∈[q]×[L] badm.2.j.i.

Fix (j, i) ∈ [q] × [L]. If Xj
i /∈ Lρ, universality of EHPS implies that K

j

i =
hsk(Xj

i , t
j) is uniformly random and independent of A’s view. (Recall that A’s view in

Game m.2 depends only on hpk .) Hence

Pr [badm.2.j.i] ≤ Advimp
XAC(k),

and a union bound over j and i shows the claim.

Proof (of Lemma 5). Let badm.3.j.i denote the event that in Game m.3, the EHPS ci-

phertextXi in some Cj is inconsistent in the sense Xi /∈ Lρ, but XVer(K
j

i , i, T
j) = 1.

Note badm.3 =
∨

(j,i)∈[q]×[L] badm.3.j.i.

Fix (j, i) ∈ [q] × [L]. We may assume that Xj
i /∈ Lρ (as necessary for badm.3.j.i).

Suppose first that (Xj
i , t

j) �= (X∗
m, t

∗). Recall that A’s information on hsk in Game
m.3 is restricted to hpk and K∗

m = hsk(X∗
m, t

∗). Thus, EHPS’s 2-universality implies
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that K
j

i = hsk(Xj
i , t

j) is uniformly random and independent of A’s view. By XAC’s
security against impersonation attacks,

Pr
[
badm.3.j.i | (Xj

i , t
j) �= (X∗

m, t
∗)
]
≤ Advimp

XAC(k). (15)

Now suppose (Xj
i , t

j) = (X∗
m, t

∗). By our changes in Games 0 and 1, we may assume

that (Xj
i′)i′∈[L] = (X∗

i′)i′∈[L], so that necessarily m = i and K
j

i = K∗
i = hsk (X∗

i , t
∗).

Furthermore, for the decryption query to be valid, T j �= T ∗ has to hold. EHPS’s univer-
sality implies that K∗

i = hsk(X∗
i , t

∗) is uniformly distributed and the only information
A has on K∗

i is T ∗. By XAC’s security against substitution attacks,

Pr
[
badm.3.j.m | (Xj

i , t
j) = (X∗

m, t
∗)
]
≤ Advsub

XAC(k). (16)

A union bound and summing up (15,16) shows the inequality part of the lemma. The
equality part follows by noting Pr [badm.3] = Pr [badm.4], as in the proof of Lemma 4.
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Abstract. We initiate a provable-security treatment of cryptographic
agility. A primitive (for example PRFs, authenticated encryption schemes
or digital signatures) is agile when multiple, individually secure schemes
can securely share the same key. We provide a surprising connection be-
tween two seemingly unrelated but challenging questions. The first, new to
this paper, is whether wPRFs (weak-PRFs) are agile. The second, already
posed several times in the literature, is whether every secure (IND-R) en-
cryption scheme is secure when encrypting cycles. We resolve the second
question in the negative and thereby the first as well. We go on to provide
a comprehensive treatment of agility, with definitions for various different
primitives. We explain the practical motivations for agility. We provide
foundational results that show to what extent it is achievable and practi-
cal constructions to achieve it to the best extent possible. On the theoret-
ical side our work uncovers new notions and relations and settles stated
open questions, and on the practical side it serves to guide developers.

1 Introduction

This paper initiates a provable-security treatment of cryptographic agility. Agility
considers a set of schemes, all meeting some base notion of security, and requires
that security is maintained when multiple schemes use the same key. Agility may
be considered for any cryptographic primitive: PRFs, authenticated symmetric
encryption, collision-resistant hashing, IND-CCA public-key encryption, what-
ever. To illustrate let us jump right to the example where we have the most in-
teresting results. Then we will back up and discuss motivation and other results.

Are wPRFs agile? Let F be a family of functions and consider a game that
picks a random key K and challenge bit b and gives the adversary an oracle Fn
that takes no inputs. Each time it is called, Fn picks random x, y, returning
(x, FK(x)) if b = 1 and (x, y) otherwise. Naor and Reingold [24] call F a weak-
PRF (wPRF) if the adversary can’t guess b.

Why this notion? Being a wPRF is, in practice, a much weaker assumption
on a blockcipher than the usual PRF or PRP one. Yet powerful results by Naor

H. Gilbert (Ed.): EUROCRYPT 2010, LNCS 6110, pp. 403–422, 2010.
c© International Association for Cryptologic Research 2010
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and Reingold [24], Maurer and Sjödin [21] and Maurer and Tessaro [22] show
that symmetric cryptography can be efficiently and securely based on wPRFs.

Letting F 1, F 2 be wPRFs having keys of the same length, consider a game
that picks a single random key K and challenge bit b and gives the adversary an
oracle Fn that, on input i ∈ {1, 2}, picks random x, y, returning (x, F iK(x)) if
b = 1 and (x, y) otherwise. It’s just like the previous game, but with two function
families, and both are being evaluated with the same key. We say that the pair
{F 1, F 2} is agile if an adversary can’t guess b in the above game. Now consider
the following statement or conjecture:

wPRF-A : Every pair {F 1, F 2} of wPRFs is agile.

Is the statement true? Our first guess was yes, because the randomness of the
inputs means the two functions are unlikely to ever be evaluated on the same
point, and then it is hard to see what harm there is in their using the same
key. But attempts to prove this failed. It is unclear how to reduce the agility
of {F 1, F 2} to their individual, assumed wPRF securities because reduction-
based proof methods break down totally when the key is the same for both
functions. Does that mean the statement is false? To demonstrate that, we need a
counter-example, meaning specific families F 1, F 2 that (under some assumption)
are wPRFs but we have an attack showing {F 1, F 2} is not agile. However, an
example is not immediate, again due to the fact that the attacker has no control
on the inputs to the functions, these being chosen at random by the game.

We clarify that the question is not whether there exists a pair {F 1, F 2} that
is agile. We are not asking for a construction of F 1, F 2 that can securely share
a key. Indeed, such a construction is trivial: just let F be a wPRF and let
F 1 = F 2 = F . The question is whether all pairs {F 0, F 1} of wPRFs are agile.

We have still to motivate why we should care whether security is maintained
when two schemes use the same key, a practice that cryptographers would typi-
cally frown upon. But we will soon explain important practical reasons for this
concern. Furthermore, our focus on wPRFs is not arbitrary. We will see that
wPRFs are “agility catalysts” in the sense that if they are agile then we can
make a host of other primitives agile as well. So the above question —is wPRF-
A true or not— is central.

We find it intriguing that so basic and simply stated a question is hard to
answer. We will obtain the answer by turning to something that seems different
but eventually isn’t.

Are IND-R encryption schemes CYC-secure? IND-R (INDistinguishabil-
ity from Random) [26] is a strong notion of CPA-privacy for symmetric encryption
schemes that is met by common blockcipher modes of operation (CBC, CTR). It
implies IND-CPA. CYC asks for privacy when encrypting “cycles” of the form
E(K1,K2), E(K2,K1). Cyclic security was introduced by Camenisch and Lysyan-
skaya [13] and is of interest as a simple and basic instance of the security of en-
crypting key-dependent messages concurrently considered by Black, Rogaway and
Shrimpton [10]. Now consider the following statement or conjecture:
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IND-is-CYC : Every IND-R symmetric encryption scheme is

CYC-secure.

Broadly speaking, this asks whether “normal” security implies security when
encrypting cycles. In their work presenting a particular, public-key encryption
scheme shown to securely encrypt cycles if the DDH assumption holds, Boneh,
Halevi, Hamburg and Ostrovsky [11] explicitly ask, and leave open, the above
question. (Up to details of the definitions.) Black, Rogaway and Shrimpton [10]
pose it too. Haitner and Holenstein’s black-box separations for key-dependent
message security [16] only consider stronger forms of security, and do not apply
to this question.

The connection. We have just stated two open problems that on the face of
it are quite different. The first is about wPRFs and the second about symmetric
encryption, which are different primitives. In the first case, the issue is sharing a
key between two schemes. In the second, no key sharing is involved and we refer
to standard notions. Yet, we show the two problems are related. Specifically, we
show in Theorem 1 that

wPRF-A ⇒ IND-is-CYC.

That is, if every pair {F 1, F 2} of wPRFs is agile (can securely share a key) then
every IND-R symmetric encryption scheme is CYC-secure (can securely encrypt
cycles).

Settling both questions. So far the above is an instance of what Karp called
the “If pigs could whistle then horses could fly” approach that aims to understand
open questions in cryptography and complexity theory by relating them to each
other. As above, this approach can turn up interesting relations between seem-
ingly unrelated problems. But it doesn’t settle them. However, in this case, we
can go further. We provide in Theorem 2 a direct and explicit counter-example to
show that IND-is-CYC is false, resolving the above-mentioned open problem.
Our wPRF-A ⇒ IND-is-CYC connection then implies that wPRF-A is also
false, settling the question of whether wPRFs are agile. The counter-example is a
symmetric encryption scheme shown to be IND-R under the SXDH assumption
of [3] but shown by attack to not be CYC-secure.

This result refuting IND-is-CYC is strengthened by the fact that IND-R is a
very strong version of (CPA) privacy and our formalization of CYC is a very weak
one. (The formal definitions are in the body of the paper.) Thus, even strong
“normal” security fails to imply weak security for encrypting cycles. Interest in
this question is witnessed by the work of Backes, Pfitzmann and Scedrov [5] who
have previously shown that IND-CPA does not imply a formalization CYC-BPS
of cyclic security. However, their counter-example encryption scheme is stateful
while ours is stateless, and also IND-R ⇒ IND-CPA and CYC-BPS ⇒ CYC,
making their result weaker than ours.

Extensions and implications. Above we discussed IND-is-CYC in the sym-
metric setting. Our result showing it is false, however, extends to the public-key
setting, showing that IND-CPA (semantic security) does not imply security of



406 T. Acar et al.

encrypting cycles, answering the open question of Boneh, Halevi, Hamburg and
Ostrovsky [11]. Our result confirms that to achieve circular-security, one needs
novel, dedicated schemes and analyses, vindicating work in this line [11,12,2].

Context. Let us now back up to provide some context for agility and describe
our other contributions in this area. Cryptographic code usually has a suite of
allowed schemes of any particular type. (For example, authenticated encryption.)
But new standards or proposed standards appear at a rapid rate. Cryptographic
code written today needs to be able to easily incorporate schemes that will
appear in the future. This has been recognized and enunciated in developer
forums, where the term “agility” has been used to refer to the ability to easily
add schemes to an existing suite by structuring code to allow schemes to be
substituted in a blackbox manner. The IETF is currently considering adding
agility to the widely deployed RADIUS protocol [25]. Resources for software
professionals, like a recent Microsoft Developer Network Magazine article [28],
encourage agility.

Keys for use with the existing schemes will, however, already have been dis-
tributed. Changing them or getting new ones distributed and certified is difficult
and error-prone. Agility, thus, would ask that it be possible to maintain the ex-
isting key, using this single key with multiple schemes, both new and old. (The
presence of new schemes will not preclude use of the old ones. Data encrypted
under old schemes and then stored still has to be decrypted, and legacy systems
must be supported.)

Agility is of course possible only among schemes that have keys of the same
type or length. (An algorithm with a 128-bit key and another with a 256-bit
key shouldn’t share a key.) But key-compatibility is common given that many
schemes will use the same underlying blockciphers or hash functions. Popular
proposed or standardized symmetric authenticated encryption (AE) schemes like
CCM [29], OCB [26], CWC [20], GCM [23], and EAX [9], for example, all use a
128-bit AES key.

Cryptographers have always recommended key separation, usually interpreted
as asking that schemes for different purposes not use the same key. Thus, MAC
and symmetric encryption should use different keys, as should public-key en-
cryption and digital signatures. Assuming this type of separation is in place, the
issue is whether different schemes for the same goal, for example authenticated
encryption or PRF, may securely use the same key. This is what agility captures.

We clarify that agility is about individually secure schemes sharing a key. It
is not about what happens when a scheme is broken and replaced by another
that is (hopefully) secure. When that happens, you should not retain the old key
since the attacks on the old scheme may already have compromised it.

In their work on chosen-protocol attacks, Kelsey, Schneier and Wagner [19]
point both to the danger of using the same key across different schemes and
the pressures that are likely to make this happen, the latter including the cost
of certification of new keys, the spread of cryptographic APIs, and the limits
posed on key-storage by smartcards. They are concerned mostly with different
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primitives (they call them protocols, for example, encryption and digital signa-
ture) sharing a key. Agility can be viewed as a class of chosen-protocol attacks
in which the schemes, or protocols, are all for the same goal.

The present paper can serve as a developer guide for agility, pointing out what
is possible and what is not. We provide formal definitions that enable a rigorous
treatment of agility. With regard to results, on the positive side, we provide
practical constructions, showing how to use PRFs and wPRFs as catalysts to
confer agility on higher-level primitives like authenticated encryption. On the
negative side we show that agility for the full set of schemes meeting some
notion is usually unlikely. Let us now expand on all this.

Definitions. Agility is novel, definitionally, in that, unlike standard definitions
of security, which apply to individual schemes, agility is a property of a set Γ
of schemes that individually already meet some base notion of security. Thus, Γ
might be the set of all PRFs or some subset thereof. It is as though one moves
up one level in “types.”

We appropriately extend the game defining base security so that the key is
chosen just once yet an adversary can, via a scheme argument, pass in different
schemes that will all use this key. The set Γ is said to be a-agile (a ∈ N) with
respect to the base security notion if, for all compatible, size a subsets Π of Γ,
the adversary advantage is negligible when its scheme arguments are drawn from
Π. (Compatible means the schemes in the set have keys of the same type and
length.) In the body of the paper we exemplify with detailed definitions for the
case of PRFs, wPRFs and authenticated encryption. In this framework, what
we called wPRF agility above is the 2-agility of the set Γ of all wPRFs.

Foundations. The most basic theoretical question is whether a primitive (for
example, PRF, AE) is agile, by which we mean that the set of all schemes that
are individually secure is a-agile for a ≥ 2. We answer this for a variety of
primitives. Fig. 1 summarizes our findings. As it shows, collision-resistant hash
functions, when formalized as keyed families, are agile. (Practical functions like
MD5, SHA1, SHA256 being unkeyed are trivially agile.) IND-CPA-secure public-
key encryption schemes are also agile. So two RSA-based public-key encryption
schemes can share the same keys as long as only IND-CPA-security is desired.
PRFs, MACs, IND-CPA secure symmetric encryption schemes, AE schemes,
IND-CCA-secure public-key encryption schemes and digital signatures are not
agile. We present counter-examples in the body of the paper for some of these,
and others are similar.

Primitive Agile?

PRFs, wPRFs, MACs, IND-CPA symmetric encryption, symmetric authen-
ticated encryption, IND-CCA public-key encryption, digital signatures No

Collision-resistant hash functions, IND-CPA public-key encryption Yes

Fig. 1. Agility status of some basic primitives
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The above results are relatively straightforward. The most interesting question
was whether wPRFs are agile. As discussed at length above, we have answered
the question in the negative by first making a connection to cyclic encryption
and then answering an open question there.

The following shows why our focus on PRFs and wPRFs is not arbitrary and
also shows how, despite the above, to get strong agility in practice.

PRF-derived agility. Our DtE (Derive-then-Encrypt) transform associates
to a given PRF ff and a given AE scheme es a new AE scheme esff in which
ff under the base key is used to derive a subkey that is then used for es. This
turns out to have strong agility properties. Specifically, let Γ be the set of all AE
schemes esff as es ranges over all AE schemes. Then, for any a, the set Γ is a-agile
with respect to AE. The short rendition of this is that AE has now, effectively,
become agile. The lack of agility in the primitive itself has been circumvented
by using it not directly but within the scope of our construction which can in
fact maintain a single key and yet be able to swap in and securely use any AE
scheme. This is of direct interest in practice where, as we have seen, there are
numerous existing and emerging options for AE such as CCM, OCB, CWC,
GCM and EAX. Even this (small) set of schemes is probably not agile. But it
becomes so when used via our construction.

The above requires that the ff scheme be fixed. But it too is a primitve for
which agility may be desirable. If we want to be able to use arbitrary PRFs,
the above-noted lack of agility of the primitive means we are out of luck. But
in practice these are blockciphers for which there may be only a small set of
relevant choices. (For example, all AES finalists.) This set may in fact be agile.

wPRF-derived agility. DtE uses a PRF to make AE agile. Could we use
a wPRF instead? This is attractive for two reasons. The first is that a wPRF
is a weaker assumption on a blockcipher than a PRF. The second is that, as a
result, a set of blockciphers is more likely to be agile with respect to wPRF than
to PRF. (We cannot of course hope for agility with respect to all wPRFs since
that class is not agile. As above, however, we’d like to get it for as large a subset
of the class as possible.) However, the obvious way to extend the construction,
namely upon encryption to pick a random R, use FK(R) as the AE key where
K is the base key and F our wPRF, and return R with the ciphertext, fails to
achieve AE, even in the absence of agility. What we instead observe is that some
of the existing transforms of wPRFs to PRFs from [24,21,22] have a form that
make them agility preserving, meaning that if the wPRF is drawn from an agile
set then the result is an agile set of PRFs. This yields a construct that is more
robust and in practice more agile than DtE but also more expensive.

Related work. Agility is part of the broader issue of the security of key
reuse [19]. Haber and Pinkas [15] analyze the security of several specific construc-
tions of public-key encryption and digital signatures when a single public/secret
key pair is used both for encryption and signing or for two encryption schemes
or digital signature schemes simultaneously. They do not consider the general
problem of key reuse and focus on public-key primitives.
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Key-dependent message security and its special case, circular security, were
defined in concurrent works [10,13] and recent work gives several constructions
of various primitives meeting different flavors of security [17,18,11,4,12,2]. At the
end of Section 4 we discuss exactly how our counterexample for circular security
fits into prior work.

2 Preliminaries

Notation and conventions. If x is a string then |x| denotes its length, and if S
is a set then |S| denotes its size. The empty string is denoted ε. If a = (a1, . . . , an)
then (a1, . . . , an) ← a means we parse a as shown. Unless otherwise indicated,
an algorithm may be randomized. “PT” stands for “polynomial time.” By y ←
A(x1, x2, . . . ; r) we denote the operation of running A on inputs x1, x2, . . . and
coins r ∈ {0, 1}∗. We denote by y

$← A(x1, x2, . . .) the operation of picking r at
random and letting y ← A(x1, x2, . . . ; r). (The coins are chosen from a space that
may depend on the inputs.) We denote by [A(x1, x2, . . .)] the set of all possible
outputs of A on inputs x1, x2, . . ..

Games. Our definitions and proofs use the language of code-based games [8].
Recall that a game —look at Fig. 2 for examples— has an (optional) Initialize
procedure, procedures to respond to adversary oracle queries, and a Finalize
procedure. A game G is executed with an adversary A as follows. First, Initial-
ize(if present) executes, and its outputs are the inputs to A. Then A executes,
its oracle queries being answered by the corresponding procedures of G. When A
terminates, its output becomes the input to the Finalize procedure. The output
of the latter, denoted GA, is called the output of the game, and we let “GA” de-
note the event that this game output takes value true. Boolean flags are assumed
initialized to false. The running time of an adversary is the worst case time of
the execution of the adversary with the game defining its security, so that the
execution time of the called game procedures is included.

Function families. The (common) syntax we use for PRFs and wPRFs is
more general than may be usual because we will (later) need to consider schemes
defined via families of groups. An FF-scheme (“FF” stands for “Function Fam-
ily”) ff = (ff.Pg,ff.Kg,ff.f,ff.DomR,ff.RngR) consists of a parameter generator,
a key generator, an evaluator, a domain recognizer and a range recognizer,
all PT algorithms, the last three deterministic. We require that ff.f(pars ,K, ·)
: ff.Dom(pars) → ff.Rng(pars) for every k ∈ N, pars ∈ [Pg(1k)] and K ∈
[Kg(pars)], where ff.Dom(pars) = {x : ff.DomR(pars , x) = 1} and ff.Rng(pars)=
{y : ff.RngR(pars , y) = 1}. We require that one can sample from ff.Dom(pars)
and ff.Rng(pars) in PT on input pars . We also require that |ff.Dom(pars)| ≥ 2k

for all pars ∈ [ff.Pg(1k)] and all k ∈ N. (PRFs on tiny domains are triv-
ially constructed and don’t even imply one-way functions. This convention rules
them out.)

Encryption syntax. Our syntax for encryption is general enough to cover
both symmetric and asymmetric encryption, which will save us from repeating
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proc KeySetup(ff)

pars
$← ff.Pg(1k) ; K

$← ff.Kg(pars)
b

$← {0, 1}
Return pars

proc Fn(ff, x)
If ff.DomR(pars , x) = 0 then return ⊥
If b = 1 then y ← ff.f(pars , K, x)
Else y

$← ff.Rng(pars)
Return y

proc Finalize(b′)
Return (b′ = b)

proc KeySetup(ff)

pars
$← ff.Pg(1k) ; K

$← ff.Kg(pars)
b

$← {0, 1}
Return pars

proc Fn(ff)

x
$← ff.Dom(pars)

If b = 1 then y ← ff.f(pars , K, x)
Else y

$← ff.Rng(pars)
Return (x, y)

proc Finalize(b′)
Return (b′ = b)

Fig. 2. Game FF.PR.Gmk, on the left, and game FF.wPR.Gmk, on the right, for k ∈ N

similar security definitions for both cases. A ENC-scheme (“ENC” stands for en-
cryption) es = (es.Pg, es.Kg, es.Enc, es.Dec, es.MsgR, es.CtxtR) consists of 6 PT
algorithms: a parameter generator, a key generator, encryption and decryption
algorithms, a plaintext recognizer and a ciphertext recognizer. The decryption
algorithm is deterministic. On input pars ∈ [es.Pg(1k)], the key generator out-
puts a triple (ek , dk , pk ), where ek is an encryption key, dk is a decryption
key and pk is a public key. We say that the encryption scheme is symmet-
ric if it is always the case that pk = ⊥. (In which case we may assume wlog
ek = dk .) We say it is asymmetric if it is always the case that ek = pk . We re-
quire that there is a polynomial r(·), called the number of coins used by es.Enc,
such that es.Enc draws its coins from {0, 1}r(k) whenever its first input is pars ∈
[es.Pg(1k)]. We require that es.Enc(pars , ek , ·;R): es.Msg(pars) → es.Ctxts(pars)
and es.Dec(pars , dk , es.Enc(pars , ek ,M ;R)) = M for all R ∈ {0, 1}r(k), all M ∈
es.Msg(pars), all (ek , dk , pk) ∈ [es.Kg(pars)], all pars ∈ [es.Pg(1k)] and all k ∈ N,
where es.Msg(pars) = {M : es.MsgR(pars ,M) = 1} and es.Ctxts(pars) = {C :
es.CtxtR(pars ,C ) = 1}. We require that one can sample from es.Msg(pars) and
es.Ctxts(pars) in PT on input pars .

3 Agility Definitions

The notions of security we usually define apply to schemes, saying what it means
for the scheme to be secure. (For example, a function family is a PRF if ...). Agility
is different. It is not a property of an individual scheme but of a set of schemes
relative to some (standard) security notion for these schemes. Thus, we might have
a set of PRFs and talk of their agility with respect to the PRF notion.

The template for an agility definition is as follows. We start with a syntax.
(For example, FF for function families or ENC for encryption schemes.) We then
provide a sequence of games to capture agility with respect to a (usually stan-
dard) underlying notion of security for individual schemes. (For example, games
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FF.PR.Gmk, k ∈ N, on the left side of Fig. 2. The underlying notion here, called
PR for pseudorandomness, is the standard PRF notion.) The unusual feature of
the games is to have a scheme argument, meaning the adversary may provide
procedures a scheme (of the syntax being considered) whose algorithms the game
then uses. Agility of a set Π of schemes is measured by allowing the adversary
to use different members of Π (the choice at its discretion) in the role of scheme
argument, with the underlying key remaining the same. (For this to be possible,
Π must be consistent in the sense that all its schemes have keys of the same
syntactic form.) Some advantage will be associated to an adversary and Π, and
thence we will get a definition of agility for Π. Restricting attention to a set Π
consisting of a single scheme (corresponding to an adversary whose scheme ar-
gument is always this one scheme) recovers the base underlying security notion
(for example, PRF) for this scheme, thereby saving us from defining it separately
and also confirming that agility is a natural extension of the base notion.

We could carry through the above in a fully general way, but it is likely to be
hard to parse. Instead, we exemplify with agility definitions for three primitives
important to this paper, namely PRFs, wPRFs and authenticated encryption.
To expose the underlying unity, however, we use a uniform notation, where
Sec-security of Syntax-schemes, for example, refers to security of schemes of the
shown syntax with regard to the shown base notion of security. We hope the
reader will forgive the standard notion of a PRF ending up, for this reason,
being called PR-security of an FF-scheme.

PRF Agility. Say a set Π of FF-schemes is compatible if all ff ∈ Π have the same
parameter generator and also all ff ∈ Π have the same key generator. Consider
the games FF.PR.Gmk (k ∈ N) on the left side of Fig. 2. Call an adversary
A Π-restricted if the scheme arguments in its queries are all drawn from Π, it
makes only one KeySetup query, this being its first oracle query, and it never
repeats an oracle query. (All this must hold with probability 1 regardless of
how queries are answered. Π being compatible means the parameter and key
generation algorithms invoked by KeySetup will be the same regardless of the
FF-scheme that it is provided as input.) Let AdvPR

Π,A(k) = 2 Pr[FF.PR.GmA
k ]− 1

for any compatible set Π of FF-schemes and Π-restricted adversary A. (“PR”
stands for “pseudorandom”.)

We say that a compatible set Π of FF-schemes is agile with respect to PR if the
function AdvPR

Π,A(·) is negligible for all PT, Π-restricted adversariesA. We say that
a (not necessarily compatible) set Γ of FF-schemes is a-agile with respect to PR
(a ∈ N) if every size a, compatible subset Π ⊆ Γ of Γ is agile with respect to PR.

We recover the usual notion of an FF-scheme ff being a PRF —which we call
PR-security here for uniformity— as agility of the singleton set {ff} with respect
to PR. To spell it out, FF-scheme ff is PR-secure if the function AdvPR

{ff},A(·) is
negligible for all PT {ff}-restricted adversaries A. Then ff is PR-secure iff it is a
PRF, and the set FF.PR.Sch of all PR-secure FF-schemes is the set of all PRFs.

wPRF agility. The games FF.wPR.Gmk (k ∈ N) are now those on the right
side of Fig. 2. Let AdvwPR

Π,A (k) = 2 Pr[FF.wPR.GmA
k ] − 1 for any compatible

set Π of FF-schemes and Π-restricted adversary A. (“wPR” stands for “weakly
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pseudorandom”.) We say that a compatible set Π of FF-schemes is agile with
respect to wPR if the function AdvwPR

Π,A (·) is negligible for all PT, Π-restricted
adversaries A. We say that a (not necessarily compatible) set Γ of FF-schemes
is a-agile with respect to wPR (a ∈ N) if every size a, compatible subset Π ⊆ Γ
of Γ is agile with respect to wPR. As before we recover the usual notion of an
FF-scheme ff being a wPRF, which we call wPR-security here, as agility of the
singleton set {ff} with respect to wPR, and let FF.wPR.Sch be the set of all
wPR-secure FF schemes.

Agility for authenticated encryption. Early definitions of AE [7] gave
separate privacy and integrity requirements. Our agility games ENC.AuE.Gmk

(k ∈ N) given in Fig. 3, where es=(es.Pg, es.Kg, es.Enc, es.Dec, es.MsgR, es.CtxtR)
is a ENC-scheme, are instead based on a unified definition in the style of Rog-
away and Shrimpton [27]. The privacy requirement is indistinguishability from
random [26] (IND-R), a strengthening of the usual notion of [6] that tends to be
naturally achieved by block cipher modes of operation [6]. The games of course
have the scheme argument that is central to agility. The definitions proceed in
direct analogy to the above. To detail them, first say a set Π of ENC-schemes is
compatible if all es ∈ Π have the same parameter generator and also all es ∈ Π
have the same key generator. Call an adversary A Π-restricted if the scheme
arguments in its queries are all drawn from Π and it makes only one KeySetup
query, this being its first oracle query. Let AdvAuE

Π,A(k) = 2 Pr[ENC.AuE.GmA
k ]−1

for any compatible set Π of ENC-schemes and Π-restricted adversary A. (“AuE”
stands for “authenticated encryption”.) We say that a compatible set Π of ENC-
schemes is agile with respect to AuE if the function AdvAuE

Π,A(·) is negligible for all
PT, Π-restricted adversaries A. We say that a (not necessarily compatible) set Γ
of ENC-schemes is a-agile with respect to AuE (a ∈ N) if every size a, compatible
subset Π ⊆ Γ of Γ is agile with respect to AuE. We recover the usual notion
of an ENC-scheme es being an authenticated encryption scheme, which we call
AuE-security here, as agility of the singleton set {es} with respect to AuE and
let ENC.AuE.Sch be the set of all AuE-secure ENC schemes.

proc KeySetup(es)

pars
$← es.Pg(1k) ; (ek , dk , pk) $← es.Kg(pars)

S ← ∅ ; b
$← {0, 1}

Return (pars , pk)

proc RoR(es, M)
If M �∈ es.Msg(pars) Then Return ⊥
If b = 1 Then C

$← es.Enc(pars , ek , M)
Else C

$← es.Ctxts(pars)
S ← S ∪ {(es, C )}
Return C

proc Dec(es,C )
If (es, C ) ∈ S Then Return ⊥
If b = 1 Then M ← es.Dec(pars , dk ,C )
Else M ← ⊥
Return M

proc Finalize(b′)
Return (b′ = b)

Fig. 3. Game ENC.AuE.Gmk for k ∈ N
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This definition is for both symmetric and asymmetric schemes even though the
latter can only meet it if no Dec queries are allowed because the IND-R notion of
privacy obtained by incorporating the latter restriction will be useful later.

4 Negative Results

We consider the central foundational question about agility, namely whether it
can be achieved for the set of all secure schemes of a given type. We begin by
showing how to rule this out quite simply for PRFs and AE. Similar methods
yield negative results for many other primitives, but not for wPRFs. We establish
the connection between the latter and circular encryption, and then provide our
negative result on circular encryption, namely that IND-R does not imply CYC.
This will be used to establish non-agility of wPRFs.

Non-agility of PRFs. PRF agility is important because PRFs model blockci-
phers, for which agility is important in practice, and also (cf. Section 5) because
PRFs are “universal” with regard to providing agility in the sense that if a set of
PRFs is agile we can use it to build a class of authenticated encryption schemes
that is agile with respect to arbitrary substitution of the encryption. The follow-
ing says the set FF.PR.Sch of all PRFs is not a-agile for a ≥ 2 under the minimal
assumption that PRFs exist.

Proposition 1. Let a ≥ 2. If the set FF.PR.Sch of all PR-secure FF-schemes is
not empty then it is not a-agile with respect to PR.

Proof (Proposition 1). Let ff ∈ FF.PR.Sch. We construct a PR-secure scheme
ff such that the set Π = {ff,ff} is not 2-agile, meaning the two PRFs cannot
securely use the same key. The Proposition follows.

For the construction, we assume points in the range of ff are bitstrings. This
is wlog since they can always be encoded as such. The parameter generator,
key generator and domain recognizer of ff are the same as those of ff. On input
pars ,K, x, the evaluator ff.f lets y ← ff.f(pars ,K, x) and returns the bitwise
complement y of y. The new FF-scheme has range defined by ff.Rng(pars) =
{ y : y ∈ ff.Rng(pars) }.

It is easy to see that ff is PR-secure (meaning, is a PRF) assuming ff is. The inter-
esting question is what happens when they share a key. Consider the Π-restricted
adversary A that on input pars , begins with a KeySetup(ff) query. Then it lets
x

$← ff.Dom(pars) and lets y ← Fn(ff, x) and z ← Fn(ff, x). (Note the definition
of a Π-restricted adversary required it to not repeat an oracle query. This condition
is met because (ff, x) �= (ff, x).) If z = y it outputs 1, else 0.

We assume |ff.Rng(pars)| ≥ 2. This is wlog because there are standard ways
to extend the range of a PRF. Now we claim that AdvPR

Π,A(·) ≥ 1/2, which
shows that Π is not 2-agile as desired. We justify the claim as follows. If b = 1
in game FF.PR.Gmk then z = y and A returns 1. If b = 0, it returns 1 with the
probability that z = y when z is drawn at random from ff.Rng(pars) and y is
drawn at random from ff.Rng(pars). But both sets ff.Rng(pars) and ff.Rng(pars)
have size at least two, so the probability is at most 1/2. 	




414 T. Acar et al.

The above says the class FF.PR.Sch of all PRFs is not a-agile for a ≥ 2. But
it is still possible that some proper subsets Γ of FF.PR.Sch are a-agile for some
a ≥ 2. This is interesting for practice, where one may be interested in a certain
specific and quite small collection of schemes, and is why we defined agility for
subsets of FF.PR.Sch rather than merely for the whole.

Extensions. Similar ideas exclude agility for many other primitives. Let us
illustrate by sketching a counterexample to show that ENC.AuE.Sch is not a-agile
with respect to AuE for any a > 1. Given es ∈ ENC.AuE.Sch we construct es ∈
ENC.AuE.Sch which given pars ,K,M lets C $← es(pars ,K,M) and returns C.
We claim {es, es} is not agile. This is because an attacker can query RoR(es,M)
to get back C and then query Dec(es, C) to get back a message that will be M if
the challenge bit b was 1 and is unlikely to be M otherwise. However, this type
of approach does not work to prove non-agility of wPRFs because the inputs to
the functions are not under adversary control. On the other hand, a proof that
wPRFs are agile also seems out of reach of reduction-based techniques. We turn
to resolving this.

Auxiliary definitions for encryption. We say that ENC-scheme es is IND-R-
secure if AdvAuE

{es},A(·) is negligible for all PT, {es}-restricted adversaries A that
make no Dec queries. This strong version of privacy under CPA from [26] implies
the standard IND-CPA and is achieved by blockcipher modes of operation like
CTR and CBC [6].

Say es can encrypt its own keys if dk ∈ es.Msg(pars) for every (ek , dk , pk) ∈
[es.Kg(pars)], every pars ∈ [es.Pg(1k)] and every k ∈ N. For such an encryption
scheme, let AdvCYC

es,A(k) = Pr[ENC.CYC.GmA
k ] where the game in question is

shown in Fig. 4. Say es is CYC-secure if AdvCYC
es,A(·) is negligible for all PT A.

This asks that es have pseudorandom ciphertexts under a weak type of circular-
encryption attack. The adversary is given access to samples, each of which is
either a circular encryption of two keys or a pair of random strings, and is
challenged to distinguish these two cases. Normal chosen-plaintext queries are
not allowed, so CYC-security does not imply IND-CPA. Since our results are
negative, this only strengthens them.

The definitions we have just given are for both the symmetric and asymmetric
case. We will first be interested in the former.

Relating wPRF agility and encryption security. We show that if every
pair of wPRFs is 2-agile, then every IND-R-secure symmetric ENC-scheme is
CYC-secure. We say that an FF-scheme ff has bit-output if there is a polynomial
r(k) ≥ k such that ff.Rng(pars) = {0, 1}r(k) for all pars ∈ [ff.Pg(1k)] and all
k ∈ N.

Theorem 1. (wPRF-A =⇒ IND-is-CYC) Suppose the set FF.wPR.Sch of all
wPR-secure FF-schemes is 2-agile with respect to wPR, and further that wPR-
secure FF-schemes with bit-output exist. Then every IND-R-secure symmetric
encryption scheme that can encrypt its own keys is also CYC-secure.
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proc Initialize

pars
$← es.Pg(1k) ; b

$← {0, 1}
(ek1, dk1, pk1)

$← es.Kg(pars)
(ek2, dk2, pk2)

$← es.Kg(pars)
Return (pars , pk1, pk2)

proc Cyc()
If b = 1 then

C1
$← es.Enc(pars , ek1, dk2)

C2
$← es.Enc(pars , ek2, dk1)

Else
C1

$← es.Ctxts(pars)
C2

$← es.Ctxts(pars)
Return (C1,C2)

proc Finalize(b′)
Return (b′ = b)

Algorithm ffi.Pg(1k) // i = 1, 2
fpars

$← ff.Pg(1k) ; epars
$← es.Pg(1k)

Return pars ← (fpars , epars)

Algorithm ffi.Kg((fpars , epars)) // i = 1, 2
L

$← ff.Kg(fpars)
(K1, K1,⊥) $← es.Kg(epars)
(K2, K2,⊥) $← es.Kg(epars)
Return (L, K1, K2)

Algorithm ff1.f((fpars , epars), (L, K1, K2), x)
r ← ff.f(fpars , L, x) ; y ← es.Enc(epars , K1, K2; r)
Return y

Algorithm ff2.f((fpars , epars), (L, K1, K2), x)
r ← ff.f(fpars , L, x) ; y ← es.Enc(epars , K2, K1; r)
Return y

Fig. 4. Game ENC.CYC.Gmk on the right, for k ∈ N. On the right, algorithms for
FF-schemes ff1, ff2 of the proof of Theorem 1.

To prove this, we start with an IND-R-secure symmetric ENC-scheme es and
then build a pair of wPRFs. Assuming wPRFs are 2-agile, this pair is 2-agile as
a special case. We will then prove CYC-security of es based on the 2-agility of
the wPRF pair.

Accordingly, let es = (es.Pg, es.Kg, es.Enc, es.Dec,Enc.MsgR,Enc.CtxtR) be a
symmetric ENC-scheme, and let r(·) be the number of coins used by es.Enc. Let
ff = (ff.Pg,ff.Kg,ff.f,ff.DomR,ff.RngR) be a FF-scheme such that ff.Rng(pars) =
{0, 1}r(k) for all pars ∈ [ff.Pg(1k)] and all k ∈ N. That an FF-scheme with such
range exists follows from the assumption that FF-schemes with bit-output exist,
for we can reduce output size by truncation or increase it by application of a
PRG.

For i = 1, 2 we now define FF-scheme ffi = (ffi.Pg,ffi.Kg,ffi.f,ffi.DomR,
ffi.RngR). The parameter, key-generation and evaluator algorithms are in Fig. 4.
Since es is symmetric, we are assuming wlog that the encryption and decryp-
tion keys are the same, so that output of the j-th execution of es.Kg(epars) in
the code of ffi.Kg((fpars , epars)) has the form (Kj,Kj ,⊥) (j = 1, 2). The FF-
schemes ff1 and ff2 are identical except for how their evaluators compute the
output value y, where the roles of K1 and K2 are reversed. We let ff1.DomR =
ff2.DomR = ff.DomR, and ff1.RngR = ff2.RngR = es.CtxtR. Since ff1,ff2 have
the same parameter and key-generation algorithms, {ff1,ff2} is compatible. The
following says that each of ff1 and ff2, taken individually, is wPR-secure.

Lemma 1. Suppose symmetric ENC-scheme es is IND-R-secure and FF-scheme
ff is wPR-secure. Let ff1,ff2 be constructed from them as described above. Then
ff1 and ff2 are both wPR-secure.
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The proof is in [1]. The next lemma says that if {ff1,ff2} is agile with respect to
wPR, then es is CYC-secure.

Lemma 2. Suppose ff1,ff2 are constructed as described above from symmetric
ENC-scheme es and wPR-secure FF-scheme ff. Suppose {ff1,ff2} is agile with
respect to wPR. Then es is CYC-secure.

Theorem 1 follows from these two lemmas. The proof of Lemma 2 is in [1].

The SXDH assumption. Our counterexample encryption scheme that is
IND-R-secure but not CYC-secure relies on the SXDH assumption [3] which we
now formalize. A group scheme is a PT algorithm GS that on input 1k outputs
(p,G1,G2,GT , e, g1, g2), where p is a k-bit prime, G1,G2,GT are descriptions
of groups of order p, e: G1 × G2 → GT is a non-degenerate bilinear map, and
gi is a generator for Gi, i = 1, 2. We assume that one can recognize and mul-
tiply elements of the groups involved as well evaluate e(·, ·) in time polynomial
in k. The Symmetric External Diffie-Hellman (SXDH) assumption [3] is that
the Decisional Diffie-Hellman problem is hard in both G1 and G2. Formally,
let AdvSXDH

GS,A (k) = 2 Pr[SXDHAGS,k] − 1 where the game is in Fig. 5. The SXDH
problem is said to be hard for GS if AdvSXDH

GS,A (·) is negligible for every PT A.
We also assume that a group scheme comes equipped with a PT “key deriva-
tion function” H that, for i = 1, 2, takes input pars = (p,G1,G2,GT , e, g1, g2)
together with i and Z ∈ Gi, and returns a point H(pars , i, Z) ∈ Zp. The only
requirement we place on H is that for all pars ∈ [GS(1k)] and both i = 1, 2, if
Z is uniformly distributed over Gi, then H(pars , i, Z) is uniformly distributed
over Zp. This requirement can be relaxed to allow a negligible deviation from
uniform.

IND-R-but-not-IND-CYC encryption schemes. The following says that if
SXDH is true then we can build counterexample encryption schemes, both sym-
metric and asymmetric, which are IND-R-secure (and hence IND-CPA-secure)
but are not CYC-secure.

Theorem 2. (SXDH =⇒ NOT IND-is-CYC) Suppose there exists a group
scheme in which the SXDH problem is hard. There there exist symmetric and
asymmetric ENC-schemes which are IND-R-secure but not CYC-secure.

proc Initialize

(p,G1, G2, GT , e, g1, g2)
$← GS(1k) ; x1, x2, y1, y2, z1, z2

$← Zp ; b
$← {0, 1}

If (b = 1) then (X1, Y1, Z1, X2, Y2, Z2) ← (gx1
1 , gy1

1 , gx1y2
1 , gx2

2 , gy2
2 , gx2y2

2 )
Else (X1, Y1, Z1, X2, Y2, Z2) ← (gx1

1 , gy1
1 , gz1

1 , gx2
2 , gy2

2 , gz2
2 )

Return ((p,G1, G2, GT , e, g1, g2), X1, Y1, Z1, X2, Y2, Z2)

proc Finalize(b′)
Return (b′ = b)

Fig. 5. Game SXDHGS,k, for k ∈ N, used to define the hardness of the SXDH problem
in group scheme GS
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Algorithm esj .Pg(1k) // j = 1, 2
(p, G1, G2, GT , e, g1, g2)

$← GS(1k)
pars ← (p,G1, G2, GT , e, g1, g2)
Return pars

Algorithm es1.Kg(pars)
x1, x2

$← Z∗
p

X1 ← gx1
1 ; X2 ← gx2

2

dk ← (x1, x2) ; ek ← (X1, X2)
Return (ek , dk ,⊥)

Algorithm es2.Kg(pars)
x1, x2

$← Z∗
p

X1 ← gx1
1 ; X2 ← gx2

2

dk ← (x1, x2) ; ek ← (X1, X2)
Return (ek , dk , ek)

Algorithm esj .Enc(pars , ek , (m1, m2)) // j = 1, 2
(X1, X2) ← ek ; y1, y2, u1, u2

$← Zp

Y1 ← gy1
1 ; U1 ← gu1

1 ; Z1 ← Xy1
1 ; T1 ← X

u1/m2
1

Y2 ← gy2
2 ; U2 ← gu2

2 ; Z2 ← Xy2
2 ; T2 ← X

u2/m1
2

c1 ← m1 + H(pars , 1, Z1)
c2 ← m2 + H(pars , 2, Z2)
C ← (Y1, U1, T1, Y2, U2, T2, c1, c2)
Return C

Algorithm esj .Dec(pars , dk ,C ) // j = 1, 2
(Y1, U1, T1, Y2, U2, T2, c1, c2, ) ← C
(x1, x2) ← dk
m1 ← c1 − H(pars , 1, Y x1

1 )
m2 ← c2 − H(pars , 2, Y x2

2 )
Return (m1, m2)

Fig. 6. ENC-scheme es1 is symmetric and es2 is asymmetric. For j = 1, 2 the message
space is esj .Msg(pars) = Z∗

p × Z∗
p and the ciphertext space is esj .Ctxts(pars) = G3

1 ×
G3

2 × Z2
p.

To prove this, let GS be a group scheme for which SXDH is hard. For j ∈
{1, 2}, Fig. 6 associates to GS the ENC-scheme esj = (esj .Pg, esj .Kg, esj .Enc,
esj .Dec, esj .MsgR, esj .CtxtR). ENC-scheme es1 is symmetric and ENC-scheme es2
is asymmetric. Notice both schemes can encrypt their own keys. (That is, the
decryption keys are in the message space.) As described the schemes do not
use coins that are bitstrings of some length r(·) depending only on the security
parameter as our definition requires, but they may be easily modified to do
this while retaining the attributes given by the Lemmas below. The following
says that both schemes are IND-R-secure (and hence IND-CPA secure) assuming
SXDH.

Lemma 3. Let es1, es2 be the ENC-schemes associated to group scheme GS via
Fig. 6. Suppose the SXDH problem is hard in GS. Then es1, es2 are IND-R-secure.

The proof is in [1]. Now we show, however, that the schemes are not circular
secure.

Lemma 4. Let es1, es2 be the ENC-schemes associated to group scheme GS via
Fig. 6. Then es1, es2 are not CYC-secure.

Proof. We describe a PT adversaryA such that AdvCYC
esj ,A(k) ≥ 1−2−k+1 for both

j = 1, 2. The adversary ignores its input public key pk and hence works against
both the symmetric and asymmetric versions of the scheme. A(pk ) issues a single
query to Cyc and receives a pair (C1, C2) whose component ciphertexts it parses
as (Y1, U1, T1, Y2, U2, T2, c1, c2) ← C1 and (Ŷ1, Û1, T̂1, Ŷ2, Û2, T̂2, ĉ1, ĉ2) ← C2. A
returns 1 if e(U1, Û2) = e(T1, T̂2) and 0 otherwise. For the analysis, let dk1 =
(x1, x2) and dk2 = (x̂1, x̂2) be the decryption keys chosen in the game. If b = 1,
then
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e(T1, T̂2) = e(Xu1/x̂2
1 , X̂

û2/x1
2 ) = e(Ux1/x̂2

1 , Û
x̂2/x1
2 ) = e(U1, Û2),

so A outputs 1. If b = 0, then the ciphertexts were sampled at random from
G3

1×G3
2×Z2

p, so e(T1, T̂2) and e(U1, U2) are uniformly random and independent
elements of GT , and thus A returns 1 with probability 1/p. �

Theorem 2 follows from these two lemmas.

Non-agility of wPRFs. We can now combine Theorems 1 and 2 to rule out
agility of wPRFs:

Theorem 3. Let a ≥ 2. Suppose there exists a group scheme in which the SXDH
problem is hard and further that wPR-secure FF-schemes with bit-output exist.
Then the set FF.wPR.Sch of all wPR-secure FF-schemes is not a-agile.

An explicit example of a pair {ff1,ff2} of wPR-secure FF-schemes that is not
2-agile can be obtained by combining the proofs of the two theorems. However,
it turns out we can give a simpler example by directly using the techniques
behind the proof of Theorem 2, constructing ff1,ff2 as follows. For j ∈ {1, 2}
let ffj .Pg(1k) return pars = (p,G1,G2,GT , e, g1, g2)

$← GS(1k), let ffj .Kg(pars)
return x

$← Z∗
p, let ffj .Dom(pars) = Zp and ffj .Rng(pars) = G2

j . For an input y ∈
Zp, let ff1.f(pars , x, y) = (gy1 , g

y/x
1 ) and ff2.f(pars , x, y) = (gy2 , g

xy
2 ). Individually,

ff1 and ff2 can be proven to be secure wPRFs under appropriate and relatively
standard assumptions. But if the same key x is simultaneously used for both
function families, an obvious distinguishing attack in the same spirit as the one
above against {es1, es2} gives an adversary high advantage.

One might ask what is the value of Theorem 1 given this direct counterexam-
ple. First, we believe Theorem 1 is interesting in its own right as a connection
between seemingly unrelated primitives. Also, if there are no group schemes in
which SXDH is hard, Theorem 1, which is unconditional, still stands, and could
lead to either positive or negative results depending on the veracity of the un-
derlying conjectures. Notice that if wPRFs are shown agile, our results not only
imply that all IND-R-secure encryption schemes are CYC-secure but also that
there are no group schemes where SXDH is true.

Separating semantic and circular security of PKE. The public-key case
of Theorem 2 resolves the following question posed by Boneh, Halevi, Hamburg
and Ostrovsky [11]: does there exist an IND-CPA-secure public-key encryption
that becomes insecure when a 2-cycle is published? (Our es2, being IND-R-secure,
is of course IND-CPA-secure. Two-cycle security as per [11], was, however, a
weaker requirement than ours, being of an IND-CPA flavor rather than our
IND-R flavor. But it is not hard to show that our es2 fails this cyclicity notion
as well.)

Let us review the status of this question. As noted by Goldwasser and Mi-
cali [14], it is not hard to see that semantic security does not guarantee that it
is safe to encrypt a secret key under its corresponding public key. That is, one can
give a scheme that is semantically-secure but is no longer secure when the adver-
sary is given an encryption of the secret key. A natural question is if it is safe to
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encrypt larger cycles. Backes et al. [5] showed it is not safe for stateful symmetric
encryption, but an adversary could only break circular-security when given access
to encryptions of each key under its initial state. Boneh et al. [11] gave a simple
public-key scheme that was one-way secure during a chosen-plaintext attack but
not one-way after a circular encryption was published. Neither of the techniques
in these works seemed to generalize to resolve the question for semantic-versus-
circular security of public-key encryption, which was particularly relevant given
recent effort towards constructing circular-secure public-key schemes.

5 Positive Results

The above may make us pessimistic about achieving agility but there is good
news as well. First, certain primitives are agile. Second, there are steps we can
take to get strong agility in practice for primitives like AE. The idea is to not
use the key directly with AE but instead use a subkey derived based on the
description of the AE scheme. The latter brings out the key role of PRFs and
wPRFs in agility. Let us expand on these items.

Agile primitives. Collision-resistant hash functions, formalized as keyed fami-
lies, are agile. IND-CPA secure public-key encryption schemes are agile. (But not
IND-CCA-secure public-key encryption schemes, and not IND-CPA symmetric
encryption schemes!) In both cases the reason is simple, namely that one only
needs access to public information (the hashing key or public encryption key) to
simulate an adversary.

PRF-based agility for AE. The existence and continued appearence of new
AE schemes makes the agility of AE important. We have seen that we can’t get
agility for all AE schemes. Arguably, in practice, however, it may be enough to
get it for a subset of them, such as CCM, OCB, CWC, GCM, EAX. However, the
designs are sufficiently related that we suspect even this small set is in fact not
agile! (That is, using the same key for all of them at the same time is insecure.)

We now show how to circumvent these difficulties and achieve AE agility, not
only for the above schemes, but for all AE schemes, by using the schemes not
directly but inside a construction. The requirement is a PRF that is either fixed
or itself drawn from a small, agile space. This requirement is not too onerous
because there are more proposals and choices for higher level primitives like AE
than for the blockciphers that instantiate PRFs in practice. (Typically, one just
uses AES.)

For our construction and analysis that follows now, we introduce some no-
tation to ensure that the components we are using “fit together.” Let �(·)
be a polynomial. Let FF.PR.Sch[�] be the set of all ff ∈ FF.PR.Sch such that
ff.Dom(pars) = {0, 1}∗ and ff.Rng(pars) = {0, 1}�(k) for all pars ∈ [FF.Pg(1k)]
and all k ∈ N. Let ENC.AuE.Sch[�] be the set of all es ∈ ENC.AuE.Sch such that
es.Kg(pars) induces a uniform distribution on {0, 1}�(k) for all pars ∈ [es.Pg(1k)]
and all k ∈ N. We let 〈es〉 ∈ {0, 1}∗ be some unique string-encoding of the
description of es in the sense that no two schemes in ENC.AuE.Sch have the
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Algorithm esff .Pg(1k)
fpars

$← ff.Pg(1k) ; epars
$← es.Pg(1k)

Return (fpars , epars)

Algorithm esff .Kg((fpars, epars))
K

$← ff.Kg(fpars)
Return (K, K,⊥)

Algorithm esff .Enc((fpars , epars), K, M)
Kes ← ff.f(fpars , K, 〈es〉)
C

$← es.Enc(epars , Kes, M)
Return C

Algorithm esff .Dec((fpars , epars), K, C )
Kes ← ff.f(fpars , K, 〈es〉)
M ← es.Dec(epars , Kes,C )
Return M

Fig. 7. The symmetric ENC-scheme scheme esff associated to symmetric ENC-scheme
es and FF-scheme ff

same encoding. Such an encoding always exists since schemes are finite tuples of
algorithms and thus have finite descriptions.

Theorem 4. Let �(·) be a polynomial. Let Γ ⊂ FF.PR.Sch[�] be a compatible,
finite set that is agile with respect to PR. Then, for every a ∈ N, the set { esff :
es ∈ ENC.AuE.Sch[�], ff ∈ Γ } is a-agile with respect to AuE.

In particular, for ff ∈ FF.PR.Sch[�] and every a ∈ N, the set { esff : es ∈
ENC.AuE.Sch[�] } is a-agile with respect to ENC.AuE. The proof of Theorem 4 is
in [1].

wPRF-based agility for AE. We would like to use wPRFs in place of PRFs
because wPRF is a weaker assumption on a blockcipher than a PRF and, as a
result, a set of blockciphers is more likely to be agile with respect to wPRF than
to PRF. (We cannot of course hope for agility with respect to all wPRFs since
that class is not agile. But we’d like to get it for as large a subset of the class
as possible.) We show this is possible. This explains our interest in wPRFs and
their importance in the agility domain.

The obvious modification to the above construction when ff is a wPRF rather
than a PRF is for esff((fpars , epars),K,M) to pick a random R, let Kes ←
ff.f(fpars ,K,R), let C $← es.Enc(epars ,Kes,M), and return (C,R) as the cipher-
text, R being included to allow decryption. However it is easy to see that this is
not secure. Even ignoring agility, esff fails to be a secure AE scheme in general.
Instead, we consider the constructions of PRFs from wPRFs due to Naor and
Reingold [24], Maurer and Sjödin [21] and Maurer and Tessaro [22]. Some of
the constructed PRFs make only blackbox appeal to a fixed number of wPRFs
on independent keys. These types of constructions are agility-preserving in the
sense that the set of constructed PRFs obtained by using wPRFs from a set Γ
is agile with respect to PR if Γ was agile with respect to wPR. Now, we can use
our construction above.
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1 Introduction

An encryption scheme is key-dependent message (KDM) secure if it is secure
even against an attacker who has access to encryptions of messages that depend
on the secret key. This strong notion of security, introduced by Black et al.
[6], tries to capture scenarios where there could be correlations between the
secret key and the encrypted messages. At a first glance, it may seem that such
correlations only arise from bugs or errors on part of the protocol designer, and
hence achieving such a strong security is not of much importance. It turns out,
however, that such attacks naturally occur when considering complex systems.
For example, in some popular disk encryption utilities, the disk encryption key
can end up being stored in the page file, and thus is encrypted along with the disk
content [7]. In addition, Camenisch and Lysyanskaya [9] showed that schemes
with a certain restricted form of KDM security known as “circular security”
are useful for constructing Anonymous Credential Systems. Finally, and perhaps
most importantly, KDM security naturally arises as the right notion when one
wishes to securely instantiate symbolic protocols with an axiomatic proof of
formal security (see Section 6).

For a while, building a KDM-secure encryption scheme in the standard model,
under any well studied hardness assumption, seemed too hard a nut to crack.
The only scheme that was shown to resist any kind of KDM attacks was given
by Black et al. [6] in the random-oracle model. Yet, in recent years KDM-secure
encryption schemes were given for some non-trivial families of functions. This
line of work started with the works of Halevi and Krawczyk [18] and Hofheinz
and Unruh [19], who gave private-key encryption schemes secure against signifi-
cantly restricted classes of KDM queries. Concretely, [18] prove security against
arbitrary but fixed KDM queries that are known in advance, and against KDM
queries that do not depend on certain “protected” parts of the key. The construc-
tions from [19] obtain statistical KDM security in the presence of sufficiently
few (arbitrary) KDM queries, as well as a stateful KDM-secure scheme in which
KDM queries may only depend on the current state (but not on previous states).

A major step was taken by Boneh, Halevi, Hamburg, and Ostrovsky [7] who
presented, under the decisional Diffie-Hellman (DDH) assumption, a public-key
encryption scheme that is N(k)-circular secure for every polynomial N , and in
fact is secure against the more general family of attacks allowing the adversary
access to encryptions of arbitrary affine functions of the vector of N(k) secret
keys. Applebaum, Cash, Peikert, and Sahai [3] presented more efficient schemes
that are secure against a similar family of key-dependent attacks, whose security
is based on different assumptions: the learning parity with noise (LPN) assump-
tion in the secret-key case and the learning with errors (LWE) assumption in
the public-key case. In a recent independent work, Brakerski, Goldwasser, and
Kalai [8] presented a transformation from a KDM secure scheme satisfying a
certain property (in particular satisfied by the DDH and LWE based schemes
of [7, 3]) into a scheme that is KDM secure with respect to a larger class of
functions. While their transformation cannot be used to achieve security against
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all circuits of size p(n), it has the benefit of depending only on the number of
functions in the class, and being independent of their circuit size or number
of keys. In particular they achieve KDM security with respect to the class of
constant degree polynomials and any polynomial number of keys.

Despite the above progress, the families of functions for which KDM security
was achieved prior to our work (in the standard model, under standard assump-
tions) was still quite restricted. In particular, these families were not sufficiently
rich for several of the applications of KDM security in the context of complex sys-
tems and formal protocols. A partial explanation for this rather limited success
was recently given by Haitner and Holenstein [17], who showed the impossibility
of obtaining KDM security based on standard assumptions and using standard
techniques. (In Section 1.2, we will describe their results in more detail, since we
will later extend them to our case of bounded KDM security.)

1.1 Our Results

Our main result is the following:

Theorem 1 (Informal). Under the DDH or LWE assumption, for any given
polynomials L = L(k) and N = N(k), there exists a public-key encryption
scheme that is KDM-secure with respect to the class of circuits of size L(k),
and for N(k) independent keys, where k denotes the size of the keys.

We call such a scheme a bounded KDM-secure encryption scheme. (This is in
contrast with a fully- or unbounded -KDM scheme, where the circuit size and the
number of keys can be an arbitrarily large polynomial in the security param-
eter, independent of the scheme’s complexity.) We argue that this is the first
encryption scheme (under standard cryptographic assumptions) that handles a
rich enough function class to capture most “real life” KDM attacks.

The original motivation for KDM security was to securely instantiate symbolic
cryptographic protocols that have a formal proof of security in some axiomatic
system. As further evidence for the usefulness of bounded KDM security, we
show that our notion is strong enough for this application:

Theorem 2 (Informal). Let P be a symbolic protocol with operations such
as public-key encryption and digital signatures. Then, instantiating P with a
bounded KDM-secure1 encryption scheme provides a computationally sound im-
plementation.

This yields the first soundness result without restrictions (such as assuming
protocols without key-cyclic expressions) in the standard model.

Finally, we show that the above positive results are tight, by extending an
impossibility result of Haitner and Holenstein [17] in the following sense:

1 Actually, the precise notion we use is length-dependent KDM security (see Defini-
tion 5). This is a slight strengthening of bounded KDM security, and our scheme
satisfies this stronger notion as well.
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Theorem 3 (Informal). An encryption scheme cannot be proven to be KDM-
secure against a family of functions that contains exponentially hard pseudoran-
dom functions, if the proof of security only accesses the query function and the
adversary attacking the scheme in a black-box manner (i.e., as oracles).

Remarks. We note the following points about our result:

1. Efficiency. Our scheme, although polynomial time, is not practically efficient
as it uses the garbled circuit construction and its ciphertext length is at least
L, where L is a bound on the circuit size of the KDM function. There are
more efficient candidate KDM-secure cryptosystems if one is willing to settle
for non-standard assumptions or the random oracle model.

2. Full KDM security. Although we only prove our scheme to be bounded KDM
secure, it is of course possible that it is KDM secure with respect to any effi-
cient KDM function. In fact, there seems to be an interesting obstacle to any
KDM attack on our scheme. Suppose that we instantiate the scheme to be se-
cure with respect to KDM functions of size k3. Now suppose that there is a
successful KDM attack against it, and for simplicity assume the attack con-
sists of getting one encryption of h(sk) where h is some efficiently computable
function. Then the success of this attack implies that either DDH is false (as-
suming we instantiate our scheme from the DDH assumption), or that h has
no circuit of size k3. Hence, a proof that this construction is insecure against a
polynomial-time KDM attacker will provably demonstrate than either DDH
is false, or that P �⊆ Size(k2) (we lose a factor of k because h has a k-bit out-
put). The latter is a widely believed fact, but its proof would be considered
a major breakthrough in complexity theory. (Also, it is not at all clear how
to derive such a conclusion directly from the DDH assumption— typically in
cryptography we need to use subexponential hardness assumptions to get such
a condition.) More generally, a successful attack is some way to certify that
h is hard— even though it is easy in time k3 to generate a random function
outside of Size(k2), it is not at all clear how to generate such a function along
with a publicly verifiable certificate of hardness.

3. Black-box-ness. Our scheme makes a non-black-box use of the KDM function
h, where Theorem 3 shows that this use is inherent.

Applications to formal security. A central motivation for the study of KDM
security lies in the connection between formal and computational cryptography.
In formal cryptography (starting with [12, 13, 23]), cryptographic operations like
encryption or digital signatures are abstracted as symbolic operators that (only)
adhere to natural rules. Given such rules, a simple calculus enables machine-
assisted security analysis.

It was proven by Adão et al. [2] that fully KDM-secure encryption schemes
imply computational soundness for arbitrary symbolic protocols. We reconsider
their proof and show (Theorem 9) that bounded KDM security of the type that
we achieve suffices. Hence, our combined results give the first encryption scheme
(under standard cryptographic assumptions) whose security implication can be
verified using formal security methods.



Bounded Key-Dependent Message Security 427

We stress that the clique security achieved by [7, 3] only enables to apply
these formal methods to a very limited class of applications. For more details
see Section 6.

1.2 Our Techniques

We now give an informal overview of the proof of Theorem 1. The following
exposition focuses on a scheme that is secure against a single-key KDM attack.
That is, there is only one public/private key pair (pk , sk) of length k, and the
attacker can obtain encryptions of messages of the form h(sk) for an arbitrary
function h of circuit complexity at most L(k). (Here L = L(k) is an arbitrary
fixed polynomial which affects the complexity of the encryption and decryption,
but not the complexity of key generation.) The multiple-key case raises some
additional subtleties that we ignore for the moment.

Recall that a homomorphic public-key encryption scheme is a public-key en-
cryption scheme (Gen,Enc,Dec) that also has an additional algorithm Eval for
evaluating functions on an encrypted message. Concretely, Eval takes the public
key pk , an encryption of a message M , and a description of a function h from
some family H, and outputs a string from which h(M) can be efficiently de-
crypted using the secret key sk . Our starting point is the following observation:
a sufficiently strong homomorphic encryption is in fact also KDM-secure (with
respect to the same class of functions H), where “sufficiently strong” means that
the scheme satisfies the following additional properties:

1. Self-referential (i.e., 1-circular) security: Encpk (sk) is indistinguishable from
Encpk (0k).

2. Strong function privacy: For every h ∈ H and plaintext M ,
Evalpk (h,Encpk (M)) is indistinguishable from Encpk (h(M)), even against a
distinguisher that knows the secret key.

The basic idea for proving the KDM-security of such a scheme is that a dis-
tinguisher between Encpk (h(sk )) and Encpk (h(0k)) can be used to distinguish
between Encpk (sk) and Encpk (0k) by simply running Eval with the function h
(and thus the “KDM queries” are useless). When turning this idea into a proof
one sees that it is crucial that function privacy hold even with respect to a
distinguisher that knows the secret key.

This observation already implies that Gentry’s recent breakthrough fully ho-
momorphic encryption scheme [15] is fully KDM-secure, assuming that it is
circular-secure (an assumption which is anyway necessary in Gentry’s case to
get a truly fully homomorphic encryption, where the public key does not grow
with the depth of the circuit).2 Since all natural candidates for public-key en-
cryption schemes are not known to be 1-circular insecure, we find this observa-
tion interesting, as the assumption of circular security seems cleaner and more
conservative than assuming full KDM security. (In particular, it is more easily
“falsifiable” in the sense of Naor [25].)
2 As Gentry notes, if one assumes his scheme is circular-secure then it also enjoys

strong statistical function privacy.
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In fact, it turns out that it suffices to have only weak function privacy, requir-
ing that Evalpk (h,Encpk (M)) be indistinguishable from Evalpk (h′,Encpk (M)) for
h, h′,M such that h(M) = h′(M) (again indistinguishability is with respect to
attackers who know the secret key).3 See Theorem 5 for the details.

The latter observation suggests an approach to get KDM security for circuits
of size L under standard assumptions. Consider any two-message protocol for
evaluating a universal function with security against semi-honest parties. Such
a protocol takes an input M from a receiver and a circuit h from a sender, and
delivers the output h(M) to the receiver. Given any such protocol and a stan-
dard public-key encryption (PKE), one can construct a homomorphic scheme
with weak function privacy as follows. The public key is the public key pk of
the PKE. The encryption of M under pk is a triple (C, pk ′, C′) where C is an
encryption of M under pk , pk ′ is the receiver’s first message in the protocol on
input M , and C′ is an encryption under pk of the secret randomness sk ′ used
to generate pk ′ (which is needed to recover the output of the protocol). The
algorithm Eval((C, pk ′, C′), h) returns the sender’s response to pk ′ on input h
along with C′. Given sk , the output of Eval can be used to decrypt h(M) by first
recovering sk ′ and then computing the receiver’s output in the protocol.

The advantage of this approach is that it can be instantiated under standard
assumptions by using Yao’s protocol [28]. More concretely, a secure two-message
protocol for the universal function can be obtained by combining Yao’s garbled
circuit construction and any two-message oblivious transfer (OT) [27, 14] pro-
tocol.4 Unlike the alternative of using fully homomorphic encryption, however,
this protocol has the caveat that the communication must grow with the size of
h, and hence (weak) function privacy can only hold with respect to the class H
of all circuits with some a-priori size bound L.

A more subtle problem is that of making the homomorphic scheme constructed
in the above way circular-secure. Indeed, encrypting the secret key of the homo-
morphic scheme with its own public key results in a circular dependency between
the underlying PKE and the two-message protocol: the secret key sk of the PKE
is encrypted using the “public key” pk ′ of the protocol, whereas the “secret key”
sk ′ of the protocol is encrypted using the public key pk of the PKE. Even if the
PKE is circular-secure, it is not clear that this property will be respected by the
above construction.

Our way to handle this difficulty is by introducing a new notion that we call
“targeted encryption”, which is aimed towards resolving the above dependency

3 This is indeed a weaker notion since if y = h(M) = h′(M) then one can see that
strong function privacy implies that Eval(h, Enc(M)) ≈ Enc(y) ≈ Eval(h′, Enc(M)).
Intuitively, weak function privacy allows Eval to map ciphertexts from one domain
to a different domain, while this is ruled out by strong function privacy.

4 Two-message OT is a protocol comprised of one message from the receiver and one
message from the sender, where the receiver has an input selection bit s and the
sender has a pair of input strings X0, X1. In the end of the protocol the receiver only
learns Xs and the sender learns nothing about s. Here we need k parallel instances
of OT, where the receiver has a k-bit input selection vector s and the sender has k
pairs of strings.
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when applied to a two-message protocol based on Yao’s technique. Targeted
encryption can be viewed as a circular-secure extension of both public-key en-
cryption and two-message OT. Loosely speaking, one can think of this as an
OT protocol where the receiver has no secret information apart from the input
selection vector s. This may look strange at first, and indeed it can be shown to
be inherently at odds with the standard notion of OT, which requires that the
sender learn nothing about s. But it turns out that one can obtain a meaningful
relaxation of the above notion that is strong enough for our purposes. We then
show that both the schemes of Boneh et al. [7] and Applebaum et al. [3] can
be used to construct targeted encryption. The key property we use is that both
schemes enjoy KDM security against affine functions, and in fact this is proven
by giving a public algorithm to compute an encryption of any affine function of
the secret key. We show that such an algorithm implies targeted encryption.

As mentioned above, multiple-key security adds some additional difficulties. In
particular, targeted encryption on its own does not seem sufficient for multiple
key security, and to handle this case we need to appeal to the multiple-key
circular security of the underlying schemes.

To show our negative result (Theorem 3), we employ the techniques of Haitner
and Holenstein [17]. Concretely, they showed that an encryption scheme cannot
be proved to be KDM-secure against the family of all functions, if the proof of
security only accesses the query function and the adversary attacking the scheme
in a black-box manner (i.e., as oracles).5 Here we extend this result to every
family of functions that contains exponentially hard pseudorandom functions.
There was no prior scheme that was shown (under a standard assumption) to be
secure with respect to such a family, although many of the applications of KDM
security require that the KDM function can be a cryptographic primitive such
as a signature, a hash function, etc.

2 Preliminaries

Notation. For n ∈ �, let [n] := {1, . . . , n}. Throughout the paper, k ∈ �
denotes the security parameter. For a finite set X , we denote by x← X the pro-
cess of sampling x uniformly from X . For a probabilistic algorithm A, we denote
by y ← A(x) the process of running A on input x and with uniform randomness,
and assigning y the result. If A runs in time polynomial in the security parameter
k, then A is a ppt machine. (We always assume that k can be efficiently com-
puted from the input to the algorithm even if it not explicitly given.) A function
f : � → [0, 1] is negligible iff ∀c ∈ � ∃k0 ∈ � ∀k > k0 : |f(k)| < k−c. We say
f is overwhelming iff 1 − f is negligible. Two collections X = (Xk)k∈� and
Y = (Yk)k∈� of random variables are computationally indistinguishable, written

5 They also showed that it is impossible to prove (in a black-box way) that a trapdoor-
permutation based scheme is KDM-secure against a family of t-wise independent
hash functions, for t that is longer than the ciphertext size (here a non-black-box
access to the query function is allowed).
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X
c≈ Y , iff for every nonuniform polynomial-time distinguisher D, we have that

Pr
[
D(1k, Xk) = 1

]−Pr
[
D(1k, Yk) = 1

]
is negligible. We use ◦ for concatenation.

Encryption schemes. A public-key encryption (PKE) scheme with message
space M = Mk and secret key space K = Kk, consists of three algorithms
(Gen,Enc,Dec) — Key generation Gen(1k) outputs a public key pk and a se-
cret key sk ∈ Kk. Encryption Encpk (M) takes a public key pk and a message
M ∈ Mk, and outputs a ciphertext C . Decryption Decsk (C ) takes a secret key
sk and a ciphertext C , and outputs a message M . For correctness, we require
Decsk (C ) = M for all M ∈ Mk, all (pk , sk) in the range of Gen(1k), and all C
in the range of Encpk (M). For simplicity, we will assume from now on that both
the key space and the message space are {0, 1}k. Our definitions and results,
however, can be easily adapted to the case of messages of arbitrary length.

2.1 Garbled Circuits

An essential building block of our KDM secure encryption scheme is Yao’s gar-
bled circuit construction, attributed to [28]. Informally, the variant of this con-
struction on which we rely transforms any circuit h with k input bits along with
k pairs of random keys (K1,0,K1,1), . . . , (Kk,0,Kk,1) into a “garbled circuit” GC
such that the following properties hold:

– For any input x ∈ {0, 1}k and any choice of 2k keys, the output h(x) can
be efficiently decoded (without knowing h) from GC and the k keys Ki,xi

corresponding to x.
– GC together with the k keys corresponding to x computationally hide all

information about h other than the size of h and h(x).
– GC alone computationally hides all information about h other than its size,

where the last two properties hold with respect to a random choice of the keys and
a random execution of the transformation. The existence of a construction satisfy-
ing the above requirements is formally captured by the following theorem. See the
full version of this paper [5] for a derivation of this theorem from the literature.

Theorem 4 (Garbled circuits). Suppose that one-way functions exist. Then
there is a pair of polynomial-time randomized algorithms (Garble,GCEval) that
for security/input parameter k, output parameter m, and circuit size parameter
s satisfy the following:

Syntax. Garble takes a 2k key tuple K = {Ki,b}i∈[k],b∈{0,1}, where Ki,b ∈
{0, 1}k, and a size s circuit describing a function h : {0, 1}k → {0, 1}m,
and outputs a “garbled circuit” GC . GCEval takes an input x ∈ {0, 1}k, a k
key tuple, and a garbled circuit GC and outputs y ∈ {0, 1}m.

Correctness. We require that if GC = Garble(K,h) then GCEval(Kx,GC ) =
h(x), where we define Kx = {(xi,Ki,xi)}i∈[k]. 6

6 For ease of notation we assume that the input x is included in the description of
Kx. This is needed to guarantee correctness even when a pair of keys happen to be
identical. Alternatively, we could avoid giving x as input to GCEval by either settling
for statistical correctness or allowing the keys to be correlated.
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Security against receiver. For every polynomials s(k),m(k), every x ∈
{0, 1}k and every h, h′ : {0, 1}k → {0, 1}m(k) of size s(k) such that h(x) =
h′(x), if K is chosen at random then

Kx ◦ Garble(K,h)
c≈ Kx ◦ Garble(K,h′)

Security against outsiders. For every polynomials s(k),m(k) and every
h, h′ : {0, 1}k → {0, 1}m(k) of size s(k), if K is chosen at random then

Garble(K,h)
c≈ Garble(K,h′)

2.2 Key-Dependent Message Security

Loosely speaking, the notion of key-dependent message (KDM) security gives an
adversary access to encryptions of messages of the form h(sk ), where h : K →
M is a function that the adversary can choose from some family. The formal
definition below is taken from Black et al. [6] and allows the function to depend
on some N = N(k) secret keys. While handling multiple keys is important for
the application to formal cryptography (see Section 6), much of the technical
challenge is already manifested in the case N = 1, and so the reader may wish
to focus on this case initially.

Definition 1 (KDM security). Let PKE = (Gen,Enc,Dec) be a public-key
encryption scheme with message space M and secret key space K. Let pk :=
(pk1, . . . , pkN ) and sk := (sk1, . . . , skN ) be public, resp., secret key vectors, where
N = N(k) > 0 is a positive-valued function. Let A be a ppt machine. Let

– Realpk ,sk be the oracle that on input a function h : KN →M (encoded as a
circuit) and μ ∈ [N ] returns C ← Enc(pkμ, h(sk)), and

– Fakepk be the oracle that on input h, μ as above returns C ← Enc(pkμ, 0k).

The KDM advantage of A is

AdvKDM
PKE,A(k) := Pr

[
ARealpk,sk (·,·)(pk ) = 1

]
− Pr
[
AFakepk (·,·)(pk ) = 1

]
where (pk i, sk i) ← Gen(1k) for i ∈ [N ] in both probabilities. We say that PKE is
KDM secure with respect to a function classH iff for every polynomialN and every
ppt A that only queries its oracle with functions h ∈ H, the advantage function
AdvKDM

PKE,A is negligible in the security parameter. PKE is fully KDM secure iff PKE
is KDM secure with respect to the class H that consists of all functions.

Examples of KDM function classes. The following examples of KDM func-
tion classes will be important for us.

Clique/circular security. Let SN consist of all functions hi : ({0, 1}k)N →
{0, 1}k for i ∈ [N ], where hi(sk1, . . . , skN ) = sk i. Thus, KDM security
with respect to SN allows the adversary to obtain encryptions Encpki

(sk j)
for every i, j ∈ [N ]. This was called “clique security” by Boneh et al.
[7] who gave a scheme that is KDM secure with respect to SN for ev-
ery N that is polynomial in the security parameter. (See Applebaum
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et al. [3] for another construction.) Security with respect to SN implies
“N -circular security”. This notion, defined by [9] states that for indepen-
dently generated N key pairs (pk1, sk1), . . . , (pkN , skN ), the vector of N
encryptions Encpk1

(sk2),Encpk2
(sk3), . . . ,EncpkN

(sk1) is indistinguishable
from Encpk1

(0k), . . . ,EncpkN
(0k).

Bounded security. Let CN,L consist of all functions h : ({0, 1}k)N → {0, 1}k
that can be described with circuits of size at most L. We say that a scheme is
(N,L) bounded KDM secure, if it is KDM secure with respect to CN(k),L(k),
where k denotes both the security parameter and the secret key size.7

Full (unbounded) security. Full KDM security is equivalent to requiring that
a scheme is KDM secure with respect to CN,L for every polynomials, in the
security parameter, N and L. Note that this definition seems like the best
one should look for, since a ppt adversary cannot generate circuits (i.e.,
queries) of superpolynomial size.

Finally, we say that a scheme has single-key KDM security, if in the KDM attack
above the number of keys N is restricted to being 1. This notion makes sense
with respect to bounded/unbounded security, where in the case of or clique or
circular security it is equivalent to “self reference security” — the adversary has
access to Encpk (sk).

2.3 KDM Security from Homomorphic Encryption

In this section we observe that one can get KDM security from a certain kind of
homomorphic encryption schemes.

Definition 2 (Homomorphic encryption). Let H = {Hk} be a sequence
of sets of Boolean circuits. A tuple of algorithms ξ = (Gen,Enc,Dec,Eval) is a
homomorphic encryption scheme with respect to H, if (Gen,Enc,Dec) is a public
key encryption scheme, and in addition for every (pk , sk) ← Gen(1k), h ∈ Hk

and message M ∈ M
Decsk
(
Evalpk (h,Encpk(M))

)
= h(M)

We say that ξ satisfies strong (statistical) function-privacy if for every h ∈ Hk,
pk in the range of Gen(1k) and M ∈M, Evalpk (h,Encpk(M))

s≈ Encpk (h(M)).
We say that ξ satisfies weak (statistical) function-privacy if for every h, h′ ∈

Hk, pk in the range of Gen(1k) and M ∈ M, if h(M) = h′(M) then
Evalpk (h,Encpk(M))

s≈ Evalpk (h′,Encpk(M)).8

7 Requiring the secret key to be at most k prevents trivialities such as making the key
so big that L(k)-sized circuits don’t have time to read it. In fact, our scheme will
satisfy a slightly stronger notion which is that the key generation algorithm will be
completely independent of N and L, see Definition 5.

8 One can naturally define computational versions of weak and strong function privacy,
in which case one needs to allow the distinguisher to get the secret key as part of
the input, and in some applications also the randomness used to generate this secret
key.
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We say that a scheme is fully homomorphic if (1) for every polynomial s = s(k)
it is homomorphic with respect to the family H = {Hk}, where Hk is the set of
all Boolean circuits of size at most s(k), and (2) the running time (and hence
also output size) of both the encryption and decryption algorithm is a fixed poly-
nomial in the security parameter k. It was a longstanding open problem to come
up with even a plausible candidate for such a scheme, until this was achieved
this year by Gentry [15], who gave such a candidate based on ideal lattices.9
If a scheme satisfies only (1) (but not necessarily (2)) then we say that it is
size-dependent homomorphic encryption. There is a trivial construction of a size
dependent homomorphic encryption: just have Eval concatenate the circuit to
the ciphertext. Using Yao’s garbled circuit construction and two-message OT one
can get a size-dependent homomorphic encryption with weak function privacy.
In contrast, strong function privacy for this class H implies condition (2).

As mentioned in Section 1.2, we observe that a homomorphic encryption
scheme with respect to a class H that is strongly function-private and is cir-
cular secure, is also KDM secure with respect to the same class. This already
implies that Gentry’s scheme is fully KDM secure under certain assumptions that
do not refer to full KDM security (i.e., hardness of a certain bounded-distance
decoding problem on ideal lattices, a sparse subset sum problem, and assuming
the scheme is circular secure). Moreover, for this application we can relax the
condition to weak function-privacy:

Theorem 5. Suppose that there is a homomorphic encryption scheme with re-
spect to a class H that is weakly function private and 1-circular secure. Then
there is a single-key KDM-secure scheme with respect to the same class H.

Proof Sketch . Let (Gen,Enc,Dec,Eval) be the homomorphic encryption scheme.
Our encryption scheme (Gen′,Enc′,Dec′) will be as follows:

Key Generation. Gen′(1k) runs (pk , sk) ← Gen(1k) and outputs the same
secret key sk and as public key the concatenation of pk and C = Encpk (sk).

Encryption. Enc′pk,C(M) outputs Evalpk (constM , C), where constM is the con-
stant function that always outputs M .

Decryption. We have Dec′ = Dec.

Correctness follows easily from the homomorphic property. For security, consider
a KDM attacker, that queries an oracle with h and gets back Enc′pk ,C(h(sk )) =
Evalpk (consth(sk), C). We proceed by a hybrid argument. Suppose that the oracle
was changed so that it returned Evalpk (h,C). Since C is an encryption of sk , and
obviously consth(sk)(sk ) = h(sk), and the scheme satisfies weak function-privacy
this will not change the attacker’s output distribution (Since we need the secret
key to compute consth(sk), we will need here to use the fact that weak function-
privacy holds even with respect to distinguishers that know the secret key).
9 The fully homomorphic version of Gentry’s scheme requires three assumptions: hard-

ness of a certain bounded-distance decoding problem on ideal lattices, hardness of
a sparse version of subset sum, and circular security of his basic ideal-lattice based
scheme.
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The new oracle, however, can be simulated by the attacker on its own (since it
does not use the secret key at all, but only h and C). Hence, we complete the
proof by appealing to the circular security of the encryption, to argue that C
might as well be an encryption of “junk”.

As a corollary, assuming the circular security of a version of Paillier’s cryptosys-
tem [26, 11], the homomorphic PKE construction from [20] yields a KDM-secure
encryption scheme with respect to the class of branching programs of a bounded
(polynomial) length, but unbounded (polynomial) size. In other words, the length
of the ciphertexts should only depend on the length of branching programs com-
puting the KDM function but not on their size. Compared to the alternative
based on the circular-secure version of Gentry’s scheme, the conclusion is much
weaker but the assumption is different (and seemingly more conservative).

3 Targeted Encryption

The main tool we use to realize our KDM secure scheme is a new notion we call
targeted encryption. This is a variant of a public key encryption scheme that has
the following curious property: the encryption algorithm gets, apart from the
message x, two additional inputs: an index i ∈ [k] (where k is the bit length of
the secret key), and a bit b. The decryption algorithm successfully retrieves x if
the ith bit of the secret key is b, but otherwise gets no information about x.10

Definition 3 (Targeted encryption). An targeted encryption scheme TES
consists of a tuple of algorithms (TGen,TEnc,TDec) such that on security pa-
rameter k, TGen outputs a pair (pk , sk) with sk = (sk1, . . . , skk) ∈ {0, 1}k and:

Targeted decryption. For every message x ∈ {0, 1}n and index i ∈ [k],

TDecsk (TEncpk ,i,ski(x)) = x .

I.e., it is possible for a sender, given (i, b), to encrypt a message x such
that the following hold: if the ith bit of the secret key is b, then the receiver
decrypts this message successfully.

(Statistical) security against receiver. For every x, x′ ∈ {0, 1}n and index
i ∈ [k],

TEncpk ,i,1−ski(x)
s≈ TEncpk ,i,1−ski(x

′) .

I.e., if the ith bit of the secret key is not b, then the receiver gets no infor-
mation about the message x.11

10 We do not actually require a targeted encryption to also have a standard (“un-
targeted”) encryption algorithm, that always succeeds although this can easily be
achieved by, say, concatenating two encryptions using parameters i, 0 and i, 1. Later,
to achieve multiple-key security, we will need to assume such an algorithm with par-
ticular properties, see Section 5.

11 For our purposes we can relax this notion to computational indistinguishability with
respect to distinguishers that get the secret key as additional input.
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Security against outsiders. For every x, x′ ∈ {0, 1}n, index i ∈ [k], and b ∈
{0, 1},

pk ◦ Encpk ,i,b(x)
c≈ pk ◦ Encpk ,i,b(x′) .

I.e., outsiders, who do not know the secret key, get no information about the
encryption, even if the ith bit of sk does equal b.

The next theorem states that targeted encryption scheme can be obtained from
either the DDH or the LWE assumptions.

Theorem 6. Suppose that (1) the DDH Assumption holds, or (2) the LWE
assumption holds (with certain parameters),12 then there exists a targeted en-
cryption scheme.

Theorem 6 is proven by showing that targeted encryption is implied by both
the work of Boneh et al. [7] and the work of Applebaum et al. [3] (see the full
version [5] of this paperfor the formal proof). The idea of the proof is as follows.
Both works give schemes that are KDM secure with respect to affine functions
over �kq for some number q, where k being the secret key size. Their proofs,13
however, actually give the following stronger homomorphic property: there exists
an algorithm Eval that gets the public key and an affine function h : �kq →
�
k
q , and outputs an encryption of h(sk) that is statistically indistinguishable

from Encpk (h(sk)). Note that this is a property that indeed immediately implies
KDM security for affine functions. We will use this property to get the following
targeted encryption scheme: to encrypt a message x ∈ {0, 1}n so that it can only
be decrypted if the ith bit of the key is b, we view x as an element inside �q
(using some natural embedding for large enough q, where if n is too large, we
encrypt x in chunks) and choose a random r ∈ �q and use the encryption of
scheme to encrypt r · (sk i − b) + x. Note that this is an affine function of sk ,14
and its value is independent of x if sk i �= b, but is equal to x otherwise. Some
complications arise from the fact that in [7] the group is actually given “in the
exponent”, where in [3] the key is not a bit string, but rather a vector in �kq .
Nevertheless, these issues can be easily handled in both cases.

Discussion — Targeted encryption and oblivious transfer. Recall that
in a (one out of two) oblivious transfer (OT) protocol, a sender holds a pair of
values (x0, x1), and a receiver has a bit b. At the end of the protocol, the receiver
learns xb and learns nothing about x1−b, while the sender learns nothing about
b. A two-message OT protocol is one that consists of only two messages — the
first from the receiver and the second from the sender. It is easy to see that
any two-message OT implies a public-key cryptosystem (with the first message

12 The exact group for DDH and parameters for LWE are inherited from the assump-
tions [7, 3]; one important note is that we need to assume LWE for a prime modulus
that is polynomial in the security parameter.

13 In [7]’s case, the above is true for what they call their “expanded” scheme.
14 Indeed this is the function h(sk) = 〈r, sk〉 + x′, where ri = r, rj = 0 for j �= i, and

x′ = x − b · r.
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being the public key); in addition, almost all popular candidates for public-key
cryptosystems imply two-message OT protocols.

A targeted encryption scheme can be thought of as a type of “self-referential”
OT where the receiver’s input selection bits are equal to the secret information
it keeps after its first message (i.e., the secret key). It does not satisfy, however,
the standard notion of OT, since the sender is not guaranteed to learn nothing
about this secret key (although the “security against outsiders” property does
imply that the sender cannot recover it completely). We note that it is possible
(though we do not need to use this fact in this paper) to transform an OT with
such a guarantee into a full-fledged OT, using the techniques of [16, 10].

4 Our Bounded KDM Secure Construction

Let k be the security parameter. Let TES = (TGen,TEnc,TDec) be a tar-
geted encryption scheme. We will construct the following PKE scheme bKDM =
(Gen,Enc,Dec) that is parameterized over polynomials N and L.

Key generation. Gen(1k) samples and outputs (pk , sk) ← TGen(1k).
Encryption. Encpk (M) chooses 2k random strings K = (Ki,b)(i,b)∈[k]×{0,1} and

computes the garbled circuit transformation on K and the constant function
constM that outputs M on every input x ∈ {0, 1}k. We use S, which is some
fixed polynomial S(N,L) to be specified later, as the size parameter for the
garbled circuit transformation. Let GC be the resulting output. Enc also
computes for every (i, b) ∈ [k]× {0, 1} the value K̃i,b = TEncpk ,i,b(Ki,b) and
outputs C := (GC , (K̃)i,b)(i,b)∈[k]×{0,1}) as the ciphertext.

Decryption. Decsk (GC , (K̃i,b)i,b) parses sk = (sk1, . . . , skk) ∈ {0, 1}k and
computes the value Ki = TDecsk (K̃i,ski) for every i ∈ [k]. Then, it out-
puts the result of evaluating the garbled circuit GC on K1, . . . ,Kk.

It is easily verified that the decryption will indeed output constM (sk) = M .
We would like to emphasize that key generation does not depend on L or N ,
only encryption does. Hence, we can generate and distribute keys even without
knowing L and N in advance.

4.1 Single-Key Security of the Construction

We now show that bKDM is KDM secure for the case of a single key (i.e.,
N = 1). In Section 5, we show that if the underlying targeted encryption scheme
is circular secure (when suitably interpreted as a PKE scheme), bKDM actually
is secure for an arbitrary number of keys.

Theorem 7. If TES = (TGen,TEnc,TDec) is a targeted encryption scheme,
then for every polynomial L, bKDM instantiated with S(N,L) = L is (1, L)-
bounded KDM secure.

Proof . Fix N = 1, an arbitrary L and a ppt adversary A on bKDM’s bounded
KDM security. In order to keep the notations simple, we concentrate on the
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single query case (i.e., the attacker only asks a single key related query). The
multi query case, however, easily follows from the same lines. We proceed in
games. Let Xi be A’s output in Game i, and write Xi ≈ Xj as a shorthand for
Pr [Xi = 1]−Pr [Xj = 1] ∈ negl. See Table 1 for an overview of all games used in
the proof. In all the following games, (sk, pk) are chosen at random using TGen
and the oracles get h : {0, 1}k → {0, 1}k as input.

Game 0 is the real KDM game. Namely, the oracle Realpk ,sk returns the ci-
phertext Encpk (h(sk)). Recall that this is computed by (1) choosing a random 2k
key tuple K, (2) encrypting the keys using TEnc to obtain a tuple of ciphertexts
K̃ where K̃i,b = TEncpk (Ki,b) for every (i, b) ∈ [k] × {0, 1}, and (3) computing
GC = Garble(K, consth(sk)). Ciphertext is C := (GC , K̃).

In Game 1 the oracle sets K̃i,b to TEncpk (0k), instead of TEncpk (Ki,b), for
every (i, b) with ski �= b. (Note that we still use the original K in the garbled
circuit construction.) Since GC is independent from the random coins used to
encrypt K̃, the “security against receiver” property of TES yields that X0 ≈ X1.

In Game 2 the oracle uses h instead of consth(sk) in the garbled circuit con-
struction (i.e., it computes GC = Garble(K,h)). Since h(sk) = consth(sk)(sk)
and only the keys Ksk = (Ki,ski)i are used outside the garbled circuit con-
struction, the security against receiver of the garbled circuit construction yields
that X1 ≈ X2. We note that the only role of the secret key in this game, is for
deciding which elements of K̃ are replaced by encryptions of 0k.

In Game 3 we go back to using the original K̃ (also for the (i, b) with b �= ski).
Again, the “security against receiver” property of TES implies that X2 ≈ X3.
Note that in this game the encryption oracle does not use the secret key at all.

We define Game 4 to be the variant of Game 3 in which we set K̃i,b =
TEncpk (0k) for every i, b (i.e., we ignore the value of K for this part). Since
the secret key is never used in either Game 3 or Game 4, the “security against

Table 1. Overview of the games used in the proof of Theorem 7. We use boxes to
highlight the component that changed from the previous hybrid, and note in the remark
the justification for the fact that the hybrid is indistinguishable from the previous one.

Game Oracle K̃i,ski K̃i,1−ski Function Remark
needs in GC

0 pk , sk TEnc(Ki,ski) TEnc(Ki,1−ski) consth(sk) Real KDM game

1 pk , sk TEnc(Ki,ski) TEnc(0k) consth(sk) TES’s sec. ag. recv.

2 pk , sk TEnc(Ki,ski) TEnc(0k) h GC ’s sec. ag. recv.
3 pk TEnc(Ki,ski) TEnc(Ki,1−ski) h TES’s sec. ag. recv.

4 pk TEnc(0k) TEnc(0k) h TES’s sec. ag. outs.

5 pk TEnc(0k) TEnc(0k) const0k

GC ’s sec. ag. outs.
6 pk TEnc(Ki,ski) TEnc(Ki,1−ski) const0k

TES’s sec. ag. outs.
fake KDM game
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outsiders” property of the TES implies that X3 ≈ X4. Note that in this game,
the vector K is independent of K̃.

In Game 5 we change h to const0
k

in the garbled circuit construction. Since
no information on the key vector K, except for the garbled circuit itself, is given
in both oracles, the “security against outsiders” property of the garbled circuit
construction implies that X4 ≈ X5. (Note that we need to use the “security
against outsiders” and not the “security against receiver” property, since obvi-
ously we have no guarantee that h(sk) = const0k

(sk ).)
We define Game 6 to be the game in which we go back to using the real K̃.

Since the oracles do not use the secret key, we get that X5 ≈ X6. Observe that
the encryption oracle is exactly the Fake oracle as per Definition 1, and hence
we have completed the proof.

5 Multiple Key Security

While the notion of KDM security for a single key is challenging and elegant,
many of the applications actually require KDM security in the presence of arbi-
trarily (polynomially) many keys. Hence, let now the number of keys N be an
arbitrary polynomial in the security parameter. We will prove that our scheme
bKDM from Section 4 is (N,L)-bounded KDM secure, but now under an addi-
tional assumption, and with different parameters.
Complication and central idea. Recall the proof of Theorem 7. There,
we have first substituted the function consth(sk) that is evaluated by GC by
the KDM query function h itself. By the secrecy against receiver property of
the garbled circuit, we could argue that this change goes unnoticed by the re-
ceiver. This modification was a crucial step in our proof, since it allowed to
construct the garbled circuit without knowing sk . Recall that in multiple se-
cret keys case, the security is defined with respect to N public and secret keys
pairs ((pk1, sk1), . . . , (pkN , skN )), and the adversary gets encryptions of a query
function h = h(sk) under arbitrary pkμ for μ ∈ [N ]. Hence, we cannot sim-
ply substitute consth(sk) with h directly (the secrecy against receiver property
of the garbled circuit would not help in this case, since we cannot claim that
h(skμ) = consth(sk)).15 Instead, we will substitute consth(sk) with a function h′

for which h′(skμ) = h(sk). This function h′ contains an encryption of sk under
the receiver’s public key pkμ. In this, we will have to interpret bKDM’s under-
lying targeted encryption scheme TES as a circular-secure encryption scheme.
(Circular security is required to guarantee that we can later replace these encryp-
tions of secret keys with 0k-encryptions.) Since our targeted encryption scheme
instance is based on the clique-secure encryption schemes of [7, 3], it already has
this property. The remaining part of the proof follows the proof of Theorem 7.

Definition 4 (Augmented targeted encryption). An augmented tar-
geted encryption scheme ATES = (TGen,TEnc,TDec,Enc,Dec) is a targeted
15 h(skμ) is not even well defined; h is expecting a vector of (secret) keys as input, and

not a single key.
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encryption scheme (TGen,TEnc,TDec), complemented by ppt algorithms
Enc, Dec for (un-targeted) encryption and decryption. We require that
(TGen,Enc,Dec) is a public-key encryption scheme with message space M ⊆
{0, 1}k. In particular, Decsk (Encpk (M)) = M for all (pk , sk) ← TGen(1k) and
M ∈ {0, 1}k.
We say that ATES is circular secure if (TGen,Enc,Dec) is. We stress that our
both TES instances from Theorem 6 are circular secure augmented targeted
encryption schemes with the natural encryption and decryption algorithms from
Boneh et al. [7] and Applebaum et al. [3] respectively. The following theorem
implies our main result (i.e., Theorem 1). We provide a proof in the full version
[5] of this paper.

Theorem 8. If ATES = (TGen,TEnc,TDec,Enc,Dec) is a circular secure aug-
mented targeted encryption scheme, then for every polynomials L and N , bKDM
instantiated with a suitable polynomial S(N,L) is bounded KDM secure.

6 Application to Formal Cryptography

One of the main motivations to study KDM security lies in the connection be-
tween formal and computational cryptography. In formal cryptography (starting
with [12, 13, 23]), cryptographic operations like encryption or digital signatures
are abstracted as symbolic operators that (only) adhere to natural rules like
DK(EK(M)) = M for symmetric encryption and decryption operators E and
D. A simple calculus like this enables machine-assisted security analysis (e.g.,
[21, 22]). It is not a priori clear, however, that security properties proved in
the symbolic calculus also hold for the computational implementation of the
protocol.

Computational soundness. Abadi and Rogaway [1] were the first to relate
the formal and computational views on cryptography. Specifically, they showed
that every symbolically proven property also holds in the computational world,
assuming a suitable computational implementation. This is usually referred to
as a soundness result, and suitable computational implementations are dubbed
sound. In order to provide computational soundness in this sense in face of a
passive adversary, an encryption scheme essentially needs to be IND-CPA secure.

Key-cyclic expressions. There is a technical nuisance, however, that limits
the generality and expressivity of [1]’s approach. Namely, the soundness result
only holds for protocols that do not contain key-cyclic expressions. That is, only
protocols in which no expressions with cyclic dependencies of encryption keys
(such as EK1(EK2(K1))) appear are considered. This is for the following reason:
in the symbolic setting, the natural deduction rules explicitly require secret keys
for decryption. Hence, the encrypted plaintexts in such expressions are secret
by definition in the symbolic world (i.e., there is no formal way to apply, say,
DK2 on the ciphertext EK1(EK2(K1))). On the other hand, key-dependent mes-
sages like the one above, are not modeled in standard (computational) security
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experiments for encryption schemes.16 Hence, there is an asymmetry between
symbolic and computational setting, and any soundness result that connects
symbolic encryption and standard computational encryption notions has to ex-
clude key-cyclic expressions.

Soundness from Bounded KDM Security. It was informally claimed by
Black et al. [6], and formally proven by Adão et al. [2], that fully KDM-secure
encryption schemes imply computational soundness for arbitrary symbolic pro-
tocols. Since we can only achieve bounded KDM security against arbitrary cir-
cuits up to a certain size, we ask whether bounded KDM security suffices for
computational soundness of arbitrary symbolic protocols. The answer we give is
essentially affirmative.

To do so, we introduce the following slight strengthening of bounded KDM
security:

Definition 5 (Length-dependent bounded KDM security). A PKE
scheme with message space M ⊆ {0, 1}∗ is N -key length-dependent bounded
KDM secure, if it is KDM secure with respect to the circuit class of all h :
({0, 1}k)N → {0, 1}�

√
|h|�, where |h| is the circuit size of h.

That is, length-dependent KDM secure schemes are secure against larger KDM
queries if longer messages are encrypted. We stress that our scheme bKDM from
Section 4 is N -key length-dependent bounded KDM secure, if we choose L suit-
ably (e.g., L = |M |2.1) during encryption. Namely, bKDM’s key generation algo-
rithm does not depend on N or L, and the proofs of Theorems 7 and 8 do not
use that L is fixed.

Theorem 9 (Following [1, 2]: Bounded KDM security implies sound-
ness). Let bKDM be an N -key length-dependent KDM secure PKE scheme, and
let P be a symbolic protocol with N parties in the setting of Adão et al. [2]. Then
bKDM provides a computationally sound implementation of P .

We stress that the choice of symbolic setting [2] was made only for simplicity.
We provide a proof outline in the full version [5] of this paper.

Application of our results. Theorem 9 can be instantiated with our scheme
bKDM from Section 4. (As argued above, bKDM actually is N -key length-
dependent bounded KDM secure.) This yields the first encryption scheme that
provides soundness under a standard computational assumption.

Relation to circular security and extensibility. For extremely simple cal-
culi that only feature public-key encryption, along with a few syntactic opera-
tions like pairings of terms, already clique security may enable soundness. (This
is so since all key-dependent encryptions that can possibly occur in a symbolic

16 Some subsequent soundness results (e.g., [4, 24]) consider an active adversary and re-
quire IND-CCA security. We stress that does not change the technical complications
regarding key-cyclic expressions.
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protocol can be traced back to simple encryptions of the form EKi(Kj), assum-
ing a suitable way to encrypt longer terms in chunks.) Nevertheless, we stress
that our scheme bKDM allows much richer classes of calculi. For instance, the
above soundness proof also works in the presence of signatures, so that terms
of the form EKi(sig(Kj),K�) may occur. (The crucial observation is that we
can suitably pad, e.g., signatures such that the signing algorithm can be ex-
pressed as a length-dependent KDM circuit.) On the other hand, clique security,
or even security against a polynomial number of arbitrary but predetermined
KDM functions is not sufficient to treat such richer classes of calculi.

7 Extending Haitner and Holenstein’s Impossibility
Result

In this section we observe that a result of Haitner and Holenstein [17], showing
that there is no KDM-secure scheme with a proof of security which makes a
black-box use of both the adversary and the KDM function, can be extended to
rule out not just full KDM security but also bounded KDM security. The idea
is simple: while this result used a random function h for the KDM function, a
pseudorandom function could work just as well.

The following definition is adopted from [17].

Definition 6 (Cryptographic games). A cryptographic game is a (possibly
inefficient) random system Γ , where on security parameter k, Γ interacts with
an attacker A and may output 1. We define the game value of such an interaction,
denoted ΓA(1k), as the probability that Γ outputs 1 in the end of the interaction
with A, where the probability is taken over the random coins of Γ and A. A
cryptographic game is non-interactive if it consists of two messages, from Γ to A
and back.

Examples:

OWF. The security of a one-way function f is equivalent to requiring that the
value of the following game is negligible for any efficient A. On security
parameter k, the system Γ selects a random x ∈ {0, 1}k and sends y = f(x)
to the adversary. Γ outputs 1 if A outputs x′ ∈ f−1(y).

DDH. The security of the DDH hardness assumption is equivalent to requiring
that the value of the following game is at most negligibly bounded from 1

2
for any efficient adversary. Let G be an appropriate DDH group (e.g., Z∗

p for
some prime p) and let g be a generator in the group. The system Γ chooses a
random bit b, sends the tuple (gx, gy, gz) to the challenger A, where x and y
are random exponents, and z = x · y if b = 0 and a random value otherwise.
Γ outputs 1 iff A has guessed b correctly.

Definition 7 (Strongly-black-box reductions). An encryption scheme
(Enc,Dec) has a δ-strongly-black-box reduction from its KDM security to a cryp-
tographic game Γ with respect to a family of query function Q, if there exists an
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oracle-aided algorithm R with the following guarantee: Let A be an efficient ad-
versary that breaks the KDM security of the scheme using query functions from
Q with advantage εA = εA(k) (i.e., On security parameter k, A distinguishes be-
tween encryptions of functions of the secret key and encryptions of garbage with
advantage εA(k)). Then the value of ΓRA(1k) ≥ δ(k, εA(k)). Here, we require
that R treat the query functions it gets from A as black boxes — all it can do is
to query them on arbitrary chosen inputs.

Informally, we say that a proof for the KDM security of a scheme is strongly-
black-box with respect to a game Γ and a family of query function Q, if the
value of δ(k, εA(k)) for every non-negligible εA(k) is considered a “break” of Γ
(i.e., δ(k, εA(k)) > 1

2 +negl for the DDH game). We remark that all known KDM
constructions in the literature have strongly-black-box reductions with respect
to the relevant hardness assumption (e.g., DDH) and the class of query functions
they are secure against.

Definition 8 (Pseudorandom functions (PRF)). An ensemble of functions
F = {Fk = {f : {0, 1}m(k) �→ {0, 1}�(k)}} is pseudorandom, if, on security pa-
rameter k, an efficient adversary cannot distinguish with more than negligible
advantage between a random f ∈ Fk, and a truly random function defined on
the same input and output domains. Here, the adversary may only access the
function as a black box. The ensemble is α-exponential hard for a constant α > 0,
if no adversary that runs in time 2n

α

wins in the above game with advantage
greater than 2k

α

.

Theorem 10. Let (Enc,Dec) be a δ-strongly-black-box reduction from its KDM
security to a non-interactive cryptographic game Γ with respect to a family of
query functions Q = {Qk}.17 Assume that Qk contains the family of functions
Gk = {gk(x) = f(x, 0t(k)−k) ⊕ r : f ∈ Ft(k), r ∈ {0, 1}�(k)}, where t(k) ≥ 2k and
Ft(k) = {f : {0, 1}t(k) �→ {0, 1}�(k)} is an α-exponential hard PRF with t(k)α ≥
2k. Then, there exists an efficient algorithm A with ΓA ≥ δ(k, 1− 2−k)− 2−k.

In particular, giving such a strongly-black-box reduction implies that either the
class of query function considered is weak (does not contain exponentially hard
PRF), or the game Γ can be efficiently broken with probability δ(k, 1−2−k)−2−k.

Proof (sketch). The proof is similar to the proof of [17, Theorem 5]. Consider the
following (inefficient) adversary A for breaking the KDM security of (Enc,Dec)
with respect to Q. On security parameter k, choose a random g ∈ Gk and make a
KDM query to obtain a ciphertext C. Then check (via exhaustive search) if there
exists sk ∈ {0, 1}k such that Decsk(C) = g(sk). If positive return 1, otherwise
return 0. It is easy to verify that A breaks the KDM security with advantage
1−2−k (the probability that a decryption of random ciphertext C equals to g(sk)

17 Theorem 10 can be shown to hold also against all natural interactive games (see
[17] for details). For the sake of simplicity, however, we choose to focus here on the
non-interactive case.
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for some sk, is bounded by
∑

sk Pr[Decsk(C) = g(sk)] =
∑
sk Prr[Decsk(C) =

f(sk)⊕ r] ≤ 2k · 2−2k = 2−k). More interestingly, we notice that the probability
that RA sends a ciphertext C = Encsk (g(sk)) to A without previously making
the query g(sk) is bounded by 2−2k. Assume otherwise, then RA is an algorithm
that runs in time poly ·2k and breaks the security of F . It follows that we can
emulate the execution of RA: throughout the execution, keep track of all queries
that R makes to g, and let T denote the list of queries. When R queries A on a
ciphertext C, act as the inefficient A above, but only with respect to the secret
keys in T . The above observation yields that we emulate RA with error bounded
by 2−2k.
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Abstract. We study the following two related questions:
– What are the minimal computational resources required for general

secure multiparty computation in the presence of an honest majority?
– What are the minimal resources required for two-party primitives such

as zero-knowledge proofs and general secure two-party computation?
We obtain a nearly tight answer to the first question by presenting a per-
fectly secure protocol which allows n players to evaluate an arithmetic
circuit of size s by performing a total of O(s log s log2 n) arithmetic op-
erations, plus an additive term which depends (polynomially) on n and
the circuit depth, but only logarithmically on s. Thus, for typical large-
scale computations whose circuit width is much bigger than their depth
and the number of players, the amortized overhead is just polylogarith-
mic in n and s. The protocol provides perfect security with guaranteed
output delivery in the presence of an active, adaptive adversary cor-
rupting a (1/3 − ε) fraction of the players, for an arbitrary constant
ε > 0 and sufficiently large n. The best previous protocols in this setting
could only offer computational security with a computational overhead
of poly(k, log n, log s), where k is a computational security parameter, or
perfect security with a computational overhead of O(n log n).

We then apply the above result towards making progress on the second
question. Concretely, under standard cryptographic assumptions, we ob-
tain zero-knowledge proofs for circuit satisfiability with 2−k soundness
error in which the amortized computational overhead per gate is only
polylogarithmic in k, improving over the ω(k) overhead of the best pre-
vious protocols. Under stronger cryptographic assumptions, we obtain
similar results for general secure two-party computation.

1 Introduction

This work studies two different but closely related questions: the complexity
of secure multiparty computation (MPC) in the presence of an honest majority,
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and the complexity of two-party cryptographic primitives such as zero-knowledge
proofs and secure two-party computation.

1.1 The Complexity of MPC

We consider the question of MPC over secure point-to-point channels in the
presence of an active (malicious) adversary, who may corrupt up to some constant
fraction δ of the n players. In this work we focus on the case of an honest
majority, where δ < 1/2. Unlike the case of MPC with no honest majority, in
this case it is possible to guarantee output delivery and provide unconditional
security. Following the initial feasibility results of [17,3,8,27], a long sequence of
works, initiated by [14,15,19,10], attempted to minimize the communication and
computation resources required for general MPC in this setting.

To make the question cleaner and less sensitive to variations in the model,
we adopt the following standard conventions. First, to measure the growth of
complexity with the number of players, we consider n as a parameter which tends
to infinity. A large value of n captures not only computations which combine
inputs from many players, but also “cloud computing” scenarios in which a large
number n of untrusted or unreliable servers are used to distribute computations
on inputs that originate from a small number of clients or even from just a
single client. Second, to eliminate from consideration an additive overhead which
depends (polynomially) on n and a security parameter1 but does not grow with
the complexity of the functionality f , we assume the circuit complexity of f
to be much bigger than n. This is in line with most typical MPC application
scenarios, and may capture both complex computations on small inputs and
simple computations on massive inputs.

More concretely, we consider the task of securely evaluating a function f repre-
sented by a boolean circuitC whose inputs and outputs are arbitrarily partitioned
between the n players. We let k denote a security parameter, such that the simu-
lation error of the protocol is bounded by 2−k. (This should hold for computation-
ally unbounded adversaries in the case of statistical security and for 2k-bounded
adversaries in the case of computational security; the parameter k can be ignored
in the case of perfect security.) We say that a general MPC protocol has compu-
tational overhead c(n, k, s) if for all positive integers n, k, s, and circuit C of size
s, the total number of bit operations2 performed by all n players together is at
most s · c(n, k, s) + poly(n, k, log s). The computational overhead can be thought
of as the amortized multiplicative price for achieving security: the ratio between
the cost of securely distributing an expensive task between n players and the cost
of a centralized (insecure) solution for the same task.

Note that the computational overhead of a protocol implies a similar bound
on its communication overhead with respect to the circuit size. However, in light
1 Such an overhead is very sensitive to the underlying network and MPC model, and

is required in our settings even for performing the simple MPC task of broadcasting
a single bit.

2 Our count of bit operations includes both local computations and point-to-point com-
munication.
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of Gentry’s recent candidate for a fully homomorphic encryption scheme [16], the
circuit size should no longer be generally seen as a barrier for the communication
complexity of MPC. This notion still looks meaningful in the setting of uncon-
ditional security or for circuits whose input or output length are comparable to
their size. See Section 8 for further discussion.

The computation and communication overhead of the first general MPC pro-
tocols [17,3,8] were large polynomials in n, k (e.g., O(n8) for a naive implementa-
tion of the perfectly secure BGW protocol over a point-to-point network [3,19]).
Following a long sequence of works (see [13] for a survey) the current state of
the art can be summarized as follows. For simplicity, we do not state the re-
silience level of each protocol. Using a general protocol composition technique
from [6,18,13], all protocols can be made nearly optimally resilient with the same
asymptotic overhead.

In the setting of computational security, an overhead of c(n, k, s) = poly(k,
logn, log s) was achieved in [13]. This protocol can be realized with a constant
number of rounds under standard cryptographic assumptions.

In the case of unconditional security, all efficient MPC protocols from the liter-
ature require the round complexity to grow with the circuit depth d. Since all play-
ers in these protocols are active in each round, we redefine computational overhead
for the unconditional case to allow an additive term of poly(n, k, d, log s) (the ex-
ponent of d should be extremely low here, or the term can become dominant). The
computational overhead of the best perfectly secure protocol prior to this work [2]
was n · polylog(n). This protocol has a similar communication overhead. In the
case of statistical security and protocols which take inputs from and deliver out-
puts to only a constant number of clients (but still distribute the computation
among n servers) a variant of the protocol from [11] based on algebraic geomet-
ric secret-sharing [9] (see [20,22]) has computation overhead of k · polylog(n) and
communication overhead of O(1).

This state of the art leaves open several natural questions:

– Can the computational overhead be simultaneously sublinear in both n and
k in any MPC model? This question turns out to be relevant for the appli-
cations discussed in Section 1.3 below.

– Can the computational overhead be sublinear in n with perfect security, or
alternatively with statistical security even when inputs can originate from
all players (as opposed to a constant number of clients as in [11,22])? These
questions are open even for the easier case of communication overhead.

1.2 Our Results

We present a perfectly secure general MPC protocol whose computational over-
head is polylogarithmic in n, answering the above questions affirmatively.

More concretely, the protocol can tolerate an active, adaptive adversary cor-
rupting up to a 1/3 − ε fraction3 of the players, for an arbitrary constant
3 In our model we assume that only point-to-point channels are available, in which case

it is impossible to achieve unconditional security with guaranteed output delivery if
at least 1/3 of the players can be corrupted.
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ε > 0 and all sufficiently large n. The computational (and communication)
complexity required for evaluating a boolean circuit C of size s and depth d is
polylog(n) log s · s+ d2 · poly(n, log s). If C is an arithmetic circuit over a finite
field of size bigger than n, the total computational work involves O(log2 n log s ·
s) + d2 · poly(n, log s) arithmetic operations and the communication includes
O(log n log s · s) + d2 · poly(n, log s) field elements.

Alternatively, in the case where d2 is too large, we provide an option to in-
crease the circuit size by a factor log d while decreasing the d2 factor to d log d.
The intuition is that the first factor on the second term is dX , where X is de-
fined as follows. Dividing the circuit into layers in the natural way, we define the
number X to be the maximal number of layers reachable by one wire from any
given layer. In general, X = O(d) and so the factor is d2. With our alternative
approach, X = O(log d) and so the factor is d log d. The real calculation is a bit
more involved, but this is the basic idea.

Thus, with the above alternative, the computational complexity for an arith-
metic circuit becomes O(log2 n log s log d·s)+d log d·poly(n, log s), and similarly
for the other complexities.

Since the modification of the circuit increases its size by a factor log d, it is not
always the best solution. Only for circuits with a large depth is the alternative a
good choice. Furthermore, the d2 factor is the result of a somewhat pessimistic
worst-case analysis, and for most typical circuits the additive term grows only
linearly with d.

As a final remark about our protocol, it seems “lean” enough to be imple-
mented in practice. This should be contrasted with the previous best protocol
from [13], which involves a distributed evaluation of a pseudorandom function
for every gate in the circuit.

Techniques. Our protocol employs several techniques that were used in previous
works along this line, including the share-packing technique from [14], allow-
ing to secret-share a block of secrets with a low amortize cost, and the efficient
verifiable secret sharing protocol from [2,13]. The main technical challenge is to
perform “non-homogenous” computations on pairs of blocks, i.e., ones that are
different from coordinate-wise addition or multiplication of blocks. We address
this challenge by embedding the computation in a special form of a universal cir-
cuit based on the so-called Beneš network [5,29]. The high level idea is that the
structure of the circuit reduces the computation in a given layer of the circuit
to an arbitrary permutation between blocks (which can be done locally), ho-
mogenous operations, and a logarithmic number of distinct permutations within
blocks. We propose an efficient procedure for the latter. See Section 4 for a more
detailed technical overview.

An independently interesting contribution is a new methodology for the se-
curity analysis of honest-majority MPC protocols. Similarly to most protocols
of this type, our protocol is composed from subprotocols that generate auxiliary
secret shared values to help in the computation, a subprotocol for sharing the
inputs, and finally a “layer-protocol” that performs secure computation corre-
sponding to one layer of the circuit, i.e., it starts with the shares of values going
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into the layer, consumes some auxiliary shared values, and outputs shares of
values coming out of the layer. Our proof of security first proves all subprotocols
to be UC secure. We then define a functionality Fi that takes inputs from the
players and outputs shares of the values output by the i’th layer of the circuit
(where layer 0 just produces the inputs to the circuit). We then show that F0
can be implemented by calling the auxiliary subprotocols, and Fi for i > 0 can
be (UC-)implemented by calling Fi−1 and then executing the layer-protocol.

We believe this may be the first example of a general honest-majority MPC
protocol with a fully modularized proof of security. The main challenge is that
it is non-trivial to define functionalities for the subprotocols such that 1) the
subprotocol actually realizes the functionality and 2) the functionality provides
what is needed in the larger context. It is well known that even for a simple task
such as digital signatures, defining the “right” functionality is not easy.

In our case, the main idea turn out to be that a functionality that is supposed
to output shares of some secrets, should not simply choose those shares on its
own and send them to the players, although that may seem like the most natural
approach. Instead, our functionalities ask the adversary which shares it wants
the corrupted players to get, and the functionality then chooses shares for the
honest players conditioned on the shares obtained from the adversary and the
secret. In a sense, this models the fact that we do not care about the distribution
of shares the adversary sees, as long as the secret is safe.

1.3 The Computational Overhead of Cryptography

A somewhat unexpected motivation for this work comes from the recent appli-
cations of honest-majority MPC to two-party primitives such as zero-knowledge
proofs and general secure two-party computation [20,22]. We note that these gen-
eral tasks can be used as building blocks for more specialized two-party tasks
such as identification or different flavors of signatures.

The computation and communication overhead of standard two-party cryp-
tographic primitives can be defined similarly to the overhead of MPC as defined
above, except that here n is viewed as a constant and s corresponds to work
required for an insecure implementation (e.g., length of message in case of en-
cryption, or size of witness verification circuit in the case of zero-knowledge).
For instance, typical implementations of encryption have a constant communi-
cation overhead, but a poly(k) computation overhead.4 In contrast, for typical
implementations of zero-knowledge proofs or secure two-party computation pro-
tocols from the literature, both the communication and computation overhead
are poly(k).

In [21] it was shown that, under plausible assumptions, various primitives
including encryption, signatures, and secure two-party computation in the semi-
honest model can be implemented with a constant computational overhead. For

4 Since for the purpose of concreteness we consider attackers that run in time 2k, this
requires to assume that the underlying hardness assumption is 2nε

-strong for some
ε > 0.
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primitives such as encryption, commitment, hashing, and signatures, construc-
tions with polylog(k) overhead relying on lattice-based assumptions or error-
correcting codes were given in [26,24,1].

Obtaining similar results for zero-knowledge proofs and secure two-party com-
putation against malicious parties is one of the main questions left open in [21].
Combining our main result with general transformations from [20,22], we can
make progress on the this question. Concretely, under standard cryptographic
assumptions (e.g., assuming 2n

ε

-hardness of decoding random linear codes [1]),
our main result yields zero-knowledge proofs for circuit satisfiability with 2−k

soundness error and simulation error, in which the amortized computational
overhead per gate is only polylogarithmic in k, improving over the ω(k) overhead
of the best previous protocols under any assumptions. Under stronger cryp-
tographic assumptions, we obtain similar results for general secure two-party
computation with simulation error 2−k. Both types of protocols are uncondi-
tionally secure when implemented in the natural hybrid model (i.e., using ideal
commitments in the case of zero-knowledge, or oblivious transfer in the case of
secure computation). This implies that all “cryptographic” computations can
be done during a preprocessing stage, before the actual inputs are known. See
Section 7 for more details.

2 The Model

We consider the standard setting of perfectly UC-secure MPC [7], with guaran-
teed output delivery, over a synchronous network of secure point-to-point chan-
nels. Our protocols also employ a broadcast primitive, but since the number
of broadcasts will be small they can be simulated over point-to-point channels
without affecting the amortized overhead.

The players in our protocol are divided into three categories: input clients who
contribute inputs, output clients who receive outputs, and n servers who help
distribute the computation. To simplify the asymptotic complexity expressions,
the number of clients is assumed to be O(n). Note that a player in the protocol
is permitted to have one or more roles, and therefore this client-server model
generalizes the usual model where every player has all three roles. The adversary
is unbounded, active and adaptive, may corrupt up to t servers and any number
of clients, where t is some constant fraction of n. (Concretely, one can use t = n/8
in the basic version of our protocol.)

We assume that the functionality f computed by the protocol is described
by an arithmetic circuit C over a finite field �p, where p > 2n. (In the case of
boolean circuits, we can use the least p which satisfies this requirement. This
results in an additional logarithmic communication overhead and polylogarith-
mic computation overhead.) The inputs and outputs of C may be arbitrarily
partitioned between the input clients and the outputs clients, respectively.

It will be convenient to partition the gates into layers, such that each layer
gets its input only from the previous layers and provides output to subsequent
layers. This can be done by partitioning the gates according to the length of a
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longest path from an input. The size of the circuit C is written as |C|, and it
is defined to be the number of gates plus the number of wires. Its depth is the
length of the longest path from an input to an output, which is equal to the
number of layers in the case of layered circuits.

Finally, since our efficiency goals are impossible to meet if each server needs
to read an entire description of C, we separate the protocol compilation from the
protocol execution. The protocol compiler takes a description of an arithmetic
circuit C (whose inputs and outputs are partitioned between the clients) and
a number of servers n and generates the “code” of each player in the proto-
col. When analyzing the complexity of the protocol we count only the cost of
the protocol execution (combined over all players), but note that the protocol
compilation can be performed with the same asymptotic computational cost as
executing the protocol.

3 Packed Secret-Sharing

We will use the packed secret-sharing technique introduced by Franklin and
Yung [14]. This is similar to standard Shamir secret-sharing [28] over �p, but
where a block of l different values (x1, .., xl) are shared at once using a poly-
nomial that evaluates to x1, ..., xl in l distinct points. For privacy if t players
are corrupted, the polynomial must be random of degree at most d = t + l − 1.
We need that, from a set of n shares, one from each player, where at most t
are incorrect, the correct block of secrets can be efficiently determined, even if
the polynomial has degree up to 2d. This will be the case if we set t = n/8 and
l = n/4. Also, to have enough distinct evaluation points, we need that p > 2n.
This is the same variant of packed secret sharing as was used in [13], which we
refer to for further details.

Denote by [x]d a packed secret-sharing of the block x using a polynomial of
degree at most d. Any vector of shares {s1, . . . , sn} among n servers is called
d-consistent if the shares correctly match a degree at most d polynomial in the
n first points and therefore uniquely defines a block of secrets.

Throughout the paper we will need many different protocols dealing with
block sharings. Most notably we need verifiable secret-sharing for the input and
reconstruction with error correction for the output. In Section 5 on page 453 we
describe the known protocols that we will use.

4 Overview of the Protocol

Using packed secret sharing, it is straightforward to do secure addition or multi-
plication on l values in parallel, at the price of what a single operation would cost
using normal secret sharing. This was already observed in [14] and can be used
to compute the circuit C securely and efficiently if we arrange it such that every
layer contains only one type of gates, and if we can produce sets of shared blocks
S1, S2, .. such that blocks in Si contain the i’th input bit to the gates in a given
layer, in some fixed order. We will call this a correct line-up for the given layer.



452 I. Damg̊ard, Y. Ishai, and M. Krøigaard

Demanding correct line-up is a problem, however: It implies that the values
in the computation will have to be permuted between layers in arbitrary ways
that depend on the concrete circuit. This is not easy to implement efficiently
using packed secret sharing. We solve this problem by first constructing from
C a new circuit C′ that computes the same function but is more well-behaved.
More precisely, we have

Lemma 1. Given an arithmetic circuit C that is at least l gates wide, there is
an efficient algorithm to transform it into another circuit C′ with the following
properties:

1. C′(x) = C(x) for all inputs x.
2. Every layer contains only one type of gate.
3. If all values are stored in blocks using packed secret sharing where the block

size l is a 2-power, the action between any two layers to achieve correct line-
up is to permute the blocks and then in some blocks permute the elements
within the block, where the same permutation applies to all blocks in the
layer5. In the entire circuit, only log l different permutations are needed to
handle permutations within blocks.

4. |C′|=O(|C| log |C|+depth(C)2n log3 |C|), depth(C′)=O(log2 |C|depth(C)).

The restriction on the width of the circuit is fairly insignificant, since n is gen-
erally small compared to the circuit size. Some of the layers in C′ will not be
a block wide, but since those layers also do not require a permutation, it will
cause no problems.

We show in the full version (available on ePrint) [12] how this construction
works in detail. The basic idea is to handle the arbitrary permutations needed in
C by inserting a small piece of circuitry that permutes the values as desired. This
subcircuit can be made very regular using permutation networks as described
by Waksman [29]. These are based on Beneš networks [5]. It follows from the
construction that C′ only contains addition, multiplication and h-gates, where
h swaps two input values x, y or leaves them alone, depending on a control-bit
c: h(x, y, c) = (cx+ (1− c)y, cy + (1− c)x).

Now, given the input arithmetic circuit C, we first transform it into C′ as
described in the lemma. We begin our actual computation by secret-sharing the
input values in blocks of size l = Θ(n), where l is a 2-power, and we then go
through C′ layer by layer, computing at each stage the output values from the
layer in packed secret-shared form. Once we have the output from the last layer,
shares of these are sent to the output clients for reconstruction.

Going into each layer we permute the shared blocks we have so far as needed
to get correct line-up for the layer, and then do the computation required. The
only non-trivial issue is how to permute the elements inside a shared block,
i.e., how to compute [π(x)]d from [x]d for a permutation π. The idea is to first
precompute pairs of the form [r]d, [π(r)]d for random blocks r. We show below
how to generate many such pairs using the same π at a small amortized cost per
5 In some cases, it may additionally be necessary to discard some blocks.
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pair. This is sufficient, since by the above lemma, we only need a small number
of different permutations. The idea then is to reveal x + r to a single server,
who then locally computes π(x + r) and secret-shares it, proving in the process
that [π(x+ r)]d was correctly formed. This can be done efficiently if we do many
blocks in parallel. Then, given [π(x + r)]d = [π(x) + π(r)]d and [π(r)]d, players
subtract shares locally to get [π(x)]d.

5 Subprotocols

In the previous sections, we have covered how to evaluate a circuit C by trans-
forming it into C′ and computing layer by layer. We begin this section by listing
known protocols that we will be using for this. Subsequently we cover new pro-
tocols we propose.

Known protocols. From [13] we borrow the following protocols:

– Share(D, d): A dealer D computes shares of a block of l secrets using a
degree d polynomial and sends a share to each player. Communication is
O(n) and computation is O(n logn).

– Reco(R, d): Assumes a block has been shared using a polynomial of degree
at most d. All players send their shares of the block to R, who uses standard
error correction techniques to reconstruct the block. Communication is O(n)
and computation is O(n log n).

– RobustShare(d): This protocol basically implements verifiable secret-sharing
for one or more dealers who want to secret-share Θ(n) blocks each using
polynomials of degree d. The functionality it implements, FRobustShare, is
shown in Figure 1 on the next page.

– RanDouSha(d): Generates a vector of random blocks and a degree d and a de-
gree 2d sharing of each block. More precisely, it implements the functionality
shown in Figure 2 on the following page.

– RobustReshare(d, d′): Takes as input a number of secret shared blocks. For
each input [x]d it outputs a new sharing [x]d′ . However, it does not keep x
secret.

– SemiRobustShare(d): Same as RobustShare(d), but the adversary can cause
some of the honest dealers to fail. However, during the entire global protocol,
he can only make up to t honest dealers fail.

For every protocol above except for the first two, the communication complex-
ity is O(βn2), and the computational complexity is O(βn2 logn), for handling
β groups of Θ(n) blocks. In both cases we must additionally pay O(n2) per
complaint. Complaints are handled as in our protocol RandomPairs in Fig-
ure 4 on page 456. Since each complaint results in at least one corrupted player
being eliminated from the protocol, at most t complaints can occur in total.

Furthermore, there is a minimal cost for these protocols, since they are built
to handle groups of blocks and not just single blocks at a time. RobustShare
for example always costs at least as much as for β = n. For a protocol like
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1. Receive from all honest players the identities of the dealers and the number of blocks they want
to share. Abort if the input is inconsistent. Receive also a set of input blocks to share from each
honest dealer.

2. Send “Shares?” to the adversary together with the identities of the dealers and the number of
blocks they want to share.

3. Receive from the adversary, for each block to be shared by an honest dealer, one share for each
corrupted player (this should be thought of as the shares the adversary wants the corrupted
players to receive). For each corrupt dealer, receive a polynomial of degree at most d.

4. For each block to be shared by an honest dealer, choose a random polynomial of degree at most
d that is consistent with the block and the shares the adversary chose for the corrupted players.
Compute and send the resulting shares to the honest players, and send the entire polynomial
to the dealer.

5. For each block to be shared by a corrupt dealer, if the adversary sent a polynomial of correct
degree, compute shares using this polynomial and send them to the players, otherwise tell all
players that the dealer failed.

Fig. 1. The functionality FRobustShare

SemiRobustShare, it is possible to handle β = 1 efficiently, but then we need to
add O(n3) for n broadcasts. However, as we will show later, these cases make
no difference in our final complexity; for this we do not care about how well our
protocols handle a small number of elements, we care about how they scale.

In [13] there is a proof of perfect privacy and correctness for each of the
protocols above, but it was not proved there that RanDouSha and RobustShare
implement the corresponding functionalities. A proof of this follows quite easily
from correctness and privacy in the same way as in the proof for the protocol
RandomPairs, which we present in detail below.

We define functionalities only for some of the protocols above. The rest are
mentioned because we use them as parts of other protocols. The final UC proof
in the full version [12] only requires these parts to have perfect privacy and
correctness.

5.1 Permuting Elements within a Block

The basic idea behind our protocols for permuting the set of elements within
each block for a vector of blocks was already explained in Section 4. To use this
idea, we need to be able to produce pairs of sharings [r]d, [π(r)]d for random r’s,
and a server needs to be able to secret-share blocks while showing that they were
correctly permuted. First we present the protocol RandomPairs for producing the
required permuted pairs. The protocol for resharing and proving is simpler and
yet very similar, and for that case we provide only a sketch. The protocol makes
use of hyperinvertible matrices. A matrix is hyperinvertible if any intersection

1. Each honest player sends a natural number r to Fdouble. If the honest players sent different
values for r, Fdouble halts and outputs abort. Otherwise, send r and message “Shares?” to the
adversary.

2. The adversary chooses 2r sets of shares for the corrupted players.
3. Fdouble chooses r random blocks (x1, . . . , xr) and creates random sharings ([x1]d, . . . , [xr]d)

and ([x1]2d, . . . , [xr]2d) such that they are consistent with the shares submitted by the adver-
sary.

4. Fdouble outputs the resulting shares to the players.

Fig. 2. The functionality Fdouble
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between k rows and k columns of the matrix is invertible. In [2], it is described
how such a matrix can be constructed. We refer to [2] for the details, but it is
important to note, as was also done in [13], that we may use the O(n logn) FFT
algorithms to multiply our hyperinvertible matrices onto vectors.

Creating Permuted Pairs. The functionality Fpairs shown in Figure 3 details
our requirements for the creation of permuted pairs. It works almost exactly like
Fdouble.

1. Each honest player sends a natural number r and a permutation π to Fpairs. If the honest
players sent different values for r or π, Fpairs halts and outputs abort. Otherwise, send r and
message “Shares?” to the adversary

2. The adversary chooses 2r sets of shares for the corrupted players.
3. Fpairs chooses r random blocks (x1, . . . , xr) and chooses random sharings ([x1], . . . , [xr]) and

([π(x1)], . . . , [π(xr)]) such that they are consistent with the shares submitted by the adversary.
4. Fpairs outputs the chosen shares to the players.

Fig. 3. The functionality Fpairs

An observation is needed before we present the protocol. Say we have some
permutation π on l different elements, a vector of random blocks (x1, . . . , xn),
and a vector of yi = π(xi). Now suppose we apply some m by n matrix M and
get the resulting vectors (x′1, . . . , x

′
m) and (y′1, . . . , y

′
m).

Applying M to a vector of blocks corresponds to applying M to l different
vectors at once. Permuting all blocks and then applying M clearly has the same
result as applying M and then permuting the resulting blocks. More precisely,
after applying M , π(x′i) = y′i.

We now present the protocol RandomPairs. It is run in parallel for all of the
players with the restriction that n−3t = Ω(n). The matrix M is hyperinvertible
of dimension n by n−2t, and X is hyperinvertible of dimension n−2t by n−2t.
The protocol is shown in Figure 4 on the next page.

Proposition 1. The protocol RandomPairs securely realizes Fpairs in the UC
model with perfect security against an active and adaptive adversary corrupting
at most t players, where n − 3t = Ω(n). RandomPairs creates Θ(n2) permuted
pairs at a time with a communication complexity of O(n3), and a computational
complexity of O(n3 logn). In both cases, we add O(n2) per complaint.

Proof. The proof is divided into three parts. The first two are correctness and
simulation, and together they prove security in the UC model. The last part
deals with the complexity.
Correctness: To show correctness, we must prove that all generated pairs are
consistently shared and correctly permuted. Consider the set of players P . If we
denote by P ′ the subset of non-eliminated players, we know that by the end of
the elimination step, only sharings coming from players in P ′ will be used.

We know that for any dealer D ∈ P ′, there are no conflicts {Pi, D} ∈ C for
any Pi ∈ P ′. If there were such conflicts, they would have caused the elimination
of either D or Pi in the elimination phase. This means that all honest players in
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1. Sharing
For each player D acting as dealer, and each group g of pairs to make, run the following in
parallel:
(a) D picks random blocks (x1, . . . , xn−2t) and (y1, . . . , yn−2t) = (π(x1), . . . , π(xn−2t)).
(b) D shares the xi and the yi using protocol Share.
(c) All players calculate

([x′
1], . . . , [x

′
n]) = M([x1], . . . , [xn−2t])

([y′1], . . . , [y
′
n]) = M([y1], . . . , [yn−2t]).

(d) For all i, all players Pj send their shares of [x′
i] and [y′i] to Pi.

(e) For all i, the dealer D sends all shares of [x′
i] and [y′i] to Pi.

2. Checking
Initialize C = ∅. This set will contain sets of conflicting players. Now for each player Pi in
parallel:
(a) Pi checks that the sharings received for x′

i and y′i by all D for all groups are consistent, and
that y′i = π(x′

i). For any pair (Pj , D) where this check went well, Pi also checks that he
received the same shares from all pairs of dealers D and Pj . If all goes well, he broadcasts
a 1, and a 0 is broadcast if one or more checks fail.

(b) If Pi broadcast a 0, he now proceeds to broadcast the number of complaints he intends
to make. The complaints are then handled as described in the following. If at any point
Pi broadcasts badly formatted complaints or the same complaint more than once, Pi is
immediately eliminated and ignored.

(c) If a dealer D dealt inconsistent shares or the pairs were not correctly permuted, Pi broad-
casts (conflict, Pi, D). All players include the set {Pi, D} in C.

(d) Otherwise, if Pi sees that it has received different shares from some Pj and D for a group
g, it broadcasts (conflict, D, Pj , g, shareD, sharePj

, w), where w indicates whether it is
a conflict with shares of [x′

i] or [y′i]. Such conflicts are sent out for any relevant cases, but
at most one conflict is sent out for any specific pair (D,Pj).

i. If D finds that shareD does not match what he sent to Pi, he broadcasts
(conflict, D, Pi), and it is recorded in C.

ii. If Pj finds that sharePj
does not match what he sent to Pi, he broadcasts

(conflict, Pj , Pi). This is recorded in C.
iii. If neither D nor Pj broadcasts a conflict, the conflicting set {D,Pj} is included in C.

3. Elimination
All players now locally run the following elimination algorithm:
(a) If there is a pair {Pi, Pj} ∈ C such that neither player has been eliminated so far, eliminate

both players by removing them from the set S of player.
(b) Keep all pairs ([xi], [yi]) shared by non-eliminated players, throw away the rest.

4. Postprocessing phase
(a) Reorder the players such that 1 through n− 2t are non-eliminated.
(b) (xj

i , y
j
i ) is the i’th pair of blocks known to the j’th player, for all non-eliminated j, and

for each group.
(c) Every player calculates

([a1
i ], . . . , [an−2t

i ]) = X
−1([x1

i ], . . . , [xn−2t
i ])

([b1i ], . . . , [bn−2t
i ]) = X

−1([y1
i ], . . . , [yn−2t

i ]).

for all i ∈ {1, . . . , n− 3t}, and for each group.
(d) For each group, the output is given by the pairs ([aj

i ], [b
j
i ]) for i, j ∈ {1, . . . , n− 3t}.

Fig. 4. Protocol RandomPairs

P ′ agree that the shares they have received from dealers D ∈ P ′ are consistent
and represent correctly permuted pairs, and furthermore these shares agree with
all shares received from Pj ∈ P ′.

Now consider all non-eliminated honest players. We know that at least for ev-
ery two players eliminated, one of the players must have been corrupted. There-
fore, we have at least n − 2t honest players in P ′. Now select exactly n − 2t of
those and form the set H . It can be seen then that
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([x′i])Pi∈H = MH([xi])1≤i≤n−2t,

where MH is a matrix containing only the rows of M with indices corresponding
to the players in H . Since MH is a square submatrix of a hyperinvertible matrix,
it must be invertible. This means that

([xi])1≤i≤n−2t = M−1
H ([x′i])Pi∈H .

The calculations above also hold for the yi. We know that all pairs (x′i, y
′
i)

where Pi ∈ H are guaranteed to be consistently shared and correctly permuted.
Applying the linear transformationM−1

H preserves this property, and so we know
that all of the original pairs (xi, yi) must be correct as long as the dealer is in
P ′, but these are exactly the pairs we keep after the elimination phase.

Following the elimination phase, new pairs are created by applying yet another
linear transformation. As before, linear transformations preserve the consistency
of sharings and the property that pairs are correctly permuted, and thus cor-
rectness is ensured.

Simulation: To prove UC security, we must also show that we can construct a
simulator S such that any environment Z cannot distinguish between the real
world where it communicates with the adversary A and the ideal world where it
communicates with S. We do this by first proving perfect privacy (i.e. we prove
that the adversary’s view is independent of the secrets shared), and then we
show how to use this and correctness to build a simulator.

For perfect privacy, all values seen by the adversary should be independent
of the secret, which in this case is the set of output pairs. Throughout the
protocol, A learns openings of sharings from honest players, and it knows its
own sharings as well. It is these values that should be independent of the output.
More specifically, we need only examine sharings by non-eliminated players, since
the others are not used to create the output.

First, we prove that the sharings distributed by non-eliminated honest players
are independent of the sharings opened towards A. For any honest dealer and
any group, let I = {1, . . . , n−3t} be the indices of the initial blocks and R those
of the remaining blocks. Now choose a set C of size t that contains all indices of
the corrupted players. The corrupted players now know openings of

([x′i])i∈C = M I
C([xi])i∈I +MR

C ([xi])i∈R,

where MB
A means the matrix M restricted to rows in A and columns in B. A

similar equation holds for the y′i. Since |C| = |R|, there is exactly one choice of
blocks in R that matches what the adversary can see for any set of blocks in I.
In other words, the blocks opened to A are independent of the ones dealt by the
honest dealers.

The final output blocks are created using the sharings from all non-eliminated
servers, possibly including some corrupted servers. Therefore, we must also prove
that the final outputs are independent of sharings from non-eliminated corrupt
players. For the aji and any group (the proof is the same for the bji ), let I =
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{1, . . . , n− 3t} be the set of the initial n− 3t indices, R the subsequent t, and C
a set of size t containing the indices of all non-eliminated corrupted players (fill
the rest of C with other players if there are less than t). The adversary knows
xji for all j ∈ R, so the sharings known to A are

([xji ])j∈C = XI
C([aji ])j∈I +XR

C ([aji ])j∈R,

for all i. Since |C| = |R|, and since X is hyperinvertible, XR
C is invertible.

Therefore, for any set of blocks known to the adversary, there is exactly one
choice of blocks [aji ]j∈R not output for any set of output blocks. In other words,
the blocks dealt by A are independent of the output blocks. This concludes our
proof of privacy.

We can now show how to construct a simulator S. It simply runs dummy
versions of the honest players and lets the execute the protocol with A. We
know that any values seen by A during the protocol are independent of the ac-
tual secrets shared, so the values generated by S towards A must be correctly
distributed. When the protocol is done, the shares for corrupted players gener-
ated by the simulated run is fed into Fpairs. The functionality now chooses the
output sharing so to match these values, i.e. the honest players obtain shares
that are consistent with a set of correctly distributed secrets and with the shares
held by the adversary. By correctness of the protocol, this matches exactly the
distribution of the output of a real protocol run.

The very last part of the proof is to deal with adaptive corruptions. First
of all, if an honest player is corrupted during the protocol run but before we
receive outputs from Fpairs, we may simply open up one of the dummy parties
to the adversary and continue from there. The only difficult part is if a server is
corrupted after the output sharings have been chosen, because in that case the
view of a dummy party does not match the output sharings. To adjust the view
of a dummy party to the actual output shares of Fpairs, we examine how these
shares are constructed. We start by adjusting the shares of the [aji ] for j ∈ I (all
of the following works in the same way for the bji ). The adversary knows the full
sharings of

([xji ])j∈C = XI
C([aji ])j∈I +XR

C ([aji ])j∈R,

so for those we simply pick the correct shares of [aji ] for j ∈ R to match the
adjusted shares for j ∈ I. Now calculate ([xji ])j = X([aji ])j to find the remaining
shares owned by the newly corrupted player. This of course means that the other
dummy parties have to adjust their sharings from this point. The last problem
is xji created by this player. We can easily adjust its sharing of those values
to match what we need, but it also needs to match the values opened to the
adversary during the sharing of them. Luckily, we already know that this is
simply a matter of adjusting the randomness used in the sharing.

Complexity: We now examine the complexity of the protocol. Going through
each step of the protocol and remembering that every server is a dealer, we see
that each step has a maximum communication complexity of O(n3). Clearly
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this is also the total communication complexity. The computational complexity
is O(n3 logn) plus the cost of each complaint, since in the slowest step, every
server must check the consistency ofΘ(n) sharings by interpolation, which can be
done by using O(n logn) FFT. Every complaint adds O(n2) to both complexities
for the broadcast.

Permuting Elements within Blocks. The next subprotocol
PermuteWithinBlocks, and it is shown in Figure 5 takes as input the shares of
blocks ([x1], . . . , [xn]), a vector of random pairs (([s1], [π(s1)]), . . . , ([sn], [π(sn)])),
and the permutation π. It outputs shares of new sharings ([π(x1)], . . . , [π(xn)]).
For this protocol, we prove correctness and privacy here, and use these properties
in the simulation proof for the main protocol.

1. For every n input blocks, we do the following.
2. The servers locally compute [xi + si] = [xi] + [si], 1 ≤ i ≤ n.
3. The servers select the non-eliminated server j that has least recently been chosen in this way

and invoke Reco to reconstruct the [xi + si] to j.
4. Server j locally computes π(xi) for all i.
5. Server i uses protocol Permuted to share [π(xi + si)] for all i, proving in the process that it

has been consistently shared and permuted. If Permuted outputs fail, return to step 3 (see
description of Permuted in the text).

6. The players locally compute [π(xi)] = [π(xi + si)] − [π(si)], 1 ≤ i ≤ n.

Fig. 5. Protocol PermuteWithinBlocks

Note that we only run the protocol for n blocks at a time to limit the cost of
Permuted failing. For efficiency, we must work on at least n blocks at a time, so
this is the natural choice. The protocol Permuted that was mentioned above is
an adaptation of RandomPairs: there is only one dealer, server j. Rather than
sharing both the xi’s and π(xi)’s, the server shares only π(xi), since servers
already have shares of the xi’s in question. However some extra random xi’s are
added to ensure privacy (recall that RandomPairs requires extra random blocks
that will not be output). Otherwise, we do exactly the same as in RandomPairs
but if fail if server j is eliminated we stop immediately and output fail. The
postprocessing phase is omitted, since there is only a single dealer who is allowed
to know the (masked) secret.

It is perfectly private and correct by for the same reason that PermutedPairs
is. As for the complexities, we consider permuting β groups ofΘ(n) blocks (i.e. we
permute Θ(βn) blocks). Ignoring broadcasts for a moment, we see that commu-
nication is at its most expensive when initially sharing, which costs O(βn2). The
most expensive computational step is still checking, which costs O(βn2 logn).
For both computation and communication, we need to add O(n3) in broadcast
costs in both cases (regardless of the number of groups) and a further O(n2) per
complaint.

For the protocol PermuteWithinBlocks, it is clear that we still have privacy,
since random blocks are added before opening. Correctness is trivial from the
construction. As for the complexities, the most expensive step is Permuted. So
both computational and communication complexities are as above, with the
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exception that the cost is multiplied by the number of times we fail and have to
rerun Permuted. Since each failure results in at least one corrupt player being
eliminated, the worst case is having to rerun t times.

5.2 Multiplications

As explained earlier, our circuit consists of only addition, multiplication and h-
gates, where h(x, y, c) = (cx+ (1− c)y, cy+ (1− c)x). Since addition is trivially
done by local computation, it is sufficient to explain how to handle multiplica-
tions. In order to do this, we need the protocol RobustReshare; as mentioned
above it coverts a vector of blocks from being shared with degree d1 to shares
with degree d2. In a nutshell, it publicly reconstructs the values and then re-
shares them. Assume that we are given shared blocks [x]d, [y]d with degree d
and sharings [r]d, [r]2d of the same r but with degree d and 2d. The protocol
Multiply then works as shown in Figure 6.

1. For every pair of blocks x, y to multiply, we assume sharings [r]d, [r]2d are available. The servers
locally compute [xy + r]2d = [x]d[y]d + [r]2d.

2. RobustReshare is run to obtain [xy + r]d for all x, y.
3. For every x, y the servers locally compute [xy]d = [xy + r]d − [r]d.

Fig. 6. Protocol Multiply

The pairs [r]d, [r]2d we need can be generated using RanDouSha mentioned
above. Correctness follows from correctness of RobustReshare. Privacy follows
from privacy of RanDouSha since we can then assume the r is uniformly random
from the adversary’s point of view. The complexity is clearly dominated by
RobustReshare whose complexity was covered earlier.

6 The Main Protocol

The final protocol is described in Figure 8 on the facing page, while the func-
tionality realized is in Figure 7. This leads to:

1. The input clients send their inputs (x1, . . . , xr) to FC .
2. FC distributes (y1, . . . , yt) = C(x1, . . . , xr) to the intended output clients.

Fig. 7. The functionality FC for the circuit C

Theorem 1. There exists 0 < δ < 1/3 such that given n servers and an arith-
metic circuit C that is at least Ω(n) gates wide, the protocol EvalCircuit re-
alizes FC with perfect security in the UC model against an active and adaptive
adversary corrupting up to t < δn servers.

The total communication complexity is

O(logn log |C| · |C|) + poly(n, log |C|) · depth(C)2,
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Preprocessing: Transform C into C′.
Step 0: Input clients invoke the functionality FRobustShare to share their inputs to the servers.

The servers invoke Fpairs and Fdouble to create a set Pi of pairs and a set DSi of double
sharings for every layer 1 ≤ i ≤ d of C′, where d = depth(C′).

Step i: For 1 ≤ i ≤ d, we have from the previous layers the set Ii of inputs for this layer as well as
pairs and double sharings Pi and DSi for this layer. Layer i is evaluated on Ii by the servers
through local computations and a constant number of calls to Multiply.
The outputs of the layer may need to be permuted. If the blocks are to be permuted, they are
permuted by local computation. If the elements within the blocks need to be permuted, the
servers invoke PermuteWithinBlocks on the blocks in question.

Step d+ 1: The servers open sharings to the relevant output clients using Reco.

Fig. 8. Protocol EvalCircuit

while the total computational complexity is

O(log2 n log |C| · |C|) + poly(n, log |C|) · depth(C)2.

The actual threshold in Theorem 1 on the facing page is quite far from the op-
timal n/3 bound. To improve on this, we may use the player virtualization tech-
nique by Bracha [6] in the same way it was used in [13], to which we refer for
the details of the construction. The basic idea is to construct virtual servers that
run our protocol. To simulate each virtual server, a subset of the servers run a
less efficient protocol, the inner protocol, that has a high threshold.

The difference from [13] is that here we are interested in perfect security.
Therefore we need an inner protocol that also has perfect security. To this end,
we can employ the BGW protocol [3]. Since it has threshold n/3, the construction
from [13] gives us a threshold of n/3−ε for sufficiently large n, where ε > 0 may
be chosen arbitrarily.

The construction increases both the computational and communication com-
plexities to be the sum of the previous computational and communication com-
plexities. Therefore, the new bound for both will be the old computational bound.

Because of space limitations, the proof of Theorem 1 on the preceding page
is given in the full version (on ePrint) [12].

In the full version we also prove Corollary 1, which is a reduction in the
complexity in some cases, namely when the depth is large and when X (the
maximal number of connections from one layer to others) is large.

Corollary 1. With the modification of the full version, the complexities of The-
orem 1 can be altered to

O(log depth(C) log n log |C| · |C|) + poly(n, log |C|) · depth(C) log depth(C)

for communication and

O(log depth(C) log2 n log |C| · |C|) + poly(n, log |C|) · depth(C) log depth(C)

for computation.

7 Application to Two-Party Cryptography

In this section we sketch the application of our main result to reducing the com-
putational overhead of zero-knowledge proofs and secure two-party computation.
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In [20] it is shown how to obtain a zero-knowledge proof for the satisfiability
of a circuit C from any MPC protocol for n servers in which one client (“the
prover”) has an input w and another client (“the verifier”) should output C′(w),
where C′ is a constant-depth circuit of roughly the same size as C which is easily
determined by C. If the MPC protocol is adaptively secure against an active
adversary who corrupts the prover and a constant fraction of the servers, the
resulting zero-knowledge protocol will have soundness error of 2−Ω(n) plus the
correctness error of the MPC protocol. The simulation error corresponds to that
of the MPC protocol. The efficiency of the zero-knowledge protocol is essentially
the same as that of the MPC protocol, excluding the cost of n commitments to
strings whose total size is roughly the communication complexity of the MPC
protocol.

The above transformation was combined with the MPC techniques from [11,9]
to yield zero-knowledge proofs with a constant communication overhead. How-
ever, to guarantee soundness error of 2−k, the computational overhead of this
protocol must be Ω(k), even if ideal commitments are used. Plugging in our
main result, we obtain a perfect zero-knowledge protocol in the commitment-
hybrid model (i.e., using ideal commitments) in which both the communication
and computation overhead are polylogarithmic in k. As a side benefit, the perfect
security of our protocol allows for a simpler and more round-efficient transfor-
mation into a zero-knowledge proof protocol (see [20], Section 4).

To implement the commitment-hybrid model, we can use the constant over-
head constructions from [21] or the polylog-overhead constructions from [1]. The
latter have the advantage of relying on fairly standard cryptographic assump-
tions, related to the intractability of decoding random linear codes or learning
with errors.

We note that in the case of zero-knowledge arguments (with computational
soundness), it is possible to combine the PCP-based approach of [23,25] for
efficient arguments with state of the art PCP constructions [4] and efficient
lattice-based constructions of collision-resistant hash functions [26,24] to get al-
ternative constructions with polylogarithmic computational overhead. However,
other than offering only computational soundness, the resulting protocol requires
stronger assumptions, inherits the complex and seemingly impractical nature of
current PCP constructions, and does not allow to eliminate the need for cryp-
tography using preprocessing.

We finally note that similar results can be obtained in the more general context
of secure two-party computation. One approach to obtain these results is to
apply the GMW-compiler [17], with the efficient zero-knowledge proofs described
above, to a constant-overhead protocol for the semi-honest model from [21]. The
latter protocol relies on the existence of a pseudorandom generator stretching n
bits to n2 bits in which each bit of the output depends on just a constant number
of input bits — a plausible but nonstandard assumption. Another approach,
which can offers unconditional security in the OT-hybrid model, is to instantiate
the protocol compiler from [22] with our main protocol as the “outer protocol”.
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8 On the Relevance of Gentry’s Scheme

The recent breakthrough of Gentry [16], suggesting the first plausible candi-
date for a fully homomorphic encryption scheme, has a great impact on the
theoretical efficiency of MPC. By distributing the key generation and decryp-
tion of Gentry’s scheme between the n players, it is possible to obtain general
constant-round MPC protocols whose communication complexity only depends
on n and the length of the inputs and outputs of C rather than the size of C.
We note, however, that this protocol can only provide computational security
(under a non-standard assumption) and, perhaps more importantly, its compu-
tational overhead involves a large polynomial in the security parameter. The
high computational cost seems to make Gentry’s scheme, in its current form,
too inefficient for practical purposes. Finally, for circuits whose output length
is not much smaller than their size (as in the case of performing a large num-
ber of simple computations), even the communication overhead of this protocol
becomes a large polynomial in k and n. In contrast, our protocol has the same
overhead even in this case. In light of the above, it seems fair to conclude that
Gentry’s result has limited relevance to the results of the present work from both
a theoretical and from a practical point of view.
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Abstract. A broadcast protocol allows a sender to distribute a message through a
point-to-point network to a set of parties, such that (i) all parties receive the same
message, even if the sender is corrupted, and (ii) this is the sender’s message, if he
is honest. Broadcast protocols satisfying these properties are known to exist if and
only if t < n/3, where n denotes the total number of parties, and t denotes the
maximal number of corruptions. When a setup allowing signatures is available to
the parties, then such protocols exist even for t < n.

Since its invention in [LSP82], broadcast has been used as a primitive in nu-
merous multi-party protocols making it one of the fundamental primitives in the
distributed-protocols literature. The security of these protocols is analyzed in a
model where a broadcast primitive which behaves in an ideal way is assumed.
Clearly, a definition of broadcast should allow for secure composition, namely, it
should be secure to replace an assumed broadcast primitive by a protocol satis-
fying this definition. Following recent cryptographic reasoning, to allow secure
composition the ideal behavior of broadcast can be described as an ideal func-
tionality, and a simulation-based definition can be used.

In this work, we show that the property-based definition of broadcast does
not imply the simulation-based definition for the natural broadcast functional-
ity. In fact, most broadcast protocols in the literature do not securely realize this
functionality, which raises a composability issue for these broadcast protocols.
In particular, we do not know of any broadcast protocol which could be securely
invoked in a multi-party computation protocol in the secure-channels model. The
problem is that existing protocols for broadcast do not preserve the secrecy of
the message while being broadcasted, and in particular allow the adversary to
corrupt the sender (and change the message), depending on the message being
broadcasted. For example, when every party should broadcast a random bit, the
adversary could corrupt those parties who intend to broadcast 0, and make them
broadcast 1.

More concretely, we show that simulatable broadcast in a model with secure
channels is possible if and only if t < n/3, respectively t ≤ n/2 when a sig-
nature setup is available. The positive results are proven by constructing secure
broadcast protocols.

1 Introduction

Broadcast is one of the most fundamental primitives in distributed cryptography. It is
used in almost any task that involves multiple players, like, e.g., voting, bidding, secure
function evaluation, threshold key generation, multi-party computation, etc — just to
mention a few. The security of these protocols inherently relies on the security of the
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underlying broadcast protocol. Informally, broadcast allows a sender to distribute his
input among a set of players, such that every player gets the same value, even if the
sender is dishonest.

1.1 Summary of Known Results

Broadcast was introduced by Pease, Shostak, and Lamport [LSP82] who showed
that an adversary who can corrupt up to t players can be tolerated for perfectly
secure Broadcast if and only if 3t < n. This model has been extensively stud-
ied [DFF+82, TPS87, FM88, CW89, BGP89, BDDS92, GM93] and protocols with
optimal resiliency and complexity (communication and computation) polynomial in the
number of players were suggested.1 Other solutions [DS82, PW92] considered a setting
where a setup allowing digital signatures is available, and showed that Broadcast tol-
erating an arbitrary number of cheaters (t < n) is possible. The suggested protocols
are polynomial in the number of players and are as secure as the underlying signature
scheme.2

Recently, Lindell, Lysyanskaya, and Rabin [LLR02] proved that, unless unique
session identifiers are available, the bound t < n/3 is necessary for feasibility of
concurrently composable Broadcast, even when a setup allowing digital signatures
is given. To the positive side, they showed that when unique session IDs are avail-
able, then the protocols which achieve Broadcast and use signatures for authentica-
tion, e.g., [DS82, PW92] can be be transformed to concurrently composable Broadcast
protocols.

1.2 Property-Based vs. Simulation-Based Definition

Intuitively, one could think of broadcast as a megaphone given to the sender, which
every player can hear. More formally, this megaphone can be modeled as a functionality
(in the sense of [Can00, Can01]), which receives an arbitrary message from the sender,
and forwards this message to all players. The goal of a broadcast protocol is to realize
this functionality, in the sense that in any context the abstract broadcast functionality
can safely be replaced by the broadcast protocol. However, in the big body of broadcast
literature, protocols are not proven to securely realize the above functionality; rather,
they are shown to satisfy the following properties:

– Consistency: There exists some y such that every player outputs y.
– Validity: If the sender is honest and has input x then y = x.
– Termination: For every honest player the protocol terminates after a finite number

of rounds.
Of course, the hope is that these properties imply security of a broadcast protocol

in a simulation-based sense (i.e., any protocol satisfying these properties is expected

1 Many of these protocols are actually Consensus protocols, from which a Broadcast protocol
can be build by having the sender send his input to everybody and then invoke Consensus on
the received values.

2 In fact, feasibility of Broadcast for t < n when a setup is available was also proved in [LSP82]
but the suggested protocol has exponential communication complexity.
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to securely realize the above broadcast functionality). However, this is not the case, as
the property-based definition has a major flaw: the validity condition does not take into
account the point in time when the sender gets corrupted. In particular, the definition
does not rule out that the adversary can corrupt the sender depending on the message
which the sender intends to broadcast. In fact, a broadcast protocol can satisfy the
above three properties, and still allow the adversary to first learn the sender’s message,
and then to decide whether or not to corrupt the sender and make him broadcast a
different message. This clearly contradicts the simulation-based definition, as well as
the intuition with the megaphone. We stress that it is perfectly legal that the adversary
can change the broadcasted message by corrupting the sender, and also it is perfectly
legal that she learns the broadcasted message; however, it is counter-intuitive that she
can first learn the message, without corrupting the sender, and then still be able to
corrupt the sender and change it.

We give two examples to demonstrate the relevance of this problem: First, consider
the following process for 10 players: Each player pi (i = 1, . . . , 10) in turn chooses
a bit bi ∈R {0, 1} uniformly at random and announces it using ideal broadcast (e.g.,
using a megaphone), i.e., first p1 selects b1 ∈R {0, 1} and announces it, subsequently
p2 selects b2 ∈R {0, 1} and announces it, etc. Consider an adversary who can corrupt
at most three of the players, and her goal is to have only 1’s broadcasted. Clearly, the
probability that the output sequence consists only of 1’s is at most 2−7, as each of the
seven bits chosen by the honest players are 1 with probability 1/2. However, when
we replace the ideal broadcast with some broadcast protocol satisfying the above three
properties, then the adversary might be able to bring this probability to 46 · 2−9, which
is more than ten times bigger. She can achieve this by only corrupting those players pi
who intend to broadcast 0. With the mentioned probability, there are at most three such
players, and the adversary can corrupt each of them and make them broadcast 1.

A more cryptography-related example is the following: Consider a prover p who uses
the Fiat-Shamir (interactive) protocol to publicly prove to n players (verifiers) that he
knows the square root of some publicly known y (in an RSA group). In order to do
that, p executes one round of the Fiat-Shamir protocol with each verifier pi in sequence.
All executions are public, in the sense that all the messages are exchanged using ideal
broadcast. Each verifier accepts if all rounds are accepting. Assume that the adversary
can corrupt up to t = n/2 of the verifiers. Then in this protocol the probability that a
malicious prover can make the players accept when he does not know the square root is
negligible in n. However, along the lines of the above example, when the ideal broadcast
is replaced by a broadcast protocol satisfying the above properties, a malicious prover
might be able to corrupt only those verifiers who intend to challenge the bit the prover
is not prepared to, which allows a malicious prover to cheat with probability 1/2.

1.3 Broadcast in the Literature

As mentioned in the previous section, the big body of broadcast protocols in the litera-
ture are proven secure with respect to the mentioned properties, rather than with respect
to a broadcast functionality. This would be only a minor issue if these protocols would
securely realize the broadcast functionality. However, in the following we show that (at
least most of them) fail to do so.
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Most broadcast protocols in the literature [LSP82, DS82, BPW91, PW92, BHR07]
proceed as follows:3 First the sender sends the message to the players, possibly along
with a signature; then, the players try to establish a consistent view on the sender’s input.
Obviously, any protocol following this approach cannot be secure against an adaptive
adversary: Unless some kind of simultaneous multi-send assumption on the communi-
cation channels is made (see below), some corrupted player can happen to be the first to
receive the message from the sender, and depending on this message, the adversary can
decide whether or not to corrupt the sender (and change the message to be broadcast).
Clearly, this behavior is not allowed when the above mentioned broadcast functional-
ity is used, because as soon as some corrupted player receives (from the functionality)
the broadcasted value, it is guaranteed that the honest players will also receive it (the
functionality also sends it to them). Note that we do not need to assume a fully rushing
adversary for the above behavior; we simply do not exclude that some corrupted player
might get the message first, before it is sent to other players.

Note that many broadcast protocols can apparently be turned secure when the net-
work offers a simultaneous multi-send operation. Such an operation is atomic and al-
lows the sender to distribute an n-ary vector such that every player pi receives the
i-th component of the vector. More precisely, the operation is atomic in the sense
that as soon as some player obtains some information about his component, then all
other player must be guaranteed to receive their respective component as well. Such
a network-operation is of course quite a strong assumption. Indeed, assuming such
an operation implies that a player who honestly behaves at a specific point in time
can broadcast a message (by multi-sending it) which seems to be closer to a broadcast
channel than to a point-to-point communication network. In fact, the Universal Com-
position framework [Can01] which is the most widely accepted framework for arguing
about the security of protocols, explicitly excludes such a simultaneous multi-send as-
sumption. Furthermore, for broadcast protocols using signatures and tolerating t ≥ n/3
[DS82, PW92], even this assumption does not help, as still the adversary can learn the
message in the first phase of the protocol, and make the broadcast fail afterwards by
corrupting the sender and introducing signatures for different messages.4

The major problem is that in the broadcast literature, protocols are proven secure with
respect to properties, but in the cryptographic protocols literature (VSS, MPC, etc), pro-
tocols are proven secure in a hybrid world with access to an ideal broadcast functional-
ity (e.g., “secure-channels model with broadcast”). The security of these cryptographic
protocols, when the broadcast functionality is instantiated with some broadcast protocol
from the literature, is doubtful.

1.4 Contributions

We show that the property-based definition of broadcast does not imply simulation-
based security with the natural functionality, not even in a stand-alone setting, not even

3 This also includes any broadcast protocol which first has the sender send his input to every-
body and then invokes a Consensus protocol, e.g. [DFF+82, TPS87, FM88, CW89, BGP89,
BDDS92, GM93], on the received values.

4 This would essentially correspond to a Broadcast functionality with partial fairness and unan-
imous abort [GL02].
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in the secure-channels model with perfect security. We also describe a weaker function-
ality which is realized by the known broadcast protocols, and, under certain conditions,
can instantiate a broadcast primitive within a high level protocol. These conditions are,
for example, satisfied by the VSS protocol from [BGW88]. Note however, that in many
of the known protocols which assume broadcast, e.g., [CDD+99], these conditions are
not guaranteed. Hence, if one would be willing to make a compromise and accept the
weaker functionality as the ideal functionality for broadcast, then he would need to
(re-)prove the security of such protocols with this functionality in mind.

Furthermore, we give broadcast protocols with simulation-based security in the
secure-channels model that tolerate t < n/3 (with perfect security, without further
assumptions), respectively t ≤ n/2 (with statistical resp. cryptographic security, when
a secure signature functionality is available). Both bounds are tight. We stress that in
the secure channels model, no protocol exists that securely realizes the natural broad-
cast functionality when t > n/2 (although property-based security is possible for
t < n [DS82, PW92]).

The negative result can easily be illustrated in the following broadcast protocol: First,
the sender transmits the message to all players. Then, the players run a perfectly secure
consensus protocol on the received values [BGP89]. The resulting broadcast protocol
satisfies the consistency and validity property with perfect security when t < n/3.
However, it is not a secure realization of the above natural functionality for broadcast.
The main problem is that an adaptive adversary might first learn the message to be
broadcasted, and then, depending on the learned message, still can corrupt the sender
and make him broadcast a different message. The authors are not aware of any broadcast
protocol in the literature that does not suffer from this problem (but see related work
below).

The positive result for perfect security with t < n/3 is rather straight-forward: First,
the sender secret-shares the message among the players. Then, the sharing is recon-
structed. The only issue is how to do a secret-sharing without having a composable
broadcast primitive. The second positive result, namely statistical and computational se-
curity for t ≤ n/2, it more involved, a verifiable secret-sharing exists only for t < n/2
(but not for t = n/2).

The tightness of the bound for perfect security (t < n/3) follows directly from the
impossibility of property-based broadcast. The tightness of t ≤ n/2 is proven indi-
rectly: we show that in any “broadcast protocol” for 2t = n+ 1, there exists a round in
which the adversary (not corrupting the sender) obtains noticeable (i.e., not negligible)
information about the message, but still can corrupt the sender and change the message.

1.5 Comparison with Previous Work

The idea to use VSS to get more out of a broadcast protocol was used in the context
of simultaneous broadcast [CGMA85, CR87, Gen95, Gen00, HM05]. However, the
goal of these works is to satisfy an additional property, namely to allow different
parties to broadcast values in parallel while guaranteeing mutual independence of the
broadcast values. This does not imply simulation-based composable security. Recently,
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Hevia [Hev06] proposed a simultaneous broadcast protocol which he proved to be uni-
versally composable. However, as all previous protocols in this line of research, also
this protocol uses “normal” broadcast as sub-protocol, and the security analysis relies
on the hope that this securely composes, which, as we show here, in general is not
the case. In fact, the protocol in [Hev06] employs the verifiable secret-sharing scheme
from [CDD+99], which in turn employs some broadcast primitive which (hopefully)
securely composes in the secure-channels model for t < n/2. To our knowledge, our
work is the first to present such a composable broadcast protocol.

In [LLR02] a broadcast protocol for t < n was described, which is concurrently
composable when unique session IDs are available. This result does not contradict
ours, as it implicitly assumes that the players can simultaneously multi-send mes-
sages (c.f. [LLR02, Sect. 2.1]). In fact, this protocol is a “transformation from almost
any Broadcast protocol to a protocol that concurrently composes”. Because all known
broadcast protocols have the above mentioned problem, also this construction has it
when run in a model without simultaneous multi-send.

2 The Model

We consider the well-known secure channels model introduced in [BGW88, CCD88],
where the players inP = {p1, . . . , pn} are connected by a complete network of bilateral
secure channels. In such a network the only way that the adversary can get information
on a sent message is by corrupting the sender or the receiver.

2.1 Synchronous Communication (No Multi-send)

The communication is synchronous, i.e., all players have synchronized clocks and there
is a known upper bound on the delivery time of any sent message. In such a synchronous
model, the protocols proceed in rounds, where in each round every player can send a
message to every other player.

There are several variations of the synchronous channels model suggested in the
literature. In some works [Nie03, LLR02] it is implicitly assume that honest players
can simultaneously multi-send messages, i.e, simultaneously send messages to several
recipients. Such a multi-send operation is atomic and guarantees that for a sender who
is honest upon sending, if one of the messages is delivered to its recipient then all the
messages will be delivered (unchanged) to the corresponding recipients. As we already
pointed out, such a simultaneous multi-send operation is a quite strong assumption on
the communication network.

In this work we only assume bilateral communication and, in particular, we do not
assume simultaneous multi-send: a player who is instructed to send a message to more
than one players can do so one player at a time. This is consistent with the formulation
of [Can01] where it is required that the processes are activated in turns, where at any
point only a single process can be active, and it can send a message to one other process
which becomes now the active process, and so on.
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2.2 The Adversary

We consider a threshold adversary who can actively corrupt up to t players (we refer
to this adversary as t-adversary). When some player pi is corrupted then the adversary
has full control on pi. A player who is not corrupted is called uncorrupted or honest.
Analogously, the corrupted players are also called dishonest.

There are several adversarial models in the literature which restrict the power of the
adversary. For example a static adversary is one who chooses the players to corrupt at
the beginning of the protocol.

In this work we do not put any such restrictions on the adversary’s corruption power.
In particular, the assumed adversary is adaptive, i.e., in contrast to a static adversary,
she can corrupt additional players in the flow of the protocol depending on messages
seen so far, with the only restriction that the total number of players she corrupts has to
be at most t. Because no simultaneous multi-send is assumed, it might happen that some
corrupted player receives his message from an honest player p in some round, before p
has finished sending all his messages for this round.5 If this happens, the adversary can
corrupt p after learning the message which was sent to the corrupted player, and force
him change the remaining messages which he intended to send in that round.

2.3 Security Definition

Following the [Can00, Can01] methodology security of protocols is argued via the
ideal-world/real-world paradigm. In the real-world the players execute the protocol. The
ideal-world is a specification of the task which we want the protocol to implement. More
concretely, in the ideal-world the players can invoke a fully trusted party, called the
functionality, denoted as F , in the following way: the player sends their input(s) to F ;
F runs its program on the received inputs (while running the program,F might receive
additional inputs from the players or the adversary or send values to the adversary), and
returns to the players their specified outputs. The specification of F is such that this
ideal-evaluation captures, as good as possible, the goals of the designed protocol.

Intuitively, a protocol securely realizes a functionalityF , when the adversary cannot
achieve more in the protocol than what she could achieve in an ideal-evaluation of F .
To formalize this statement, we assume an environment Z which decides the inputs of
all players, and also sees their outputs.Z also sees the full view of the adversaryA who
is attacking the protocol. We denote the view of Z for an invocation of protocol π with
adversary A as EXECπ,A,Z . A protocol π t-securely realizes functionality F when for
any t-adversary A attacking protocol π, there exists an ideal-world adversary S (also
called the simulator) such that no environment Z cannot tell whether it is interacting
with A and the players running π or with S and the players running the ideal-world
protocol (we denote the view of Z in an ideal-evaluation of F as EXECF ,S,Z).

The three typical security notions are: perfect security (A is computationally un-
bounded, and the random variables EXECπ,A,Z and EXECF ,S,Z are identically dis-
tributed), statistical security (A is computationally unbounded, and EXECπ,A,Z and
EXECF ,S,Z are statistically close), and computational security (A is efficient, and
EXECπ,A,Z and EXECF ,S,Z are computationally indistinguishable).

5 Note that if one would assume a rushing adversary then this would be the case “by definition”.
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The F -hybrid model. The power of the simulation-based definition is that it allows to
argue about security of protocols in a composable way. In particular, let π1 be a protocol
which securely realizes a functionality F1. If we can prove that π2 securely realizes a
functionality F2 using ideal-calls to F1, then it follows automatically that the protocol
which results by replacing, in π2, the calls to F1 by invocations of π1 also securely
realizes F2. Therefore we only need to prove the security of π2 in the so-called F1-
hybrid model, where the players run π2 and are allowed to make ideal-calls to F1. For
more details on composability of protocols and a formal handling of both sequential
and parallel composition (and also of universal composability), the reader is referred
to [Can00, Can01].

3 Perfect Security (No Setup)

In this section we consider the case of perfect security, i.e., information theoretic
(i.t.) with no error probability. We show that perfectly secure broadcast tolerating a
t-adversary is possible if and only if t < n/3. Although this bound already appears in
the literature, to the best of our knowledge, none of the suggested synchronous broad-
cast protocols for perfect security satisfies the simulation-based definition when secure-
channels and an adaptive adversary are considered. Also, in addition to handling the
perfect security case, this section serves as a good way to introduce some of our ideas.

The ideal functionality for broadcast FBC when synchronous secure channels are
assumed is quite intuitive; nevertheless, to keep our analysis complete, in the following
we give a description. For simplicity we describe the functionality in terms of an ideal-
world protocol. A UC-type version of this functionality can be found in the full version
of this paper.

Functionality FBC

1. ps sends his input xs to the functionality FBC.
2. FBC sends xs to every p ∈ P .

To show that the above functionality is not realized by known protocols, we observe
that known broadcast protocols have the following pattern: At the beginning of the pro-
tocol the sender ps sends his input xs to the players in P \ {ps}; in a second phase
the players try to establish a consistent view on the sender’s input. Clearly all protocols
which start by the sender sending his input to everybody and then invoke a consensus
protocol on the received value, e.g., [CW89, BGP89, BDDS92], are of the above type.
However, even the protocols where the second phase is not a self-contained consen-
sus protocol, e.g., the broadcast protocols from [DS82, PW92], also follow the above
paradigm.

The fact that any protocol following the above paradigm is insecure against an adap-
tive adversary can be seen as follows: In any such protocol, there is a good probability
that a corrupted player is the first to receive the input xs from ps and the adversary can,
depending on the received value, decide whether or not to corrupt the sender ps (and
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possibly change the broadcasted value).6 However, this behavior cannot be simulated,
as by the time the simulator learns xs from the functionality it is already too late to
change it (the functionality also sends it to all honest players).

A direct way to deal with the above problem is to make sure that before any player
(or the adversary) learns any information on xs, the value xs is secret-shared in a ro-
bustly reconstructible way. More concretely, when a secure Verifiable Secret Sharing
(VSS) scheme is given, then one can easily construct a secure broadcast protocol (i.e.,
a protocol realizingFBC) by having ps share his input xs, and, subsequently, having the
players publicly reconstruct the sharing.

It might look that we are done, as one could use the perfectly secure VSS from
[BGW88] to achieve broadcast. But this is not quite true. The reason is that [BGW88]
(and all other known VSS schemes with perfect security) use broadcast as a primitive.
If we instantiate this primitive by one of the known broadcast protocols then we can no
longer argue about the security of the full construction using composition. Nevertheless,
we show in the following that replacing all broadcast invocations in the [BGW88] VSS
scheme by executions of the [BGP89] broadcast protocol7 does not cause any loss of
security; we denote this VSS scheme by VSS(BGP)

BGW .

The security of VSS(BGP)
BGW is argued in two steps. In a first step, we show that al-

though the [BGP89] broadcast protocol, denoted in the following as BCBGP, does not
securely realize FBC, it does realize a weaker functionality, denoted as FUBC (we refer
to this functionality as unfair broadcast). In a second step, we show that under certain
conditions (which are satisfied by the [BGW88] VSS protocol) , we can replace FBC by
FUBC without loosing security.

The functionality FUBC is described in the following. Intuitively, the difference to
the functionality FBC is that FUBC allows the adversary to first receive the sender’s ps
input (even without corrupting ps) and then, depending on the received value, decide
whether or not she wants to corrupt ps and possibly modify the broadcasted value.

Functionality FUBC

1. ps sends his input xs to the functionality FUBC.
2. FUBC sends xs to the adversary.
3. If ps is corrupted then the adversary sends a value to FUBC; FUBC denotes the

received value by x′s (if ps is not corrupted then FUBC sets x′s := xs).
4. FUBC sends x′s to every p ∈ P

Lemma 1. Protocol BCBGP perfectly t-securely realizes the functionality FUBC for t <
n/3.

Proof. (sketch) As shown in [BGP89], the protocol BCBGP satisfies the property-based
definition of broadcast (i.e., it satisfies validity, consistency, and termination). We show

6 In fact, if one assumes a rushing adversary then she can, by definition, always perform such an
attack, as she first learns the messages sent to corrupted recipients.

7 In fact [BGP89] describes a consensus protocol. A protocol for broadcast can be constructed
by having the sender send his value to everybody and then invoke consensus on the received
values.
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that it perfectly securely realizes FUBC. Let A be an adversary attacking BCBGP; a cor-
responding simulator S can be built as follows: First S waits for the input xs from
FUBC. Note that, because BCBGP is fully deterministic and the players in P \ {ps} have
no input, knowing xs allows S to perfectly simulate all the messages sent by honest
players.8 S invokesA and does the following:

1. S simulates all the players in the computation.
2. Whenever A requests to corrupt some pi ∈ P , S corrupts pi and sends (the simu-

lated) internal state of pi to A. From that point on, S has (the simulated) pi follow
A’s instruction.

3. WheneverA sends a message to the environmentZ , S forwards this message to Z .
4. At the end of the simulation, if some (simulated) uncorrupted player pi outputs

xi = xs, then in the ideal evaluation ps sends xs to FUBC (even when he is cor-
rupted). Otherwise, i.e., if xi �= xs, S instructs ps to send xi to the functionality
FUBC in Step 3 (the correctness property of BCBGP implies xi �= xs only when ps
is actively corrupted.).

It is easy to verify that EXECFUBC,S,Z ≡ EXECπ,A,Z , i.e., the protocol perfectly se-
curely realizes FUBC. 	

Remark 1. One can verify that most broadcast protocols in the literature, including
those that assume a setup and tolerate t < n corrupted players, securely realize the ideal
functionality FUBC. The proof is along the lines of the above proof. One might even be
willing to make a compromise and accept this functionality as a tight description of what
one would expect from broadcast. However, we point out that this functionality allows
the counter-intuitive behavior explained in the introduction. Furthermore, the security
of protocols which assume broadcast should be (re-)analyzed with this functionality in
mind.

For the second step, we show that if a protocolΠ (which assumes broadcast) satisfies an
appropriate pre-condition, then it is safe to instantiate broadcast in Π by calls to FUBC.
The pre-condition is the following: For any value v which is supposed to be broadcasted,
the adversary “knows v in advance”, i.e., there exists a deterministic strategy for this
adversary to compute v based on the contents of her view before the call to the broadcast
primitive. We formalize this in the following lemma. Note that the lemma holds for any
security level and is not restricted to perfect security.9

Lemma 2. Let Π be an FBC-hybrid protocol which securely realizes a given function-
ality F , and let Π ′ denote the protocol which results by replacing in Π all the calls
to FBC with calls to FUBC. If Π uses calls to FBC only to broadcast values which the
adversary knows in advance, then Π ′ securely realizes F .

Proof. (sketch) Let A′ be an adversary attacking Π ′ in the FUBC-hybrid model. We
show how to construct an adversary A attacking Π in the FBC-hybrid model such that

8 In fact, for any adversary A, S can generate exactly the same messages as the uncorrupted
players would if the protocol would be run with this adversary.

9 However, for the case of computational security we will have to require that the strategy of the
adversary to compute the value which is to be broadcasted is efficient.
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ExecZ,A′,Π′ ≡ ExecZ,A,Π . This is sufficient as then we can use the simulator for A
(which is guaranteed to exist by the security of Π) as a simulator for A′. A behaves
exactly as A′ except in the invocations of FUBC: when FUBC is to be called, in order
to simulate the first message of FUBC towards A′ (corresponding to the broadcasted
value) A computes the value to be broadcasted (using the deterministic strategy on his
view which is guaranteed to exist by the fact that she knows the broadcasted value in
advance)10 and sends this value to A′. A′ is now allowed to corrupt the sender and
(possibly) change the value he is supposed to broadcast. A acts accordingly and then
invokes FBC. It is straightforward to verify that ExecZ,A′,Π′ ≡ ExecZ,A,Π . 	

We point out that the [BGW88] VSS protocol satisfies the pre-condition of Lemma 2.
Indeed, the protocol uses broadcast only for the complaints and the accusations issued
by players and for the dealer to reply to them. By careful inspection of the protocol
one can verify that all these broadcasted values can be computed from the view of
the adversary before they are broadcasted. Because this VSS is secure for t < n/3,
combining Lemmas 1 and 2 we get the following corollary.

Corollary 1. Protocol VSS(BGP)
BGW perfectly t-securely realizes the functionality FBC for

t < n/3.

Remark 2. Although replacing FBC by FUBC did not affect the security of [BGW88]
VSS, this is not necessarily true for other protocols using broadcast. For example, the
VSS in [CDD+99] does not satisfy the pre-condition of Lemma 2. In fact, in [CDD+99]
uniformly random values are broadcasted. As demonstrated in the examples given in the
introduction, broadcasting random values by a protocol which only securely realizes
FUBC can have unexpected results. In fact, it is unclear whether or not [CDD+99] is
secure if we instantiate the assumed broadcast-channel by calls to FUBC.

To complete this section we show that t < n/3 is tight for perfectly secure broadcast.
We use the following impossibility result from [LSP82, KY84, FLM86] (for a nice
proof see also [Fit03]).

Lemma 3 ([LSP82, KY84, FLM86, Fit03]). For t ≥ n/3 there exists no protocol
which simultaneously satisfies correctness, consistency, and termination, even in the
presence of a non-adaptive adversary.

The impossibility proof for the functionalityFBC follows directly from the above lemma
and the fact that any protocol securely realizingFBC satisfies the given three properties.

Corollary 2. For t ≥ n/3 there exists no protocol which perfectly t-securely realizes
the functionality FBC.

We point out that Lemma 3, hence also the impossibility for FBC, holds even for the
cases of computational and statistical security when no setup is available. This implies
the following:

Corollary 3. When t ≥ n/3 and no setup is available then there exists no protocol
which computationally t-securely realizes the functionality FBC. The statement holds
also for statistical security.

10 Wlog we can assume that A′ forwards his entire view to A [Can00, Can01].
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4 Statistical and Computational Security (with a Trusted Setup)

In this section we consider the cases of statistical security, i.e., information theoretic
with negligible error-probability, and computational security. For these security no-
tions, it is widely believed that when a setup allowing digital signatures is assumed,
then broadcast is possible for an arbitrary number of cheaters (i.e., t < n), e.g., by
using the Dolev-Strong broadcast protocol [DS82] for computational security or us-
ing [PW92] for statistical security. We show that this folklore belief is wrong when an
adaptive adversary is considered. We already argued in the previous section that the
Dolev-Strong broadcast protocol, denoted in the following as ΠDS, is not adaptively
secure. In this section we show that the condition t ≤ n/2 is necessary and sufficient
for broadcast both for computational and statistical security.

We start by proving the sufficiency of the condition t ≤ n/2; this is done by pro-
viding a protocol which securely realizes FBC. We handle the two security notions, i.e.,
computational and statistical, in parallel. In our protocol, the players will need to digi-
tally sign messages they send. This is modeled by assuming that the protocol has access
to an ideal functionality for digital signaturesFSIG (for definition and properties of such
a functionality see [Can03]).

Analogously to the case of perfect security, our approach proceeds in two steps,
namely we first show that there exists a secure realization of FUBC for t ≤ n/2, and
then use Lemma 2 to derive a protocol forFBC from anFUBC-hybrid protocol. However,
this last step is more involved than simply using a statistically secure VSS protocol
satisfying the preconditions of Lemma 2. Indeed, on the one hand, all known protocols
for statistical VSS are only secure for t < n/2 which is stronger than t ≤ n/2. On
the other hand, these protocols do not satisfy the pre-condition of Lemma 2. Before
describing how to overcome these difficulties we state the following lemma which will
allow us to use ΠDS as a secure realization of FUBC. The proof is along the lines of the
proof of Lemma 1; the only difference is that the simulator needs also to simulate the
digital signatures of honest players in a run of the protocol, which is guaranteed to be
possible by the definition of FSIG.11

Lemma 4. Protocol ΠDS perfectly t-securely realizes FUBC for t < n in the FSIG-
hybrid model, where the signatures are replaced by calls to an ideal signature function-
ality FSIG.

To implement the second step, namely construct the FUBC-hybrid protocol realizing
FBC, we use as starting point the VSS from [CDD+99]. In [CDD+99] IC-signatures are
used to ensure that some pj who receives a value v from some pi can, at a later point,
publicly prove that pi indeed send him v. Because IC-signatures are secure only when
t < n/2, in this work we use digital signatures for the same purpose. The signatures
are generated and verified by calls to the assumed digital signatures functionality FSIG.
We point out that the signed message should include enough information to uniquely
identify for which message in the flow of the protocol the signature was issued (e.g.,
a unique message ID associated with every message sent in the protocol). Depending

11 The idea of using [DS82] with i.t. secure signatures to get an i.t. secure broadcast protocol
appears also in [PW92, Fit03].
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on whether the calls to FSIG are instantiated by a computationally or an i.t. secure
signature-scheme, our broadcast protocol will achieve computational or i.t. security,
respectively.

In the following, we first describe our sharing, which is along the lines of [CDD+99],
and specify some useful security properties, and then we describe and analyze our
broadcast protocol.

Secret Sharing. Following the terminology of [CDD+99], we say that a vector v =
(v1, . . . , vm) ∈ Fm is d-consistent, if there exists a polynomial p(·) of degree d such
that p(i) = vi for i = 1, . . . ,m. A value s is said to be d-shared among the players
in P when every (honest) player pi ∈ P holds a degree-d polynomial gi(·) and for
each pj ∈ P pi also holds pj’s signature on gi(j), where the following condition holds:
there exists a degree-d polynomial q(·) with q(0) = s and gi(0) = q(i) for all pi.
The polynomials g1(·), . . . , gn(·) along with the corresponding signatures constitute a
d-sharing of s.

We describe the protocols HD-Share (the HD stands for Honest Dealer) and
Reconstruct which allow for a dealer pD to d-share a value s, and for public recon-
struction of a shared value, respectively.

The protocol HD-Share is along the lines of the sharing protocol from [CDD+99].
The main difference from a standard sharing protocol is that the correctness of the
output-sharing is guaranteed only when the dealer is honest until the end of the pro-
tocol. We describe HD-Share (see next page) in the {FSIG,FBC}-hybrid model, i.e.,
HD-Share uses calls to FBC for broadcasting and calls to FSIG for signature generation
and verification. To ensure that the output of HD-Share matches the form of our shar-
ing, i.e., every honest pi holds a degree-d polynomial gi(·) and signatures from all other
players, we do the following: for every message transmission, the receiver pj confirms
when he receives a well-formed message from pi or, otherwise, pj complains and pi is
expected to answer the complaint by broadcasting the message. If some pi is publicly
caught to misbehave, e.g., by broadcasting a malformed message, then pi is disqual-
ified. Because dishonest players cannot be forced to sign the messages they send, we
make the following convention: when pi is disqualified, then every player takes a default
value, denoted as ⊥, to be pi’s signature on any message (⊥ will always be accepted as
valid signature of disqualified players on any message).

Lemma 5. Protocol HD-Share invoked in the {FBC,FSIG}-hybrid model achieves the
following: The view of any d-adversary attacking the protocol can be perfectly simu-
lated (privacy);12 When the dealer is honest until the end of HD-Share then the output
is a d-sharing of s (honest-dealer correctness). Furthermore, in all calls to FBC, the
adversary “knows in advance” the value to be broadcasted.

Proof. (sketch) Clearly the adversary “knows in advance” all the values to be broad-
casted, as these are accusations and replies which might only occur if at least one of
the disputing players is corrupted. The privacy of HD-Share can be argued along the
lines of [CDD+99]. Nevertheless we sketch how the simulator S simulates the view of
the adversary A: The simulation of the signatures is trivial, as the functionality FSIG

12 This ensures that no information about s leaks to a d-adversary.
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Protocol HD-Shared (pD, s)
1. The dealer pD chooses a uniformly random bivariate polynomial f(·, ·) of degree

d in each variable, such that f(0, 0) = s. For each pi ∈ P :
(a) For j = 1, . . . , n : pD sends pi the values si,j = f(i, j) and sj,i =

f(j, i) along with his signature on them; pi denotes the received values as

s
(i)
i,j , s

(i)
j,i , sigpD

(s(i)i,j), and sigpD
(s(i)j,i).

(b) pi broadcasts a complaint if any of the vectors
(
s
(i)
i,1, . . . , s

(i)
i,n

)
and(

s
(i)
1,i, . . . , s

(i)
n,i

)
is not d-consistent or if for some value no valid signature

was received.
(c) pD answers each complaint by broadcasting the values he sent to pi in

Step 1a. If pD broadcasts a message of the wrong form or invalid signatures
then pD is disqualified; otherwise pi adopts the broadcasted messages as the
messages he should have received in Step 1a.

2. For each pi ∈ P :
(a) For j = 1, . . . , n : pi sends s(i)i,j to pj along with his signature sigpi

(s(i)i,j) and

the dealer’s signature sigpD
(s(i)i,j).

(b) Each pj ∈ P broadcasts a complaint if he did not receive a message along
with valid signatures from pi and pD in Step 2a.

(c) pi answers each complaint by broadcasting (s(i)i,j , sigpD
(s(i)i,j), sigpi

(s(i)i,j)). If
pi does not broadcast a message or any of the signatures is invalid then pi
is disqualified, every player replaces all pi’s signatures by ⊥, and pj adopts

s
(j)
i,j as the value he should have received in Step 2a; otherwise pj adopts the

broadcasted messages as the messages he should have received in Step 2a.
3. Every pi checks if he received a s

(j)
i,j from some pj in Step 2 which is in-

consistent with his own view of si,j , i.e., s(j)i,j �= s
(i)
i,j , and if so, broadcasts(

s
(i)
i,j , s

(j)
i,j , sigpD

(s(i)i,j), sigpD
(s(j)i,j )
)
; every player verifies that s(j)i,j �= s

(i)
i,j and that

the signatures are valid and if so pD is disqualified.a

a Recall that the signature includes information to uniquely identify for which message in the
flow of the protocol it was generated, e.g. a unique message ID, and also includes a unique
session ID.

allows S to choose the actual signature. As long as A does not corrupt pD, the simula-
tor proceeds as follows: wheneverA requests to corrupt some pi, S creates a simulated
view for pi (up to the current simulated round) by choosing all the values in pi’s view
uniformly at random except those that have already appeared in the view of A (e.g.,
if pj has been already corrupted then the values s(i)

i,j = s(j)
i,j and s(i)

j,i = s(j)
j,i have been

already given to the adversary). Note that, because the sharing polynomial is of de-
gree d, from the point of view of the d-adversaryA the simulated views are distributed
as in a real run of the protocol HD-Share. If at some point A requests to corrupt pD,
then at that point S learns pD’s input s and, can simulate the view of all the remaining
players while making sure that all simulated values are consistent with some degree-d
polynomial f ′(·, ·) with f ′(0, 0) = s. Honest-dealer correctness is proved as follows:
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When the dealer is honest at the end of HD-Share, then only values which lie on the
actual polynomial f(·, ·) appear in the output of honest players. Moreover, every honest
pi holds all the signatures he should hold, as otherwise pi would have complained in
Step 5 and exposed the inconsistency. Therefore, the output will be a d-sharing of the
dealer’s value. 	

To reconstruct a sharing the protocol Reconstruct is invoked (see below). The idea is
the following: every pi broadcasts his share and the corresponding signatures from the
players in P ; if some signature is invalid or the the announced share is not d-consistent,
then pi is excluded from the reconstruction, otherwise his share-polynomial is interpo-
lated; The zero-coefficients of the share-polynomials of the players that have not been
excluded are used to reconstruct the shared value. Depending on the actual choice of d
and the number of corrupted parties, the sharing might not uniquely define a value. In
any case the players adopt the value which is output by the interpolation algorithm. The
consistency of the output is guaranteed as it is decided on publicly seen values.

Protocol Reconstruct
1. Each pi ∈ P broadcasts (si,1, . . . , si,n) along with the corresponding signatures

sigp1(si,1), . . . , sigpn
(si,n); if any of the broadcasted signatures is invalid or if

the broadcasted vector is not d-consistent, then pi is disqualified. Otherwise a
polynomial gi(·) is defined by interpolating the components of the vector.

2. Let P“ok” = {pi1 , . . . , pi�} denote the set of non-disqualified players. The val-
ues gi1(0), . . . , gi�(0) are used to interpolate a polynomial g′(·) and every player
outputs g′(0).

Lemma 6. Protocol Reconstruct invoked to the {FBC,FSIG}-hybrid model outputs (the
same) y ∈ F towards every player. Furthermore, if d < n− t (where t is the number of
corrupted players) and the input is a d-consistent sharing of some s, then y = s.

Proof. (sketch) As the output is decided based on values which are agreed upon using
FBC, all players output the same value y. Furthermore, when d < n− t then there are at
least t+1 honest players. When additionally the input is a d-consistent sharing then the
values which the honest players have signed uniquely define all the share-polynomials
gi(·). Because FSIG never verifies as valid a signature on a value which was not signed
by the corresponding player, the adversary cannot announce a polynomial other than
gi(·) for any pi ∈ P . Hence, every corrupted pi either announces the correct value or
is disqualified. However, the honest players always announce the correct values, hence
the correct polynomials are interpolated. Because there are at least d+1 honest players
there will always be at least d+ 1 values to interpolate the correct g′(·) and recover the
shared value. 	

We next describe our broadcast protocol for t ≤ n/2. The idea is to have the sender
ps share his input xs by a degree-(t − 1) sharing using HD-Share with d = t − 1
and subsequently invoke Reconstruct on the output of HD-Share. The intuition is the
following: When ps is honest until the end of HD-Share, then HD-Share outputs a
(t − 1)-sharing of xs (Lemma 5: honest-dealer correctness); as t ≤ n/2 implies d =
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t − 1 < n − t, Lemma 6 guarantees that Reconstruct will output xs. Hence, the only
way the adversary can change the output to some s′ �= s is by corrupting ps during (or
before) protocol HD-Share. As there are at most t corrupted players, if the adversary
wishes to corrupt ps then she can corrupt at most t − 1 of the remaining players; as a
(t− 1)-adversary gets no information on xs (Lemma 5: privacy), the decision whether
or not to corrupt ps has to be taken independently of xs, which is a behavior that can be
easily simulated.

In the above, we managed to tweak the VSS protocol from [CDD+99] (which is se-
cure if and only if t < n/2) so that we can use it for broadcast when t ≤ n/2. However,
as already mentioned, both HD-Share and Reconstruct use calls to FBC for broadcast-
ing. In order to replace FBC by FUBC, we need to make sure that the precondition of
Lemma 2 is satisfied (i.e., the adversary “knows in advance” all broadcasted values).
For protocol HD-Share this is guaranteed by Lemma 5. However, the values which are
broadcasted in Reconstruct are not necessarily known to the adversary in advance. We
resolve this by a technical trick, namely we introduce a dummy step between HD-Share
and Reconstruct where every player sends to every other player his output from proto-
col HD-Share. Observe that such a modification could potentially give an advantage to
the adversary. But this might only happen in case the adversary has not corrupted ps by
the end of HD-Share, as otherwise she knows all the outputs by then. However, even in
this bad case, because ps is honest until the end of HD-Share, by the time the dummy
step is executed the output is already fixed to xs, and the adversary cannot change it
even with access to the full transcript. For completeness we include a description of our
broadcast protocol and state its achieved security. The proof of the lemma can be found
in the appendix.

Protocol Broadcast (ps, xs)
1. Invoke HD-Sharet−1(ps, xs); if ps is disqualified then every player outputs a

default value, e.g., 0 and halts.
2. Every pi ∈ P sends his output from HD-Share to every pj ∈ P .
3. Invoke Reconstruct on the output of HD-Share.

Lemma 7. Protocol Broadcast perfectly t-securely realizes the functionalityFBC in the
{FUBC,FSIG}-hybrid model, for t ≤ n/2.

Proof. (sketch) By inspection of the protocol one can verify that the pre-conditions
of Lemma 2 are satisfied for every value which is broadcasted, hence using FUBC

for broadcasting values in protocol Broadcast is as secure as using FBC. Therefore,
it suffices to argue the security of Broadcast in the {FBC,FSIG}-hybrid model. We
sketch the simulator S for a given adversaryA. During the execution of HD-Share, the
simulator behaves as the simulator in the proof of Lemma 5. In the subsequent steps,
if A has already corrupted ps before the end of the simulated run of HD-Share, then at
that point S has learned the sender’s input xs and can simulate the remaining transcript
as in the proof of Lemma 5 (S can clearly simulate all the messages exchanged in
Steps 2 and 3 as they appear in the transcript of HD-Share). Otherwise, i.e., if by the end
of the simulated run of HD-Share the adversaryA has not requested to corrupt ps, then
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S allows for the invocation of FBC, where ps gives his input xs; S learns xs from FBC

(as the output of any corrupted player) and can, same as before, simulate the remaining
transcript. 	

Combining the above lemma with Lemma 4 we get the following.

Corollary 4. If t ≤ n/2 and a statistically (resp. computationally) secure signature
scheme is available then the above protocol statistically (resp. computationally) t-
securely realizes the functionality FBC.

To complete this section, we show that the condition t ≤ n/2 is necessary for adaptively
secure synchronous broadcast both for i.t. and for computational security. The idea of
the proof is the following: Because the adversary can corrupt half of the players in
P \{ps}, she can be the first to learn noticeable information on the dealers input, before
the honest players in P \ {ps} jointly learn noticeable information. Depending on this
information the adversary can corrupt the sender and, with overwhelming probability,
change the output to some other value. However this behavior cannot be simulated.

Lemma 8. There exists no protocol which computationally t-securely realizes the func-
tionality FBC for t > n/2, not even in the {FSIG}-hybrid model. The statement holds
also for statistical security.

Proof. To arrive at a contradiction, assume that there exists a computationally (resp.
statistically) t-secure Broadcast protocol Π . Wlog, assume that ps uses Π to broadcast
a uniformly random xs ∈R F. For every round i, protocol Π implicitly assigns to
every set P ′ ⊆ P a probability PrP′,xs,Π,i, which is the probability of the best efficient
adversary corrupting P ′ to output xs based only on her view in Π up to round i. For all
P ′ ⊆ P\{ps} this probability is negligible if i is the first round ofΠ and overwhelming
if i is the last round of Π . As the total number of rounds in Π is polynomial, for
each P ′ ⊆ P \ {ps} there exists a round, denoted as iP′ , where this probability from
negligible becomes noticeable, i.e., not negligible. The adversary corrupts the set A ⊆
P \ {ps} with |A| = t − 1 such that iA = min{iP′ | P ′ ⊆ P ∧ |P ′| ≤ t −
1}. In round iA, the adversary gets the values which are sent to corrupted players and
runs the best (efficient) strategy to compute xs on input the view of the players in A;
denote by x′ the output of this protocol (by our assumption, x′ = xs with noticeable
probability). Let F1/2 denote the set of first |F|/2 (in any ordering) elements in F. If
x′ ∈ F1/2 then the adversary acts as a passive adversary (i.e., all corrupted players
are instructed to correctly execute their protocol). Otherwise, i.e., if x′ ∈ F \ F1/2,
then the adversary actively corrupts ps and forces all the actively corrupted players
to crash before sending any message in round i; as |P \ A| ≤ t − 1 we know that
iP\A ≥ iA, hence, because the players in P \ A do not get the messages from round
iA, with overwhelming probability the output of the honest players will be in F \ {xs}.
With this strategy the adversary achieves that when xs ∈ F \ F1/2, then the output of
the honest players in Π is different than xs with noticeable probability. However the
simulator cannot simulate this behavior as he has to decide whether or not to corrupt ps
and change the output independent of xs. 	
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5 Other Models

We presented our solutions in the secure-channels model, because in this model it is
clear that the only way the adversary can learn a transmitted message is by corrupting
the sender or the receiver (after the message has been received). In particular, this im-
plies that for a message sent to the trusted party/functionality, as long as the sender is
honest, the simulator cannot learn the sent message before the functionality learns it.

In the authenticated-channels model (without privacy), the same composability issue
appears as the one we deal with in this work. However, as it is typically the case, one
could pretend to solve this issue by giving the simulator additional power on the com-
munication network. For example, if the simulator is allowed to read the sent message,
delete it from the channel, and then corrupt the sender and re-send the message, then the
above problem disappears “by definition”. It is arguable, however, how consistent such
a model is with the synchronicity assumption on the communication network. Further-
more, when defining such an authenticated communication model which eliminates the
composability issue presented in this work, one has to keep in mind that the described
protocols typically are not composable when the authenticated-channels are replaced
by secure-channels.

Also, in the case of asynchronous communication, the same problem appears. Take
for example the asynchronous secure-channels model as defined in [BCG93, BKR94].
As in the synchronous case, unless we assume some kind of asynchronous atomic multi-
send, when a player p is instructed to send a message to several other players,13 then
it might happen that the adversary first learns the message by corrupting one of the
receivers, and still is able to corrupt p and change it. In fact, as already mentioned, this is
the case in the UC framework [Can01]. Clearly this behavior cannot be simulated in the
ideal world. As in the synchronous case, one might be willing to make a compromise
and accept an asynchronous version of FUBC to be the desired ideal functionality for
broadcast.

6 Conclusions

We considered the problem of securely realizing broadcast in the secure-channels
model. In this model, it has been shown that there exist protocols satisfying the
property-based definition of broadcast and tolerating a t-adversary, if and only if
t < n/3 when perfect security is considered. For unconditional and computational secu-
rity, when a setup allowing digital signatures is given, the corresponding bound is t < n.

We showed that the property-based definition of broadcast does not imply the
simulation-based definition for the natural broadcast functionality. Furthermore, we
showed that most known broadcast protocols do not realize this functionality in the
secure-channels model. As a result, if one replaces the broadcast invocations in any of
the known multi-party protocols for the secure-channels model, e.g., [BGW88, RB89,
CDD+99], by one of the known broadcast protocols, the security of the resulting pro-
tocol cannot be argued using the composition theorems.

13 Observe that this is the way in which most asynchronous broadcast protocols start,
e.g., [Bra84].
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We described protocols which securely realize the (natural) ideal functionality for
broadcast for each of the three security notions. For the case of perfect security, we
showed that the tight bound matches the corresponding bound for the property-based
definition, i.e., t < n/3. However, for the cases of statistical and computational security
(with setup assumptions) the necessary and sufficient bound is t ≤ n/2. Furthermore,
we described a weaker ideal functionality for broadcast which is securely realized by
the known protocols but achieves less than what one expects from a broadcast protocol.
Of course, one might be willing to make a compromise and accept this as the desired
ideal functionality for broadcast. But in that case, all known protocols should be (re-
)analyze with this weaker ideal functionality in mind.
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Universally Composable
Quantum Multi-party Computation�

Dominique Unruh
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Abstract. The Universal Composability model (UC) by Canetti (FOCS
2001) allows for secure composition of arbitrary protocols. We present a
quantum version of the UC model which enjoys the same compositional-
ity guarantees. We prove that in this model statistically secure oblivious
transfer protocols can be constructed from commitments. Furthermore,
we show that every statistically classically UC secure protocol is also sta-
tistically quantum UC secure. Such implications are not known for other
quantum security definitions. As a corollary, we get that quantum UC
secure protocols for general multi-party computation can be constructed
from commitments.

1 Introduction

Since the inception of quantum key distribution by Bennett and Brassard [4], it
has been known that quantum communication permits to achieve protocol tasks
that are impossible given only a classical channel. For example, a quantum key
distribution scheme [4] permits to agree on a secret key that is statistically se-
cret, using only an authenticated but not secret channel. (By statistical security
we mean security against computationally unbounded adversaries, also known
as information-theoretical security.) In contrast, when using only classical com-
munication, it is easy to see that such a secret key can always be extracted by
a computationally sufficiently powerful adversary. Similarly, based on an idea
by Wiesner [25], Bennett, Brassard, Crépeau, and Skubiszewska [5] presented a
protocol that was supposed to construct a statistically secure oblivious transfer1
protocol from a commitment, another feat that is easily seen to be impossible
classically.2 Oblivious transfer, on the other hand, has been recognized by Kilian
[15] to securely evaluate arbitrary functions. Unfortunately, the protocol of Ben-
nett et al. could, at the time, not be proven secure, and the first complete proof
� Funded by the Cluster of Excellence “Multimodal Computing and Interaction”.
1 In an oblivious transfer protocol, Alice holds two bitstrings m0, m1, and Bob a bit c.

Bob is supposed to get mc but not m1−c, and Alice should not learn c.
2 We remark that, on the other hand, Mayers [16] shows that also in the quantum case,

constructing a statistically secure commitment scheme without any additional as-
sumption is impossible. However, under additional assumptions like in the quantum
bounded storage model by Damgård, Fehr, Salvail, and Schaffner [10], statistically
secure bit commitment is possible. See Section 1.1 for a discussion of the implications
of Mayers’ impossibility result for our result.
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of (a variant of) that protocol was given almost two decades later by Damgård,
Fehr, Lunemann, Salvail, and Schaffner [9].

Yet, although the oblivious transfer protocol satisfies the intuitive secrecy
requirements of oblivious transfer, in certain cases the protocol might lose its
security when used in a larger context. In other words, there are limitations on
how the protocol can be composed. For example, no security guarantee is given
when several instances of the protocol are executed concurrently (see the full
version [21] for a more detailed explanations of the various restrictions).

The problem of composability has been intensively studied by the classical
cryptography community (here and in the following, we use the word classical
as opposed to quantum). To deal with this problem in a general way, Canetti [7]
introduced the notion of Universal Composability, UC for short (Pfitzmann and
Waidner [19] independently introduced the equivalent Reactive Simulatability
framework). The UC framework allows to express the security of a multitude
of protocol tasks in a unified way, and any UC-secure protocol automatically
enjoys strong composability guarantees (so-called universal composability). In
particular, such a protocol can be run concurrently with others, and it can be
used as a subprotocol of other protocols in a general way. Ben-Or and May-
ers [3] and Unruh [20] have shown that the idea of UC-security can be easily
adapted to the quantum setting and have independently presented quantum
variants of the UC notion. These notions enjoy the same strong compositionality
guarantees. Shortly afterwards, Ben-Or, Horodecki, Leung, Mayers, and Oppen-
heim [2] showed that many quantum key distribution protocols are quantum-
UC-secure.

Our contribution. In this work, we use the UC framework to show the exis-
tence of a statistically secure and universally composable oblivious transfer pro-
tocol that uses only a commitment scheme. Towards this goal, we first present a
new definition of quantum-UC-security. In our opinion, our notion is technically
simpler than the notions of Ben-Or and Mayers [3] and Unruh [20]. We believe
that this may also help to increase the popularity of this notion in the quantum
cryptography community and to show the potential for using UC-security in the
design of quantum protocols. Second, we show that a variant of the protocol by
Bennett et al. [5] is indeed a UC-secure oblivious transfer protocol. By composing
this protocol with a UC-secure protocol for general multi-party computations by
Ishai, Prabhakaran, and Sahai [13], we get UC-secure protocols for general multi-
party computations using only commitments and a quantum channel – this is
easily seen to be impossible in a purely classical setting.

UC-secure quantum oblivious transfer. The oblivious transfer (OT)
protocol used in this paper is essentially the same as the protocol proposed by
Damgård et al. [9] which in turn is based on a protocol by Bennett et al. [5].
The basic idea of the protocol is that Alice encodes a random sequence x̃ of
bits as a quantum state, each bit randomly either in the computational basis or in
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the diagonal basis.3 Then Bob is supposed to measure all qubits, this time in
random bases of his choosing. Then Alice sends the bases she used to Bob. Let
I= denote the set of indices of the bits x̃i where Alice and Bob chose the same
basis, and I�= the set of indices of the bits where Alice and Bob chose different
bases. Assume that Bob wants to receive the message mc out of Alice’s messages
m0,m1. Then Bob sets Ic := I= and I1−c := I�= and sends (I0, I1) to Alice. Alice
will not know which of these two sets is which and hence does not learn c. Bob
will know the bits x̃i at indices i ∈ Ic. But even a dishonest Bob, assuming that
he measured the whole quantum state, will not know the bits at indices i ∈ I1−c
since he used the wrong bases for these bits. Thus Alice uses the bits at I0 to
mask her message m0, and the bits at I1 to mask her message m1. Then Bob can
recover mc but not m1−c. (To deal with the fact that a malicious Bob might have
partial knowledge about the bits at I1−c, we use so-called privacy amplification
to extract a near uniformly mask from these bits.)

The problem with this analysis is that we have assumed that a malicious Bob
measures the whole quantum state upon reception. But instead, Bob could store
the quantum state until he learns the bases that Alice used, and then use these
bases to measure all bits x̃i accurately. Hence, we need to force a dishonest Bob
to measure all bits before Alice sends the bases. The idea of Bennett et al. [5]
is to introduce the following test: Bob has to commit to the bases he used and
to his measurement outcomes. Then Alice picks a random subset of the bits,
and Bob opens the commitments on his bases and outcomes corresponding to
this subset of bits. Alice then checks whether Bob’s measurement outcomes are
consistent with what Alice sent. If Bob does not measure enough bits, then he
will commit to the wrong values in many of the commitments, and there will be
a high probability that Alice detects this.

It was a long-standing open problem what kind of a commitment needs to be
used in order for this protocol to be secure. Damgård et al. [9] give criteria for
the commitment scheme under which the OT protocol can be proven to have so-
called stand-alone security; stand-alone security, however, does not give as pow-
erful compositionality guarantees as UC-security. In order to achieve UC-security,
we assume that the commitment is given as an ideal functionality. Then we have
to show UC-security in the case of a corrupted Alice, and UC-security in the case
of a corrupted Bob. The case of a corrupted Alice is simple, as one can easily see
that no information flows from Bob to Alice (the commitment functionality does,
by definition, not leak any information about the committed values). The case of a
corrupted Bob is more complex and requires a careful analysis about the amount
of information that Bob can retrieve about Alice’s bits. Such an analysis has al-
ready been performed by Damgård et al. [9] in their setting. Fortunately, we do not
need to repeat the analysis. We show that under certain special conditions, stand-
alone security already implies UC-security. Since in the case of a corrupted Bob,

3 If we were to use photons for transmission, in the computational basis we might
encode the bit 0 as a vertically polarized photon and the bits 1 as a horizontally
polarized photon. In the diagonal basis we might encode the bit 0 as a 45◦-polarized
photon, and the bit 1 as a 135◦-polarized photon.
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these conditions are fulfilled, we get the security in the case of a corrupted Bob as
a corollary from the work by Damgård et al. [9].

In Section 4, we show that the OT protocol by Damgård et al. [9], when using
an ideal functionality for the commitment, is statistically quantum-UC-secure.
Furthermore, the universal composition theorem guarantees that we can replace
the commitment functionality by any quantum-UC-secure commitment protocol.

Quantum lifting and multi-party computation. We are now equipped with
a statistically quantum-UC-secure OT protocol πQOT in the commitment-hybrid
model. As noted first by Kilian [15], OT can be used for securely evaluating arbi-
trary functions, short, OT is complete for multi-party computation. Furthermore,
Ishai, Prabhakaran, and Sahai [13] showed that for any functionality G (even inter-
active functionalities that proceed in several rounds), there is a classical protocol
ρFOT in the OT-hybrid model that statistically classical-UC-emulates G. Thus, to
get a protocol for G in the commitment-hybrid model, we simply replace all in-
vocations to FOT by invocations of the subprotocol πQOT, resulting in a protocol
ρπQOT . We then expect that the security of ρπQOT follows directly using the univer-
sal composition theorem (in its quantum variant). There is, however, one difficulty:
To show that ρπQOT statistically quantum-UC-emulates G, the universal composi-
tion theorem requires that the following premises are fulfilled: πQOT statistically
quantum-UC-emulatesFOT, and ρFOT statistically quantum-UC-emulates G. But
from the result of Ishai et al. [13] we only have that ρFOT statistically classical -
UC-emulates G. Hence, we first have to show that the same result also holds with
respect to quantum-UC-security. Fortunately, we do not have to revisit the proof
of Ishai et al., because we show the following general fact:

Theorem 1 (Quantum lifting theorem – informal). If the protocols π
and ρ are classical protocols, and π statistically classical-UC-emulates ρ, then π
statistically quantum-UC-emulates ρ.

Combining this theorem with the universal composition theorem, we immedi-
ately get that ρπQOT statistically quantum-UC-emulates G. In other words, any
multi-party computation can be performed securely using only a commitment
and a quantum-channel. In contrast, we show that in the classical setting a
commitment is not even sufficient to compute the AND-function.

We stress that a property like the quantum lifting theorem should not be taken
for granted. For example, for the so-called stand-alone model as considered by
Fehr and Schaffner [11], no corresponding property is known. A special case of
security in the stand-alone model is the zero-knowledge property: The question
whether protocols that are statistical zero-knowledge with respect to classical
adversaries are also zero-knowledge with respect to quantum adversaries has
been answered positively by Watrous [23] for particular protocols, but is still
open in the general case.

1.1 How to Interpret Our Result

We show that we can perform arbitrary statistically UC-secure multi-party com-
putations, given a quantum channel and a commitment. However, Mayers [16] has
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shown that, even in the quantum setting, statistically secure commitment schemes
do not exist, not even with respect to security notions much weaker than quantum-
UC-security. In the light of this result, the reader may wonder whether our result
is not vacuous. To illustrate why our result is useful even in the light of Mayers’
impossibility result, we present four possible application scenarios.

Weaker computational assumptions. The first application of our result
would be to combine our protocols with a commitment scheme that is only
computationally quantum-UC-secure. Of course, the resulting multi-party com-
putation protocol would then not be statistically secure any more. However, since
commitment intuitively seems to be a simpler task than oblivious transfer, con-
structing a computationally quantum-UC-secure commitment scheme might be
possible using simpler computational assumptions, and our result then implies
that the same computational assumptions can be used for general multi-party
computation.

Physical setup. One might seek a direct physical implementation of a com-
mitment, such as a locked strongbox (or an equivalent but technologically more
advanced construct). With our result, such a physical implementation would be
sufficient for general multi-party computation. In contrast, in a classical setting
one would be forced to try to find physical implementations of OT. It seems that
a commitment might be a simpler physical assumption than OT (or at least
an incomparable one). So our result reduces the necessary assumptions when
implementing general multi-party computation protocols based on physical as-
sumptions. Also, Kent [14] proposes to build commitments based on the fact
that the speed of light is bounded. Although it is not clear whether his schemes
are UC-secure (and in particular, how to model his physical assumptions in the
UC framework), his ideas might lead to a UC-secure commitment scheme that
then, using our result, gives general UC-secure multi-party computation based
on the limitation of the speed of light.

Theoretical separation. Our result can also be seen from the purely theoretical
point of view. It gives a separation between the quantum and the classical setting
by showing that in the quantum setting, commitment is complete for general
statistically secure multi-party computation, while in the classical world it is
not. Such separations – even without practical applications – may increase our
understanding of the relationship between the classical and the quantum setting
and are therefore arguably interesting in their own right.

Long-term security. Müller-Quade and Unruh [17] introduce the concept of
long-term UC-security. In a nutshell, long-term UC-security is a strengthening of
computational UC-security that guarantees that a protocol stays secure even if
the adversary gets unlimited computational power after the protocol execution.
This captures the fact that, while we might confidently judge today’s technol-
ogy, we cannot easily make predictions about which computational problems
will be hard in the future. Müller-Quade and Unruh show that (classically) long-
term UC-secure commitment protocols exist given certain practical infrastruc-
ture assumptions, so-called signature cards. It is, however, likely that their results
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cannot be extended to achieve general multi-party computation. Our result, on
the other hand, might allow to overcome this limitation: Assume that we show
that the commitment protocol of Müller-Quade and Unruh is also secure in a
quantum variant of long-term UC-security. Then we could compose that commit-
ment protocol with the protocols presented here, leading to long-term UC-secure
general multi-party protocols from signature cards.

1.2 Related Work

Security models. General quantum security models based on the stand-alone
model have first been proposed by van de Graaf [22]. His model comes without a
composition theorem. The notion has been refined by Wehner and Wullschleger
[24] and by Fehr and Schaffner [11] who also prove sequential composition theo-
rems. Quantum security models in the style of the UC model have been proposed
by Ben-Or and Mayers [3] and by Unruh [20]. The original idea behind the UC
framework in the classical setting was independently discovered by Canetti [7]
and by Pfitzmann and Waidner [19] (the notion is called Reactive Simulatability
in the latter paper).

Quantum protocols. The idea of using quantum communication for cryp-
tographic purposes seems to originate from Wiesner [25]. The idea gained
widespread recognition with the BB84 quantum key-exchange protocol by Ben-
nett and Brassard [4]. A statistically hiding and binding commitment scheme
was proposed by Brassard, Crépeau, Jozsa, and Langlois [6]. Unfortunately, the
scheme was later found to be insecure; in fact, Mayers [16] showed that statis-
tically hiding and binding quantum commitments are impossible without using
additional assumptions. Kent [14] circumvents this impossibility result by propos-
ing a statistically hiding and binding commitment scheme that is based on the
limitation of the speed of light. Bennett, Brassard, Crépeau, and Skubiszewska
[5] present a protocol for statistically secure oblivious transfer in the quantum
setting. They prove their protocol secure under the assumption that the adver-
sary cannot store qubits and measures each qubit individually. They also sketch
an extension that uses a commitment scheme to make their OT protocol secure
against adversaries that can store and compute on quantum states. The protocol
analyzed in the present paper is, in its basic idea, that extension. Yao [26] gave
a partial proof of the extended OT protocol. His proof, however, is incomplete
and refers to a future complete paper which, to the best of our knowledge, never
appeared. As far as we know, the first complete proof of a variant of that OT
protocol has been given by Damgård, Fehr, Lunemann, Salvail, and Schaffner [9];
their protocol is secure in the stand-alone model. Hofheinz and Müller-Quade
[12] conjectured that the extended OT protocol by Bennett et al. [5] is indeed
UC-secure; in the present paper we prove this claim. Damgård, Fehr, Salvail, and
Schaffner [10] have presented OT and commitment protocols which are statisti-
cally secure under the assumption that the adversary has a bounded quantum
storage capacity. [1] (extended abstract only) give a protocol for performing
quantum-UC multi-party computation given an honest majority. Their protocol
even allows to compute functions which have quantum output.
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Classical vs. quantum security. To the best of our knowledge, van de Graaf
[22] was the first to notice that even statistically secure classical protocols are
not necessarily secure in a quantum setting. The reason is that the powerful tech-
nique of rewinding the adversary is not available in the quantum setting. Watrous
[23] showed that in particular cases, a technique similar to classical rewinding can
be used. He uses this technique to construct quantum zero-knowledge proofs. No
general technique relating classical and quantum security is known; to the best
of our knowledge, our quantum lifting theorem is the first such result (although
restricted to the statistical UC model).

Miscellaneous. Kilian [15] first noted that OT is complete for general multi-
party computation. Ishai, Prabhakaran, and Sahai [13] prove that this also holds
in the UC setting. Computationally secure UC commitment schemes have been
presented by Canetti and Fischlin [8].

1.3 Preliminaries

General. A nonnegative function μ is called negligible if for all c > 0 and
all sufficiently large k, μ(k) < k−c. A nonnegative function f is called over-
whelming if f ≥ 1 − μ for some negligible μ. Keywords in typewriter font (e.g.,
environment) are assumed to be fixed but arbitrary distinct non-empty words
in {0, 1}∗. ε ∈ {0, 1}∗ denotes the empty word. Given a sequence x = x1, . . . , xn,
and a set I ⊆ {1, . . . , n}, x|I denote the sequence x restricted to the indices i ∈ I.

Quantum systems. We can only give a terse overview over the formalism used
in quantum computing. For a thorough introduction, we recommend the text-
book by Nielsen and Chuang [18, Chap. 1–2]. A (pure) state in a quantum system
is described by a vector |ψ〉 in some Hilbert space H. In this work, we only use
Hilbert spaces of the form H = �N for some countable set N , usually N = {0, 1}
for qubits or N = {0, 1}∗ for bitstrings. We always assume a designated orthonor-
mal basis {|x〉 : x ∈ N} for each Hilbert space, called the computational basis.
The basis states |x〉 represent classical states (i.e., states without superposition).
Given several separate subsystems H1 = �N1 , . . . ,Hn = �Nn , we describe the
joint system by the tensor product H1⊗· · ·⊗Hn = �N1×···×Nn . We write 〈Ψ | for
the linear transformation mapping |Φ〉 to the scalar product 〈Ψ |Φ〉. Consequently,
|Ψ〉〈Ψ | denotes the orthogonal projector on |Ψ〉. We set |0〉+ := |0〉, |1〉+ := |1〉,
|0〉× := 1√

2
(|0〉+ |1〉), and |1〉× := 1√

2
(|0〉−|1〉). For x ∈ {0, 1}n and θ ∈ {+,×}n,

we define |x〉θ := |x1〉θ1 ⊗ · · · ⊗ |xn〉θn .

Mixed states. If a system is not in a single pure state, but instead is in the
pure state |Ψi〉 ∈ H with probability pi (i.e., it is in a mixed state), we describe
the system by a density operator ρ =

∑
i pi|Ψi〉〈Ψi| over H. This representation

contains all physically observable information about the distribution of states,
but some distributions are not distinguishable by any measurement and thus are
represented by the same mixed state. The set of all density operators is the set of
all positive4 operators H with trace 1, and is denoted P(H). Composed systems
4 We call an operator positive if it is Hermitean and has only nonnegative eigenvalues.
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are descibed by operators in P(H1 ⊗ · · · ⊗Hn). In the following, when speaking
about (quantum) states, we always mean mixed states in the density operator
representation. A mapping E : P(H1) → P(H2) represents a physically possible
operation (realizable by a sequence of unitary transformations, measurements,
and initializations and removals of qubits) iff it is a completely positive trace
preserving map.5 We call such mappings superoperators. The superoperator Eminit

on P(H) with H := �{0,1}∗
and m ∈ {0, 1}∗ is defined by Eminit (ρ) := |m〉〈m| for

all ρ.

Composed systems. Given a superoperator E on P(H1), the superoperator
E ⊗ id operates on P(H1 ⊗ H2). Instead of saying “we apply E ⊗ id ”, we say
“we apply E to H1”. If we say “we initialize H with m”, we mean “we apply
Eminit to H”. Given a state ρ ∈ P(H1 ⊗ H2), let ρx := (|x〉〈x| ⊗ id)ρ(|x〉〈x| ⊗
id). Then the outcome of measuring H1 in the computational basis is x with
probability tr ρx, and after measuring x, the quantum state is ρx

tr ρx
. Since we

will only perform measurements in the computational basis in this work, we
will omit the qualification “in the computational basis”. The terminology in this
paragraph generalizes to systems composed of more than two subsystems.

Classical states. Classical probability distributions P : N → [0, 1] over
a countable set N are represented by density operators ρ ∈ P(�N ) with
ρ =
∑

x∈N P (x)|x〉〈x| where {|x〉} is the computational basis. We call a state
classical if it is of this form. We thus have a canonical isomorphism between the
classical states over �N and the probability distributions over N . We call a su-
peroperator E : P(�N1) → P(�N2) classical iff if there is a randomized function
F : N1 → N2 such that E(ρ) =

∑
x∈N1,y∈N2

Pr[F (x) = y] · 〈x|ρ|x〉 · |y〉〈y|. Classi-
cal superoperators describe what can be realized with classical computations. An
example of a classical superoperator on P(�N ) is Eclass : ρ �→∑x〈x|ρ|x〉 · |x〉〈x|.
Intuitively, Eclass measures ρ in the computational basis and then discards the
outcome, thus removing all superpositions from ρ.

2 Quantum Universal Composability

We now present our quantum-UC-framework. The basic idea of our definition
is the same as that underlying Canetti’s UC-framework [7]. The main change is
that we allow all machines to perform quantum computations and to send quan-
tum states as messages. For a gentler introduction into the ideas and intuitions
underlying the UC-framework, we refer to [7].

Machine model. A machine M is described by an identity idM in {0, 1}∗ and
a sequence of superoperators E(k)

M (k ∈ �) on Hstate ⊗ Hclass ⊗ Hquant with
Hstate ,Hclass ,Hquant := �{0,1}∗

(the state transition operators). The index k

in E(k)
M denotes the security parameter. The Hilbert space Hstate represents the

state kept by the machine between invocations, and Hclass and Hquant are used
5 A map E is completely positive iff for all Hilbert spaces H′, and all positive operators

ρ on H1 ⊗H′, (E ⊗ id)(ρ) is positive.
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both for incoming and outgoing messages. Any message consists of a classical
part stored in Hclass and a quantum part stored in Hquant . If a machine id sender

wishes to send a message with classical part m and quantum part |Ψ〉 to a
machine idrcpt , the machine id sender initializes Hclass with (id sender , idrcpt ,m)
and Hquant with |Ψ〉. (See the definition of the network execution below for
details.) The separation of messages into a classical and a quantum part is for
clarity only, all information could also be encoded directly in a single register.
If a machine does not wish to send a message, it initializes Hclass and Hquant

with ε.
A network N is a set of machines with pairwise distinct identities containing a

machine Z with idZ = environment. We write idsN for the set of the identities
of the machines in N.

We call a machine M quantum-polynomial-time if there is a uniform6 se-
quence of quantum circuits Ck such that for all k, the circuit Ck implements the
superoperator E(k)

M .

Network execution. The state space HN of a network N is defined as HN :=
Hclass ⊗ Hquant ⊗⊗id∈idsN

Hstate
id with Hstate

id ,Hclass ,Hquant := �
{0,1}∗

. Here
Hstate

id represents the local state of the machine with identity id and Hclass and
Hquant represent the state spaces used for communication. (Hclass and Hquant

are shared between all machines. Since only one machine is active at a time, no
conflicts occur.)

A step in the execution of N is defined by a superoperator E := E(k)
N operating

onHN. This superoperator performs the following steps: First, E measuresHclass

in the computational basis and parses the outcome as (id sender , idrcpt ,m). Let M
be the machine in N with identity id rcpt . Then E applies E(k)

M to Hstate
idrcpt

⊗Hclass⊗
Hquant . Then E measures Hclass and parses the outcome as (id ′

sender , id
′
rcpt ,m

′).
If the outcome could not be parsed, or if id ′

sender �= id rcpt , initialize Hclass with
(ε, environment, ε) and Hquant with ε. (This ensures that the environment is
activated if a machine sends no or an ill-formed message.)

The output of the network N on input z and security parameter k is described
by the following algorithm: Let ρ ∈ P(HN) be the state that is initialized to
(ε, environment, z) in Hclass , and to the empty word ε in all other registers.
Then repeat the following indefinitely: Apply E(k)

N to ρ. Measure Hclass . If the
outcome is of the form (environment, ε, out), return out and terminate. Other-
wise, continue the loop. The probability distribution of the return value out is
denoted by ExecN(k, z).

Corruptions. To model corruptions, we introduce corruption parties, special
machines that follow the instructions given by the adversary. When invoked, the
corruption party PCid with identity id measures Hclass and parses the outcome
as (id sender , idrcpt ,m). If id sender = adversary, Hclass is initialized with m.
(In this case, m specifies both the message and the sender/recipient. Thus the

6 A sequence of circuits Ck is uniform if a deterministic Turing machine can output
the description of Ck in time polynomial in k.
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adversary can instruct a corruption party to send to arbitrary recipients.) Oth-
erwise, Hclass is initialized with (id , adversary, (id sender , id rcpt ,m)). (The mes-
sage is forwarded to the adversary.) Note that, since PCid does not touch the
Hquant , the quantum part of the message is forwarded. Given a network N, and
a set of identities C, we write NC for the set resulting from replacing each
machine M ∈ N with identity id ∈ C by PCid .

Security model. A protocol π is a set of machines with environment,
adversary /∈ ids(π). We assume a set of identities partiesπ ⊆ ids(π) to be
associated with π. partiesπ denotes which of the machines in the protocol are
actually protocol parties (as opposed to incorruptible entities such as ideal func-
tionalities).

An environment is a machine with identity environment, an adversary or a
simulator is a machine with identity adversary (there is no formal distinction
between adversaries and simulators, the terms refer to different intended roles of
a machine). We call two networks N,N′ indistinguishable if there is a negligible
function μ such that for all z ∈ {0, 1}∗ and k ∈ �, |Pr[ExecN(k, z) = 1] −
Pr[ExecN′(k, z) = 1]| ≤ μ(k). We speak of perfect indistinguishability if μ = 0.

Definition 2 (Statistical quantum-UC-security). Let protocols π and ρ be
given. We say π statistically quantum-UC-emulates ρ iff for every set C ⊆
partiesπ and for every adversary Adv there is a simulator Sim such that for
every environment Z, the networks πC ∪ {Adv,Z} (called the real model) and
ρC ∪ {Sim,Z} (called the ideal model) are indistinguishable. We furthermore
require that if Adv is quantum-polynomial-time, so is Sim.

Definition 3 (Computational quantum-UC-security). Let protocols π and
ρ be given. We say π computationally quantum-UC-emulates ρ iff for ev-
ery set C ⊆ partiesπ and for every quantum-polynomial-time adversary Adv
there is a quantum-polynomial-time simulator Sim such that for every quantum-
polynomial-time environment Z, the networks πC ∪{Adv,Z} and ρC ∪{Sim,Z}
are indistinguishable.

Note that although ExecπC∪{Adv,Z}(k, z) may return arbitrary bitstrings, we
only compare whether the return value of Z is 1 or not. This effectively restricts
Z to returning a single bit. This can be done without loss of generality (see [7]
for a discussion of this issue; their arguments also apply to the quantum case)
and simplifies the definition.

In our framework, any communication between two parties is perfectly secure
since the network model guarantees that they are delivered to the right party
and not leaked to the adversary. To model a protocol with insecure channels
instead, one would explicitly instruct the protocol parties to send all messages
through the adversary. Authenticated channels can be realized by introducing an
ideal functionality (see the next section) that realizes an authenticated channel.
For simplicity, we only consider protocols with secure channels in this work.

Ideal functionalities. In most cases, the behavior of the ideal model is de-
scribed by a single machine F , the so-called ideal functionality. We can think
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of this functionality as a trusted third party that perfectly implements the de-
sired protocol behavior. For example, the functionality FOT for oblivious transfer
would take as input from Alice two bitstrings m0,m1, and from Bob a bit c, and
send to Bob the bitstring mc. Obviously, such a functionality constitutes a secure
oblivious transfer. We can thus define a protocol π to be a secure OT protocol if
π quantum-UC-emulates FOT where FOT denotes the protocol consisting only
of one machine, the functionality FOT itself. There is, however, one technical dif-
ficulty here. In the real protocol π, the bitstring mc is sent to the environment
Z by Bob, while in the ideal model, mc is sent by the functionality. Since every
message is tagged with the sender of that message, Z can distinguish between
the real and the ideal model merely by looking at the sender of mc. To solve this
issue, we need to ensure that F sends the message mc in the name of Bob (and
for analogous reasons, that F receives messages sent by Z to Alice or Bob). To
achieve this, we use so-called dummy-parties [7] in the ideal model. These are
parties with the identities of Alice and Bob that just forward messages between
the functionality and the environment.

Definition 4 (Dummy-party). Let a machine P and a functionality F be
given. The dummy-party P̃ for P and F is a machine that has the same identity
as P and has the following state transition operator: Let idF be the identity of
F . When activated, measure Hclass . If the outcome of the measurement is of the
form (environment, idP ,m), initialize Hclass with (idP , idF ,m). If the outcome
is of the form (idF , idP ,m), initialize Hclass with (idP , environment,m). In all
cases, the quantum communication register is not modified (i.e., the message in
that register is forwarded).

Note the strong analogy to the corruption parties (page 494).
Thus, if we write π quantum-UC-emulates F , we mean that π quantum-UC-

emulates ρF where ρF consists of the functionality F and the dummy-parties
corresponding to the parties in π. More precisely:

Definition 5. Let π be a protocol and F be a functionality. We say
that π statistically/computationally quantum-UC-emulates F if π statisti-
cally/computationally quantum-UC-emulates ρF where ρF := {P̃ : P ∈
partiesπ} ∪ {F}.
For more discussion of dummy-parties and functionalities, see [7].

Using the concept of an ideal functionality, we can specify a range of pro-
tocol tasks by simply defining the corresponding functionality. Below, we give
the definitions of various functionalities. All these functionalities are classical,
we therefore do not explicitly describe when the registers Hclass and Hquant

are measured/initialized but instead describe the functionality in terms of the
messages sent and received.

Definition 6 (Commitment). Let A and B be two parties. The functionality
FB→A,�

COM behaves as follows: Upon (the first) input (commit, x) with x ∈ {0, 1}�(k)
from B, send committed to A. Upon input open from B send (open, x) to A.
All communication/input/output is classical. We call B the sender and A the
recipient.
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Definition 7 (Oblivious transfer (OT)). Let A and B be two parties. The
functionality FA→B,�

OT behaves as follows: When receiving input (s0, s1) from A
with s0, s1 ∈ {0, 1}�(k) and c ∈ {0, 1} from B, send s := sc to B. All communi-
cation/input/output is classical. We call A the sender and B the recipient.7

Definition 8 (Randomized oblivious transfer (ROT)). Let A and B be
two parties. The functionality FA→B,�

ROT behaves as follows: If A is uncorrupted,
when receiving input c ∈ {0, 1} from B, choose s0, s1 ∈ {0, 1}�(k) uniformly and
send (s0, s1) to A and s := sc to B. If A is corrupted, when receiving input
(s0, s1) from A with s0, s1 ∈ {0, 1}�(k) and c ∈ {0, 1} from B, send s := sc to B.
All communication/input/output is classical.

Dummy-adversary. In the definition of UC-security, we have three entities in-
teracting with the protocol: the adversary, the simulator, and the environment.
Both the adversary and the environment are all-quantified, hence we would ex-
pect that they do, in some sense, work together. This intuition is backed by the
following fact which was first noted by Canetti [7]: Without loss of generality, we
can assume an adversary that is completely controlled by the environment. This
so-called dummy-adversary only forwards messages between the environment
and the protocol. The actual attack is then executed by the environment.

Definition 9 (Dummy-adversary Advdummy). When activated, the dummy-
adversary Advdummy measures Hclass ; call the outcome m. If m is of the form
(environment, adversary,m′), initialize Hclass with m′. Otherwise initialize
Hclass with (adversary, environment,m). In all cases, the quantum commu-
nication register is not modified (i.e., the message in that register is forwarded).

Note the strong analogy to the dummy-parties (Definition 4) and the corruption
parties (page 494).

Lemma 10 (Completeness of the dummy-adversary). Assume that π
quantum-UC-emulates ρ with respect to the dummy-adversary (i.e., instead
of quantifying over all adversaries Adv, we fix Adv := Advdummy). Then
π quantum-UC-emulates ρ. This holds both for statistical and computational
quantum-UC-security.

The proof of Lemma 10 is very similar to that given in [7] and given in the full
version [21].

Universal composition. For some protocol σ, and some protocol π, by σπ we
denote the protocol where σ invokes (up to polynomially many) instances of π.
That is, in σπ the machines from σ and from π run together in one network,
and the machines from σ access the inputs and outputs of π. (That is, σ plays
the role of the environment from the point of view of π. In particular, Z then
7 We used A as the sender in the description of the OT functionality, and as the

recipient in the description of the commitment functionality. We do so to simplify
notation later; our protocol for OT from A to B will use a commitment from B to A.
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talks only to σ and not to the subprotocol π directly.) A typical situation would
be that σF is some protocol that makes use of some ideal functionality F , say
a commitment functionality, and then σπ would be the protocol resulting from
implementing that functionality with some protocol π, say a commitment pro-
tocol. (We say that σF is a protocol in the F -hybrid model.) One would hope
that such an implementation results in a secure protocol σπ . That is, we hope
that if π quantum-UC-emulates F and σF quantum-UC-emulates G, then σπ

quantum-UC-emulates G. Fortunately, this is the case:

Theorem 11 (Universal Composition Theorem). Let π, ρ, and σ be
quantum-polynomial-time protocols. Assume that π quantum-UC-emulates ρ.
Then σπ quantum-UC-emulates σρ. This holds both for statistical and compu-
tational quantum-UC-security.

If we additionally have that σ quantum-UC-emulates G, from the transitivity of
quantum-UC-emulation (shown in the full version [21]), it immediately follows
that σπ quantum-UC-emulates G.

The proof of Theorem 11 is very similar to that given in [7] and given in the
full version [21].

3 Relating Classical and Quantum-UC

We call a machine classical if its state transition operator is classical. A protocol
is classical if all its machines are classical.

Using this definition we can reformulate the definition of statistical classical
UC in our framework.

Definition 12 (Statistical classical-UC-security). Let protocols π and ρ
be given. We say π statistically classical-UC-emulates ρ iff for every set C ⊆
partiesπ and for every classical adversary Adv there is a classical simulator Sim
such that for every classical environment Z, πC∪{Adv,Z} and ρC∪{Sim,Z} are
indistinguishable. We furthermore require that if Adv is probabilistic-polynomial-
time, so is Sim.

Note that classical statistical UC is essentially the same as the notion of sta-
tistical UC-security defined by Canetti [7]. Thus, known results for statistical
UC-security carry over to the setting of Definition 12.

The next theorem guarantees that if a classical protocol is statistically classical
UC-secure, then it is also statistically quantum-UC-secure. This allows, e.g., to
first prove the security of a protocol in the (usually much simpler) classical
setting, and then to compose it with quantum protocols using the universal
composition theorem (Theorem 11).

Theorem 13 (Quantum lifting theorem). Let π and ρ be classical proto-
cols. Assume that π statistically classical-UC-emulates ρ. Then π statistically
quantum-UC-emulates ρ.
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Proof. Given a machine M , let C(M) denote the machine which behaves like
M , but measures incoming messages in the computational basis before process-
ing them, and measures outgoing messages in the computational basis. More
precisely, the superoperator E(k)

C(M) first invokes Eclass on Hclass ⊗ Hquant , then

invokes E(k)
M on Hstate ⊗ Hclass ⊗ Hquant , and then again invokes Eclass on

Hclass ⊗ Hquant . Since it is possible to simulate quantum Turing machines on
classical Turing machines (with an exponential overhead), for every machine
M , there exists a classical machine M ′ such that C(M) and M ′ are perfectly
indistinguishable.8

We define the classical dummy-adversary Advclass
dummy to be the classical ma-

chine that is defined like Advdummy (Definition 9), except that in each invocation,
it first measures Hclass , Hquant , and Hstate in the computational basis (i.e., it
applies Eclass to Hstate ⊗Hclass ⊗Hquant) and then proceeds as does Advdummy .
Note that Advclass

dummy is probabilistic-polynomial-time.
By Lemma 10, we only need to show that for any set C of corrupted parties,

there exists a quantum-polynomial-time machine Sim such that for every ma-
chine Z the real model πC ∪ {Z,Advdummy} and the ideal model ρC ∪ {Z, Sim}
are indistinguishable.

The protocol π is classical, thus πC is classical, too, and thus all messages
forwarded by Advdummy from πC to Z have been measured in the computa-
tional basis by πC , and all messages forwarded by Advdummy from Z to πC will
be measured by πC before being used. Thus, if Adv would additionally mea-
sure all messages it forwards in the computational basis, the view of Z would
not be modified. More formally, πC ∪ {Z,Advdummy} and πC ∪ {Z,Advclass

dummy}
are perfectly indistinguishable. Furthermore, since both πC and Advclass

dummy

measure all messages upon sending and receiving, πC ∪ {Z,Advclass
dummy} and

πC ∪ {C(Z),Advclass
dummy} are perfectly indistinguishable. Since it is possible to

simulate quantum machines on classical machines (with an exponential over-
head), there exists a classical machine Z ′ that is perfectly indistinguishable
from C(Z). Then πC ∪ {C(Z),Advclass

dummy} and πC ∪ {Z ′,Advclass
dummy} are per-

fectly indistinguishable. Since Advclass
dummy and Z ′ are classical and Advclass

dummy is
polynomial-time, there exists a classical probabilistic-polynomial-time simulator
Sim (whose construction is independent of Z ′) such that πC ∪ {Z ′,Advclass

dummy}
and ρC ∪ {Z ′, Sim} are indistinguishable.

Then ρC ∪ {Z ′, Sim} and ρC ∪ {C(Z), Sim} are perfectly indistinguishable by
construction of Z ′. And since both ρC and Sim measure all messages they send
and receive, ρC ∪{C(Z), Sim} and ρC ∪{Z, Sim} are perfectly indistinguishable.

Summarizing, we have that πC ∪ {Z,Advdummy} and ρC ∪ {Z, Sim} are in-
distinguishable for all quantum-polynomial-time environments Z. Furthermore,
Sim is classical probabilistic-polynomial-time and hence quantum-polynomial-
time and its construction does not depend on the choice of Z. Thus π statisti-
cally quantum-UC-emulates ρ. 	

8 More precisely, for any set of machines N , the networks N ∪ {M} and N ∪ {C(M)}

are perfectly indistinguishable.
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Parameters: Integers n, m > n, �, a family F of universal hash functions.
Parties: The sender Alice and the recipient Bob.
Inputs: Alice gets no input, Bob gets a bit c.
1. Alice chooses x̃A ∈ {0, 1}m and θ̃A ∈ {+,×}m and sends |x̃A〉θ̃A to Bob.
2. Bob receives the state |Ψ〉 sent by the sender. Then Bob chooses θ̃B ∈ {+,×}m

and measures the qubits of |Ψ〉 in the bases θ̃B . Call the result x̃B.
3. For each i, Bob commits to θ̃B

i and x̃B
i using one instance of FB→A,1

COM each.
4. Alice chooses a set T ⊆ {1, . . . , m} of size m − n and sends T to Bob.
5. Bob opens the commitments of θ̃B

i and x̃B
i for all i ∈ T .

6. Alice checks x̃A
i = x̃B

i for all i with i ∈ T and θ̃A
i = θ̃B

i . If this test fails, Alice
aborts.

7. Let xA be the n-bit string resulting from removing the bits at positions i ∈ T
from x̃A. Define θA, xB , and θB analogously.

8. Alice sends θA to Bob.
9. Bob sets Ic := {i : θA

i = θB
i } and I1−c := {i : θA

i �= θB
i }. Then Bob sends (I0, I1)

to Alice.
10. Alice chooses s0, s1 ∈ {0, 1}�(k) and f0, f1 ∈ F, output (s0, s1), and computes

mj := sj ⊕ fj(xA|Ij ) for j = 0, 1. Then Alice sends f0, f1, m0, m1 to Bob.
11. Bob outputs s := mc ⊕ fc(xB |Ic).

Fig. 1. Protocol πQROT for randomized oblivious transfer

4 Oblivious Transfer

Definition 14 (OT protocols). The protocol πQROT is defined in Figure 1.
Fix a commitment scheme com. The protocol πcom

QROT is defined like πQROT, but
instead of using the functionality FCOM, the commitment scheme com is used.
The protocol πQOT is defined like πQROT, with the following modifications: Alice
takes as input two �(k)-bit strings v0, v1. In Step 10, Alice additionally sends
t0, t1 with ti := si ⊕ vi. Bob outputs s⊕ tc instead of s in Step 11.

We first analyze πQROT and will then deduce the security of πQOT from that
of πQROT.

4.1 Corrupted Alice

Lemma 15. The protocol πQROT statistically quantum-UC-emulates FA→B,�
ROT in

the case of corrupted Alice.

Proof. First, we describe the structure of the real and ideal model in the case
that the party A (Alice) is corrupted:

In the real model, we have the environment Z, the adversary Adv, the cor-
ruption party AC , the honest party B (Bob), and the 2m instances of the com-
mitment functionality FCOM. The adversary controls the corruption party AC ,
so effectively he controls the communication with Bob and the inputs of FCOM.
Bob’s input (a choice bit c) is chosen by the environment, and the environment
also gets Bob’s output (a bitstring s ∈ {0, 1}�). See Figure 2(a).
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(a)

Adv AC

FCOM

B Z
c

s

(b)

Sim AC FROT B̃ Z
c

sc

s0,s1 c

sc

(c) Adv AC

FFakeCOM

B AC FROT B̃ Zs0,s1 s0,s1 c

sc

c

sc

Sim

Fig. 2. Networks occurring in the proof of Lemma 15. The dashed box represents the
machine Sim that internally simulates Adv, AC , FFakeCOM and B.

In the ideal model, we have the environment Z, the simulator Sim (to be
defined below), the corruption party AC , the dummy-party B̃, and the random-
ized OT functionality FROT. The simulator Sim controls the corruption party
AC and hence effectively chooses the inputs s0, s1 of FROT.9 The input c of FROT
is chosen by the dummy-party B̃ and thus effectively by the environment Z. The
output s := sc of FROT is given to the dummy-party B̃ and thus effectively to
the environment Z. See Figure 2(b).

To show Lemma 15, we need to find a simulator Sim such that, for any envi-
ronment Z, the real model and the ideal model are indistinguishable. To do so,
we start with the real model, and change the machines in the real model step-by-
step until we end up with the ideal model containing a suitable simulator Sim
(which we define below in the description of Game 6). In each step, we show that
network before and after the step are perfectly indistinguishable.
Game 1. We replace FCOM by a commitment functionality FFakeCOM in which
Bob (the sender) can cheat. That is, in the commit phase, FFakeCOM expects
a message commit from B (instead of (commit, x)), and in the open phase,
FFakeCOM expects a message (open, x) (instead of open) and then sends (open, x)
to Alice. We also change Bob’s implementation accordingly, i.e., when Bob should
commit to a bit b, he stores that bit b and gives it to FFakeCOM when opening
the commitment. Obviously, this change leads to a perfectly indistinguishable
network (since Bob still opens the commitment in the same way).
Game 2. Since Bob uses FFakeCOM instead of FCOM, he does not use the out-
comes x̃Bi of his measurements before Step 5 (for i ∈ T ) or Step 11 (for i /∈ T )
of the protocol. Thus, we modify Bob so that he performs the measurements

9 Remember that, if Alice is corrupted, FROT behaves like FOT and takes inputs s0, s1

from Alice.
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with outcomes x̃Bi (i ∈ T ) in Step 5 (in particular, after learning T ), and the
measurements with outcomes xBi in Step 11. Delaying the measurements leads
to a perfectly indistinguishable network.
Game 3. The bits xBi with i ∈ I1−c are never used by Bob. Thus we can modify
Bob to use the bases θAi instead of θBi for these bits without changing the output
of Z. Furthermore, since θAi = θBi for i ∈ Ic, we can modify Bob to also use the
bases θAi instead of θBi when measuring xBi with i ∈ Ic. Summarizing, we modify
Bob to use θA instead of θB, and we get a perfectly indistinguishable network.
Game 4. The bases θB are chosen randomly by Bob, and they are only used to
compute the sets I0 and I1. We change Bob to instead pick (I0, I1) as a random
partition of {1, . . . , n}. Since this leads to the same distribution of (I0, I1) and
since θB is not used elsewhere, this leads to a perfectly indistinguishable network.
Game 5. In Step 11, we change Bob to compute si := mi⊕fi(xB |Ii) for i = 0, 1
and to output s := sc. This leads to the same value of s as the original com-
putation s := mc ⊕ fc(xB |Ic), hence the resulting network is perfectly indistin-
guishable from the previous one. Note that now, Bob only uses the choice bit c
to pick which of the two values s0, s1 to output.
Game 6. We now construct a machine Sim that internally simulates the ma-
chines Adv, AC , FFakeCOM, and Bob. We let Sim run with an (external) corrup-
tion party AC , and when (the simulated) Bob computes s0, s1 in Step 11, Sim
instructs the (external) corruption party AC to input s0, s1 into FROT (instead
of letting Bob output s = sc). Then FROT will, given input c from the dummy-
party B̃, output sc to the dummy-party B̃. The dummy-party B̃ then forwards
sc to the environment Z. See Figure 2(c). The only difference with respect to the
previous network (besides a regrouping of machines) is that now sc is computed
by FROT from s0, s1. However, FROT computes sc in the same way as Bob would
have done. Thus, the resulting network is perfectly indistinguishable from the
previous one.

Since the network from Game 6 (Figure 2(c)) is identical to the ideal model
(Figure 2(b)), and since the real model is perfectly indistinguishable from the
network from Game 6, we have that the real and the ideal network are perfectly
indistinguishable.

Furthermore, Sim is quantum-polynomial-time if Adv is, and the construction
of Sim does not depend on the choice of the environment Z. Thus the proto-
col πQROT statistically quantum-UC-emulates FA→B,�

ROT in the case of corrupted
Alice. 	


Theorem 16. Fix constants 0 < α < 1 and 0 < λ < 1
4 . Let m := �n/(1 − α)�

and � := 'λn( and assume that n grows at least linearly in the security parameter.
Then the protocol πQROT statistically quantum-UC-emulates FA→B,�

ROT .

For the case of corrupted Alice, this is shown in Lemma 15. The cases where both
parties are honest or both parties are corrupted are trivial. Thus for Theorem 16
we are left to analyze the case where Bob is corrupted. This case needs a con-
siderably more involved analysis than the case of corrupted Alice because we
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have to consider the fact that Bob may succeed in Step 6 of πQROT but still
have a certain amount of information about the bits xA|I1−c . A very similar
analysis has already been performed by Damgård, Fehr, Lunemann, Salvail, and
Schaffner [9] in the so-called stand-alone model. Fortunately, we do not need to
redo their analysis; it turns out that – although the stand-alone model is weaker
than the quantum-UC-model – the particular simulator constructed by Damgård
et al. is already strong enough to be used as a simulator in the quantum-UC-
model. Thus we can reuse the result of Damgård et al. in our setting and get
Theorem 16 without re-analyzing πQROT.10

The full proof of Theorem 16 is given in the full version [21].

Theorem 17. Let 0 < α < 1 and 0 < λ < 1
4 be constants. Assume m = �n/(1−

α)� and � = 'λn( and that n grows at least linearly in the security parameter.
Then the protocol πQOT (Def. 14) statistically quantum-UC-emulates FA→B,�

OT .

Proof. Consider the following protocol π′
QOT in the FROT-hybrid model. Given

inputs v0, v1 ∈ {0, 1}�(k) for Alice and a bit c for Bob, Bob invokes FROT with
input c. Then Alice gets random s0, s1 ∈ {0, 1}�(k), and Bob gets s = sc. Then
Alice sends t0, t1 with ti := vi⊕si to Bob. And Bob outputs s⊕tc. It is easy to see
that π′

QOT statistically classical-UC-emulates FOT. Hence, by the quantum lift-
ing theorem (Theorem 13), π′

QOT statistically quantum-UC-emulates FOT. Note
that the protocol πQOT is the protocol resulting from replacing, in π′

QOT, calls
to FROT by calls to the subprotocol πQROT. Furthermore, πQROT statistically
quantum-UC-emulates FROT by Theorem 16. Hence, by the composition theo-
rem (Theorem 11), πQOT statistically quantum-UC-emulates FOT. 	


5 Multi-party Computation

Theorem 18. Let F be a classical probabilistic-polynomial-time functionality.11
Then there exists a protocol π in the FCOM-hybrid model that statistically
quantum-UC-emulates F . (Assuming the number of protocol parties does not
depend on the security parameter.)

Proof. Ishai, Prabhakaran, and Sahai [13] prove the existence of a protocol ρFOT

in the FOT-hybrid model that statistically classical-UC-emulates F (assuming
10 One major difference between the UC-model and the stand-alone model is that in

the first, the honest parties’ inputs may depend on messages the adversary intercepts
during the protocol run. A simulator constructed for the stand-alone model usually
is not able to cope with such dependencies. Thus, it turns out to be important that
we first considered the randomized OT protocol πQROT and not immediately the OT
protocol πQOT. In πQROT, Alice gets no input, and in particular her inputs may not
depend on messages intercepted by the adversary.

11 Subject to certain technical restrictions stemming from the proof by Ishai et al. [13]:
Whenever the functionality gets an input, the adversary is informed about the length
of that input. Whenever the functionality makes an output, the adversary is informed
about the length of that output and may decide when this output is to be scheduled.
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a constant number of parties). By the quantum lifting theorem (Theorem 13),
ρFOT statistically quantum-UC-emulates F . By Theorem 17, πQOT statistically
quantum-UC-emulates FOT. Let π := ρπQOT be the result of replacing invoca-
tions to FOT in ρFOT by invocations of the subprotocol πQOT (as described
before Theorem 11). Then by the universal composition theorem (Theorem 11),
π statistically quantum-UC-emulates ρFOT . Using the fact that quantum-UC-
emulation is transitive (shown in the full version [21]), it follows that π statisti-
cally quantum-UC-emulates F . 	

We proceed to show that the result from Theorem 18 is possible only in the
quantum setting. That is, we show that there is a natural functionality that
cannot be statistically classical-UC-emulated in the commitment-hybrid model.

Definition 19 (AND). The functionality FAND expects an input a ∈ {0, 1}
from Alice and b ∈ {0, 1} from Bob. Then it sends a · b to Alice and Bob.

Theorem 20 (Impossibility of classical multi-party computation).
There is no classical probabilistic-polynomial-time protocol π in the FCOM-hybrid
model such that π statistically classical-UC-emulates FAND.

The proof is given in the full version [21].
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A Simple BGN-Type Cryptosystem from LWE

Craig Gentry, Shai Halevi, and Vinod Vaikuntanathan

IBM Research

Abstract. We construct a simple public-key encryption scheme that
supports polynomially many additions and one multiplication, similar to
the cryptosystem of Boneh, Goh, and Nissim (BGN). Security is based
on the hardness of the learning with errors (LWE) problem, which is
known to be as hard as certain worst-case lattice problems.

Some features of our cryptosystem include support for large message
space, an easy way of achieving formula-privacy, a better message-to-
ciphertext expansion ratio than BGN, and an easy way of multiplying two
encrypted polynomials. Also, the scheme can be made identity-based and
leakage-resilient (at the cost of a higher message-to-ciphertext expansion
ratio).

1 Introduction

In this work we describe an encryption scheme which is additively homomorphic,
and in addition also supports one multiplication. Our scheme is based on the
trapdoor function proposed by Gentry, Peikert and Vaikuntanathan [10] (hence-
forth referred to as the GPV trapdoor function). Recall that the “public key”
in the GPV trapdoor function is a matrix A ∈ Zm×n

q (for parameters p and
m > n), and the corresponding trapdoor is a full rank integer matrix with small
entries T ∈ Zm×m such that TA = 0 (mod q). The public and secret keys in
our cryptosystem are exactly the same as in the GPV trapdoor function. We
encrypt a square binary matrix B ∈ Zm×m

2 by setting

C = AS + 2X + B mod q

where S is a random “coefficient matrix” S ∈ Zn×mq and X is a “noise matrix”
with small entries X ∈ Zm×m.

Ciphertext matrices can be added, and a single matrix multiplication C′ =
C1 ·Ct

2 mod q is also supported. (Ct is the transpose of C.) To decrypt, we set

B = T−1 · (TCTt mod q) · (Tt)−1 mod 2

The security of our scheme is equivalent to the hardness of learning with er-
rors (LWE). This problem, which is related to the well-known “learning parity
with noise”, has become standard in the study of lattice-based cryptography.
The problem was first proposed by Regev [14], and shown by Regev [14] and
Peikert [13] to be as hard as worst-case instances of various problems in integer
lattices.

H. Gilbert (Ed.): EUROCRYPT 2010, LNCS 6110, pp. 506–522, 2010.
c© International Association for Cryptologic Research 2010
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1.1 An Abridged History of Homomorphic Encryption

Encryption schemes that support operations on encrypted data (aka homo-
morphic encryption) are very useful for secure computation. Many public-key
cryptosystems supports either addition or multiplication of encrypted data, but
obtaining both at the same time seems harder.

It is known that computing arbitrary functions on encrypted data can be
implemented, e.g., using Yao’s “garbled circuit” technique [16,12], but the size
of the ciphertext and complexity of decryption grow at least linearly with the
number of gates in the circuit being computed. Also, Sander, Young and Yung
[15] described a technique that permits evaluation of arbitrary circuits, but the
ciphertext size grows exponentially with the circuit depth. Both of these meth-
ods can be implemented using only “general hardness assumptions” (e.g., the
existence of two-flow Oblivious-Transfer protocols etc.)

Boneh, Goh, and Nissim described a cryptosystem that permitted arbitrary
number of additions and one multiplication, without growing the ciphertext size
[5]. Below we refer to this scheme as the BGN cryptosystem. Security of the
BGN cryptosystem is based on the subgroup-membership problem in composite-
order groups that admit bilinear maps. This cryptosystem immediately implies
an efficient protocol for evaluating 2DNF formula (or more generally bilinear
forms). Boneh et al. also described applications of the BGN cryptosystem to
improving the efficiency of private information retrieval schemes (PIR) and for
a voting protocol.

More recently, Aguilar Melchor, Gaborit, and Herranz described in [2] a “tem-
plate” for converting additively homomorphic encryption into a cryptosystem
that permits both additions and multiplications. They show how to use this
template to combine the BGN cryptosystem with the cryptosystem of Kawachi
et al. [11], thus obtaining a cryptosystem that supports two multiplications and
arbitrary additions, based on the hardness of both the subgroup membership
problem and the unique-shortest vector problem in lattices. They also show
how to use this template with the cryptosystem of Aguilar Melchor et al. [1]
in order to obtain unlimited multiplication depth, where the ciphertext size
grows exponentially with the multiplication depth but additions are supported
without increasing the size. (Security of this last realization is based on a rela-
tively unstudied hardness assumption, called the “Differential Knapsack Vector
Problem.”)

Very recently, Gentry described a fully homomorphic cryptosystem [9], sup-
porting polynomially many additions and multiplications without increasing the
ciphertext size, with security based on the hardness of finding short vectors in
ideal lattices [8].

1.2 Our Contributions

Even given the great advances in homomorphic encryption over the last year, our
scheme still offers some advantages over prior schemes in the literature. Below we
list some of these advantages, mostly in comparison to the BGN cryptosystem.
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Perhaps the main difference between our scheme and previous work is the
underlying hardness assumption. In particular, ours is the first reported cryp-
tosystem based on LWE that has more than just additive homomorphism. Also,
our scheme is very efficient: it can encrypt a matrix of m2 elements in time
Õ(m3), and decryption takes comparable time.

One important difference between our scheme and the BGN cryptosystem
is that the BGN cryptosystem can only encrypt messages from a small space
(since on decryption one only recovers a group element gm, and then need to
search for the message m). In our scheme, we can replace the binary matrices
by matrices over Zp for any p, as long as the ciphertext is defined over Zq
where q is sufficiently larger than p. A related advantage is that by choosing a
large modulus p, our scheme can be made to have ciphertext expansion of O(1)
(whereas the BGN cryptosystem expands O(log n) bits of plaintext to O(n)
ciphertext bits).1

We also note that the modulus p that defines the message space in our scheme
can be chosen dynamically by the encryptor: the same public/secret key pair can
be used to encrypt/decrypt messages modulo many different fields (or rings). Our
scheme also support ciphertext blinding (a given ciphertext is converted into a ran-
dom ciphertext that encrypts the same thing), and also the stronger property of
modular blinding: Given a ciphertext that encrypts a matrixB ∈ Zm×n

p , and given
some divisor p′ of p, we can produce a random ciphertext that encrypts B mod p′.
For example, if the original plaintext matrix had numbers in Z2n , we can blind the
ciphertext so as to erase all but the least-significant bits of the entries in B.

One consequence of the (standard) blinding property and the flexibility of
choosing the message space is that our system provide a very simple procedure
for formula-private secure computation. Namely, it is very easy to compute a
2DNF formulas (or a general bilinear form) on ciphertexts, while at the same
time hiding from the holder of the secret key everything about the formula itself
(other than the result of applying it on the given inputs).

Finally, our scheme inherits much of the flexibility that comes with LWE-based
cryptosystems. In particular, it can be made identity-based (in the random-oracle
model) using the construction of Gentry et al. [10], and it can be made leakage
resilient using a recent result of Dodis et al. [6]. Both of these applications
follow from the observation that the “dual Regev cryptosystem” from [10] can
be described as a special case of our cryptosystem.

Relation to the AMGH transformation. It turns out that our cryptosystem fits
“right out of the box” in the template of Aguilar Melchor et al. [2]. Their trans-
formation apply to any additively homomorphic cryptosystem for which you
can embed the ciphertexts back into the plaintext space while maintaining the
semantics of addition, which is easy in our case. See the appendix for a brief
description of their transformation and how it applies to our cryptosystem.

1 To achieve such bandwidth efficient encryption, an application would have to encode
its input as a matrix. Although this can always be done, it is not clear that such
encoding will maintain the semantics of multiplication that the application needs.
See some examples of this point in Section 5.
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Combining our cryptosystem with the AMGH transformation yields a ho-
momorphic encryption scheme for circuits of logarithmic multiplication depth
(with arbitrary additions), whose security is based on the hardness of LWE.2

We point out that even in this context, using our native multiplication opera-
tion will be advantageous, since it does not increase the ciphertext size (or the
decryption time). Thus we can get either one more multiplication level for a
given complexity bound, or a more efficient scheme for the same circuit depth.

Applications. Clearly, our scheme can be used as a drop-in replacement in the
applications to voting and PIR that were discussed in the paper of Boneh et
al. [5]. In addition, since out scheme encrypts matrices natively, it is a good
match for applications that can benefit from batching, or when efficient linear
algebra is important. Some examples of batching include applications that need
to multiply polynomials (whose coefficients are to be encoded in the entries of
the plaintext matrix) or large integers (whose bit representation is to be encoded
in the entries of the plaintext matrix). In Section 5.3 we describe how these can
be encoded in a matrix so that a single multiplication of m×m matrices can be
used to multiply two degree-(m−1) polynomials (or two m-bit integers), so that
the result does not leak anything about the inputs other than their product.

2 Preliminaries

Notations. We denote scalars by lower-case letters (a, b, . . .), vectors by lower-
case bold letters (a,b, . . .), and matrices by upper-case bold letters (A,B, . . .).
We denote the Euclidean norm of a vector v by ‖v‖, and the largest entry in
a vector or a matrix is denoted ‖v‖∞ or ‖M‖∞, respectively. We consider the
operation (a mod q) as mapping the integer a into the interval (−q/2,+q/2].

2.1 Learning with Errors (LWE)

The LWE problem was introduced by Regev [14] as a generalization of “learning
parity with noise”. For positive integers n and q ≥ 2, a vector s ∈ Znq , and
a probability distribution χ on Zq, let As,χ be the distribution obtained by
choosing a vector a ∈ Znq uniformly at random and a noise term x ← χ, and
outputting (a, 〈a, s〉 + x) ∈ Znq × Zq.

Definition 1 (LWE). For an integer q = q(n) and an error distribution χ =
χ(n) over Zq, the learning with errors problem LWEn,m,q,χ is defined as follows:
Given m independent samples from As,χ (for some s ∈ Znq ), output s with no-
ticeable probability.

The decision variant of the LWE problem, denoted distLWEn,m,q,χ, is to dis-
tinguish (with non-negligible advantage) m samples chosen according to As,χ (for
2 We comment that the AMGH transformation appears to be inherently “non private”,

in that the holder of the secret key can deduce the multiplication structure of the
circuit that was used to generate a given ciphertext. This can be addressed using
generic techniques such as Yao’s garbled circuits.
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uniformly random s ∈R Znq ), from m samples chosen according to the uniform
distribution over Znq × Zq.

For cryptographic applications we are primarily interested in the decision prob-
lem distLWE. Regev [14] showed that for a prime modulus q, distLWE can be
reduced to worst-case LWE, with a loss of up to a q · poly(n) factor in the pa-
rameter m.

At times, we find it convenient to describe the LWE problem LWEn,m,q,χ using
a compact matrix notation: given (A,As + x) where A ← Zm×n

q is uniformly
random, s ← Znq is the LWE secret, and x ← χm, find s. We also use similar
matrix notation for the decision version distLWE.

Gaussian error distributions Ψβ. We are primarily interested in the LWE and
distLWE problems where the error distribution χ over Zq is derived from a Gaus-
sian. For any β > 0, the density function of a Gaussian distribution over the
reals is give by Dβ(x) = 1/β ·exp(−π(x/β)2). For an integer q ≥ 2, define Ψβ(q)
to be the distribution on Zq obtained by drawing y ← Dβ and outputting 'q · y�
(mod q). We write LWEn,m,q,β as an abbreviation for LWEn,m,q,Ψβ(q).

Here we state some basic facts about Gaussians (tailored to the error dis-
tribution Ψβ); see, e.g. [7]. (In what follows overwhelming probability means
probability 1− δ for δ which is negligible in n.)

Fact 1. Let β > 0 and q ∈ Z, and let the vector x be chosen as x ← Ψβ(q)n. Also
let y ∈ Zn be an arbitrary vector and let g = ω(

√
logn). Then with overwhelming

probability |〈x,y〉| ≤ βq · g · ‖y‖.
Fact 2. Let y ∈ R be arbitrary. The statistical distance between the distributions
Ψβ and Ψβ + y is at most |y|/(βq).
Evidence for the hardness of LWEn,m,q,β follows from results of Regev [14], who
gave a quantum reduction from approximating certain problems on n-dimensional
lattices in the worst case to within Õ(n/β) factors to solving LWEn,m,q,β for any
desired m = poly(n), when β · q ≥ 2

√
n. Recently, Peikert [13] also gave a related

classical reduction for some other problems with similar parameters.

2.2 Trapdoor Sampling

The basis of our encryption scheme is a trapdoor sampling algorithm first con-
structed by Ajtai [3], and later improved by Alwen and Peikert [4]. The trapdoor
sampling procedure generates an (almost) uniformly random matrix A ∈ Zm×n

q ,
together with a matrix T ∈ Zm×m such that (a) T · A = 0 (mod q), (b) T is
invertible, and (c) the entries of T are small (say, of size O(n log q)).

The trapdoor T can be used to solve the LWE problem relative to A, i.e.,
given y = As + x where x is any “sufficiently short” vector, it can be used to
recover s. This is done as follows: compute

Ty = T(As + x) = TAs + Tx = Tx (mod q)
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where the last equality follows since the rows of T belong to lattice Λ⊥(A). Now,
since both T and x contain small entries, each entry of the vector Tx is smaller
than q, and thus Tx mod q is Tx itself! Finally, multiplying by T−1 (which is
well-defined since T is a basis and therefore has full rank) gives us x. The LWE
secret s can then be recovered by Gaussian elimination. We state the result of
Alwen and Peikert [4] below.

Lemma 1 ([3,4]). There is a probabilistic polynomial-time algorithm TrapSamp
that, on input 1n, a positive integer q ≥ 2, and a poly(n)-bounded positive integer
m ≥ 8n log q, outputs matrices A ∈ Zm×n

q and T ∈ Zm×m such that:

– A is statistically close to uniform over Zm×n
q ,

– the rows of T form a basis of the lattice Λ⊥(A) def= {w ∈ Zm : w ·A = 0
(mod q)},

– the Euclidean norm of all the rows is T (and therefore also ‖T‖∞) is bounded
by O(n log q). (Alwen and Peikert assert that the constant hidden in the O(·)
is no more than 20.)

We note that since the rows of T span the lattice Λ⊥(A), it follows that det(T) =
qn, hence for odd q we know that T is invertible mod 2.

3 The Encryption Scheme

For ease of presentation, we focus below on the case of encrypting binary matri-
ces. The extension for encrypting matrices mod p for p > 2 is straightforward,
and is discussed in Section 5.1.

Below we let n denote the security parameter. Other parameters of the system
are two numbers m, q = poly(n) (with q an odd prime), and a Gaussian error
parameter β = 1/poly(n). (See Section 3.2 for concrete instantiations of these
parameters.) For these parameters, the message space is the set of binary m-by-
m matrices, i.e., B ∈ Zm×m

2 . Public keys are matrices A ∈ Zm×n
q , secret key are

matrices T ∈ Zm×m
q , and ciphertexts are matrices C ∈ Zm×m

q .

KeyGen(1n): Run the trapdoor sampling algorithm TrapSamp of Lemma 1 to
obtain a matrix A ∈ Zm×n

q together with the trapdoor matrix T ∈ Zm×m,
(A,T) ← TrapSamp(1n, q,m). The public key is A and the secret key is T.

Enc(A,B ∈ {0, 1}m×m): Choose a uniformly random matrix S $← Zn×mq and

an “error matrix” X $← Ψβ(q)m×m. Output the ciphertext

C ← AS + 2X + B (mod q)

(Here, 2X means multiplying each entry of the matrix X by 2.)
Dec(T,C): Set E ← TCTt mod q, and then output B ← T−1E(Tt)−1 mod 2.

To see that decryption works, recall that T · A = 0 (mod q) and therefore
TCTt = T(2X+B)Tt (mod q). If in addition all the entries of T(2X+B)Tt are
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smaller than q then we also have the equality over the integers E = (TCTt mod
q) = T(2X + B)Tt, and hence T−1E(Tt)−1 = B (mod 2). This means that we
have correct decryption as long as we set the parameter β small enough so that
with high probability all the entries of T(2X + B)Tt are smaller than q/2.

Remark 1. Note that the right-multiplication by Tt and (Tt)−1 on decryption
are redundant here, we can instead just compute B ← T−1(TC mod q) mod 2.
The right-multiplication is needed to decrypt product ciphertexts, as described
below. As opposed to the BGN cryptosystem, in our scheme the “normal cipher-
texts” and “product ciphertexts” live in the same space, and we can use the
same decryption procedure to decrypt both.

Also, we can optimize away the need to multiply by T−1 and (Tt)−1 by using
the modified trapdoor T′ = (T−1 mod 2) ·T (product over the integers). Clearly
we have T′A = 0 (mod q), and the entries of T′ are not much larger than those
of T (since (T−1 mod 2) is a 0-1 matrix).

3.1 Homomorphic Operations

Addition. Given two ciphertexts C1,C2 that decrypt to B1,B2, respectively,
it is easy to see that the matrix C = C1 + C2 mod q would be decrypted to
B1 +B2 mod 2, as long as there is no “overflow” in any entry. Specifically, if we
have C1 = AS1 + 2X1 + B1 and C1 = AS2 + 2X2 + B2 then

C = C1 + C2 = A(S1 + S2) + 2(X1 + X2) + (B1 + B2)

which would be decrypted as B1 + B2 as long as all the entries in T(2(X1 +
X2)+B1+B2)Tt are smaller than q/2. See Section 3.2 for the exact parameters.

Multiplication. Given two ciphertexts C1,C2 that encrypt B1,B2, respectively,
we compute the product ciphertext as C = C1 · Ct

2 mod q. If we have C1 =
AS1 + 2X1 + B1 and C2 = AS2 + 2X2 + B2 then

C = C1 ·Ct
2 = (AS1 + 2X1 + B1)(AS2 + 2X2 + B2)t

=A · (S1Ct
2)︸ ︷︷ ︸

S

+2 (X1(2X2 + B2) + B1Xt
2)︸ ︷︷ ︸

X

+B1Bt
2︸ ︷︷ ︸

B

+ (2X1 + B1)St2︸ ︷︷ ︸
S′

·At(mod q).

Hence the product ciphertext has the form AS + 2X + B + S′At.
As before, we see that TCTt = T(2X + B)Tt (mod q), and if all the entries

of T(2X + B)Tt are smaller than q/2 then we have E = (TCTt mod q) =
T(2X+B)Tt over the integers, and therefore T−1E(Tt)−1 = B (mod 2). Below
we establish the parameters that we need for this to work.

Remark 2. We remark that the AS + 2X + B format for ciphertexts, which is
borrowed from [9], seem particularly conducive for homomorphic encryption.
When applied in a commutative ring as in [9], it supports a large number of
additions and multiplications on ciphertexts. In our case we use it in the ring of
matrices, which is not commutative, but multiplying by the transpose offers a
partial workaround, supporting one level of multiplication.
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3.2 Setting the Parameters

Theorem 1. Fix the security parameter n and any c = c(n) > 0. Let q,m, β be
set as

q > 220(c+ 4)3n3c+4 log5 n, q is a prime
m = '8n log q(
β =

1
27n1+(3c/2) logn log q

√
qm

Then the encryption scheme from above with parameters n,m, q, β supports nc

additions and one multiplication (in any order) over the matrix ring Z
m×m
2 .

Remark 3. Note that in Theorem 1 we can allow nc additions for a non-constant
c. The reason that this may be needed is for taking linear combinations of
ciphertexts with large coefficients. Specifically, if we have ciphertext matrices
C1,C2, . . ., we can homomorphically compute

∑
αiCi as long as |∑αi| < nc.

Proof. First, let C be a matrix that was obtained by adding � ≤ nc ciphertexts,
C =
∑�

i=1(ASi + 2Xi + Bi). Denote X =
∑�

i=1 Xi, and B =
∑�

i=1 Bi, and we
analyze the size of the entries in the matrix T(2X + B). Recall from Lemma 1
that every row of T has Euclidean norm at most 20n log q. Applying Fact 1
(with g = logn−1), with overwhelming probability every entry of TXi is at most
20βq(logn−1)n log q, hence every entry of TX is at most 20�βq(logn−1)n log q.
At the same time, all the Bi’s are binary so each entry of TB is at most 20�n log q.
Hence the absolute value of each entry in T(2X + B) is bounded by

20�n log q · (2βq(log n− 1) + 1) < 20�n log q · 2βq logn

=
40� · n logn · q log q

27n1+(3c/2) logn · log q
√
qm

=
40�

√
q

27n3c/2
√
m

(�)�
√
q/m

where inequality (�) uses the fact that � ≤ nc. This in particular means that each
entry in T(2X+B)Tt is bounded by m·20n log q ·√q/m = 20n log q

√
qm� q/2.

Since TA = 0 (mod q) then TCTt = T(2X + B)Tt (mod q), and as all the
entries in T(2X+B) are less than q/2 in absolute value, we have the equality over
the integers (TCTt mod q) = T(2X+B)Tt, hence T−1(TCTt mod q)(Tt)−1 =
B (mod 2).

Next, consider a circuit with one �1-fan-in addition layer, followed by a mul-
tiplication layer of fan-in two, and another �2-fan-in layer of addition, where
�1 + �2 ≤ nc. We have shown above that when multiplying two matrices of the
form ASi+2Xi+Bi (i = 1, 2), the result is of the form AS+2X+B+S′At. Hence
all the matrices at the output of the multiplication layer are of this form, and
therefore so is the output ciphertext that results from adding them all together.
We now proceed to show that for that final ciphertext C = AS+2X+B+S′At,
it holds that every entry in T(2X + B)Tt is less that q/2 in absolute value.

Consider one particular ciphertext at the output of the multiplication layer,
this ciphertext is of the form Ci = AS + (2X1 + B1)(2Xt

2 + Bt
2) + S′At, and
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the matrices (2Xi +Bi) were obtained from adding upto �1 encryptions. By the
analysis from above, each entry in T(2X1 + B1) is bounded by 40�1

√
q

27n3c/2
√
m

, and
the same bound apply also to each entry in (2Xt

2 + Bt
2)Tt. Hence each entry in

the product T(2X1 + B1)(2Xt
2 + Bt

2)T
t is bounded by

m ·
(

40�1
√
q

27n3c/2
√
m

)2

=
(

40
27

)2

· �21
n3c · q

Adding �2 ≤ nc − �1 such matrices, the entry in the result is bounded by(
40
27

)2

· �
2
1(n

c − �1)
n3c · q

(�)
≤
(

40
27

)2

· 2
9
· q < q/2

where the inequality (�) follows since the function f(x) = x2(a − x) obtains its
maximum at x = 2a/3, where f(x) = 2a3/9.

Once again, since each entry in T(2X+B)Tt is less than q/2 in absolute value,
and since TCTt = T(2X+B)Tt (mod q), we have the equality over the integers
(TCTt mod q) = T(2X+B)Tt, which means that T−1(TCTt mod q)(Tt)−1 =
B (mod 2).

4 Security

The CPA security of the encryption scheme follows directly from the hardness
of the decision LWE problem, as we now prove.

Theorem 2. Any distinguishing algorithm with advantage ε against the CPA
security of the scheme with parameters n,m, q, β, can be converted to a distin-
guisher against distLWEn,m,q,β with roughly the same running time and advan-
tage at least ε/2m.

Proof. Let A be a CPA-adversary that distinguishes between encryptions of
messages of its choice with advantage ε. We first construct a distinguisher D
with advantage at least ε/2 between the two distributions

{
(A,AS+X) : A ← Zm×n

q ,S ← Zn×m
q ,X ← Ψβ(q)

m×m
}
and

{
Unif(Zm×n

q × Zm×m
q )

}

The distinguisher D takes as input a pair of matrices (A ∈ Zm×n
q ,C ∈ Zm×m

q ),
and runs the adversary A with A as the public key. Upon receiving message
B0,B1 from the adversary, D chooses at random i ∈R {0, 1}, returns the chal-
lenge ciphertext 2C + Bi mod q, then outputs 1 if the adversary A guesses the
right i, and 0 otherwise.

On the one hand, if C is a uniformly random matrix then the challenge cipher-
text is also uniformly random, regardless of the choice of i. Hence in this case D
outputs 1 with probability at most 1/2. On the other hand, if C = AS+X mod q,
then the challenge ciphertext is 2C + B = AS′ + 2X + B mod q, where S′ =
2S mod q is uniformly distributed (since q and 2 are relatively prime). This is
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identical to the output distribution of Enc(PK,Bi), hence by assumption A will
guess the right i with probability (1 + ε)/2, which means that D outputs 1 with
the same probability. Hence D has advantage at least ε/2.

Finally, a standard hybrid argument can be used to convert the distinguisher
D from above to a distLWEn,m,q,β distinguisher with advantage ε/2m.

Worst-case Connection. Regev [14] showed that if there is a PPT algorithm that
solves distLWEn,m,q,β , then there is an O(q · m)-time quantum algorithm that
approximates various lattice problems on n-dimensional lattices in the worst
case to within Õ(n/β) factors, when β ·q ≥ 2

√
n. Recently, Peikert [13] also gave

a related classical reduction with similar parameters.
Observe that for n ≥ max{140, 10

√
c + 4}, the conditions on q,m, β imply

that βq > 2
√
n. Plugging in our parameters m, q and β for the scheme that

supports nc additions, we get that breaking semantic security of the scheme
is at least as hard as solving worst-case lattice problems to within a factor of
Õ(n3c+7/2).

5 Extensions and Applications

5.1 Encrypting Matrices over Larger Rings

As we said in the introduction, we can use the same scheme to encrypt matrices
over larger rings and still enjoy the same homomorphic properties, just by work-
ing with a larger modulus q. Specifically, we can encrypt matrices over Zp for
any p by setting q = ω(p2n3c+1 log5 n) while keeping all the other parameters
intact. We then encrypt a matrix B ∈ Zm×m

p as C = AS+pX+B, and decrypt
it as T−1 · (TCTt mod q) · (Tt)−1 mod p. (We recall again that the determinant
of T is qn, so T is invertible mod p.) Using the above with p ≥ n3c+1 log5 n, we
have q ≤ p3 which means that our ciphertext expansion ratio is only three. (The
plaintext has m2 log p bits while the ciphertext has m2 log q bits.)

We comment that once we fix these larger parameters, the choice of the un-
derlying ring can be made adaptively by the encryptor. Namely, with the same
public key A and secret key T, the encryptor can choose the underlying ring as
Zr for any r ≤ p (thereby computing the ciphertext as C = AS + rX + B), and
the decryptor can decrypt accordingly.

5.2 Formula Privacy

As described so far, the scheme does not ensure “formula privacy” against the
holder of the secret key. For example, given a ciphertext matrix C, the decryp-
tor may be able to distinguish the case where this ciphertext was obtained by
multiplying an encryption of the identity with an encryption of the zero matrix
from the case where it was obtained by multiplying two encryptions of the zero
matrix.
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This deficiency can be remedied by standard techniques. We first need to
increase the size of the modulus somewhat: switching from q as specified in
Theorem 1 to q′ ≥ q · 2ω(logn). Then given a ciphertext matrix C∗, encrypting
some plaintext matrix mod p, we blind it by setting

C ← C∗ + AS1 + pX + St2A
t,

where S,S′ are uniform in Z
n×m
q′ and each entry of X∗ is chosen from Ψβ′(q) with

β′ super-polynomially larger than the parameter β that is used in the scheme.
Using Fact 2 we can then show that the noise in the added X∗ “drowns” all

traces of the origin of this ciphertext. Namely, the resulting ciphertext is of the
form C = AS′

1 + pX′ + B + (S′
2)
tAt, where S′

1,S
′
2 are uniformly random, B is

the corresponding plaintext, and the distribution of X′ is nearly independent of
the provenance of this ciphertext matrix.

We note that the same blinding technique can be used even if the encrypted
plaintext matrix was chosen in a larger ring Zp′ , as long as the parameter p that
is used in the blinding procedure divides the original p′.

5.3 Encrypting Polynomials and Large Integers

To encrypt polynomials or large numbers, we need to encode them as matrices,
in a way that would let us exploit the matrix operations that are supported
natively by our scheme to do operations over the these polynomials or numbers.

We begin with polynomials: it is well known how to embed the coefficients
of two polynomials in two matrices, so that multiplying these matrices we get
all the coefficients of the resulting product polynomial. For example, for two
polynomials â(x) =

∑
aix

i and b̂(x) =
∑

bix
i, we can use

A =

⎛⎝a3 a2 a1
a3 a2

a3

⎞⎠B =

⎛⎝ b1 b2 b3
b1 b2

b1

⎞⎠ ⇒ ABt =

⎛⎝a1b3 + a2b2 + a3b1 a1b2 + a2b1 a1b1
a2b3 + a3b2 � �

a3b3 � �

⎞⎠
Note that the product matrix above is not private, in that it reveals more than
just the coefficients of the product polynomial. This can be fixed easily by adding
an encryption of a matrix with zero first column and first row and random entries
everywhere else. Also, this simple embedding is “wasteful” in that it results in
ciphertext expansion ratio of O(m) (we encrypt degree-(m−1) polynomials using
m×m matrices). We do not know if more economical embeddings are possible.

Moving to integer multiplication, an obvious way of multiplying two m-bit
integers is to just set the plaintext space to Zp for some p ≥ 22m, but working
with such large plaintext space may be inconvenient. We thus seek a method
for implementing large integer multiplication with a small input space. One pos-
sibility is to use the same technique as we did for polynomials, viewing the
integer with binary representation a =

∑
ai2i as a binary polynomial â(x) eval-

uated at x = 2. Given two integers a, b, we encrypt the binary coefficients of the



A Simple BGN-Type Cryptosystem from LWE 517

corresponding polynomials â, b̂ over plaintext space Zp for some p ≥ m. Reading
out the coefficients of the product polynomial, we then compute a · b = (â · b̂)(2)
over the integers.

This solution is not private however, it leaks more information about a, b than
just their integer product. One approach for making it private is to add random
elements ri ∈ Zp to the first row and column of the product matrix such that∑

i 2
iri = 0 (mod p). This will make it possible for the secret key holder to

recover a · b (mod p). Repeating it several times with different p’s, we can then
use Chinese remaindering to recover a · b completely.

5.4 Two-Out-of-Two Decryption

We point out a peculiar property of our cryptosystem, which so far we were
not able to find applications for. Namely, if we have encryptions of two matrices
under two different public keys, we can multiply these two ciphertexts, thus
obtaining an “ciphertext” corresponding to the product of the two plaintext
matrices”. This “ciphertext” can then be decrypted by pulling together the two
secret keys.

In more details, suppose that we have two public keys A1,A2 and the cor-
responding two secret keys T1,T2, with both pairs defined modulo the same
prime number q. (We also assume for simplicity that both pairs use the same
parameters n and m, but this assumption is not really needed). Then, given two
ciphertexts

C1 = A1S1 + 2X1 + B1 and C2 = A2S2 + 2X2 + B2,

we can compute the “product ciphertext” C = C1Ct
2 (mod q), corresponding to

the plaintext B1Bt
2 (mod 2). This plaintext can be recovered if we know both

T1 and T2, by setting

B ← T−1
1 · (T1CTt

2 mod q) · (Tt
2)

−1 mod 2

5.5 Identity-Based and Leakage-Resilient BGN-Type Encryption

Next we show how to extend the one-multiplication homomorphism beyond
just standard public-key encryption, to get more “advanced features” such as
identity-based encryption and leakage-resilience. This follows from the simple
observations that the “dual Regev cryptosystem” from [10] (with a different in-
put encoding) can be viewed as a special case of our encryption scheme (for a
particular form of matrices), and hence it supports the same homomorphic op-
erations. IBE (in the random-oracle model) follows directly since Gentry et al.
showed in [10] how to derive dual Regev keys from a master key, and leakage-
resilience follows since Dodis et al. proved in [6] that the dual Regev cryptosystem
is leakage resilient.

Recall the “dual Regev cryptosystem” from [10]: The public key is a matrix
A ∈ Zm×n

q , and the secret key is one short vector in the dual, namely a short
u ∈ Zmq such that uA = 0 (mod q). Moreover, the last entry in u is always −1.
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In the cryptosystem as described in [10], a bit b is encrypted by choosing a
uniform vector s ∈ Znq and a small error vector x ∈ Zmq , and then encoding
the bit b in the “most significant bit” of one entry of the ciphertext vector,
namely c ← As + x + 〈0 . . . 0 1〉t · �q/2� mod q. But to get homomorphism,
we want to encode the input in the least significant bit, setting instead c ←
As + 2x + 〈0 . . . 0 b〉t mod q. With this input encoding, one can view the dual
Regev cryptosystem as a special case of our cryptosystem, where the public key
is the same matrix A, but the secret key is not a full rank matrix but instead a
rank-1 matrix. The matrices T,S,X,B are defined as

T =
(−u−

0

)
, S = ( 0 s) , X = ( 0 x) , B =

(
0
b

)
.

(That is, all but the top row of T are zero, all but the rightmost columns of S,X
are zero, and all but the bottom-right element of B are zero.)

Although this choice does not follow our input distribution for these matrices,
it is nonetheless easy to show that semantic security follows from LWE. Since
the key is just the dual Regev key, then the same proof as in [6] shows that it
remains secure even in the face of partial leakage of the secret key. Also, it was
shown in [10] how this secret key can be computed from a master secret key in
an identity-based setting (in the random-oracle model).

With these choices, most of the “ciphertext matrix” is zero, so all we need to
output as the ciphertext is indeed the one vector c ← As+2x+〈0 . . . 0 b〉t mod q,
which implicitly encodes the matrix C = ( 0 c) . The homomorphic operations
are then applied to the implicit matrices, namely addition is just element-
wise addition modulo q and multiplication of two vectors is an outer-product
operation.

To decrypt a ciphertext matrix, we multiply if from left and right by the secret
key vector c, reducing the result first modulo q and then modulo 2. Due to the
special form of the plaintext matrix B, this is the same as multiplying by T on
the left and and Tt on the right, and then taking only the bottom right element
of the result.

Although the matrix T no longer has an inverse, we can still recover the
hidden bit b. This is done simply by setting b ← uCut mod q mod 2, without
needing to multiply by the inverse, since we have

(uCut mod q) = u

(
0
b

)
ut = b · u2

m (mod 2)

Recalling that um = −1 in the dual Regev cryptosystem, this procedure indeed
gives the right answer.
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A The Aguilar Melchor-Gaborit-Herranz Transformation

Below is a brief description of the Aguilar Melchor-Gaborit-Herranz transfor-
mation [2] of an additively-homomorphic cryptosystem to one that supports
evaluation of d-degree polynomials with upto m terms (where d,m are parame-
ters). Here we only describe the basic approach, exemplified for the special case
of d = 3 (since indexing becomes unwieldy for larger d). Aguilar Melchor et al.
also describe in [2] some extensions and optimizations.
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To evaluate d-degree binary polynomials with upto m terms, we need an
encryption scheme E = (KeyGen,Enc,Dec) with message space Zp for p ≥ m+1,
that satisfies the following properties:

– The ciphertext is a vector of integers in [0, q − 1] (for some parameter q),
which we denote by Greek letters, Enc(a) = 〈α[1], . . . , α[n]〉 ∈ Znq . (We
identify Zq with the set of integers in [0, q − 1].) Denote the bit-length of

the parameter q by t
def= �log(q + 1)�, so the total size of the ciphertext

is nt bits. (Note that to support message space Zp for p > m, we need
nt ≥ Ω(κ+ logm) for security parameter κ.)

– E is additively homomorphic, via mod-q addition of the ciphertext vectors.
Specifically, what we need is that for any m′ ≤ m plaintext bits a1, . . . , am′ ∈
{0, 1} and their encryption αj ← Enc(aj), the vector

α =
∑
j

αj mod q

whole elements are integers in [0, q − 1], is decrypted (with probability one)
to the integer

∑
j aj . (Note that since m < p and all the aj ’s are bits, then

the sum of the aj ’s is less than p, and hence addition modulo p is the same
as the sum over the integers.)

Consider now a vector of m triples of plaintext bits 〈(a1, b1, c1), . . . , (am, bm, cm)〉
∈ ({0, 1}3)m, and their encryption αj ← Enc(aj), βj ← Enc(bj), γj ← Enc(cj).
We now show how to generate a “ciphertext” of size (nt)3 that can be decrypted
to the bit

∑m
j=1 ajbjcj mod 2. (More generally, for degree-d polynomials the size

of the ciphertext is at most (nt)d. If the underlying scheme has nt = O(κ+logm)
then this would give ciphertext size of O(κd + logdm) for degree-d, m-term
polynomials with security parameter κ.)

PolyEval

(
〈(αj ,βj ,γj)〉j=1,...,m

)
:

For j = 1, . . . ,m, denote the integers in the ciphertext vectors βj , γj by

βj = 〈βj [1], . . . , βj [n]〉, γj = 〈γj [1], . . . , γj [n]〉
Recall that these are all non-negative t-bit integers, and we denote their bit
representations by

βj [i] =
t−1∑
k=0

2k · β(k)
j [i], γj [i′] =

t−1∑
k′=0

2k
′ · γ(k′)

j [i′] (integer addition)

where each β
(k)
j [i] and γ

(k′)
j [i′] is a bit. The “compound ciphertext” consists of

the (nt)2 vectors

δ(i,k,i′,k′) def=
m∑
j=1

αj︸︷︷︸
ctxt

·β(k)
j [i]︸ ︷︷ ︸
bit

· γ(k′)
j [i′]︸ ︷︷ ︸

bit

mod q (1)
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In other words, each vector δ(i,k,i′,k′) is computed as a subset-sum (over Zq) of
the m ciphertext vectors αj . Since we have (nt)2 such vectors, the total size of
the compound ciphertext is (nt)3, as claimed.

Decrypt

({
δ(i,k,i′,k′) : k, k′ ∈ [0, t− 1], i, i′ ∈ [1, n]

})
:

1. For allk, k′, i, i′ decryptδ(i,k,i′,k′) to get an integerλ(i,k,i′,k′)←Dec
(
δ(i,k,i′,k′)

)
.

Due to the additive homomorphism of the underlying scheme, we have that

λ(i,k,i′,k′) =
∑
j

aj︸︷︷︸
bit

·β(k)
j [i]︸ ︷︷ ︸
bit

· γ(k′)
j [i′]︸ ︷︷ ︸

bit

(equality over the integers)

Note that this equality is over the integers since this is a sum of m bits, and
hence must be less than p.

2. For all k′, i, i′ compute the integer λ(i′,k′)[i] ←∑t−1
k=0 2k ·λ(i,k,i′,k′) mod q. By

construction we have λ(i′,k′)[i] ∈ Zq, and by changing the order of summation
we see that

λ(i′,k′)[i] =
t−1∑
k=0

2k ·
∑
j

aj · β(k)
j [i] · γ(k′)

j [i′] (2)

=
∑
j

aj · γ(k′)
j [i′] ·

t−1∑
k=0

2k · β(k)
j [i]=

∑
j

aj︸︷︷︸
bit

· γ(k′)
j [i′]︸ ︷︷ ︸

bit

· βj [i]︸︷︷︸
integer

(mod q)

3. For all k′, i′ denote

λ(i′,k′) def=
〈
λ(i′,k′)[1], . . . , λ(i′,k′)[n]

〉
=
∑
j

aj︸︷︷︸
bit

· γ(k′)
j [i′]︸ ︷︷ ︸

bit

· βj︸︷︷︸
ctxt

(mod q)

Again, each λ(i′,k′) is equal to a subset-sum over Zq of the βj ciphertext
vectors.

4. For all k′, i′ decrypt λ(i′,k′) to get an integer μ(i′,k′) ← Dec
(
λ(i′,k′)
)
. As

before, due to the additive homomorphism of the underlying scheme we
have that

μ(i′,k′) =
∑
j

aj︸︷︷︸
bit

· bj︸︷︷︸
bit

· γ(k′)
j [i′]︸ ︷︷ ︸

bit

(equality over the integers)

5. For all i′ compute the integer μ[i′] ← ∑t−1
k′=0 2k

′ · μ(i′,k′) mod q. Again, we
have μ[i′] ∈ Zq and by changing the order of summation we see that

μ[i′] =
t−1∑
k′=0

2k
′ ·
∑
j

aj · bj · γ(k′)
j [i′] =

∑
j

aj · bj ·
t−1∑
k′=0

2k
′ · γ(k′)

j [i′] =
∑
j

aj︸︷︷︸
bit

· bj︸︷︷︸
bit

· γj [i′]︸ ︷︷ ︸
integer
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6. Denote μ
def= 〈μ[1], . . . , μ[n]〉 =

∑
j

aj︸︷︷︸
bit

· bj︸︷︷︸
bit

· γj︸︷︷︸
ctxt

7. Decrypt μ to get the integer ν ← Dec(μ), and once again due to the additive
homomorphism we have the equality ν =

∑
j ajbjcj holding over the integers.

Finally output (ν mod 2) as the decrypted bit.
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Abstract. We introduce a new lattice-based cryptographic structure called a
bonsai tree, and use it to resolve some important open problems in the area. Ap-
plications of bonsai trees include:

– An efficient, stateless ‘hash-and-sign’ signature scheme in the standard model
(i.e., no random oracles), and

– The first hierarchical identity-based encryption (HIBE) scheme (also in the
standard model) that does not rely on bilinear pairings.

Interestingly, the abstract properties of bonsai trees seem to have no known real-
ization in conventional number-theoretic cryptography.

1 Introduction

Lattice-based cryptographic schemes have undergone rapid development in recent years,
and are attractive due to their low asymptotic complexity and potential resistance to
quantum-computing attacks. One notable recent work in this area is due to Gentry,
Peikert, and Vaikuntanathan [25], who constructed an efficient ‘hash-and-sign’ signa-
ture scheme and an identity-based encryption (IBE) scheme. (IBE is a powerful crypto-
graphic primitive in which any string can serve as a public key [53].)

Abstractly, the GPV schemes are structurally quite similar to Rabin/Rabin-Williams
signatures [50] (based on integer factorization) and the Cocks/Boneh-Gentry-Hamburg
IBEs [18, 13] (based on the quadratic residuosity problem), in that they all employ a
so-called “preimage sampleable” trapdoor function as a basic primitive. As a result,
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they have so far required the random oracle model (or similar heuristics) for their se-
curity analysis. This is both a theoretical drawback and also a practical concern (see,
e.g., [35]), so avoiding such heuristics is an important goal.

Another intriguing open question is whether any of these IBE schemes can be ex-
tended to deliver richer levels of functionality, as has been done in pairing-based cryp-
tography since the work of Boneh and Franklin [12]. For example, the more general
notion of hierarchical IBE [33, 26] permits multiple levels of secret-key authorities.
This notion is more appropriate than standard IBE for large organizations, can isolate
damage in the case of secret-key exposure, and has further applications such as forward-
secure encryption [16] and broadcast encryption [21, 58].

1.1 Our Results

We put forward a new cryptographic notion called a bonsai tree, and give a realiza-
tion based on hard lattice problems. (Section 1.2 gives an intuitive overview of bonsai
trees, and Section 1.4 discusses their relation to other primitives and techniques.) We
then show that bonsai trees resolve some central open questions in lattice-based cryp-
tography: to summarize, they remove the need for random oracles in many important
applications, and facilitate delegation for purposes such as hierarchical IBE.

Our first application of bonsai trees is an efficient, stateless signature scheme that
is secure in the standard model (no random oracles) under conventional lattice as-
sumptions. Our scheme has a ‘hash-and-sign’ flavor that does not use the key-refresh/
authentication-tree paradigm of many prior constructions (both generic [28, 43] and
specialized to lattice assumptions [37]), and in particular it does not require the signer
to keep any state. (Statelessness is a crucial property in many real-world scenarios,
where distinct systems may sign relative to the same public key.) In our scheme, the
verification key, signature length, and verification time are all an O(k) factor larger
than in the random-oracle scheme of [25], where k is the output length of a chameleon
hash function, and the O(·) notation hides only a 1 or 2 factor. The signing algorithm
is essentially as efficient as the one from [25].1 The underlying hard problem is the
standard short integer solution (SIS) problem dating back to the seminal work of Aj-
tai [5], which is known to be as hard as several worst-case approximation problems on
lattices (see also [41, 25]). Via SIS, the security of our signature scheme rests upon the
hardness of approximating worst-case problems on n-dimensional lattices to within an
Õ(
√
k · n3/2) factor; this is only a

√
k factor looser than that of [25].

Our second application is a collection of various hierarchical identity-based encryp-
tion (HIBE) schemes, which are the first HIBEs that do not rely on bilinear pairings.
Our main scheme works in the standard model, also making it the first non-pairing-
based IBE (hierarchical or not) that does not use random oracles or qualitatively similar
heuristics. The underlying hard problem is the standard learning with errors (LWE)
problem as defined by Regev, which may be seen as the ‘dual’ of SIS and is also as hard
as certain worst-case lattice problems [51, 45]; LWE is also the foundation for the plain
IBE of [25], among many other recent cryptographic schemes.

1 Our signing algorithm performs about k forward computations of a trapdoor function, plus one
inversion (which dominates the running time).
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Additionally, our HIBE is anonymous across all levels of the hierarchy, i.e., a ci-
phertext conceals (computationally) the identity to which is was encrypted. Anonymity
is a useful property in many applications, such as fully private communication [7] and
searching on encrypted data [11, 1]. While there are a few anonymous (non-hierarchical)
IBEs [12, 20, 13, 25], only one other HIBE is known to be anonymous [15].

1.2 Overview of Bonsai Trees and Applications

The ancient art of bonsai is centered around a tree and the selective control thereof by
an arborist, the tree’s cultivator and caretaker. By combining natural, undirected growth
with controlled propagation techniques such as wiring and pruning, arborists cultivate
trees according to a variety of aesthetic forms.

Similarly, cryptographic bonsai is not so much a precise definition as a collection of
principles and techniques, which can be employed in a variety of ways. (The informal
description here is developed technically in Section 3.) The first principle is the tree
itself, which in our setting is a hierarchy of trapdoor functions having certain properties.
The arborist can be any of several entities in the system — e.g., the signer in a signature
scheme or a simulator in a security proof — and it can exploit both kinds of growth,
undirected and controlled. Briefly stated, undirected growth of a branch means that
the arborist has no privileged information about the associated function, whereas the
arborist controls a branch if it knows a trapdoor for the function. Moreover, control
automatically extends down the hierarchy, i.e., knowing a trapdoor for a parent function
implies knowing a trapdoor for any of its children.

In our concrete lattice-based instantiation, the functions in the tree are indexed by
a hierarchy of public lattices chosen at random from a certain ‘hard’ family (i.e., one
having a connection to worst-case problems). The lattices may be specified by a variety
of means, e.g., a public key, interaction via a protocol, a random oracle, etc. Their key
property is that they naturally form a hierarchy as follows: every lattice in the tree
(excepting the root) is a higher-dimensional superlattice of its parent. Specifically, a
parent lattice in Rm is simply the restriction of its child(ren) in Rm

′
(where m′ >

m) to the first m dimensions. As we shall see shortly, this hierarchical relationship
means that a parent lattice naturally ‘subsumes’ its children (and more generally, all its
descendants).

Undirected growth in our realization is technically straightforward, emerging nat-
urally from the underlying hard average-case lattice problems (SIS and LWE). This
growth is useful primarily for letting a simulator embed a challenge problem into one
or more branches of the tree (but it may have other uses as well).

To explain controlled growth, we first need a small amount of technical background.
As explored in prior works on lattice-based cryptography (e.g., [27, 30, 29, 25, 49, 45]),
a lattice has a ‘master trapdoor’ in the form of a short basis, i.e., a basis made up of
relatively short lattice vectors. Knowledge of such a trapdoor makes it easy to solve
a host of seemingly hard problems relative to the lattice, such as decoding within a
bounded distance, or randomly sampling short lattice vectors. The reader may view a
short basis for a lattice as roughly analogous to the factorization of an integer, though
we emphasize that there are in general many distinct short bases that convey roughly
‘equal power’ with respect to the lattice.
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In light of the above, we say that an arborist controls a branch of a bonsai tree if
it knows a short basis for the associated lattice. The hierarchy of lattices is specially
designed so that any short basis of a parent lattice can be easily extended to a short basis
of any higher-dimensional child lattice, with no loss in quality. This means that control
of a branch implicitly comes with control over all its offshoots. In a typical application,
the privileged entity in the system (e.g., the signer in a signature scheme) will know a
short basis for the root lattice, thus giving it control over the entire tree. Other entities,
such as an attacker, will generally have less power, though in some applications they
might even be given control over entire subtrees.

So far, we have deliberately avoided the question of how an arborist comes to control
a (sub)tree by acquiring a short basis for the associated lattice. A similar issue arises
in other recent cryptographic schemes [25, 49, 45], but in a simpler setting involving
only a single lattice and short basis (not a hierarchy). In these schemes, one directly
applies a special algorithm, originally conceived by Ajtai [4] and recently improved by
Alwen and Peikert [6], which generates a hard random lattice together with a short basis
‘from scratch.’ At first glance, the algorithms of [4, 6] seem useful only for controlling
a new tree entirely by its root, which is not helpful if we need finer-grained control. For-
tunately, we observe that the same technique used for extending an already-controlled
lattice also allows us to ‘graft’ a solitary controlled lattice onto an uncontrolled branch.2

This whole collection of techniques, therefore, allows an arborist to achieve a pri-
mary bonsai aesthetic: a carefully controlled tree that nonetheless gives the appearance
of having grown without any outside intervention. As we shall see next, bonsai tech-
niques can reduce the construction of complex cryptographic schemes to the design of
simple combinatorial games between an arborist and an adversary.

Application 1: Hash-and-Sign without Random Oracles. Our end goal is a signa-
ture scheme that meets the de facto notion of security, namely, existential unforgeability
under adaptive chosen-message attack [28]. By a standard, efficient transformation us-
ing chameleon hashes [34] (which have efficient realizations under conventional lattice
assumptions, as we show), it suffices to construct a weakly secure scheme, namely,
one that is existentially unforgeable under a static attack in which the adversary non-
adaptively makes all its queries before seeing the public key.

Our weakly secure scheme signs messages of length k, the output length of the
chameleon hash. The public key represents a binary bonsai tree T of depth k in a com-
pact way, which we describe in a moment. The secret key is a short basis for the lattice
Λε at the root of the tree, which gives the signer control over all of T . To sign a string
μ ∈ {0, 1}k (which is the chameleon hash of the ‘true’ message m), the signer first de-
rives the latticeΛμ fromT by walking the root-to-leaf path specified by μ. The signature
is simply a short nonzero vector v ∈ Λμ, chosen at random from the ‘canonical’ Gaus-
sian distribution (which can be sampled efficiently using the signer’s control over Λμ).

2 It is worth noting that in [4, 6], even the simple goal of generating a solitary lattice together
with a short basis actually proceeds in two steps: first start with a sufficient amount of ran-
dom undirected growth, then produce a single controlled offshoot by way of a certain linear
algebraic technique. Fittingly, this is analogous to the traditional bonsai practice of growing a
new specimen from a cutting of an existing tree, which is generally preferred to growing a new
plant ‘from scratch’ with seeds.
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A verifier can check the signature v simply by deriving Λμ itself from the public key,
and checking that v is a sufficiently short nonzero vector in Λμ.

The bonsai tree T is represented compactly by the public key in the following way.
First, the root lattice Λε is specified completely. Then, for each level i = 0, . . . , k − 1,
the public key includes two blocks of randomness that specify how a parent lattice at
level i branches into its two child lattices. We emphasize that all nodes at a given depth
use the same two blocks of randomness to derive their children.

The proof of security is at heart a combinatorial game on the tree between the sim-
ulator S and forger F , which goes roughly as follows. The forger gives the simulator a
set M = {μ1, . . . , μQ} of messages, and S needs to cultivate a bonsai tree (represented
by pk) so that it controls some set of subtrees that cover all of M , yet is unlikely to
control the leaf of whatever arbitrary message μ∗ �∈ M that F eventually produces as
a forgery. If the latter condition happens to hold true, then the forger has found a short
nonzero vector in an uncontrolled lattice, in violation of the underlying assumption.

To satisfy these conflicting constraints, S colors red all the edges on the root-to-leaf
paths of the messages in M , and lets all the other edges implicitly be colored blue.
The result is a forest of at most Q · k distinct blue subtrees {B�}, each growing off
of some red path by a single blue edge. The simulator chooses one of these subtrees
B� uniformly at random (without regard to its size), guessing that the eventual forgery
will lie in B�. It then cultivates a bonsai tree so that all the growth on the path up to
and throughout B� is undirected (by embedding its given challenge instance as usual),
while all the remaining growth in T \B� is controlled. This goal can be achieved within
the confines of the public key by controlling one branch at each level leading up to B�
(namely, the branch growing off of the path to B�), and none thereafter.

Application 2: Hierarchical Identity-Based Encryption. Bonsai trees also provide a
very natural and flexible approach for realizing HIBE. For simplicity, consider an au-
thority hierarchy that is a binary tree, which suffices for forward-secure encryption and
general HIBE itself [16]. The master public key of the scheme describes a binary bonsai
tree, which mirrors the authority hierarchy. The root authority starts out by controlling
the entire tree, i.e., it knows a trapdoor short basis for the lattice at the root. Each author-
ity is entitled to control its corresponding branch of the tree. Any entity in the hierarchy
can delegate control over an offshoot branch to the corresponding sub-authority, simply
by computing and revealing a short basis of the associated child lattice. In this frame-
work, encryption and decryption algorithms based on the LWE problem are standard.

For the security proof, the simulator again prepares a bonsai tree so that it controls
certain branches (which should cover the adversary’s queries), while allowing the undi-
rected growth of others (corresponding to the adversary’s target identity). This can be
accomplished in a few ways, with different advantages and drawbacks in terms of the se-
curity notion achieved and the tightness of the reduction. One notion is security against
a selective-identity attack, where the adversary must declare its target identity before
seeing the public key, but may adaptively query secret keys afterward. In this model,
the simulator can cultivate a bonsai tree whose growth toward the (known) target iden-
tity is undirected, while controlling each branch off of that path; this setup makes it easy
for the simulator to answer any legal secret-key query.
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A stronger notion is a fully adaptive attack, where the adversary may choose its tar-
get identity after making its secret-key queries. There are generic combinatorial tech-
niques for converting selective-identity-secure (H)IBE schemes into fully secure ones;
we show how to apply and optimize these techniques to our HIBE. First, we use the
techniques of Boneh and Boyen [8] construct a fully secure HIBE scheme in the ran-
dom oracle model. The basic idea is to hash all identities; this way, the target identity
can be dynamically embedded as the answer to a random oracle query. Secondly, we
demonstrate that other tools of Boneh and Boyen [9] can be adapted to our setting to
yield a fully secure HIBE scheme without random oracles. This works by hashing iden-
tities to branches of a bonsai tree, where a probabilistic argument guarantees that any
given identity hashes to a controlled branch with a certain probability. We can adjust this
probability in the right way, so that with non-negligible probability, all queried identi-
ties hash to controlled branches, while the target identity hashes to an uncontrolled
branch. In our probabilistic argument, we employ admissible hash functions (AHFs),
as introduced by [9]. However, as we will explain in Section 5.4, their original AHF
definition and proof strategy do not take into consideration the statistical dependence of
certain crucial events. We circumvent this with a different AHF definition and a different
proof.

Based on the above description, the reader may still wonder whether secret-key del-
egation is actually secure, i.e., whether the real and simulated bases are drawn from the
same probability distribution. In fact, they may not be! For example, under the most
straightforward method of extending a basis, the child basis actually contains the par-
ent basis as a submatrix, so it is clearly insecure to reveal the child. We address this
issue with an additional bonsai principle of randomizing control, using the ‘oblivious’
Gaussian sampling algorithm of [25]. This produces a new basis under a ‘canonical’
distribution, regardless of the original input basis, which ensures that the real system
and simulation coincide. The randomization increases the length of the basis by a small
factor — which accumulates geometrically with each delegation from parent to child
— but for reasonable depths, the resulting bases are still short enough to be useful when
all the parameters are set appropriately. (See Section 1.3 for more details.)

For achieving security under chosen-ciphertext attacks (CCA security), a transforma-
tion due to Boneh, Canetti, Halevi, and Katz [10] gives a CCA-secure HIBE for depth d
from any chosen plaintext-secure HIBE for depth d+ 1. Alternatively, we observe that
the public and secret keys in our HIBE scheme are of exactly the same ‘type’ as those
in the recent CCA-secure cryptosystem of [45], so we can simply plug that scheme into
our bonsai tree/HIBE framework. Interestingly, the two approaches result in essentially
identical schemes.

Variations. This paper focuses almost entirely on bonsai trees that are related, via
worst- to average-case reductions, to general lattices. Probably the main drawback is
that the resulting public and secret keys are rather large. For example, the public key
in our signature scheme is larger by a factor of k (the output length of a chameleon
hash function) than that of its random-oracle analogue [25], which is already at least
quadratic in the security parameter. Fortunately, the principles of bonsai trees may be
applied equally well using analogous hard problems and tools for cyclic/ideal lattices
(developed in, e.g., [39, 47, 36, 48, 55, 38]). This approach can ‘miniaturize’ the bonsai
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trees and most of their associated operations by about a linear factor in the security
parameter. The resulting schemes are still not suitable for practice, but their asymptotic
behavior is attractive.

1.3 Complexity and Open Problems

Here we discuss some additional quantitative details of our schemes, and describe some
areas for further research.

Several important quantities in our bonsai tree constructions and applications de-
pend upon the depth of the tree. The dimension of a lattice in the tree grows linearly
with its depth, and the size of the trapdoor basis grows roughly quadratically with the
dimension.

Accordingly, in our HIBE schemes, the dimension of a ciphertext vector grows (at
least) linearly with the depth of the identity to which it is encrypted. Moreover, the (Eu-
clidean) length of an user’s trapdoor basis increases geometrically with its depth in the
tree (more precisely, with the length of the delegation chain), due to the basis random-
ization that is performed with each delegation. To ensure correct decryption, the inverse
noise parameter 1/α in the associated LWE problem, and hence the approximation fac-
tor of the underlying worst-case lattice problems, must grow with the basis length. In
particular, a hierarchy of depth d corresponds (roughly) to an nd/2 approximation fac-
tor for worst-case lattice problems, where n is the dimension. Because lattice problems
are conjectured to be hard to approximate to within even subexponential factors, the
scheme may remain secure for depths as large as d = nc, where c < 1.

Our HIBE scheme that enjoys security under a full adaptive-identity attack requires
large keys and has a somewhat loose security reduction. In particular, the attack simu-
lation partitions an (implicit) bonsai tree into controlled and undirected branches. This
is done in the hope that all user secret key queries refer to controlled branches (so the
simulation can derive the corresponding secret key), and that the target identity refers
to an undirected branch (so the attack can be converted into one on the LWE problem).
This simulation approach (dubbed ‘partitioning strategy’ in [57]) involves, to a certain
extent, guessing the adversary’s user secret key and challenge queries. The result is a
rather loose security reduction.

In contrast, recent works have achieved tight reductions (and even small keys, in
some cases) for pairing-based (H)IBEs under various assumptions [23, 24, 57], and
a variant of the GPV IBE (in the random oracle model) also has a tight reduction,
but their approaches do not seem to translate to our setting. The issue, essentially, is
that our simulator is required to produce a ‘master trapdoor’ for each queried identity,
which makes it difficult to embed the challenge problem into the adversary’s view. In
prior systems with tight reductions, secret keys are less ‘powerful,’ so the simulator can
embed a challenge while still producing secret keys for any identity (even the targeted
one).

A final very interesting (and challenging) question is whether bonsai trees can be
instantiated based on other mathematical foundations, e.g., integer factorization. At a
very fundamental level, our lattice-based construction seems to rely upon a kind of
random self-reducibility that the factorization problem is not known to enjoy.
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1.4 Related Techniques and Works

This paper represents a combination of two concurrent and independent works by the
first three authors [17] and the fourth author [44], which contained some overlapping
results and were accepted to Eurocrypt 2010 under the condition that they be merged.

The abstract properties of bonsai trees appear to have no known realization in con-
ventional number-theoretic cryptography. However, our applications use combinatorial
techniques that are similar to those from prior works.

The analysis of our signature scheme is reminiscent of (and influenced by) the re-
cent RSA-based signatures of Hohenberger and Waters [32], but there are some no-
table structural differences. Most significantly, our scheme does not implicitly ‘sign’
every prefix of the message as in [32]. Additionally, in contrast with prior hash-and-
sign schemes based on RSA [22, 19, 31, 32], our simulator cannot use an ‘accumulator’
to produce signatures for exactly the queried messages, but instead sets up the public
key so that it knows enough trapdoors to cover all the messages (and potentially many
others). This requires the simulator to cultivate a tree whose structure crucially depends
on the global properties of the entire query set, thus inducing the forest of subtrees as
described in Section 1.2.

The structure of our HIBE is also similar, at a combinatorial level at least, to that of
prior pairing-based HIBEs, in that the simulator can ‘control’ certain edges of an (im-
plicit) tree by choosing certain random exponents itself. However, there are no trapdoor
functions per se in pairing-based constructions; instead, the pairing is used to facilitate
secret agreement between the encrypter and decrypter. Our approach, therefore, may
be seen as a blending of pairing-based techniques and the trapdoor techniques found
in [18, 13, 25].

Following the initial dissemination of our results in [17, 44], several extensions and
additional applications have been found. Rückert [52] modified our signature scheme
to make it strongly unforgeable, and constructed hierarchical identity-based signatures.
Agrawal and Boyen [3] constructed a standard-model IBE based on LWE, which is se-
cure under a selective-identity attack; their construction has structure similar to ours, but
it does not address delegation, nor does it give an efficient signature scheme. Agrawal,
Boneh, and Boyen [2] improved the efficiency of our (H)IBE schemes (under a some-
what stronger LWE assumption), and Boyen [14] used similar techniques to obtain
shorter signatures (under a stronger SIS assumption).

2 Preliminaries

2.1 Notation

For a positive integer k, [k] denotes the set {1, . . . , k}; [0] is the empty set. We denote
the set of integers modulo an integer q ≥ 1 by Zq . For a string x over some alphabet,
|x| denotes the length of x. We say that a function in n is negligible, written negl(n), if
it vanishes faster than the inverse of any polynomial in n.

The statistical distance between two distributionsX and Y (or two random variables
having those distributions), viewed as functions over a countable domain D, is defined
as maxA⊆D|X (A) − Y(A)|.
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Column vectors are named by lower-case bold letters (e.g., x) and matrices by upper-
case bold letters (e.g., X). We identify a matrix X with the ordered set {xj} of its
column vectors, and let X‖X′ denote the (ordered) concatenation of the sets X,X′. For
a set X of real vectors, we define ‖X‖ = maxj‖xj‖, where ‖·‖ denotes the Euclidean
norm.

For any (ordered) set S = {s1, . . . , sk} ⊂ Rm of linearly independent vectors, let
S̃ = {s̃1, . . . , s̃k} denote its Gram-Schmidt orthogonalization, defined iteratively as
follows: s̃1 = s1, and for each i = 2, . . . , k, the vector s̃i is the component of si or-
thogonal to span(s1, . . . , si−1). In matrix notation, there is a unique QR decomposition
S = QR where the columns of Q ∈ Rm×k are orthonormal (i.e., QtQ = I ∈ Rk×k)
and R ∈ Rk×k is right-triangular with positive diagonal entries; the Gram-Schmidt
orthogonalization is S̃ = Q · diag(r1,1, . . . , rk,k). Clearly, ‖s̃i‖ ≤ ‖si‖ for all i.

2.2 Cryptographic Definitions

The main cryptographic security parameter through the paper is n, and all algorithms
(including the adversary) are implicitly given the security parameter n in unary.

For a (possibly interactive) algorithm A, we define its distinguishing advantage be-
tween two distributions X and Y to be |Pr[A(X ) = 1]− Pr[A(Y) = 1]|. We use the
general notation Advatk

SCH(A) to describe the advantage of an adversary A mounting
an atk attack on a cryptographic scheme SCH, where the definition of advantage is
specified as part of the attack. Similarly, we write AdvPROB(A) for the advantage of
an adversary A against a computational problem PROB (where again the meaning of
advantage is part of the problem definition).

Chameleon hash functions. Chameleon hashing was introduced by Krawczyk and Ra-
bin [34]. For our purposes, we need a slight generalization in the spirit of “preimage
sampleable” (trapdoor) functions [25].

A family of chameleon hash functions is a collection H = {hi : M×R→ Y}
of functions hi mapping a message m ∈ M and randomness r ∈ R to a range
Y . The randomness space R is endowed with some efficiently sampleable distribu-
tion (which may not be uniform). A function hi is efficiently computable given its
description, and the family has the property that for any m ∈ M, for hi ← H and
r ← R, the pair (hi, hi(m, r)) is uniform over (H,Y) (up to negligible statistical dis-
tance). The chameleon property is that a random hi ← H may be generated together
with a trapdoor t, such that for any output y ∈ Y and message m ∈ M, it is pos-
sible (using t) to efficiently sample r ∈ R (under the R’s distribution) conditioned
on the requirement that hi(m, r) = y. Finally, the family has the standard collision-
resistance property, i.e., given hi ← H it should be hard for an adversary to find distinct
(m, r), (m′, r′) ∈M×R such that hi(m, r) = hi(m′, r′).

A realization under conventional lattice assumptions of chameleon hash functions
(in the above sense) for M = {0, 1}� is straightforward, using the particular preimage
sampleable functions (PSFs) from [25]. Briefly, the chameleon hash function is simply
a PSF applied to m‖r, which may also be viewed as the sum of two independent PSFs
applied to m and r, respectively. We omit the details.



532 D. Cash et al.

Signatures. A signature scheme SIG for a message space M is a tuple of PPT algo-
rithms as follows:

– Gen outputs a verification key vk and a signing key sk.
– Sign(sk, μ), given a signing key sk and a message μ ∈ M, outputs a signature
σ ∈ {0, 1}∗.

– Ver(vk, μ, σ), given a verification key vk, a message μ, and a signature σ, either
accepts or rejects.

The correctness requirement is: for all μ ∈ M, all possible (vk, sk) ← Gen and σ ←
Sign(sk, μ), we have that Ver(vk, μ, σ) accepts with overwhelming probability (over
all the randomness in the experiment).

We recall two standard notions of security for signatures. The first, existential un-
forgeability under static chosen-message attack, or eu-scma security, is defined as fol-
lows: first, the forger F outputs a list of query messages μ1, . . . , μQ for some Q. Next,
(vk, sk) ← Gen and σi ← Sign(sk, μi) are generated for each i ∈ [Q], then vk and σi
(for each i ∈ [Q]) are given to F . Finally,F outputs an attempted forgery (μ∗, σ∗). The
advantageAeu-scma

SIG (F) of F is the probability that Ver(vk, μ∗, σ∗) accepts and μ∗ �= μi
for all i ∈ [Q], taken over all the randomness of the experiment.

Another notion, called existential unforgeability under adaptive chosen-message at-
tack, or eu-acma security, is defined similarly, except that F is first given vk and may
adaptively choose the messages μi.

Using a family of chameleon hash functions (as defined above), there is a generic
construction of eu-acma-secure signatures from eu-scma-secure signatures; e.g., [34].
Furthermore, the construction results in an online/offline signature scheme; see [54].
The basic idea behind the construction is that the signer chameleon hashes the message
to be signed, then signs the hashed message using the eu-scma-secure scheme (and
includes the randomness used in the chameleon hash with the final signature).

Key-Encapsulation Mechanism (KEM). We present all of our encryption schemes in
the framework of key encapsulation, which simplifies the definitions and leads to more
modular constructions. A KEM for keys of length � = �(n) is a triple of PPT algorithms
as follows:

– KEM.Gen outputs a public key pk and a secret key sk.
– KEM.Encaps(pk) outputs a key κ ∈ {0, 1}� and its encapsulation as σ ∈ {0, 1}∗.
– KEM.Decaps(sk, σ) outputs a key κ.

The correctness requirement is: for all possible (pk, sk) ← KEM.Gen and (κ, σ) ←
KEM.Encaps(pk), we have that KEM.Decaps(sk, σ) outputs κ with all but negl(n)
probability.

In this work we are mainly concerned with indistinguishability under chosen-plain-
text attack, or ind-cpa security. The attack is defined as: generate (pk, sk) ← KEM.Gen,
(κ∗, σ∗) ← KEM.Encaps(pk), and κ′ ← {0, 1}� (chosen uniformly and independently
of the other values). The advantage Advind-cpa

KEM (A) of an adversaryA is its distinguish-
ing advantage between (pk, σ∗, κ∗) and (pk, σ∗, κ′).
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Hierarchical Identity-Based Encryption (HIBE) and Binary Tree Encryption (BTE). In
HIBE, identities are strings over some alphabet ID; BTE is the special case of HIBE
with identity space ID = {0, 1}. A HIBE is a tuple of PPT algorithms as follows:

– Setup(1d) outputs a master public key mpk and root-level user secret key uskε. (In
the following, 1d and mpk are implicit parameters to every algorithm, and every
usk id is assumed to include id itself.)

– Extract(usk id, id′), given an user secret key for identity id ∈ ID<d that is a prefix
of id′ ∈ ID≤d, outputs a user secret key usk id′ for identity id′.

– Encaps(id) outputs a key κ ∈ {0, 1}� and its encapsulation as σ ∈ {0, 1}∗, to
identity id.

– Decaps(usk id, σ) outputs a key κ.

The correctness requirement is: for any identity id ∈ ID≤d, generate (mpk, uskε) ←
Setup(1d), usk id via any legal sequence of calls to Extract starting from uskε, and
(κ, σ) ← Encaps(id). Then Decaps(usk id, σ) should output κ with all but negl(n)
probability (over all the randomness in the experiment).

There are several attack notions for HIBE. We are mainly concerned with the sim-
ple notion of indistinguishability under a chosen-plaintext, selective-identity attack, or
sid-ind-cpa security. The attack is defined as follows: first, the adversary A is given 1d

and names a target identity id∗ ∈ ID≤d. Next, (mpk,msk) ← Setup(1d), (κ, σ∗) ←
Encaps(id∗), and κ′ ← {0, 1}� are generated. Then A is given (mpk, κ∗, σ∗), where
κ∗ is either κ or κ′. Finally,Amay make extraction queries, i.e., it is given oracle access
to Extract(skε, ·), subject to the constraint that it may not query any identity that is a
prefix of (or equal to) the target identity id∗. The advantage Advsid-ind-cpa

HIBE (A) of A is
its distinguishing advantage between the two cases κ∗ = κ and κ∗ = κ′.

Another notion is an adaptive-identity attack, in which the adversary is first givenmpk
and oracle access to Extract(skε, ·) before choosing its target identity id∗ (as before,
under the constraint that no query identity be a prefix of id∗). Finally, both notions may
be extended to chosen-ciphertext attacks in the natural way; we omit precise definitions.

2.3 Lattices

In this work, we use m-dimensional full-rank integer lattices, which are discrete ad-
ditive subgroups of Zm having finite index, i.e., the quotient group Zm/Λ is finite. A
lattice Λ ⊆ Zm can equivalently be defined as the set of all integer linear combinations
of m linearly independent basis vectors B = {b1, . . . ,bm} ⊂ Zm:

Λ = L(B) =
{
Bc =
∑

i∈[m]
cibi : c ∈ Zm

}
.

When m ≥ 2, there are infinitely many bases that generate the same lattice.
Every lattice Λ ⊆ Zm has a unique canonical basis H = HNF(Λ) ∈ Zm×m called

its Hermite normal form (HNF). The only facts about the HNF that we require are
that it is unique, and that it may be computed efficiently given an arbitrary basis B of
the lattice (see [42] and references therein). We write HNF(B) to denote the Hermite
normal form of the lattice generated by basis B.
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The following lemma will be useful in our constructions.

Lemma 1 ([40, Lemma 7.1, page 129]). There is a deterministic poly-time algorithm
ToBasis(S,B) that, given a full-rank set (not necessarily a basis) of lattice vectors
S ⊂ Λ = L(B), outputs a basis T of Λ such that ‖t̃i‖ ≤ ‖s̃i‖ for all i.

Hard Lattices and Problems. We will work with an certain family of integer lattices
whose importance in cryptography was first demonstrated by Ajtai [5]. Let n ≥ 1
and modulus q ≥ 2 be integers; the dimension n is the main cryptographic security
parameter throughout this work, and all other parameters are implicitly functions of n.
An m-dimensional lattice from the family is specified relative to the additive group Znq
by a parity check (more accurately, “arity check”) matrix A ∈ Zn×mq . The associated
lattice is defined as

Λ⊥(A) =
{
x ∈ Zm : Ax =

∑
j∈[m]

xj · aj = 0 ∈ Znq

}
⊆ Zm.

One may check that Λ⊥(A) contains qZm (and in particular, the identity 0 ∈ Zm) and
is closed under addition, hence it is a full-rank subgroup of (and lattice in) Zm. For any
y in the subgroup of Znq generated by the columns of A, we also define the coset

Λ⊥
y (A) = {x ∈ Zm : Ax = y} = Λ⊥(A) + x̄,

where x̄ ∈ Zm is an arbitrary element of Λ⊥̄
x .

It is known (see, e.g., [51, Claim 5.3]) that for any fixed constant C > 1 and any
m ≥ Cn lg q, the columns of a uniformly random A ∈ Zn×mq generate all of Znq ,
except with 2−Ω(n) = negl(n) probability. (Moreover, the subgroup generated by A
can be computed efficiently.) Therefore, throughout the paper we sometimes implicitly
assume that such a uniform A generates Znq .

We recall the short integer solution (SIS) and learning with errors (LWE) problems,
which may be seen as average-case problems related to the family of lattices described
above.

Definition 1 (Short Integer Solution). An instance of the SISq,β problem (in the �2
norm) is a uniformly random matrix A ∈ Zn×mq for any desired m = poly(n). The
goal is to find a nonzero integer vector v ∈ Zm such that ‖v‖2 ≤ β and Av = 0 ∈ Znq ,
i.e., v ∈ Λ⊥(A).

Let χ be some distribution over Zq . For a vector v ∈ Z�q of any dimension � ≥ 1,
Noisyχ(v) ∈ Z�q denotes the vector obtained by adding (modulo q) independent sam-
ples drawn from χ to each entry of v (one sample per entry). For a vector s ∈ Znq , As,χ

is the distribution over Znq ×Zq obtained by choosing a vector a ∈ Znq uniformly at ran-
dom and outputting (a,Noisyχ(〈a, s〉)). In this work (and most others relating to LWE),
χ is always a discretized normal error distribution parameterized by some α ∈ (0, 1),
which is obtained by drawing x ∈ R from the Gaussian distribution of width α (i.e., x is
chosen with probability proportional to exp(−πx2/α2)) and outputting 'q · x� mod q.

Definition 2 (Learning with Errors). The LWEq,χ problem is to distinguish, given
oracle access to any desired m = poly(n) samples, between the distribution As,χ (for
uniformly random and secret s ∈ Znq ) and the uniform distribution over Znq × Zq .
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We write AdvSISq,β
(A) and AdvLWEq,χ

(A) to denote the success probability and dis-
tinguishing advantage of an algorithmA for the SIS and LWE problems, respectively.

For appropriate parameters, solving SIS and LWE (on the average, with non-neglig-
ible advantage) is known to be as hard as approximating certain lattice problems, such
as the (decision) shortest vector problem, in the worst case. Specifically, for q ≥ β ·
ω(
√
n logn), solving SISq,β yields approximation factors of Õ(β · √n) [41, 25]. For

q ≥ (1/α) · ω(
√
n logn), solving LWEq,χ yields approximation factors of Õ(n/α) (in

some cases, via a quantum reduction); see [51, 45] for precise statements.

Gaussians over Lattices. We briefly recall Gaussian distributions over lattices, spe-
cialized to the family described above; for more details see [41, 25]. For any s > 0
and dimension m ≥ 1, the Gaussian function ρs : Rm → (0, 1] is defined as ρs(x) =
exp(−π‖x‖2/s2). For any coset Λ⊥

y (A), the discrete Gaussian distribution DΛ⊥
y (A),s

(centered at zero) over the coset assigns probability proportional to ρs(x) to each
x ∈ Λ⊥

y (A), and probability zero elsewhere.
We summarize several standard facts from the literature about discrete Gaussians

over lattices, again specialized to our family of interest.

Lemma 2. Let S be any basis of Λ⊥(A) for some A ∈ Zn×mq whose columns generate

Znq , let y ∈ Znq be arbitrary, and let s ≥ ‖S̃‖ · ω(
√

logn).

1. [41, Lemma 4.4]: Prx←D
Λ⊥
y (A),s

[‖x‖ > s · √m] ≤ negl(n).

2. [47, Lemma 2.11]: Prx←D
Λ⊥(A),s

[x = 0] ≤ negl(n).
3. [51, Corollary 3.16]: a set ofO(m2) independent samples from DΛ⊥(A),s contains

a set of m linearly independent vectors, except with negl(n) probability.
4. [25, Theorem 3.1]: For x ← DZm,s, the marginal distribution of y = Ax ∈ Znq

is uniform (up to negl(n) statistical distance), and the conditional distribution of x
given y is DΛ⊥

y (A),s.
5. [25, Theorem 4.1]: there is a PPT algorithm SampleD(S,y, s) that generates a

sample from DΛ⊥
y (A),s (up to negl(n) statistical distance).

For Item 5 above, a recent work [46] gives an alternative SampleD algorithm that is
more efficient and fully parallelizable; it works for any s ≥ σ1(S) · ω(

√
logn), where

σ1(S) is the largest singular value of S (which is never less than ‖S̃‖, but is also not
much larger in most important cases; see [46] for details).

3 Principles of Bonsai Trees

In this section we lay out the framework and main techniques for the cultivation of
bonsai trees. There are four basic principles: undirected growth, controlled growth, ex-
tending control over arbitrary new growth, and randomizing control.

3.1 Undirected Growth

Undirected growth is useful primarily for allowing a simulator to embed an underlying
challenge problem (i.e., SIS or LWE) into a tree. This is done simply by drawing fresh
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uniformly random and independent samples ai ∈ Znq from the problem distribution,
and grouping them into (or appending them onto) a parity-check matrix A.

More formally, let A ∈ Zn×mq be arbitrary for some m ≥ 0, and let A′ = A‖Ā ∈
Zn×m

′
q for some m′ > m be an arbitrary extension of A. Then it is easy to see that

Λ⊥(A′) ⊆ Zm
′

is a higher-dimensional superlattice of Λ⊥(A) ⊆ Zm, when the latter
is lifted to Zm

′
. Specifically, for any v ∈ Λ⊥(A), the vector v′ = v‖0 ∈ Zm

′
is in

Λ⊥(A′) because A′v′ = Av = 0 ∈ Znq .
In fact, the columns of A′ may be ordered arbitrarily (e.g., the columns of Ā may be

both appended and prepended to A), which simply results in the entries of the vectors in
Λ⊥(A′) being permuted in the corresponding manner. That is,Λ⊥(A′P) = P·Λ⊥(A′)
for any permutation matrix P ∈ {0, 1}m′×m′

, because (A′P)x = A′(Px) ∈ Znq for

all x = Zm
′
.

3.2 Controlled Growth

We say that an arborist controls a lattice if it knows a relatively good (i.e., short) ba-
sis for the lattice. The following lemma says that a random lattice from our family of
interest can be generated under control.3

Proposition 1 ([6]). There is a fixed constant C > 1 and a probabilistic polynomial-
time algorithm GenBasis(1n, 1m, q) that, for poly(n)-bounded m ≥ Cn lg q, outputs
A ∈ Zn×mq and S ∈ Zm×m such that:

– the distribution of A is within negl(n) statistical distance of uniform,
– S is a basis of Λ⊥(A), and
– ‖S̃‖ ≤ L̃ = O(

√
n log q).

3.3 Extending Control

Here we describe how an arborist may extend its control of a lattice to an arbitrary
higher-dimensional extension, without any loss of quality in the resulting basis.

Lemma 3. Let S ∈ Zm×m be an arbitrary basis of Λ⊥(A) for some A ∈ Zn×mq

whose columns generate the entire group Znq , and let Ā ∈ Zn×m̄q be arbitrary. There
is a deterministic polynomial-time algorithm ExtBasis(S,A′ = A‖Ā) that outputs a
basis S′ of Λ⊥(A′) ⊆ Zm+m̄ such that ‖S̃′‖ = ‖S̃‖. Moreover, the statement holds
even if the columns of A′ are permuted arbitrarily (e.g., if columns of Ā are both
appended and prepended to A).

Proof. The ExtBasis(S,A′) algorithm computes and outputs an S′ of the form

S′ =
(
S W
0 I

)
,

3 An earlier version of this paper [44] used an underlying lemma from [6] to directly extend a ran-
dom parity-check matrix A (without known good basis) into a random A′ = A‖Ā with known
good basis. While that method saves a small constant factor in key sizes, the applications become
somewhat more cumbersome to describe; moreover, our present approach is more general.



Bonsai Trees, or How to Delegate a Lattice Basis 537

where I ∈ Zm̄×m̄ is the identity matrix, and W ∈ Zm×m̄ is an arbitrary (not neces-
sarily short) solution to AW = −Ā ∈ Zn×m̄q . Note that W exists by hypothesis on A,
and may be computed efficiently using Gaussian elimination (for example).

We analyze S′. First, A′S′ = 0 by assumption on S and by construction, so S′ ⊂
Λ⊥(A′). Moreover, S′ is a basis of Λ⊥(A′): let v′ = v‖v̄ ∈ Λ⊥(A′) be arbitrary,
where v ∈ Zm, v̄ ∈ Zm̄. Then we have

0 = A′v′ = Av + Āv̄ = Av − (AW)v̄ = A(v −Wv̄) ∈ Znq .

Thus v −Wv̄ ∈ Λ⊥(A), so by assumption on S there exists some z ∈ Zm such that
Sz = v −Wv̄. Now let z′ = z‖v̄ ∈ Zm+m̄. By construction, we have

S′z′ = (Sz + Wv̄)‖v̄ = v‖v̄ = v′.

Because v′ ∈ Λ⊥(A′) was arbitrary, S′ is therefore a basis of Λ⊥(A′).
We next confirm that ‖S̃′‖ = ‖S̃‖. For every i ∈ [m], we clearly have ‖s̃′i‖ =

‖s̃i‖. Now because S is full-rank, we have span(S) = span(e1, . . . , em) ⊆ Rm+m̄.
Therefore, for i = m+ 1, . . . ,m+ m̄ we have s̃′i = ei ∈ Rm+m̄, so ‖s̃′i‖ = 1 ≤ ‖s̃′1‖,
as desired.

For the final part of the lemma, we simply compute S′ for A′ = A‖Ā as described
above, and output S′′ = PS′ as a basis for Λ⊥(A′P), where P is the desired permuta-
tion matrix. The Gram-Schmidt lengths remain unchanged, i.e., ‖s̃′′i ‖ = ‖s̃′i‖, because
P is orthogonal and hence the right-triangular matrices are exactly the same in the QR
decompositions of S′ and PS′.

An Optimization. In many of our cryptographic applications, a common design pattern
is to extend a basis S of an m-dimensional lattice Λ⊥(A) to a basis S′ of a dimension-
m′ superlattice Λ⊥(A′), and then immediately sample (one or more times) from a dis-
crete Gaussian over the superlattice. For the construction and analysis of our schemes,
it is more convenient and modular to treat these operations separately; however, a naive
implementation would be rather inefficient, requiring at least (m′)2 space and time
(where m′ can be substantially larger than m). Fortunately, the special structure of the
extended basis S′, together with the recursive “nearest-plane” operation of the SampleD
algorithm from [25], can be exploited to avoid any explicit computation of S′, thus sav-
ing a significant amount of time and space over the naive approach.

Let S ∈ Zm×m be a basis of Λ⊥(A), and let A′ = A‖Ā for some Ā ∈ Zn×m̄q ,
where m′ = m + m̄. Consider a hypothetical execution of SampleD(S′,y′, s), where
S′ =
(

S W
0 I

)
is the extended basis as described in the proof of Lemma 3. Recall that for

all i = m + 1, . . . ,m′, the vectors s′i are integral and have unit Gram-Schmidt vectors
s̃′i = ei. By inspection, it can be verified that a recursive execution of SampleD(S′,y′, s)
simply ends up choosing all the entries of v̄ ∈ Zm̄ independently from DZ,s, then
choosing v ← SampleD(S,y′ − Āv̄, s), and outputting v′ = v‖v̄. Therefore, the
optimized algorithm can perform exactly the same steps, thus avoiding any need to
compute and store W itself. A similar optimization also works for any permutation of
the columns of A′.
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In the language of the “preimage sampleable” function fA(v) = Av ∈ Znq defined
in [25], the process described above corresponds to sampling a preimage from f−1

A′ (y′)
by first computing ȳ = fĀ(v̄) = Āv̄ ∈ Znq in the “forward” direction (for random
v̄ ← DZm̄,s), then choosing a random preimage v ← f−1

A (y′−ȳ) under the appropriate
distribution, and outputting v′ = v‖v̄.4

3.4 Randomizing Control

Finally, we show how an arborist can randomize its lattice basis, with a slight loss
in quality. This operation is useful for securely delegating control to another entity,
because the resulting basis is still short, but is statistically independent (essentially) of
the original basis.

The probabilistic polynomial-time algorithm RandBasis(S, s) takes a basis S of an
m-dimensional integer lattice Λ and a parameter s ≥ ‖S̃‖ · ω(

√
logn), and outputs a

basis S′ of Λ, generated as follows.

1. Let i← 0. While i < m,
(a) Choose v ← SampleD(S, s). If v is linearly independent of {v1, . . . ,vi}, then

let i← i+ 1 and let vi = v.
2. Output S′ = ToBasis(V,HNF(S)).

In the final step, the (unique) Hermite normal form basis HNF(S) ofΛ is used to ensure
that no information particular to S is leaked by the output; any other publicly available
(or publicly computable) basis of the lattice could also be used in its place.

Lemma 4. With overwhelming probability, S′ ← RandBasis(S, s) repeats Step 1a at
most O(m2) times, and ‖S′‖ ≤ s ·√m. Moreover, for any two bases S0,S1 of the same
lattice and any s ≥ max{‖S̃0‖, ‖S̃1‖} · ω(

√
logn), the outputs of RandBasis(S0, s)

and RandBasis(S1, s) are within negl(n) statistical distance.

Proof. The bound on ‖S′‖ and on the number of iterations follow immediately from
Lemma 2, items 1 and 3, respectively. The claim on the statistical distance follows from
the fact that each sample v drawn in Step 1a has the same distribution (up to negl(n)
statistical distance) whether S0 or S1 is used, and the fact that HNF(S0) = HNF(S1)
because the Hermite normal form of a lattice is unique.

4 Signatures

Here we use bonsai tree principles to construct a signature scheme that is existentially
unforgeable under a static chosen-message attack (i.e., eu-scma-secure). As discussed
in Section 2.2, this suffices (using chameleon hashing) for the construction of an (offline
/ online) signature scheme that is unforgeable under adaptive chosen-message attack
(eu-acma-secure).

4 An earlier version of this paper [17] explicitly defined a sampling procedure using this perspec-
tive, and gave a (somewhat involved) proof that it correctly samples from a discrete Gaussian
over Λ⊥(A′). Here, correctness follows directly by examining the operation of SampleD on
the structured basis S′.
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Our scheme involves a few parameters:

– a dimension m = O(n lg q) and a bound L̃ = O(
√
n lg q), as per Proposition 1;

– a (hashed) message length k, which induces a ‘total dimension’ m′ = m · (k + 1);
– a Gaussian parameter s = L̃ · ω(

√
logn).

The scheme SIG is defined as follows.

– Gen: using Proposition 1, generate A0 ∈ Zn×mq that is (negligibly close to) uni-

form, together with a basis S0 of Λ⊥(A0) such that ‖S̃0‖ ≤ L̃. (Recall that the
columns of A0 generate all of Znq , with overwhelming probability.)

Then for each (b, j) ∈ {0, 1} × [k], choose uniformly random and independent
A(b)
j ∈ Zn×mq . Output vk = (A0, {A(b)

j }) and sk = (S0, vk).

– Sign(sk, μ ∈ {0, 1}k): let Aμ = A0‖A(μ1)
1 ‖ · · · ‖A(μk)

k ∈ Zn×m
′

q . Output v ←
DΛ⊥(Aμ),s, via

v ← SampleD(ExtBasis(S0,Aμ),0, s).

(In the rare event that v = 0 or ‖v‖ > s ·√m′ (Lemma 2, items 2 and 2), resample
v. Note also that the optimization of Section 3.3 applies here.)

– Ver(vk, μ,v): let Aμ be as above. Accept if v �= 0, ‖v‖ ≤ s · √m′, and v ∈
Λ⊥(Aμ); else, reject.

Completeness is by inspection. Note that the matrix A0 can be omitted from the above
scheme (thus making the total dimension m · k), at the expense of a secret key that
contains two short bases S(b)

1 of Λ⊥(A(b)
1 ), for b = 0, 1. The scheme’s algorithms and

security proof are easy to modify accordingly.

4.1 Security

Theorem 1. There exists a PPT oracle algorithm (a reduction) S attacking the SISq,β
problem for β = s · √m′ such that, for any adversary F mounting an eu-scma attack
on SIG and making at most Q queries,

AdvSISq,β
(SF ) ≥ Adveu-scma

SIG (F)/(k ·Q)− negl(n).

Proof. Let F be an adversary mounting an eu-scma attack on SIG. We construct a
reduction S attacking SISq,β . The reduction S takes as input m′′ = m · (2k + 1)
uniformly random and independent samples from Znq in the form of a matrix A ∈
Zn×m

′′
q , parsing A as

A = A0‖U(0)
1 ‖U(1)

1 ‖ · · · ‖U(0)
k ‖U(1)

k

for matrices A0,U
(b)
i ∈ Zn×mq .

S simulates the static chosen-message attack to F as follows. First, S invokes F
to receive Q messages μ(1), . . . , μ(Q) ∈ {0, 1}k. (We may assume without loss of
generality that F makes exactly Q queries.) Then S computes the set P of all strings
p ∈ {0, 1}≤k having the property that p is a shortest string for which no μ(j) has p as a
prefix. In brief, each p corresponds to a maximal subtree of {0, 1}≤k (viewed as a tree)
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that does not contain any of the queried messages. The set P may be computed effi-
ciently via a breadth-first pruned search of {0, 1}≤k. Namely, starting from a queue
initialized to {ε}, repeat the following until the queue is empty: remove the next string
p from the queue and test whether it is the prefix of any μ(j); if not, add p to P , else if
|p| < k, add p‖0, p‖1 ∈ {0, 1}≤k to the queue. Note that this algorithm runs in poly-
nomial time because the only strings ever placed in the queue are prefixes of μ(j), and
hence there are at most k ·Q strings in the set.

Next, S chooses some p from P uniformly at random, letting t = |p|. It then provides

an SIG verification key vk = (A0, {A(b)
j }) to F , generated as follows:

– Uncontrolled growth: for each i ∈ [t], let A(pi)
i = U(0)

i . For i = t + 1, . . . , k, and

b ∈ {0, 1}, let A(b)
i = U(b)

i .

– Controlled growth: for each i ∈ [t], invoke Proposition 1 to generate A(1−pi)
i and

basis Si of Λ⊥(A1−pi

i ) such that ‖S̃i‖ ≤ L̃.

Next, S generates signatures for each queried message μ = μ(j) as follows: let i ∈ [t]
be the first position at which μi �= pi (such i exists by construction of p). Then S
generates the signature v ← DΛ⊥(Aμ),s as

v ← SampleD(ExtBasis(Si,Aμ),0, s),

where Aμ = AL‖A(1−pi)
i ‖AR (for some matrices AL,AR) is as in the signature

scheme, and has the form required by ExtBasis. (In the event that v = 0 or ‖v‖ > β =
s · √m′, resample v.)

Finally, if F produces a valid forgery (μ∗,v∗ �= 0), then we have v∗ ∈ Λ⊥(Aμ∗),
for Aμ∗ as defined in the scheme. First, S checks whether p is a prefix of μ∗. If not,

S aborts; otherwise, note that Aμ∗ is the concatenation of A0 and k blocks U(b)
i .

Therefore, by inserting zeros into v∗, S can generate a nonzero v ∈ Zm
′′

so that
Av = 0 ∈ Znq . Finally, S outputs v as a solution to SIS.

We now analyze the reduction. First observe that conditioned on any choice of p ∈ P ,
the verification key vk given to F is negligibly close to uniform, and the signatures
given to F are distributed exactly as in the real attack (up to negligible statistical dis-
tance), by Lemma 2 and the fact that s ≥ ‖S̃i‖ · ω(

√
logn). Therefore, F outputs a

valid forgery (μ∗,v∗ �= 0) with probability at least Adveu-scma
SIG (F)− negl(n). Finally,

conditioned on the forgery, the choice of p ∈ P is still negligibly close to uniform, so p
is a prefix of μ∗ with probability at least 1/(k · Q)− negl(n). In such a case, Av = 0
and ‖v‖ = ‖v∗‖ ≤ β by construction, hence v is a valid solution to the given SIS
instance, as desired.

5 Hierarchical ID-Based Encryption

5.1 Key Encapsulation Mechanism

For our HIBE schemes, it is convenient and more modular to abstract away the en-
cryption and decryption processes into a key-encapsulation mechanism (KEM). The
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following LWE-based KEM from [25] (which is dual to the scheme of Regev [51]) is
now standard. The reader need not be concerned with the details in order to progress
to the HIBE schemes; it is enough simply to understand the KEM interface (i.e., the
public/secret keys and ciphertext).

KEM is parametrized by a modulus q, dimension m, key length �, and Gaussian
parameter s that determines the error distribution χ used for encapsulation. As usual,
all these parameters are functions of the LWE dimension n, and are instantiated based
on the particular context in which the KEM is used.

– KEM.Gen: Choose A ← Zn×mq uniformly at random, e ← DZm,s and set y =

Ae ∈ Znq . Output public key pk = (A,y) ∈ Z
n×(m+1)
q and secret key sk = e.

– KEM.Encaps(pk = (A,y)): Choose s ← Znq and let

b ← Noisyχ(Ats) and p← Noisyχ(yts + k · 'q/2(),
where k ∈ {0, 1} is a random bit. Output the key bit k and ciphertext (b, p) ∈
Zm+1
q .

– KEM.Decaps(sk = e, (b, p)): Compute p − etb mod q and output 0 if the result
is closer to 0 than 'q/2( modulo q, and 1 otherwise.

As explained in [25], the basic scheme can be amortized to allow for KEM keys of
length � = poly(n) bits, with ciphertexts in Zm+�

q and public keys in Z
n×(m+�)
q . This

is done by including � syndromes y1, . . . ,y� (where yi = Aei for independent ei ←
DZm,s) in the public key, and concealing one KEM bit with each of them using the same
s and b ← Noisyχ(Ats). Furthermore, it is also possible to concealΩ(log n) KEM bits
per syndrome, which yields an amortized expansion factor of O(1). For simplicity, in
this work we deal only with the case of single-bit encapsulation, but all of our schemes
can be amortized in a manner similar to the above.

We point out one nice property of KEM, which is convenient for the security proof of
our BTE/HIBE schemes: for any dimensions m ≤ m′ (and leaving all other parameters
the same), the adversary’s view for dimension m may be produced by taking a view for
dimension m′, and truncating the values A ∈ Zn×m

′
q and b ∈ Zm

′
q to their first m (out

of m′) components.
The following lemma is standard from prior work.

Lemma 5 (Correctness and Security). Letm ≥ Cn lg q for any fixed constantC > 1,
let q ≥ 4s(m + 1), and let χ be the discretized Gaussian of parameter α for 1/α ≥
s
√
m+ 1 · ω(

√
logn). Then KEM.Decaps is correct with overwhelming probability

over all the randomness of KEM.Gen and KEM.Encaps. Moreover, there exists a PPT
oracle algorithm (a reduction) S attacking the LWEq,χ problem such that, for any ad-
versary A mounting an ind-cpa attack on KEM,

AdvLWEq,χ
(SA) ≥ Advind-cpa

KEM (A)− negl(n).

5.2 BTE and HIBE Scheme

Our main construction in this section is a binary tree encryption (BTE) scheme, which
suffices for full HIBE by hashing the components of the identities with a universal
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one-way or collision-resistant hash function [16]. We mainly focus on the case of
selective-identity, chosen-plaintext attacks, i.e., sid-ind-cpa security.

The BTE scheme is parametrized by a dimension m = O(n lg q) as per Proposi-
tion 1, as well as a few quantities that are indexed by depth within the hierarchy. For an
identity at depth i ≥ 0 (where i = 0 corresponds to the root),

– (i+ 1)m is the dimension of a lattice associated with the identity;
– L̃i is an upper bound on the Gram-Schmidt lengths of its secret short basis;
– for i ≥ 1, si is the Gaussian parameter used to generate that secret basis, which

must exceed L̃j · ω(
√

logn) for all j < i.

These parameters, along with the total depth d of the hierarchy (or more accurately, the
maximum number of delegations down any chain of authority), determine the modulus
q and error distribution χ used in the cryptosystem. We instantiate all the parameters
after describing the scheme.

– BTE.Setup(d): Generate (via Proposition 1) A0 ∈ Zn×mq that is (negligibly close

to) uniform with a basis S0 of Λ⊥(A0) such that ‖S̃‖ ≤ L̃0. For each (b, j) ∈
{0, 1} × [d], generate uniform and independent A(b)

j ∈ Zn×mq . Choose y ∈ Znq

uniformly at random. Output mpk = (A0, {A(b)
j },y, d) and msk = S0.

All remaining algorithms implicitly take the master public key mpk as input. For
an identity id = (id1, . . . , idt) of length t = |id| ≤ d, let

Aid = A0‖A(id1)
1 ‖ · · · ‖A(idt)

t ∈ Zn×(t+1)m
q ,

and let pkid = (Aid,y) denote the KEM public key associated with identity id.
– BTE.Extract(skid = (Sid, eid), id′ = id‖īd): if t′ = |id′| > d, output⊥. Else, let
t = |id| and t̄ = |īd|, and choose

Sid′ ← RandBasis(ExtBasis(Sid,Aid′), st′).

(Note that st′ ≥ L̃t · ω(
√

logn) ≥ ‖S̃id‖ · ω(
√

logn), as required by RandBasis.)
Sample eid′ ← DΛ⊥

y (Aid′ ),st′ using SampleD(ExtBasis(Sid,Aid′),yid′ , st′) and
output skid′ = (Sid′ , eid′).

– BTE.Encaps(id): Output (k, C) ← KEM.Encaps(pkid).
– BTE.Decaps(skid = (Sid, eid), C): Output k← KEM.Decaps(eid, C).

A multi-bit BTE follows in the same way from the multi-bit KEM scheme by using
multiple uniform syndromes yi ∈ Znq , one for each bit of the KEM key.

Instantiating the parameters. Suppose that BTE is employed in a setting in which
BTE.Extract(skid, id′) is invoked only on identities id′ whose lengths are a multi-
ple of some k ≥ 1. For example, consider the two main applications of [16]: in the
forward-secure encryption scheme we have k = 1, while in the generic BTE-to-HIBE
transformation, k is the output length of some UOWHF.

It is enough to define si and L̃i for i that are multiples of k. Let

L̃i = si ·
√

(i+ 1)m = si ·O(
√
d · n lg q)
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be the bound on the Gram-Schmidt lengths of the secret bases (and note that this bound
is satisfied with overwhelming probability by Lemma 2). Define si = L̃i−k ·ω(

√
logn),

and unwind the recurrence to obtain

L̃t = L̃0 ·O(
√
d · n lg q)t/k · ω(

√
logn)t/k,

with L̃0 = O(
√
n lg q) by Proposition 1.

Finally, to ensure that the underlying KEM is complete (Lemma 5), we let q ≥
4sd · (d+ 2)m and 1/α = sd ·

√
(d+ 2)m ·ω(

√
logn). (It is also possible to use a dif-

ferent noise parameter for each level of the hierarchy.) For any d = poly(n), invoking
known worst-case to average-case reductions for LWE yields an underlying approxima-
tion factor of Õ(n/α) = n · Õ((d/k) · √nk))d/k for worst-case lattice problems.

Extensions: Anonymity and chosen-ciphertext security. With a small modification, BTE
may be made anonymous across all depths of the hierarchy. That is, a ciphertext hides
(computationally) the particular identity to which it was encrypted. The modification
is simply to extend the b component of the KEM ciphertext to have length exactly
(d + 1)m, by padding it with enough uniformly random and independent elements of
Zq . (The decryption algorithm simply ignores the padding.) Anonymity then follows
immediately by the pseudorandomness of the LWE distribution.

Security under chosen-ciphertext attack (sid-ind-cca or aid-ind-cca) follows directly
by a transformation of [10], from ind-cpa-secure HIBE for depth d+1 to ind-cca-secure
HIBE for depth d.

Theorem 2 (Security of BTE). There exists a PPT oracle algorithm (a reduction) S
attacking KEM (instantiated with dimension (d + 1)m and q, χ as in BTE) such that,
for any adversary A mounting an atk attack on BTE,

AdvKEM(SA) ≥ Advsid-ind-cpa
BTE (A)− negl(n).

Proof. Let A be an adversary mounting a sid-ind-cpa-attack on BTE. We construct a
reduction S attacking KEM. It is given a uniformly random public key pk = (A,y) ∈
Z
n×(d+1)m
q × Znq , an encapsulation (b, p) ∈ Z

(d+1)m
q × Zq , and a bit k which either

is encapsulated by (b, p) or is uniform and independent; the goal of S is to determine
which is the case.
S simulates the (selective-identity) attack on BTE to A as follows. First, S invokes

A on 1d to receive its challenge identity id∗ of length t∗ = |id∗| ∈ [d]. Then S produces
a master public key mpk, encapsulated key, and some secret internal state as follows:

– Parsing the KEM inputs. Parse A as A = A0‖A1‖ · · · ‖Ad ∈ Z
n×(d+1)m
q for

Ai ∈ Zn×mq for all i ∈ {0, . . . , d}. Similarly, truncate b to b∗ ∈ Z
(t∗+1)m
q .

– Undirected growth. For each i ∈ [t∗], let A(id∗i )
i = Ai.

– Controlled growth. For each i ∈ [t∗], generate A(1−id∗i )
i ∈ Zn×mq and basis Si

by invoking GenBasis(1n, 1m, q). If t∗ < d, for each b ∈ {0, 1} generate A(b)
t∗+1

and basis S(b)
t∗+1 by two independent invocations of GenBasis(1n, 1m, q). For each

i > t∗ + 1 (if any) and b ∈ {0, 1}, generate A(b)
i ∈ Zn×mq uniformly at random.
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S gives to A the master public key mpk = (A0, {A(b)
j },y, d), the encapsulation

(b∗, p), and the key bit k.
Then S answers each secret-key query on an identity id that is not a prefix of (or

equal to) id∗ as follows:

– If t = |id| ≤ t∗, then let i ≥ 1 be the first position at which idi �= id∗i . Answer the
query with (Sid, eid), which are computed by

Sid ← RandBasis(ExtBasis(Si,Aid), st)
eid ← SampleD(ExtBasis(Si,Aid),yid, st).

– If t = |id| > t∗, answer the query (Sid, eid), which are computed by

Sid ← RandBasis(ExtBasis(S(idt∗+1)
t∗+1 ,Aid), st)

eid ← SampleD(ExtBasis(S(idt∗+1)
t∗+1 ,Aid),yid, st).

Finally, S outputs whatever bit A outputs.
We now analyze the reduction. First, observe that the master public key given to A

is negligibly close to uniform (hence properly distributed), by hypothesis on KEM and
by Proposition 1. Next, one can check that secret-key queries are distributed as in the
real attack (to within negl(n) statistical distance), by Lemma 4 (note that the Gram-
Schmidt vectors of each basis Si,S

(b)
t∗+1 are sufficiently short to invoke RandBasis and

SampleD). Finally, the encapsulation (b∗, p) (for identity id∗) and key bit k are dis-
tributed as in the real attack, by the truncation property of KEM. Therefore, S’s overall
advantage is within negl(n) of A’s advantage, as desired.

5.3 Full Security in the Random Oracle Model

To obtain a fully secure HIBE in the random oracle model we can use a generic transfor-
mation by Boneh and Boyen [8]. It starts from a selective-id secure HIBE and applies
hash functions to the identities. The resulting HIBE is fully secure, in the random oracle
model, losing roughly a factor of QdH in security, where QH is the number of random

oracle queries. Furthermore, the {A(b)
j } component of the master public key may be

omitted, because each Aid can instead be constructed by querying the random oracle
on, say, each prefix of the identity id.

We now give a more efficient fully-secure HIBE scheme, ROHIBE, in the random
oracle model. It can be seen as a generalization of the GPV IBE scheme [25]. Com-
pared to the fully-secure scheme obtained by the generic transformation, the efficiency
improvement stems from the fact that y from pkid now also depends on the identity id
(via a hash function G). This way the dimension of the lattice associated to id can be
decreased. The scheme is again parametrized by a dimension m = O(n lg q) and the
following parameters. For an identity at depth i ≥ 1,

– i ·m is the dimension of a lattice associated with the identity;
– L̃i is an upper bound on the Gram-Schmidt lengths of its secret short basis;
– for i ≥ 1, si is the Gaussian parameter used to generate that secret basis, which

must exceed L̃j · ω(
√

logn) for all j < i.
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These parameters, along with the total depth d of the hierarchy, determine the modulus
q and error distribution χ used in the cryptosystem. As before, we instantiate all the
parameters after describing the scheme. Let H : {0, 1}∗ → Zn×mq and G : {0, 1}∗ →
Znq be hash functions.

– ROHIBE.Setup(d): This is the same as BTE.Setup(d), except that we only gen-
erate A0 and S0. More precisely, using Proposition 1, select A0 ∈ Zn×mq that

is (negligibly close to) uniform and a basis S0 of Λ⊥(A0) such that ‖S̃‖ ≤ L̃0.
Output mpk = (A0, d) and msk = S0.

All the remaining algorithms implicitly take the master public key mpk as an
input. For an identity vector id of length t ≤ d, we let

Aid = A0‖A1‖ · · · ‖At−1 ∈ Zn×tmq , yid = G(id) ∈ Znq ,

where Ai = H(id1, . . . , idi) ∈ Zn×mq . We let pkid = (Aid,yid) denote the KEM
public key associated with identity vector id.

– ROHIBE.Extract(Sid, id′ = id‖īd): if t′ = |id′| > d, output ⊥. Else, let t = |id|
and t̄ = |īd|, and choose

Sid′ ← RandBasis(ExtBasis(Sid,Aid′), st′).

Sample eid′ ← DΛ⊥
y

id′ (Aid′),st′ using SampleD(ExtBasis(Sid,Aid′),yid′ , st′) and

output skid′ = (Sid′ , eid′).
For technical reasons, we assume that the same eid′ is drawn every time this

identity is used. This means that the actual algorithm should be stateless or use
standard techniques like PRFs to get repeated randomness.

– ROHIBE.Encaps(id): Output (k, C) ← KEM.Encaps(pkid).
– ROHIBE.Decaps(skid = (Sid, eid), C): Output k ← KEM.Decaps(eid, C).

Instantiating the parameters. A similar computation as in the last subsection shows
that we can set

L̃t = L̃0 ·O(
√
d · n lg q)t−1 · ω(

√
logn)t−1,

with L̃0 = O(
√
n lg q). To ensure that the underlying KEM is complete (Lemma 5), we

let q ≥ 4sd · (d+ 1)m and 1/α = sd ·
√

(d+ 1)m · ω(
√

logn). For any d = poly(n),
invoking the worst-case to average-case reduction for LWE yields an underlying ap-
proximation factor of n · Õ(d · √n)d.

Theorem 3 (Security of ROHIBE). There exists a PPT oracle algorithm (a reduction)
S attacking KEM (instantiated with dimension dm and q, χ as in ROHIBE) such that,
for any adversary A mounting an aid-ind-cpa attack on ROHIBE making QH queries
to the random oracle H and QG queries to the random oracle G,

AdvKEM(SA) ≥ Advaid-ind-cpa
ROHIBE (A)/(dQd−1

H QG)− negl(n).

Proof. LetA be an adversary mounting a aid-ind-cpa-attack on ROHIBE. We construct
a reduction S attacking KEM. It is given a uniformly random public key pk = (A,y) ∈
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Zn×dmq × Znq , an encapsulation (b, p) ∈ Zdmq × Zq , and a bit k which either is encap-
sulated by (b, p) or is uniform and independent; the goal of S is to determine which is
the case.

Let QG and QH be the number or queries that A issues to H and G, respectively.
In our analysis, we will actually be more generous and let the adversary issue at most
d · QH total queries, where it is allowed QH queries to H at each input length. To
simplify the analysis, we also assume without loss of generality that (1) whenever A
queries H(id1, . . . , idi), it has already issued the queries H(id1, . . . , idj) for j < i,
and (2) that when A asks for skid, it has already queried H(id) and G(id).
S simulates the attack on ROHIBE toA as follows. First, S produces a master public

key mpk, encapsulated key, and some secret internal state as follows:

– Guess length of challenge identity and random oracle queries. Choose t∗ ← [d], a
guess for the length of the challenge identity. Pick a vector j∗ = (j∗1 , . . . , j

∗
t∗−1) ←

{1, . . . , QH}t∗−1 and index j ← {1, . . . , QG}.
– Parsing the KEM inputs. Parse A as A = A0‖A1‖ · · · ‖Ad−1 ∈ Zn×dmq for A0 ∈

Zn×mq and Ai ∈ Zn×mq for all i ∈ [d− 1]. Similarly, truncate b to b∗ ∈ Zt
∗m
q .

S gives to A the master public key mpk = (A0, d). To simulate the attack game for
A, S must simulate oracle queries to H and G, queries for user secret keys, and it must
also generate the challenge encapsulation. To do this, it will maintain two lists, denoted
H and G, which are initialized to be empty and will store tuples of values. S processes
queries as follows.

Queries to H(·). On A’s ji-th distinct query (idji,1, . . . , idji,i) to H(·) of length i, do
the following: if i ≤ t∗− 1 and ji = j∗i , then return Ai (i.e., this branch undergoes
undirected growth). Otherwise, if i ≥ t∗ or ji �= j∗i , run GenBasis(1n, 1m, q)
to generate Ai,ji ∈ Zn×mq with corresponding short basis Si,ji (i.e., this branch
undergoes controlled growth). Store the tuple ((idji,1, . . . , idji,i),Ai,ji ,Si,ji) in
list H, and return Ai,ji .

Queries to G(·). On A’s j-th distinct query idj to G(·), do the following: if j = j∗

then return y. (Recall that y was obtained from the KEM input.) Otherwise for
j �= j∗, sample ej ← DΛ⊥(Zm),st

(where t is the depth of idj) and set yj :=
A(idj,1,...,idj,t−1)ej ∈ Znq . (Recall that we assumedA has already made all relevant
queries to H that in particular define A(idj,1,...,idj,t−1) = H(idj,1, . . . , idj,t−1).)
Return yj and store (idj ,yj , ej) in list G.

Queries to ROHIBE.Extract. WhenA asks for a user secret key for id=(id1, . . . , idt),
we again assume that A has already made all relevant queries to G and H that de-
fine yid and Aid. If, for one i ∈ [t − 1], Aidi

= H(id1, . . . , idi) is contained in
list H, then B can compute a properly distributed short basis Sid for Aid by run-
ning RandBasis(ExtBasis(Si,idi ,Aid), st), where Si,idi is obtained fromH. If yid
is contained in list G, then B can retrieve a properly distributed vector eid from G
satisfying A(id1,...,idt−1)eid = yid. If the generation of skid = (Bid, eid) was suc-
cessful, then B returns skid. In all other cases, B aborts (and returns a random bit).

Challenge query for id∗. Let t be the depth of id∗. If t �= t∗, or G(id∗) �= y, or
H(id∗1, . . . , id

∗
i ) �= Ai (for one 1 ≤ i ≤ t∗ − 1), then abort. Otherwise, return

the encapsulation (b∗, p), and the key-bit k.
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S runs until A halts, and it outputs whatever bit A outputs.
It remains to analyze the reduction. The master public key given to A is negligibly

close to uniform by the construction of KEM and Proposition 1. By the same proposi-
tion, we have that oracle queries to H are properly simulated, up to negligible statistical
distance. Oracle responses forG are negligibly far from uniform by Lemma 2 (4). It can
also be verified using the truncation property of KEM that the challenge encapsulation
is properly distributed, conditioned on the event that S does not abort. Thus all that
remains to check is the probability that S aborts; this is at most 1/(dQGQd−1

H ). This
completes the proof.

5.4 Full Security in the Standard Model

To achieve aid-ind-cca security in the standard model, we will essentially try to imple-
ment the random oracle from our scheme ROHIBE with a suitable hash function. We
will employ a probabilistic argument, along the lines of [9]. Concretely, we will set up
the public key such that in the simulation, we will know a short basis for Aid with a
certain probability. A sophisticated construction of the hash function will ensure that,
to a certain degree, these probabilities (resp. the corresponding events) are independent.
That is, even an adversary that adaptively asks for user secret keys will not manage to
produce an identity id for which the simulation is guaranteed to know a trapdoor. In
this case, a successful simulation will be possible.

Of course, we will have to take care that the event of a successful simulation is (at
least approximately) independent of the adversary’s view. To achieve independence, we
will employ an “artificial abort” strategy similar to the one from [56].

Admissible hash functions. We give a variant of the definition from [9]. Let H =
{Hn} be a collection of distributions of functions H : Cn → Dn = {0, 1}λ. For
H ∈ Hn, K ∈ {0, 1,⊥}λ, and x ∈ Cn, define

FK,H(x) =

{
B if ∃u ∈ {1, . . . , λ} : tu = Ki

R if ∀u ∈ {1, . . . , λ} : tu �= Ki

for (t1, . . . , tλ) = H(x).

For μ ∈ {0, . . . , λ}, denote by Kμ the uniform distribution on all keys K ∈ {0, 1,⊥}λ
with exactly μ non-⊥ components.

We say thatH is Δ-admissible (forΔ : N2 → R) if for every polynomialQ = Q(n),
there exists an efficiently computable function μ = μ(n), and efficiently recognizable
sets badH ⊆ (Cn)∗ (H ∈ Hn), so that the following holds:

– For every PPT algorithm C that, on input a function H ∈ Hn, outputs a vector
x ∈ CQ+1

n , the function

Advadm
H (C) := Pr[x ∈ badH | H ← Hn ; x ← C(H)]

is negligible in n.
– For every H ∈ Hn and every x = (x0, . . . , xQ) ∈ CQ+1

n \ badH , we have that

Pr[FK,H(x0) = R ∧ FK,H(x1) = · · · = FK,H(xQ) = B] ≥ Δ(n,Q),

where the probability is over uniform K ∈ Kμ(n,Q).

We say thatH is admissible if H is admissible for some Δ, such that Δ(n,Q) is signif-
icant for every polynomial Q = Q(n).
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Difference to the definition of [9]. Note that our definition of admissibility is conceptu-
ally different from that of [9]. The reason for our change is that our definition is better
suited for our purposes. Concretely, their definition is based upon indistinguishability
from a (biased) random function. However, their construction only achieves asymptotic
indistinguishability (i.e., negligible distinguishing success) when the “target” random
function is constant. (In their notation, this corresponds to the case when γ is negli-
gible, so that Pr[FK,H(x) = 1] = 1 − negl(n).) Such a function is not very useful
for aymptotic purposes. In an asymptotic sense, their construction becomes only use-
ful with parameters that cause the distinguishing advantage to become significant (but
smaller than the inverse of a given polynomial). With that parameter choice, our defini-
tion allows for a conceptually simpler analysis. Namely, it separates certain negligible
error probabilities (of x ∈ badH ) from significant, but purely combinatorial bounds on
the probability of the “simulation-enabling” event

good := [FK,H(x0) = R ∧ FK,H(x1) = · · · = FK,H(xQ) = B].

Specifically, we can bound Pr[good] for every x �∈ badH , which simplifies the artificial
abort step below. Note that while the original analysis from [9] does not incorporate
an artificial abort step, this actually would have been necessary to guarantee sufficient
independence of (their version of) event good. This becomes an issue in [9, Claim 2],
when the success probability of an adversary conditioned on good is related to its orig-
inal (unconditioned) success probability.
Constructions. [9] show how to construct admissible hash functions from a given
collision-resistant hash function family. Since collision-resistant hash functions can be
built from the LWE problem (e.g., [5]), this does not entail extra assumptions in the
encryption context. Specifically, for parameter choices as in [9, Section 5.3], we get
a single hash function with output length λ = O(k2+ε) (for arbitrary ε > 0) that is
Δ-admissible with Δ = Θ(1/Q2).5

The scheme SMHIBE. Let d ∈ N denote the maximal depth of the HIBE, and fix
a dimension m, as well as L̃i, si. Let H = (Hn)n be an admissible family of hash
functions H : {0, 1}n → {0, 1}λ.
SMHIBE.Setup(d). Using Proposition 1, generate A ∈ Zn×mq and a corresponding

short basis S ∈ Zm×m with ‖S̃‖ ≤ L̃0. Furthermore, sample uniformly and inde-
pendently matrices Bi,u,b ∈ Zn×mq (for 1 ≤ i ≤ d, 1 ≤ u ≤ λ and 0 ≤ b ≤ 1) and
a vector y ∈ Znq . Finally, choose H1, . . . , Hd ← Hn. Return

mpk = (A,y, (Bi,u,b)(i,u,b)∈[d]×[λ]×{0,1}, (Hi)di=1), msk = (mpk,S).

For an identity id = (id1, . . . , id�) we define

Aid := A||A1,id1 || . . . ||A�,id�
∈ Zn×(λ�+1)m

q

for Ai,idi := Bi,1,t1 || . . . ||Bi,λ,tλ ∈ Zn×λmq ,
(5.1)

5 In the notation of [9], we replace the output length βH of the original hash function with k,

and bound the number Q of hash function queries by 2kε/2
. Note that Q will later correspond

to the number of (online) user secret key queries, so we bound Q by a comparatively small
exponential function.
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where (t1, . . . , tλ) := Hi(idi) ∈ {0, 1}λ. The user secret keys for an identity id will
consist of a basis part Sid for Λ⊥(Aid) and a syndrome part eid satisfying Aideid = y.
For brevity, we will write id|� := (id1, . . . , id�) for � ≤ |id|.
SMHIBE.Extract(msk, id): This algorithm computes a user secret key (Sid, eid) for

id = (id1, . . . , id�), where Sid ← RandBasis(ExtBasis(Aid,Sε), s�) is a basis for
Λ⊥(Aid) and eid ← SampleD(ExtBasis(Aid,Sε),yid, s�) is distributed according
to DZ(λ�+1)m,s�

conditioned on Aideid = yid.
SMHIBE.HIBEDel(usk id|�−1, id): The delegation algorithm derives a user secret key

for an identity id = (id1, . . . , id�) (1 ≤ � ≤ d) given a user secret key for id|�− 1
which contains a basis Sid|�−1 for Λ⊥(Aid|�−1) with ‖S̃id|�−1‖ ≤ L(� − 1).
(We note that the short vector eid|�−1 is not needed for delegation.) Note that

Aid = A||A1,id1 || · · · ||A�,id�
= A1,id|�−1||A�,id�

∈ Z
n×(λ�+1)m
q . To compute

the basis part, run Sid ← RandBasis(ExtBasis(Aid,Sid|�−1), s�). Note that since
� is constant,

L(�) = L(�− 1) ·
√
λm · ω(

√
log λm)

≥ ‖S̃id|�−1‖ ·
√

(λ� + 1)m · ω(
√

log (λ� + 1)m).

The syndrome part of the user secret key is computed as

eid ← SampleD(ExtBasis(Aid,Sid|�−1),y, s�).

By Lemma 4, the user secret key usk id = (Sid, eid) has a distribution that is sta-
tistically close to the one computed by Extract.

SMHIBE.Encaps(id, b): Output C = (k,p) ← KEM.Encaps(pk = (Aid,y)).
SMHIBE.Decaps(skid, (Sid, eid), C): Output k← KEM.Decaps(eid, C).
The scheme’s correctness is inherited by that of KEM.

Security of SMHIBE. We now formally state security of our construction. If the hash
function H is admissible, then we can prove the scheme aid-ind-cpa secure. Unfortu-
nately, we only know constructions of admissible hash functions that require λ = n2+ε

so the resulting scheme is not very practical.

Theorem 4. Assume an adversary A on SM-HIBE’s aid-ind-cpa security that makes
at mostQ(n) user secret key queries. Then, for every polynomialS = S(n), there exists
an LWEq,χ-distinguisherD and an adversary C on H’s admissibility such that

Advaid-ind-cpa
SM-HIBE(A) ≤ d ·Advadm

H (C) +
AdvLWEq,χ

(D)
Δ(n,Q)d

+
1

S(n)
+ negl(n). (5.2)

Here, the running time of C is roughly that of the aid-ind-cpa experiment with A,
and the running time of D is roughly that of the aid-ind-cpa experiment with A plus
O(n2QS/Δd) steps.

Note that for the admissible hash function from [9], Δ(n,Q)d = Θ(1/Q2d) is signifi-
cant. Since S in Theorem 4 is arbitrary, we obtain:

Corollary 1 (SM-HIBE is aid-ind-cpa secure). If H is admissible, and if the LWEq,χ
problem is hard, then SM-HIBE is CPA secure.

We defer a proof of Theorem 4 to the full version.
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Abstract. We construct an efficient identity based encryption system
based on the standard learning with errors (LWE) problem. Our security
proof holds in the standard model. The key step in the construction
is a family of lattices for which there are two distinct trapdoors for
finding short vectors. One trapdoor enables the real system to generate
short vectors in all lattices in the family. The other trapdoor enables the
simulator to generate short vectors for all lattices in the family except
for one. We extend this basic technique to an adaptively-secure IBE and
a Hierarchical IBE.

1 Introduction

Identity-Based Encryption (IBE) provides a public-key encryption mechanism
where a public key is an arbitrary string such as an email address or a telephone
number. The corresponding private key can only be generated by a Private-
Key Generator (PKG) who has knowledge of a master secret. Identity-based
encryption was first proposed by Shamir [28], however, it is only recently that
practical implementations were proposed. Boneh and Franklin [8] define a secu-
rity model for identity-based encryption and give a construction based on the
Bilinear Diffie-Hellman (BDH) problem. Cocks [13] describes a construction us-
ing quadratic residues modulo a composite (see also [9]) and Gentry et al. [16]
give a construction using lattices. The security of all these systems requires cryp-
tographic hash functions that are modeled as random oracles.

For pairing-based systems, the structure of pairing groups enabled several
secure IBE systems in the standard model [11,6,7,31,17,32]. For systems based
on quadratic residuosity it is still not known how to build a secure IBE in the
standard model.

In this paper we focus on lattice-based IBE. Cash et al. [12], Peikert [24] and
Agrawal et al. [3] recently showed how to construct secure IBE in the standard
model from the learning with errors (LWE) problem [27]. Their constructions
view an identity as a sequence of bits and then assign a matrix to each bit. The
resulting systems, while quite elegant, are considerably less efficient than the
underlying random-oracle system of [16] on which they are built.
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1.1 Our Results

We construct a lattice-based IBE in the standard model whose performance
is comparable to the performance of the random-oracle system from [16]. In
particular, we process identities as one chunk rather than bit-by-bit resulting in
lattices whose dimension is similar to those in the random oracle system.

Lattices in our system are built from two parts called “right” and “left” lat-
tices. A trapdoor for the left lattice is used as the master secret in the real
system and enables one to generate private keys for all identities. A trapdoor for
the right lattice is only used in the proof of selective security and enables the
simulator to generate private keys for all identities except for one. We use a “low
norm” randomization matrix R to ensure that an attacker cannot distinguish
between the real world and a simulation.

In pairing-based IBE systems one uses large groups G and therefore identities
can be encoded as integers in the range 1 . . . |G|. In contrast, lattice systems
are typically defined over a relatively small field Zq and consequently encoding
identities as integers in 1 . . . q would result in too few identities for the system.
Instead, we represent identities as matrices in Zn×nq for some n. More precisely,
we represent identities as elements in Znq (for a total of qn identities) and then
use an encoding function H : Znq → Zn×nq to map identities to matrices. Our
security proof requires that for all id1 �= id2 the matrix H(id1)−H(id2) ∈ Zn×nq

is invertible. We present an encoding function H that has this property and
expect this encoding to be useful in other lattice-based constructions. A similar
function H was developed by Cramer and Damgard [14] in an entirely different
context.

Full IBE. In the full version of the paper [1] we show that our base construction
extends to an adaptively-secure IBE using a lattice analog of the Waters IBE [31].
Our base construction requires that the underlying field Zq satisfy q > Q where
Q is the number of private key queries issued by the adversary. This requirement
can be relaxed using the framework of Boyen [10].

Hierarchical IBE (HIBE). In the full version of the paper [1] we show how to ex-
tend our base IBE to an HIBE using the basis delegation technique from [12,24].
The construction assigns a matrix to each level of the hierarchy and the resulting
lattice dimension is linear in the recipient identity’s depth. Since we do not pro-
cess identities bit-by-bit we obtain an efficient HIBE where the lattice dimension
is much smaller than in [12,24]. We note that a recent result of [2] uses a different
basis delegation mechanism to construct an improved HIBE where the lattice
dimension is fixed for the entire hierarchy.

2 Preliminaries

Notation. Throughout the paper we say that a function ε : R≥0 → R≥0 is neg-
ligible if ε(n) is smaller than all polynomial fractions for sufficiently large n.
We say that an event happens with overwhelming probability if it happens with
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probability at least 1− ε(n) for some negligible function ε. We say that integer
vectors v1, . . . , vn ∈ Zm are Zq-linearly independent if they are linearly indepen-
dent when reduced modulo q.

2.1 IBE and Hierarchical IBE

Recall that an Identity-Based Encryption system (IBE) consists of four algo-
rithms [28,8]: Setup, Extract, Encrypt, Decrypt. The Setup algorithm generates
system parameters, denoted by PP, and a master key MK. The Extract algo-
rithm uses the master key to extract a private key corresponding to a given
identity. The encryption algorithm encrypts messages for a given identity (using
the system parameters) and the decryption algorithm decrypts ciphertexts using
the private key.

In a Hierarchical IBE [20,18], identities are vectors, and there is a fifth algo-
rithm called Derive. A vector of dimension � represents an identity at depth �.
Algorithm Derive takes as input an identity id = (I1, . . . , I�) at depth � and
the private key SKid|�−1 of the parent identity id|�−1 = (I1, . . . , I�−1) at depth
�− 1 ≥ 0. It outputs the private key SKid for identity id. We sometimes refer to
the master key as the private key at depth 0, given which the algorithm Derive
performs the same function as Extract. The Setup algorithm in an HIBE scheme
takes the maximum depth of the hierarchy as input.

Selective and Adaptive ID Security. The standard IBE security model of [8] de-
fines the indistinguishability of ciphertexts under an adaptive chosen-ciphertext
and chosen-identity attack (IND-ID-CCA2). A weaker notion of IBE security
given by Canetti, Halevi, and Katz [11] forces the adversary to announce ahead
of time the public key it will target, which is known as a selective-identity attack
(IND-sID-CCA2).

As with regular public-key encryption, we can deny the adversary the ability to
ask decryption queries (for the target identity), which leads to the weaker notions
of indistinguishability of ciphertexts under an adaptive chosen-identity chosen-
plaintext attack (IND-ID-CPA) and under a selective-identity chosen-plaintext
attack (IND-sID-CPA) respectively.

Security Game. We define IBE and HIBE selective security using a game that
captures a strong privacy property called indistinguishable from random which
means that the challenge ciphertext is indistinguishable from a random element
in the ciphertext space. This property implies both semantic security and recip-
ient anonymity, and also implies that the ciphertext hides the public parame-
ters (PP) used to create it. This can make the IBE more resistant to subpoenas
since an observer cannot tell from the ciphertext which authority holds the cor-
responding master secret. For a security parameter λ, we let Mλ denote the
message space and let Cλ denote the ciphertext space. The game, for a hierarchy
of maximum depth d, proceeds as follows.

Init: The adversary is given the maximum depth of the hierarchy d and outputs
a target identity id∗ = (I∗1, . . . , I

∗
k), k ≤ d.
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Setup: The challenger runs Setup(1λ, 1d) (where d = 1 for IBE) and gives the
adversary the resulting system parameters PP. It keeps the master key MK
to itself.

Phase 1: The adversary issues queries q1, . . . , qm where the i-th query qi is a
query on idi, where idi = (I1, . . . , Iu) for some u ≤ d. We require that idi
is not a prefix of id∗, (i.e., it is not the case that u ≤ k and Ii = I∗i for
all i = 1, . . . , u). The challenger responds by running algorithm Extract to
obtain a private key di for the public key idi. It sends di to the adversary.
All queries may be made adaptively, that is, the adversary may ask qi with
knowledge of the challenger’s responses to q1, . . . , qi−1.

Challenge: Once the adversary decides that Phase 1 is over it outputs a plain-
text M ∈ Mλ on which it wishes to be challenged. The challenger picks
a random bit r ∈ {0, 1} and a random ciphertext C ∈ Cλ. If r = 0 it
sets the challenge ciphertext to C∗ := Encrypt(PP, id∗,M). If r = 1 it sets
the challenge ciphertext to C∗ := C. It sends C∗ as the challenge to the
adversary.

Phase 2: The adversary issues additional adaptive queries qm+1, . . . , qn where
qi is a private-key extraction query on idi, where idi is not a prefix of id∗.
The challenger responds as in Phase 1.

Guess: Finally, the adversary outputs a guess r′ ∈ {0, 1} and wins if r = r′.

We refer to such an adversary A as an INDr–sID-CPA adversary. We define the
advantage of the adversary A in attacking an IBE or HIBE scheme E as

Advd,E,A(λ) =
∣∣Pr[r = r′]− 1/2

∣∣
The probability is over the random bits used by the challenger and the adversary.

Definition 1. We say that an IBE or a depth d HIBE system E is selective-
identity, indistinguishable from random if for all INDr–sID-CPA PPT adversaries
A we have that Advd,E,A(λ) is a negligible function. We abbreviate this by saying
that E is INDr–sID-CPA secure for depth d.

2.2 Statistical Distance

Let X and Y be two random variables taking values in some finite set Ω. Define
the statistical distance, denoted Δ(X ;Y ), as

Δ(X ;Y ) :=
1
2

∑
s∈Ω

∣∣Pr[X = s]− Pr[Y = s]
∣∣

We say that X is δ-uniform over Ω if Δ(X ;UΩ) ≤ δ where UΩ is a uniform
random variable over Ω.

Let X(λ) and Y (λ) be ensembles of random variables. We say that X and Y
are statistically close if d(λ) := Δ(X(λ);Y (λ)) is a negligible function of λ.
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2.3 Integer Lattices

Let B =
[
b1
∣∣ . . . ∣∣bm ] ∈ Rm×m be an m×m matrix whose columns are linearly

independent vectors b1, . . . , bm ∈ Rm. The m-dimensional full-rank lattice Λ
generated by B is the set,

Λ = L(B) =
{
y ∈ Rm s.t. ∃s ∈ Zm , y = B s =

m∑
i=1

si bi

}
Here, we are interested in integer lattices, i.e, when L is contained in Zm.

Definition 2. For q prime, A ∈ Zn×mq and u ∈ Znq , define:

Λq(A) :=
{
e ∈ Zm s.t. ∃s ∈ Znq where A� s = e (mod q)

}
Λ⊥
q (A) :=

{
e ∈ Zm s.t. Ae = 0 (mod q)

}
Λuq (A) :=

{
e ∈ Zm s.t. Ae = u (mod q)

}
Observe that if t ∈ Λuq (A) then Λuq (A) = Λ⊥

q (A) + t and hence Λuq (A) is a shift
of Λ⊥

q (A) .

2.4 The Gram-Schmidt Norm of a Basis

Let S be a set of vectors S = {s1, . . . , sk} in Rm. We use the following notation:

– ‖S‖ denotes the L2 length of the longest vector in S, i.e. ‖S‖ := maxi ‖si‖
for 1 ≤ i ≤ k.

– S̃ := {s̃1, . . . , s̃k} ⊂ Rm denotes the Gram-Schmidt orthogonalization of the
vectors s1, . . . , sk taken in that order.

We refer to ‖S̃‖ as the Gram-Schmidt norm of S.

Micciancio and Goldwassser [22] showed that a full-rank set S in a lattice Λ can
be converted into a basis T for Λ with an equally low Gram-Schmidt norm.

Lemma 1 ([22, Lemma 7.1]). Let Λ be an m-dimensional lattice. There is a
deterministic polynomial-time algorithm that, given an arbitrary basis of Λ and
a full-rank set S = {s1, . . . , sm} in Λ, returns a basis T of Λ satisfying

‖T̃‖ ≤ ‖S̃‖ and ‖T ‖ ≤ ‖S‖√m/2

Ajtai [4] showed how to sample an essentially uniform matrix A ∈ Zn×mq with
an associated basis SA of Λ⊥

q (A) with low Gram-Schmidt norm. We use an
improved sampling algorithm from Alwen and Peikert [5]. The following follows
from Theorem 3.2 of [5] taking δ := 1/3.
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Theorem 1. Let q ≥ 3 be odd and m := �6n log q�.
There is a probabilistic polynomial-time algorithm TrapGen(q, n) that outputs a
pair (A ∈ Zn×mq , S ∈ Zm×m) such that A is statistically close to a uniform
matrix in Zn×mq and S is a basis for Λ⊥

q (A) satisfying

‖S̃‖ ≤ O(
√
n log q ) and ‖S‖ ≤ O(n log q)

with all but negligible probability in n.

We will also need the following simple lemma about the effect of matrix multi-
plication on the Gram-Schmidt norm.

Lemma 2. Let R be a matrix in R�×m and S = {s1, . . . , sk} ⊂ Rm a linearly
independent set. Let SR := {Rs1, . . . , Rsk}. Then

‖S̃R‖ ≤ max
1≤i≤k

‖Rs̃i‖

Proof. We show that for all i = 1, . . . , k the i-th Gram-Schmidt vector of SR has
L2 norm less than ‖Rs̃i‖. This will prove the lemma.

For i ∈ {1, . . . , k} let V := spanR(Rs1, . . . , Rsi−1). Set v := si − s̃i. Then
v ∈ spanR(s1, . . . , si−1) and therefore Rv ∈ V . Let u be the projection of Rs̃i on
V and let z := Rs̃i − u. Then z is orthogonal to V and

Rsi = Rv +Rs̃i = Rv + u+ z = (Rv + u) + z .

By construction, Rv + u ∈ V and hence, since z is orthogonal to V , this z must
be the i-th Gram-Schmidt vector of SR. Since z is the projection of Rs̃i on V ⊥

we obtain that ‖z‖ ≤ ‖Rs̃i‖. Hence, for all i = 1, . . . , k the i-th Gram-Schmidt
vector of SR has L2 norm less than ‖Rs̃i‖ which proves the lemma. 	


2.5 Discrete Gaussians

Let L be a subset of Zm. For any vector c ∈ Rm and any positive parameter
σ ∈ R>0, define:

ρσ,c(x) = exp
(
−π ‖x−c‖2

σ2

)
: a Gaussian-shaped function on Rm with center c

and parameter σ,
ρσ,c(L) =

∑
x∈L ρσ,c(x) : the (always converging) sum of ρσ,c over L,

DL,σ,c : the discrete Gaussian distribution over L with parameters σ and c,

∀y ∈ L , DL,σ,c(y) =
ρσ,c(y)
ρσ,c(L)

We abbreviate ρσ,0 and DL,σ,0 as ρσ and DL,σ. We write ρ to denote ρ1. The
distribution DL,σ,c will most often be defined over the lattice L = Λ⊥

q (A) for a
matrix A ∈ Zn×mq or over a coset L = t+ Λ⊥

q (A) where t ∈ Zm.
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Properties. The following lemma from [24] captures standard properties of these
distributions. The first two properties follow from Lemma 4.4 of [23] and Corol-
lary 3.16 of [27] respectively (using Lemma 3.1 from [16] to bound the smoothing
parameter). We state in property (2) a stronger version of Regev’s Corollary 3.16
found in [2]. The last two properties are algorithms from [16].

Lemma 3. Let q ≥ 2 and let A be a matrix in Zn×mq with m > n. Let TA be a
basis for Λ⊥

q (A) and σ ≥ ‖T̃A‖ω(
√

logm ). Then for c ∈ Rm and u ∈ Znq :

1. Pr
[
x ∼ DΛ⊥

q (A),σ : ‖x‖ > √
mσ
] ≤ negl(n).

2. A set of O(m logm) samples from DΛ⊥
q (A),σ contains a full rank set in Zm,

except with negligible probability.
3. There is a PPT algorithm SampleGaussian(A, TA, σ, c) that returns x ∈ Λ⊥

q (A)
drawn from a distribution statistically close to DΛ,σ,c.

4. There is a PPT algorithm SamplePre(A, TA, u, σ) that returns x ∈ Λuq (A)
sampled from a distribution statistically close to DΛu

q (A),σ.

Recall that if Λuq (A) is not empty then Λuq (A) = t+ Λ⊥
q (A) for some t ∈ Λuq (A).

Algorithm SamplePre(A, TA, u, σ) works by calling SampleGaussian(A, TA, σ, t)
and subtracts t from the result.

2.6 The LWE Hardness Assumption

Security of all our constructions reduces to the LWE (learning with errors) prob-
lem, a classic hard problem on lattices defined by Regev [27].

Definition 3. Consider a prime q, a positive integer n, and a distribution χ
over Zq, all public. An (Zq, n, χ)-LWE problem instance consists of access to an
unspecified challenge oracle O, being, either, a noisy pseudo-random sampler Os
carrying some constant random secret key s ∈ Znq , or, a truly random sampler
O$, whose behaviors are respectively as follows:

Os: outputs samples of the form (ui, vi) =
(
ui, u

T
i s+xi

) ∈ Znq ×Zq, where, s ∈
Znq is a uniformly distributed persistent value invariant across invocations,
xi ∈ Zq is a fresh sample from χ, and ui is uniform in Znq .

O$: outputs truly uniform random samples from Znq × Zq.

The (Zq, n, χ)-LWE problem allows repeated queries to the challenge oracle O.
We say that an algorithm A decides the (Zq , n, χ)-LWE problem if

∣∣Pr[AOs =
1]− Pr[AO$ = 1]

∣∣ is non-negligible for a random s ∈ Znq .

Regev [27] shows that for certain noise distributions χ, denoted Ψα, the LWE
problem is as hard as the worst-case SIVP and GapSVP under a quantum re-
duction (see also [25]).

Definition 4. Consider a real parameter α = α(n) ∈ (0, 1) and a prime q.
Denote by T = R/Z the group of reals [0, 1) with addition modulo 1. Denote
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by Ψα the distribution over T of a normal variable with mean 0 and standard
deviation α/

√
2 π then reduced modulo 1. Denote by 'x� = 'x + 1

2( the nearest
integer to the real x ∈ R. We denote by Ψα the discrete distribution over Zq
of the random variable 'q X� mod q where the random variable X ∈ T has
distribution Ψα.

Theorem 2 ([27]). If there exists an efficient, possibly quantum, algorithm for
deciding the (Zq , n, Ψα)-LWE problem for q > 2

√
n/α then there exists an effi-

cient quantum algorithm for approximating the SIVP and GapSVP problems, to
within Õ(n/α) factors in the �2 norm, in the worst case.

If we assume the hardness of approximating the SIVP or GapSVP problems in
lattices of dimension n to within approximation factors that are polynomial in
n, then it follows from Lemma 2 that deciding the LWE problem is hard when
n/α is polynomial in n.

3 Randomness Extraction

We will need the following lemma which follows directly from a generalization
of the left over hash lemma due to Dodis et al. [15].

Lemma 4. Suppose that m > (n+ 1) log2 q + ω(logn) and that q is prime. Let
A,B be matrices chosen uniformly in Zn×mq and let R be an m×m matrix chosen
uniformly in {1,−1}m×m mod q. Then, for all vectors w in Zmq , the distribution
(A, AR, R�w) is statistically close to the distribution (A, B, R�w).

To prove the lemma recall that for a prime q the family of hash functions hA :
Zmq → Znq forA ∈ Zn×mq defined by hA(x) = Ax is universal. Therefore, when the
columns of R are sampled independently and have sufficient entropy, the left over
hash lemma (e.g. as stated in [29, Theorem 8.38]) shows that the distributions
(A, AR) and (A, B) are statistically close. A generalization by Dodis et al. [15]
(Lemma 2.2b and 2.4) shows that the same holds even if some small amount of
information about R is leaked. In our case R�w is leaked which is precisely the
settings of Dodis et al. We provide the complete proof of Lemma 4 in the full
version of the paper [1].

3.1 Random Subset Sums

We will also need the following simple lemma.

Lemma 5. Let R be an m × m matrix chosen at random from {−1, 1}m×m.
Then for all vectors u ∈ Rm we have

Pr
[ ‖Ru‖ > ‖u‖ √m · ω(

√
logm)

]
< negl(m) .
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Proof. Let r ∈ {−1, 1}m be a row vector of the matrix R. Then r · u can be
written as r�u =

∑m
i=1 xi where xi = riui. We know that E[xi] = 0 and that

xi ∈ [−ui, ui] for all i = 1, . . . ,m. Then, by the Hoeffding bound [19, Theorem
2] we obtain that

Pr
[ |r · u| > ‖u‖ ω(

√
logm)

]
< negl(m)

The lemma now follows since an m-vector whose entries are less than some bound
B has L2 norm less than

√
mB. 	


4 Sampling Algorithms

Let A and B be matrices in Zn×mq and let R be a matrix in {−1, 1}m×m. Our
construction makes use of matrices of the form F = (A | AR+B) ∈ Zn×2m

q and
we will need to sample short vectors in Λuq (F ) for some u in Znq . We show that
this can be done using either a trapdoor for Λ⊥

q (A) or a trapdoor Λ⊥
q (B). More

precisely, we define two algorithms:

1. SampleLeft takes a basis for Λ⊥
q (A) (the left side of F ) and outputs a short

vector e ∈ Λuq (F ).
2. SampleRight takes a basis for Λ⊥

q (B) (the right side of F ) and outputs a
short vector e ∈ Λuq (F ).

We will show that, with appropriate parameters, the distributions on e produced
by these two algorithms are statistically indistinguishable.

4.1 Algorithm SampleLeft

Algorithm SampleLeft(A,M1, TA, u, σ):
Inputs:

a rank n matrix A in Zn×mq and a matrix M1 in Zn×m1
q ,

a “short” basis TA of Λ⊥
q (A) and a vector u ∈ Znq ,

a gaussian parameter σ > ‖T̃A‖ · ω(
√

log(m +m1)).
(1)

Output: Let F1 := (A |M1). The algorithm outputs a vector e ∈ Zm+m1 sampled
from a distribution statistically close to DΛu

q (F1),σ. In particular, e ∈ Λuq (F1).

The algorithm appears in Theorem 3.4 in [12] and also in the signing algorithm
in [24]. For completeness, we briefly review the algorithm.

1. sample a random vector e2 ∈ Zm1 distributed statistically close to DZm1 ,σ,
2. run e1

R← SamplePre(A, TA, y, σ) where y = u− (M1 · e2) ∈ Znq ,
note that Λyq(A) is not empty since A is rank n,

3. output e← (e1, e2) ∈ Zm+m1

Clearly (A |M1) · e = u mod q and hence e ∈ Λuq (F1). Theorem 3.4 in [12] shows
that the vector e is sampled from a distribution statistically close to DΛu

q (F1),σ.
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Peikert’s basis extension method [24] gives an alternate way to view this.
Given the basis TA of Λ⊥

q (A) Peikert shows how to build a basis TF1 of Λ⊥
q (F1)

with the same Gram-Schmidt norm as TA. Then calling SamplePre(F1, TF1 , u, σ)
generates a vector e sampled from a distribution close to DΛu

q (F1),σ. We summa-
rize this in the following theorem.

Theorem 3. Let q > 2, m > 2n log q and σ > ‖T̃A‖ · ω(
√

log(m +m1)). Then
Algorithm SampleLeft(A,M1, TA, u, σ) taking inputs as in (1), outputs a vector
e ∈ Zm+m1 distributed statistically close to DΛu

q (F1),σ where F1 := (A | M1).

4.2 Algorithm SampleRight

Algorithm SampleRight(A,B,R, TB, u, σ).
Inputs: matrices A,B in Zn×mq where B is rank n,

a uniform random matrix R ∈ {−1, 1}m×m,
a basis TB of Λ⊥

q (B) and a vector u ∈ Znq ,
a parameter σ > ‖T̃B‖ · √m · ω(logm).

(2)

Output: Let F2 := (A | AR+B). The algorithm outputs a vector e ∈ Z2m sampled
from a distribution statistically close to DΛu

q (F2),σ. In particular, e ∈ Λuq (F2).

The algorithm uses the basis growth method of Peikert [24, Sec. 3.3] and
works in three steps:

1. First, it constructs a set TF2 of 2m linearly independent vectors in Λ⊥
q (F2)

such that

‖T̃F2‖ < ‖T̃B‖ ·
√
m · ω(
√

logm) < σ/ω(
√

logm)

with overwhelming probability over the choice of R.
2. Next, if needed it uses Lemma 1 to convert TF2 into a basis T ′

F2
of Λ⊥

q (F2)
with the same Gram-Schmidt norm as TF2 .

3. Finally, it invokes SamplePre(F2, T
′
F2
, u, σ) to generate a vector e ∈ Λuq (F2).

Since σ > ‖T̃F2‖ω(
√

logm) w.h.p, this e is distributed as DΛu
q (F2),σ, as re-

quired.

Step 1 is the only step that needs explaining. Let TB = {b1, . . . , bm} ∈ Zm×m

be the given basis of Λ⊥
q (B). We construct the 2m vectors in Λ⊥

q (F2) as follows:

1. for i = 1, . . . ,m set ti := (−Rbi | bi) ∈ Z2m and view it as a column vector;
then clearly F2 · ti = B bi = 0 mod q and therefore ti is in Λ⊥

q (F2).
2. for i = 1, . . . ,m let wi be the i-th column of the identity matrix Im. Let ui

be an arbitrary vector in Zm satisfying Awi+Bui = 0 mod q. This ui exists
since B is rank n. Set ti+m to be

ti+m :=
[
wi −Rui

ui

]
∈ Z2m

Then F2 · ti+m = Awi +Bui = 0 mod q and hence, ti+m ∈ Λ⊥
q (F2).
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We show that TF2 := {t1, . . . , t2m} are linearly independent in Z2m. First, ob-
serve that the first m vectors are linearly independent and span the linear space
V of vectors of the form (−Rx | x) where x ∈ Zmq . For all i > m, the vector ti is
the sum of the unit vector (wi | 0m) plus a vector in V . It follows that TF2 is a
linearly independent set. This also means that for i > m the i-th Gram-Schmidt
vector of TF2 cannot be longer than (wi | 0m) and therefore has norm at most 1.
Hence, to bound ‖T̃F2‖ it suffices to bound the Gram-Schmidt norm of the first
m vectors {t1, . . . , tm}.

Let W ∈ Z2m×m be the matrix (−R� | Im)�. Then ti = Wbi for i = 1, . . . ,m.
Since R is uniform in {−1, 1}m×m we know by Lemma 5 that for all vectors
x ∈ Rm we have w.h.p

‖W x‖ ≤ ‖Rx‖+ ‖x‖ ≤ ‖x‖√m · ω(
√

logm) + ‖x‖ ≤ ‖x‖√m · ω(
√

logm)

Now, since ti = Wbi for i = 1, . . . ,m, applying Lemma 2 to the matrix W gives
a bound on the Gram-Schmidt norm of {t1, . . . , tm} (and hence also on ‖T̃F2‖):

‖T̃F2‖ ≤ max
1≤i≤m

‖W b̃i‖ ≤ max
1≤i≤m

‖b̃i‖ ·
√
m · ω(
√

logm)

≤ ‖T̃B‖ ·
√
m · ω(
√

logm)

Thus, we built 2m linearly independent vectors in Λ⊥
q (F2) that w.h.p. have a

short Gram-Schmidt norm as required for Step 1. This completes the description
of algorithm SampleRight. We summarize this in the following theorem.

Theorem 4. Let q > 2,m > n and σ > ‖T̃B‖ · √m · ω(logm). Then Algo-
rithm, SampleRight(A,B,R, TB, u, σ) taking inputs as in (2), with R uniform in
{1,−1}m×m, outputs a vector e ∈ Z2m distributed statistically close to DΛu

q (F2),σ

where F2 := (A | AR +B).

5 Encoding Identities as Matrices

Our construction uses an encoding function H : Znq → Zn×nq to map identities in
Znq to matrices in Zn×nq . Our proof of security requires that the map H satisfy
a strong notion of injectivity, namely that, for any two distinct inputs id1 and
id2, the difference between the outputs H(id1) and H(id2) is never singular, i.e.,
det(H(id1)−H(id2)) �= 0.

Definition 5. Let q be a prime and n a positive integer. We say that a function
H : Znq → Zn×nq is an encoding with full-rank differences (FRD) if:

1. for all distinct u, v ∈ Znq , the matrix H(u)−H(v) ∈ Zn×nq is full rank; and
2. H is computable in polynomial time (in n log q).

Clearly the function H must be injective since otherwise, if u �= v satisfies
H(u) = H(v), then H(u)−H(v) is not full-rank and hence H cannot be FRD.
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The function H in Definition 5 has domain of size qn which is the largest
possible for a function satisfying condition 1 of Definition 5. Indeed, if H had
domain larger than qn then its image is also larger than qn. But then, by pi-
geonhole, there are two distinct inputs u, v such that the matrices H(u) and
H(v) have the same first row and therefore H(u) − H(v) is not full rank. It
follows that our definition of FRD, which has domain of size of qn, is the largest
possible.

An Explicit FRD Construction. We construct an injective FRD encoding for
the exponential-size domain id ∈ Znq . A similar construction is described in [14].
Our strategy is to construct an additive subgroup G of Zn×nq of size qn such
that all non-zero matrices in G are full-rank. Since for all distinct A,B ∈ G the
difference A−B is also in G, it follows that A−B is full-rank.

While our primary interest is the finite field Zq we describe the construction
for an arbitrary field F. For a polynomial g ∈ F[X ] of degree less than n define
coeffs(g) ∈ Fn to be the n-vector of coefficients of g (written as a row-vector). If g
is of degree less than n−1 we pad the coefficients vector with zeroes on the right
to make it an n-vector. For example, for n = 6 we have coeffs(x3 + 2x + 3) =
(3, 2, 0, 1, 0, 0) ∈ F6. Let f be some polynomial of degree n in F[X ] that is
irreducible. Recall that for a polynomial g ∈ F[X ] the polynomial g mod f has
degree less than n and therefore coeffs(g mod f) is a vector in Fn.

Now, for an input u = (u0, u1, . . . , un−1) ∈ Fn define the polynomial gu(X) =∑n−1
i=0 uix

i ∈ F[X ]. Define H(u) as

H(u) :=

⎛⎜⎜⎜⎜⎜⎜⎜⎝

coeffs( gu )

coeffs( X · gu mod f )

coeffs( X2 · gu mod f )
...
coeffs( Xn−1 · gu mod f )

⎞⎟⎟⎟⎟⎟⎟⎟⎠
∈ Fn×n (3)

This completes the construction. Since for all primes q and integers n > 1 there
are (many) irreducible polynomials in Zq[X ] of degree n, the construction can
accommodate any pair of q and n.

The following theorem proves that the function H in (3) is an FRD. The proof,
given in [14], is based on the observation that the matrix H(u)� corresponds to
multiplication by a constant in the number field K = F[X ]/(f) and is therefore
invertible when the matrix is non-zero. We note that similar matrix encodings
of ring multiplication were previously used in [26,21].

Theorem 5. Let F be a field and f a polynomial in F[X ]. If f is irreducible in
F[X ] then the function H defined in (3) is an encoding with full-rank differences
(or FRD encoding).
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An example. Let n = 4 and f(X) = x4 +x−1. The function H works as follows:

H
(
u = (u0, u1, u2, u3)

)
:=

⎛⎜⎜⎝
u0 u1 u2 u3
u3 u0 − u3 u1 u2
u2 u3 − u2 u0 − u3 u1
u1 u2 − u1 u3 − u2 u0 − u3

⎞⎟⎟⎠
Theorem 5 shows that the map H is FRD for all primes q where x4 + x − 1 is
irreducible in Zq[X ] (e.g. q = 19, 31, 43, 47).

6 The Main Construction: An Efficient IBE

The system uses parameters q, n,m, σ, α specified in Section 6.3. Throughout
the section, the function H refers to the FRD map H : Znq → Zn×nq defined in
Section 5. We assume identities are elements in Znq . The set of identities can be
expanded to {0, 1}∗ by hashing identities into Znq using a collision resistant hash.

6.1 Intuition

The public parameters in our system consist of three random n×m matrices over
Zq denoted by A0, A1 and B as well as a vector u ∈ Znq . The master secret is a
trapdoor TA0 (i.e. a basis with a low Gram-Schmidt norm) for the lattice Λ⊥

q (A0).
The secret key for an identity id is a short vector e ∈ Z2m satisfying Fid ·e = u

in Zq where
Fid := (A0 | A1 +H(id)B) ∈ Zn×2m

q

The vector e is generated using algorithm SampleLeft (Theorem 3) and the trap-
door TA0 .

In a selective IBE security game the attacker announces an identity id∗ that it
plans to attack. We need a simulator that can respond to private key queries for
id �= id∗, but knows nothing about the private key for id∗. We do so by choosing
the public parameters A0 and B at random as before, but choosing A1 as

A1 := A0 R −H(id∗)B

where R is a random matrix in {1,−1}m×m. We show that A0 R is uniform
and independent in Zn×mq so that A1 is distributed as required. We provide the
simulator with a trapdoor TB for Λ⊥

q (B), but no trapdoor for Λ⊥
q (A0).

Now, to respond to a private key query for an identity id, the simulator must
produce a short vector e satisfying Fid · e = u in Zq where

Fid :=
(
A0 | A0 · R +B′) ∈ Zn×2m

q and B′ :=
(
H(id)−H(id∗)

) ·B .

When id �= id∗ we know that H(id) − H(id∗) is full rank by construction and
therefore TB is also a trapdoor for the lattice Λ⊥

q (B′). The simulator can now
generate e using algorithm SampleRight and the basis TB.

When id = id∗ the matrix Fid no longer depends on B and the simulator’s
trapdoor disappears. Consequently, the simulator can generate private keys for
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all identities other than id∗. As we will see, for id∗ the simulator can produce a
challenge ciphertext that helps it solve the given LWE challenge.

6.2 The Basic IBE Construction

Setup(λ): On input a security parameter λ, set the parameters q, n,m, σ, α as
specified in Section 6.3 below. Next do:
1. Use algorithm TrapGen(q, n) to select a uniformly random n×m-matrix

A0 ∈ Zn×mq with a basis TA0 for Λ⊥
q (A0) such that ‖T̃A0‖ ≤ O(

√
n log q)

2. Select two uniformly random n×m matrices A1 and B in Zn×mq .
3. Select a uniformly random n-vector u R← Znq .
4. Output the public parameters and master key,

PP =
(

A0, A1, B, u
)

; MK =
(

TA0

)
∈ Zm×m

Extract(PP,MK, id): On input public parameters PP, a master key MK, and an
identity id ∈ Znq , do:
1. Sample e ∈ Z2m as e ← SampleLeft(A0, A1 + H(id)B, TA0 , u, σ)

where H is an FRD map as defined in Section 5.
Note that A0 is rank n w.h.p as explained in Section 6.3.

2. Output SKid := e ∈ Z2m

Let Fid :=
(
A0 | A1 + H(id)B

)
, then Fid · e = u in Zq and e is distributed

as DΛu
q (Fid),σ by Theorem 3.

Encrypt(PP, id, b): On input public parameters PP, an identity id, and a message
b ∈ {0, 1}, do:
1. Set Fid ←

(
A0 | A1 +H(id) ·B) ∈ Zn×2m

q

2. Choose a uniformly random s
R← Znq

3. Choose a uniformly random m×m matrix R
R← {−1, 1}m×m

4. Choose noise vectors x Ψ̄α←− Zq and y
Ψ̄m

α←− Zmq , and set z ← R�y ∈ Zmq
(the distribution Ψ̄α is as in Definition 4),

5. Set c0 ← u� s + x+ b ' q2( ∈ Zq and c1 ← F�
id s +
[
y
z

]
∈ Z2m

q

6. Output the ciphertext CT := (c0, c1) ∈ Zq × Z2m
q .

Decrypt(PP, SKid,CT): On input public parameters PP, a private key SKid :=
eid, and a ciphertext CT = (c0, c1), do:
1. Compute w ← c0 − e�

id c1 ∈ Zq.
2. Compare w and ' q2( treating them as integers in Z. If they are close, i.e.,

if
∣∣∣w − ' q2(

∣∣∣ < ' q4( in Z, output 1, otherwise output 0.

The matrix R. The matrix R used in encryption plays an important role in the
security proof. Note that the matrix is only used as a tool to sample the noise
vector (y, z) from a specific distribution needed in the simulation.
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6.3 Parameters and Correctness

When the cryptosystem is operated as specified, we have,

w = c0 − e�
id c1 = b ' q

2
(+ x− e�

id

[
y
z

]
︸ ︷︷ ︸
error term

In the full paper we show that the error term is bounded by Õ(qασm) w.h.p.
This follows from the same analysis as in [16, Lemma 8.2] plus Lemma 5 to
bound ‖z‖.

To ensure that the error term is less than q/5, that σ is sufficiently large
for SampleLeft and SampleRight, that TrapGen can operate (i.e. m > 6n log q),
and that Regev’s reduction applies (i.e. q > 2

√
n/α), we set the parameters

(q,m, σ, α) as follows, taking n to be the security parameter:

m = 6n1+δ , q = m2√n · ω(logn)

σ = m · ω(logn) , α = [m2 · ω(logn)]−1
(4)

and round up m to the nearest larger integer and q to the nearest larger prime.
Here we assume that δ is such that nδ > �log q� = O(log n).

Since the matrices A0, B are random in Zn×mq and m > n log q, with over-
whelming probability both matrices will have rank n. Hence, calling SampleLeft
in algorithm Extract succeeds w.h.p.

6.4 Security Reduction

We show that the basic IBE construction is indistinguishable from random under
a selective identity attack as in Definition 1. Recall that indistinguishable from
random means that the challenge ciphertext is indistinguishable from a random
element in the ciphertext space. This property implies both semantic security
and recipient anonymity.

Theorem 6. The basic IBE system with parameters (q, n,m, σ, α) as in (4) is
INDr–sID-CPA secure provided that the (Zq, n, Ψ̄α)-LWE assumption holds.

Proof. The proof proceeds in a sequence of games where the first game is identi-
cal to the INDr–sID-CPA game from Definition 1. In the last game in the sequence
the adversary has advantage zero. We show that a PPT adversary cannot dis-
tinguish between the games which will prove that the adversary has negligible
advantage in winning the original INDr–sID-CPA game. The LWE problem is
used in proving that Games 2 and 3 are indistinguishable.

Game 0. This is the original INDr–sID-CPA game from Definition 1 between an
attacker A against our scheme and an INDr–sID-CPA challenger.

Game 1. Recall that in Game 0 the challenger generates the public parameters
PP by choosing three random matrices A0, A1, B in Zn×mq such that a trapdoor
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TA0 is known for Λ⊥
q (A0). At the challenge phase the challenger generates a

challenge ciphertext CT∗. We let R∗ ∈ {−1, 1}m×m denote the random matrix
generated for the creation of CT∗ (in step 3 of Encrypt).

In Game 1 we slightly change the way that the challenger generates A1 in the
public parameters. Let id∗ be the identity that A intends to attack. The Game 1
challenger chooses R∗ at the setup phase and constructs A1 as

A1 ← A0 R
∗ −H(id∗)B (5)

The remainder of the game is unchanged.
We show that Game 0 is statistically indistinguishable from Game 1 by

Lemma 4. Observe that in Game 1 the matrix R∗ is used only in the construction
of A1 and in the construction of the challenge ciphertext where z ← (R∗)�y. By
Lemma 4 the distribution (A0, A0 R

∗, z) is statistically close to the distribu-
tion (A0, A′

1, z) where A′
1 is a uniform Zn×mq matrix. It follows that in the

adversary’s view, the matrix A0 R
∗ is statistically close to uniform and there-

fore A1 as defined in (5) is close to uniform. Hence, A1 in Games 0 and 1 are
indistinguishable.

Game 2. We now change how A0 andB in PP are chosen. In Game 2 we generate
A0 as a random matrix in Zn×mq , but generate B using algorithm TrapGen so
that B is a random matrix in Zn×mq , but the challenger has a trapdoor TB for
Λ⊥
q (B). The choice of A1 remains as in Game 1, i.e. A1 = A0 · R∗ −H(id∗) ·B.
The challenger responds to private key queries using the trapdoor TB. To

respond to a private key query for id �= id∗ the challenger needs a short e ∈
Λuq (Fid) where

Fid := (A0 | A1 +H(id) · B) =
(
A0 | A0R

∗ +
(
H(id)−H(id∗)

)
B
)
.

By construction, [H(id) − H(id∗)] is non-singular and therefore TB is also a
trapdoor for Λ⊥

q (B′) where B′ :=
(
H(id) − H(id∗)

)
B. Moreover, since B is

rank n w.h.p, so is B′. The challenger can now respond to the private key query
by running

e← SampleRight
(
A0,
(
H(id)−H(id∗)

)
B, R∗, TB, u, σ

) ∈ Z2m
q

and sending SKid := e to A. Since the σ used in the system is sufficiently large,
this e is distributed close to DΛu

q (Fid),σ, as in Game 1 by Theorem 4.
Game 2 is otherwise the same as Game 1. Since A0, B and responses to private

key queries are statistically close to those in Game 1, the adversary’s advantage
in Game 2 is at most negligibly different from its advantage in Game 1.

Game 3. Game 3 is identical to Game 2 except that the challenge ciphertext
(c∗0, c

∗
1) is always chosen as a random independent element in Zq×Z2m

q . Since the
challenge ciphertext is always a fresh random element in the ciphertext space,
A’s advantage in this game is zero.

It remains to show that Game 2 and Game 3 are computationally indistin-
guishable for a PPT adversary, which we do by giving a reduction from the LWE
problem.
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Reduction from LWE. Suppose A has non-negligible advantage in distinguish-
ing Games 2 and 3. We use A to construct an LWE algorithm B.

Recall from Definition 3 that an LWE problem instance is provided as a
sampling oracle O which can be either truly random O$ or a noisy pseudo-
random Os for some secret s ∈ Znq . The simulator B uses the adversary A to
distinguish between the two, and proceeds as follows:

Instance. B requests from O and receives, for each i = 0, . . . ,m, a fresh pair
(ui, vi) ∈ Znq × Zq.

Targeting. A announces to B the identity id∗ that it intends to attack.
Setup. B constructs the system’s public parameters PP as follows:

1. Assemble the random matrix A0 ∈ Zn×mq from m of the previously given
LWE samples by letting the i-th column of A0 be the n-vector ui for all
i = 1, . . . ,m.

2. Assign the zeroth LWE sample (so far unused) to become the public
random n-vector u0 ∈ Znq .

3. The remainder of the public parameters, namely A1 and B, are con-
structed as in Game 2 using id∗ and R∗.

Queries. B answers each private-key extraction query as in Game 2.
Challenge. B prepares, when prompted by A with a message bit b∗ ∈ {0, 1}, a

challenge ciphertext for the target identity id∗, as follows:

1. Let v0, . . . , vm be entries from the LWE instance. Set v∗ =

⎡⎣ v1...
vm

⎤⎦ ∈ Zmq .

2. Blind the message bit by letting c∗0 = v0 + b∗ ' q2� ∈ Zq.

3. Set c∗1 =

[
v∗

(R∗)�v∗

]
∈ Z2m

q .

4. Choose a random bit r
R← {0, 1}. If r = 0 send CT∗ = (c∗0, c

∗
1) to the

adversary. If r = 1 choose a random (c0, c1) ∈ Zq×Z2m
q and send (c0, c1)

to the adversary.

We argue that when the LWE oracle is pseudorandom (i.e.O = Os) then CT∗

is distributed exactly as in Game 2. First, observe that Fid∗ = (A0 | A0R
∗).

Second, by definition of Os we know that v∗ = A�
0 s + y for some random

noise vector y ∈ Zmq distributed as Ψ̄mα . Therefore, c∗1 defined in step (3)
above satisfies

c∗1 =

[
A�

0 s + y

(R∗)�A�
0 s + (R∗)�y

]
=

[
A�

0 s+ y

(A0R
∗)�s+ (R∗)�y

]
= (Fid∗)�s+

[
y

(R∗)�y

]
and the quantity on the right is precisely the c1 part of a valid challenge
ciphertext in Game 2. Also note that v0 = u�

0 s+x, just as the c0 part of the
challenge ciphertext in Game 2.

When O = O$ we have that v0 is uniform in Zq and v∗ is uniform in Zmq .
Therefore c∗1 as defined in step (3) above is uniform and independent in Z2m

q

by the standard left over hash lemma (e.g. Theorem 8.38 of [29]) where the
hash function is defined by the matrix (A�

0 |v∗). Consequently, the challenge
ciphertext is always uniform in Zq × Z2m

q , as in Game 3.
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Guess. After being allowed to make additional queries, A guesses if it is in-
teracting with a Game 2 or Game 3 challenger. Our simulator outputs A’s
guess as the answer to the LWE challenge it is trying to solve.

We already argued that when O = Os the adversary’s view is as in Game 2.
When O = O$ the adversary’s view is as in Game 3. Hence, B’s advantage in
solving LWE is the same as A’s advantage in distinguishing Games 2 and 3, as
required. This completes the description of algorithm B and completes the proof.

6.5 Multi-bit Encryption

We briefly note that, as in [16], it is possible to reuse the same ephemeral encryp-
tion randomness s to encrypt multiple message bits. An N -bit message can thus
be encrypted as N components c0 plus a single component c1, where the same
ephemeral s ∈ Znq is used throughout. The total ciphertext size with this tech-
nique is 1 element of Zq for each bit of the message, plus a constant 2m elements
of Zq regardless of the message length. The ciphertext size is thus (N + 2m)
elements of Zq.

7 Extensions: HIBE and Adaptively-Secure IBE

In the full version of the paper [1] we show two extensions of the basic IBE
construction from Section 6.2.

Adaptively secure IBE. Recall that Waters [31] showed how to convert the
selectively-secure IBE in [6] to an adaptively secure IBE. We show that a sim-
ilar technique, also used in Boyen [10], can convert our basic IBE construction
to an adaptively secure IBE. We treat an identity id as a sequence of � bits
id = (b1, . . . , b�) in {1,−1}�. Then during encryption we use the matrix

Fid :=
(
A0 | C +

�∑
i=1

biAi
) ∈ Zn×2m

q

where A0, A1, . . . , A�, C are matrices in the public parameters. The result is an
adaptively secure lattice IBE, simpler and with shorter ciphertexts than the
recent construction of Cash et al. [12].

Hierarchical IBE. We show how the basis delegation techniques from [12,24] can
convert the basic IBE construction to an HIBE. For an identity id = (id1, . . . , id�)
at depth � the matrix Fid used in encryption is defined as follows:

Fid :=
(
A0 | A1 +H(id1)B | . . . | A� +H(id�)B

) ∈ Zn×(�+1)m
q

where A0, A1, . . . , A�, B are matrices in the public parameters. We note that a
recent HIBE construction in [2] gives a lattice-based HIBE where the lattice
dimension does not grow with the identity’s depth in the hierarchy.
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8 Conclusion and Open Problems

We constructed an efficient identity-based encryption scheme and proven its
security in the standard model from the LWE assumption (which is itself implied
by worst-case lattice assumptions). In the full paper [1] we extend the basic
selective-ID secure scheme to provide full adaptive-ID security, and to support
a delegation mechanism to make it hierarchical.

It would be interesting to improve these constructions by adapting them to
ideal lattices [30]. Another open problem is to construct an adaptively secure
lattice-based IBE in the standard model where all the data is short (including
the public parameters).
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Abstract. In this paper, we propose a new double-piped mode of oper-
ation for multi-property-preserving domain extension of MACs (message
authentication codes), PRFs (pseudorandom functions) and PROs (pseu-
dorandom oracles). Our mode of operation performs twice as fast as the
original double-piped mode of operation of Lucks [15] while providing
comparable security. Our construction, which uses a class of polynomial-
based compression functions proposed by Stam [22, 23], makes a single
call to a 3n-bit to n-bit primitive at each iteration and uses a finaliza-
tion function f2 at the last iteration, producing an n-bit hash function
H [f1, f2] satisfying the following properties.

1. H [f1, f2] is unforgeable up to O(2n/n) query complexity as long as
f1 and f2 are unforgeable.

2. H [f1, f2] is pseudorandom up to O(2n/n) query complexity as long
as f1 is unforgeable and f2 is pseudorandom.

3. H [f1, f2] is indifferentiable from a random oracle up to O(22n/3)
query complexity as long as f1 and f2 are public random functions.

To our knowledge, our result constitutes the first time O(2n/n) unforge-
ability has been achieved using only an unforgeable primitive of n-bit
output length. (Yasuda showed unforgeability of O(25n/6) for Lucks’
construction assuming an unforgeable primitive, but the analysis is sub-
optimal; in the appendix, we show how Yasuda’s bound can be improved
to O(2n).)

In related work, we strengthen Stam’s collision resistance analysis of
polynomial-based compression functions (showing that unforgeability of
the primitive suffices) and discuss how to implement our mode by replac-
ing f1 with a 2n-bit key blockcipher in Davies-Meyer mode or by replacing
f1 with the cascade of two 2n-bit to n-bit compression functions.

1 Introduction

The Merkle-Damg̊ard transform has been the most popular method to build a
cryptographic hash function from a fixed-size compression function. A major
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advantage of this construction is that it preserves collision resistance with an
appropriate padding algorithm, allowing one to focus on the construction of se-
cure compression functions. However, Joux showed that if computing collisions
becomes somehow feasible for the underlying compression function, then the
hash function may fail worse than expected: for a hash function based on a
compression function of n-bit output, one can find a t-multicollision only with
O(2n/2 log t) complexity, which is much smaller than O(2(t−1)n/t) required for
an ideal random function. This observation led to several generic attacks such
as long-message second preimage attacks [13] and herding attacks [12]. Lucks
observed that these weaknesses can be mitigated by increasing the size of the
internal state and claimed that the internal state size should be seen as a security
parameter of its own right [15]. Since a secure compression function of a larger
output size might be harder to construct than the hash function itself, Lucks pro-
posed to use a “narrow” compression function in a double-piped mode. In a sub-
sequent paper [24], Yasuda rigorously analyzed the security of the double-piped
mode of operation as a multi-property-preserving domain extension. Specifically,
he showed that Lucks’ double-piped mode of operation preserves unforgeability
up to O(25n/6) query complexity, and indistinguishability and indifferentiability
both up to O(2n) query complexity. Moreover it was later noticed by several re-
searchers that Yasuda’s unforgeability bound could be increased to O(2n) with
a slightly modified proof. (See appendix B.)

As such Lucks’ construction turned out to provide nearly optimal security.
However, the fact that Lucks’ compression function uses two applications of a
(fairly strong) primitive remains a drawback. Stam [22, 23] recently proposed a
class of wide-pipe compression functions making a single call to an equal prim-
itive (we call these polynomial-based compression functions). In this paper we
analyze the security properties of double-piped modes using Stam’s polynomial-
based compression functions, focusing on MAC-preservation, PRF-preservation
and PRO-preservation. Except for PRO-preservation (where we only achieve
O(22n/3) security), our bounds are comparable to those found by Yasuda for
Lucks’ original construction (and even better for unforgeability, given the sub-
optimality of Yasuda’s bound in that case, though the “corrected” unforgeability
bound exceeds ours by a factor of n) even though our construction has twice the
rate.

Besides performance, a second concern that arises for Lucks’ double-pipe con-
struction is the rather strong primitive it assumes: a 3n-bit to n-bit function
(note that careful consideration is typically already given for the construction of
2n-bit to n-bit compression functions from smaller or more available primitives).
Here we also tackle this problem and show our double-piped polynomial-based
mode can be implemented with a blockcipher of 2n-bit key in Davies-Meyer
mode, in either the ideal-cipher model or the weaker “unpredictable cipher”
model (see Section 5) without significant loss of security. We also prove MAC-
preservation and PRF-preservation for a compression function obtained by re-
placing the 3n-bit to n-bit primitive with the cascade of two 2n-bit to n-bit
primitives. This latter result potentially opens the door to implementing the
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Fig. 1. The polynomial-based mode of operation for c = n

compression function with two calls to an n-bit key blockcipher in Davies-Meyer
mode (which would be the first time, to our knowledge, that a 3n-bit to 2n-bit
compression function using two calls to an n-bit key blockcipher is proved secure
nearly up to the birthday bound).

Construction and Results. To keep our construction comparably general to
Lucks’ [15] and Yasuda’s [24], we discuss a hash function obtained by iterating
a (2n + c)-bit to 2n-bit compression function φ[f1] where the primitive f1 used
by the compression function is a 2n + c-bit to n-bit compression function (the
“expected” setting of the parameters is c = n).

The compression function φ[f1] is illustrated in Fig. 1(a) for the case c = n of
a 3n-bit to 2n-bit compression function. Let u ∈ {0, 1}2n+c and let ud|| . . . ||u0
be the segmentation of u into n-bit blocks u0, . . ., ud−1 and a block ud of no
more than n bits (so d =

⌈2n+c
n

⌉− 1). Then φ[f1](u) is defined by

φ[f1](u) = x||y,
where

x = f1(u),
y = udx

d + ud−1x
d−1 + · · ·+ u1x+ u0,

with all field operations taking place in F2n (and ud being viewed as embedded
in {0, 1}n). We call φ[f1] a polynomial-based compression function. This design
is due to Stam [22,23].
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Given an independent compression function f2 : {0, 1}2n+c → {0, 1}n, we
define a hash function

H [f1, f2] : {0, 1}∗ −→ {0, 1}n

M �−→ f2 (0c||v) ,
where v = MD[φ[f1]](M), the Merkle-Damg̊ard iteration of φ[f1] on message
M (with the usual “strengthened” padding for M that appends the length of the
message—see Section 2 for details). The scheme is pictured for c= n in Figure 1(b).

We comment at this point that our mode of operation uses two distinct prim-
itives instead of a single primitive f1 as do Lucks and Yasuda. As such, our
construction explicitly follows the framework of An and Bellare [1] for proving
unforgeability whereas Yasuda adopts it implicitly: with some extra work, one
can use f1 = f2 because the f2-queries are (with very high likelihood) all in-
dependent from f1-queries, due to the presence of the 0c input segment. (This
technique for reducing key material was first used by Maurer and Sjödin [19].)
We opt for using two primitives because it simplifies the proofs and allows sepa-
ration of the security properties required by f1 and f2 (the security requirements
for f1 being often much less than those for f2).

The following points summarize our results on φ[f1] andH [f1, f2]. For this sum-
mary we say that fi is unforgeable to mean that a computationally bounded ad-
versary with oracle access to fi has low probability of predicting the output of fi
on an unqueried value when fi is sampled from a keyed function family (as low as
for a random function of the same range). The query complexity of an attack on
a variable input length (VIL) function is the number of queries to the underlying
primitive necessary to compute the answers to the adversary’s queries.

1. We prove that φ[f1] is collision resistant up to O(2n/n) queries to f1 as long
as f1 is unforgeable. This result also implies the collision resistance of φ[f1]
against an information-theoretic adversary if f1 is a random function. It also
implies H [f1, f2] is unforgeable up to O(2n/n) query complexity as long as
f1 and f2 are unforgeable, and that H [f1, f2] is weakly collision resistant up
to O(2n/n) query complexity as long as f1 is unforgeable and f2 is weakly
collision resistant.

2. We prove that H [f1, f2] is pseudorandom up to O(2n/n) query complexity
as long as f1 and f2 are pseudorandom. In the complexity-theoretic model,
we can weaken the assumption so that f1 is unforgeable.

3. We prove that φ[f1] is preimage aware1 up to O(22n/3) query complexity as
long as f1 is a public random function. By the results of [6], this implies
H [f1, f2] is indifferentiable from a random oracle up to O(22n/3) query com-
plexity as long as f1 and f2 are public random functions.

1 Preimage awareness is a security notion introduced by Dodis, Ristenpart and Shrimp-
ton [6]. The Merkle-Damg̊ard iteration of a preimage aware compression function com-
posed with a random function results in a construction that is indifferentiable from a
random oracle, up to the preimage awareness security of the compression function and
the maximum message length queried to the iterated construction.
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Fig. 2. Variants of the quadratic compression function

Refinements. As mentioned, we also investigate two variants of the 3n-to-2n
bit polynomial-based compression function (a.k.a. the “quadratic” compression
function) with a view towards concrete implementations of the mode. These al-
ternate constructions are shown in Figure 2. The first variant replaces f1 by a
blockcipher E of 2n-bit key in Davies-Meyer mode. We show this compression
function ψ[E] is collision resistant up to O(2n/n) queries as long as E is “un-
predictable”, a notion we discuss in Section 5. Similar corollaries follow on the
security of the hash function obtained by iterating ψ[E].

The second is obtained by replacing f1 with the cascade of two 2n-bit to
n-bit compression functions h1 and h2. We show this compression function, de-
noted τ [h1, h2], is collision resistant up to O(2n/n3) queries as long as h1 and
h2 are unforgeable. It follows that the hash function G[h1, h2, f2] obtained by
iterating τ [h1, h2] (defined like H [f1, f2] but substituting τ [h1, h2] for φ[f1]) has
unforgeability security up to O(2n/n3) query complexity when h1, h2 and f2 are
unforgeable, has collision security up to O(2n/n3) query complexity when h1,
h2 are unforgeable and f2 is collision resistant, and is indistinguishable from a
PRF up to O(2n/n3) query complexity when h1, h2 are unforgeable and f2 is
pseudorandom.

Related Work. All the compression functions discussed in this paper, includ-
ing the cascaded and blockcipher variants, were proposed by Stam [22,23]. In [23]
Stam proves the collision resistance of polynomial-based compression functions of
degrees two and three in the random function model, and also proves the collision
security of the quadratic blockcipher mode in the ideal cipher model. Here our con-
tribution is that we weaken the model by showing collision resistance is already
assured when f1 and E are unforgeable/unpredictable rather than random. (It is
this weakening of the model that allows us to prove MAC-preservation results for
the resulting hash functions.) Regarding the quadratic cascade compression func-
tion, Stam proves collision resistance for a special class of non-adaptive adversaries
assuming random primitives. Our analysis supports fully adaptive adversaries and
once again weakens the model to unforgeable primitives.

Lucks [16] recently proposed a double-pipe hash function iterating a 3n-bit to
2n-bit compression function which, like the quadratic blockcipher-based mode,
uses a single call to a blockcipher of 2n-bit key. However, by contrast to the
quadratic blockcipher compression function, Lucks’ compression function is nei-
ther collision resistant nor preimage resistant. As a consequence, collision and
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preimage security can only be proved in the iteration (higher security notions
like indifferentiability are unaddressed). On the other hand, for n = 128 Lucks
gives a better explicit collision security bound than we do for the quadratic
blockcipher compression function: 2122 versus 2119 queries, respectively.

This paper can be seen as an extension of Yasuda’s work [24] since our main
achievement is to double the rate of that construction while maintaining com-
parable MAC-preservation and PRF-preservation properties. However, from a
technical standpoint we owe most to Dodis and Steinberger [7], whose
“multicollision-to-forgery” (MTF) balls-in-bins games are used in nearly all
of our analyses (the sole exception being the preimage awareness bound for
polynomial-based compression functions). Indeed, the main “message” of this
paper may well be the versatility and power of MTF games.

2 Preliminaries

F2n denotes a finite field of order 2n. Throughout our work, we will identify F2n

and {0, 1}n, assuming a fixed mapping between the two sets. For u ∈ {0, 1}∗, |u|
is the length in bits of u. For two bitstrings u and v, u||v denotes the concatena-
tion of u and v. For a set U , we write u $← U to denote uniform sampling from
U and assignment to u.

Let M ∈ {0, 1}∗ and let c ≥ 1 be message block length (as c will denote
throughout the paper). Then pad(M) := M ||10b||〈l〉 where b is the least integer
such that |M ||10b| is a multiple of c and where l is the number of c-bit blocks
in M ||10b. (This representation is possible as long as l < 2c, but this is not a
restriction for most applications.) The main property of pad(·) is that it gives a
suffix-free encoding of messages.

The (strengthened) Merkle-Damg̊ard transform produces a VIL-function
MD[F ] : {0, 1}∗ → {0, 1}n from a FIL-function F : {0, 1}n+c → {0, 1}n. Given a
predetermined constant IV ∈ {0, 1}n, the function MD[F ] is defined as follows.

Function MD[F ](M)

z[0] ← IV
Break pad(M) into c-bit blocks, pad(M) = M [1]|| . . . ||M [l + 1]
for i← 1 to l + 1 do

z[i] ← F (z[i− 1]||M [i])
return z[l + 1]

3 Security Definitions

Unforgeability and Weak Collision Resistance. A function family is a
map f : {0, 1}κ × Dom(f) → {0, 1}n where Dom(f) ⊂ {0, 1}∗. The bitstrings in
{0, 1}κ are the keys of f and we write fk(M) for f(k,M) for k ∈ {0, 1}κ and
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M ∈ Dom(f). The function fk is called a member of f . The unforgeability of f
as a secure message authentication code (MAC) is estimated by the experiment
Expmac

A described in Figure 3(a). In the experiment, an adversary A has oracle
access to fk(·) and tries to produce a valid tag z for a new message M . Here we
call a message M “new” if it has not been queried to oracle fk(·). The forgery
advantage of A is defined by

Advmac
f (A) = Pr [Expmac

A = 1] . (1)

The probability is taken over the random choice of k and A’s coins (if any).
We define Advmac

f (t, q, μ) as the maximum of Advmac
f (A) over all adversaries A

making at most q queries whose total combined length is at most μ bits (including
the forgery produced by A) and of “running time” at most t. The “running
time” is defined to be the total running time of the experiment, including the
time required to compute the answers to A’s queries. We write Advmac

f (t, q) for
Advmac

f (t, q, μ) if f is a family of fixed input length functions, as in this case μ
is automatically determined by q.

The weak collision resistance (WCR) of f is estimated by the experiment
Expwcr

A described in Figure 3(b). In contrast to the definition of collision resis-
tance (in the dedicated-key setting) where A is provided key k, A is allowed only
oracle access to fk(·). Let

Advwcr
f (A) = Pr [Expwcr

A = 1] . (2)

Then the weak collision resistance of f , denoted Advwcr
f (t, q, μ), is defined to

be the maximum of Advwcr
f (A) over all adversaries A making at most q queries

whose total combined length is at most μ bits and of running time at most t.
When f is a family of fixed input length functions we likewise write Advwcr

f (t, q)
instead of Advwcr

f (t, q, μ).
Our security proof for unforgeability will follow the approach developed by

An and Bellare [1]. One of their results is that f2 ◦MD[f1] is a VIL-MAC if f1
is a FIL-WCR and f2 is a FIL-MAC. With a slight modification, we summarize
Lemma 4.2 and Lemma 4.3 in [1] as the following lemma.

Lemma 1. Let f1 : {0, 1}κ × {0, 1}n+c → {0, 1}n and f2 : {0, 1}κ′ × {0, 1}n →
{0, 1}m be function families. Then,

Advmac
f2◦MD[f1] (t, q̃, μ) ≤ Advmac

f2 (t, q̃) + Advwcr
f1

(
t,
⌊μ
c

⌋
+ 2q̃
)
.

Remark 1.
⌊
μ
c

⌋
+2q̃ is the maximum number of queries to f1 required to compute

MD[f1](xi) for x1, . . . , xq̃ such that |x1|+ . . . + |xq̃| ≤ μ.

Indifferentiability and Indistinguishability. In the indifferentiability frame-
work, a distinguisher is given two systems (F [P ],P) and (H,S[H]). Here P is
an ideal primitive used as a building block for the construction of F [P ]. An
ideal primitive H and a probabilistic Turing machine S[H] with oracle access
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Experiment Expmac
A

k
$← {0, 1}κ

(M, z) ← Afk(·)

if M is new and fk(M) = z then
output 1

else
output 0

(a) Quantification of unforgeability

Experiment Expwcr
A

k
$← {0, 1}κ

(M, M ′) ← Afk(·)

if fk(M) = fk(M ′) then
output 1

else
output 0

(b) Quantification of weak collision resis-
tance

Fig. 3. Experiments for quantification of unforgeability and weak collision resistance

to H have the same interfaces as F [P ] and P , respectively. The simulator S[H]
tries to emulate the ideal primitive P so that no distinguisher can tell apart
the two systems (H,S[H]) and (F [P ],P) with non-negligible probability, based
on their responses to queries that the distinguisher may send. We say that the
construction F [P ] is indifferentiable from H if the existence of such a simulator
is proved. The indifferentiability implies the absence of a generic attack against
F [P ] that regards P merely as a black-box. Now we give a formal definition of
indifferentiability in the information-theoretic model. For a more comprehensive
introduction of the indifferentiability framework, we refer to [3, 18].

Definition 1. A Turing machine F with oracle access to an ideal primitive P
is said to be (q, ε, t)-indifferentiable from an ideal primitive H if there exists a
simulator S of running time at most t with oracle access to H such that for any
distinguisher A making at most q queries, it holds that∣∣∣Pr

[
AF [P],P = 1

]
−Pr
[
AH,S[H] = 1

]∣∣∣ < ε.

If H is a public random function, then F [P ] is called a (q, ε, t)-pseudorandom
oracle (PRO).

If A is not allowed to make queries for the underlying primitive, we obtain the
definition of indistinguishability.

Definition 2. A Turing machine F with oracle access to an ideal primitive
P is said to be (q, ε)-indistinguishable from an ideal primitive H if for any
distinguisher A making at most q queries, it holds that∣∣∣Pr

[
AF [P] = 1

]
−Pr
[AH = 1

]∣∣∣ < ε.

If H is a public random function, then F [P ] is called a (q, ε)-pseudorandom
function (PRF).

Collision Resistance and Adaptive Preimage Resistance. First, we re-
view the definition of collision resistance in the information-theoretic model.
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Experiment Expcoll
A

AP updates Q
if ∃ u �= u′, z s.t. z = FQ(u) =
FQ(u′) then

output 1
else

output 0

(a) Quantification of collision resistance

Experiment Expadpr
A

AP updates Q and L
if ∃ u s.t. z = FQ(u) for some z ∈ L
then

output 1
else

output 0

(b) Quantification of adaptive preimage
resistance

Fig. 4. Experiments for quantification of collision resistance and adaptive preimage
resistance

Given a function F = F [P ] and an information-theoretic adversary A both with
oracle access to an ideal primitive P , the collision resistance of F against A is
estimated by the experiment Expcoll

A described in Figure 4(a). The experiment
records every query-response pair that A obtains by oracle queries into a query
history Q. We write z = FQ(u) ifQ contains all the query-response pairs required
to compute z = F (u). At the end of the experiment, A would like to find two
distinct evaluations yielding a collision. The collision-finding advantage of A is
defined to be

Advcoll
F (A) = Pr

[
Expcoll

A = 1
]
. (3)

The probability is taken over the random choice of P and A’s coins (if any). For
q > 0, we define Advcoll

F (q) as the maximum of Advcoll
F (A) over all adversaries

A making at most q queries.
In this section, we also present a new notion of security, called adaptive preim-

age resistance. This notion will be useful for the proof of preimage awareness.
Given a function F = F [P ] and an information-theoretic adversary A both with
oracle access to an ideal primitive P , the adaptive preimage resistance of F
against A is estimated by the experiment Expadpr

A described in Figure 4(b). At
any point during the experiment, the adversary A is allowed to choose a com-
mitment element z in the range of F such that the query history Q has not
determined any preimage of z. The experiment Expadpr

A records the element z
into a commitment list L. Queries and commitments are made in an arbitrar-
ily interleaved order. At the end of the experiment, A would like to succeed
in finding a preimage of some element in the commitment list. The adaptive
preimage-finding advantage of A is defined to be

Advadpr
F (A) = Pr

[
Expadpr

A = 1
]
. (4)

For qp, qe > 0, we define Advadpr
F (qp, qe) as the maximum of Advadpr

F (A) over all
adversaries A that make at most qp queries and at most qe commitments.

Preimage Awareness. The notion of preimage awareness was first introduced
by Dodis, Ristenpart and Shrimpton [6]. This notion is useful for the proof of
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indifferentiability of “NMAC” type constructions. Let F = F [P ] be a function
with oracle access to an ideal primitive P . In order to estimate the preimage
awareness of F , we use the experiment described in Figure 5. Here an adversary
A is provided two oracles P and Ex. The oracle P provides access to the ideal
primitive P and records a query history Q. Note that this oracle is implicitly
used in the experiments for collision resistance and adaptive preimage resistance.
The extraction oracle Ex provides an interface to an extractor E , which is a
deterministic algorithm that takes as input an element z in the range of F and
the query history Q, and returns either ⊥ or an element in the domain of F .
With respect to the extractor E , we define the advantage of A to be

Advpra
F (A, E) = Pr

[
Exppra

A,E = 1
]
. (5)

Let E∗ be an algorithm that on input (z,Q) returns an element u if there exists
u such that FQ(u) = z and ⊥ otherwise. Let

Advpra
F (A, E∗) = P1 + P2,

where P1 is the probability that u �= V[z] �= ⊥ and L[z] = 1 at the end of
the experiment and P2 is the probability that u �= V[z] = ⊥ and L[z] = 1
at the end of the experiment. Then A can be regarded as a collision-finding
adversary such that Advcoll

F (A) = P1. Furthermore, A can be transformed into
an adaptive preimage-finding adversary B such that Advadpr

F (B) = P2: B runs A
as a subroutine, asks the same primitive queries as A, and makes commitments
z if A makes a query for Ex(z) and Q has not determined any preimage of z. If
A makes at most qp primitive queries and qe extraction queries, then it follows
that P1 ≤ Advcoll

F (qp) and P2 ≤ Advadpr
F (qp, qe). We record this observation as

the following lemma.

Lemma 2. Let F = F [P ] be a function with oracle access to an ideal primitive
P. Then there exists an extractor E∗ such that for any adversary A it holds that

Advpra
F (A, E∗) ≤ Advcoll

F (qp) + Advadpr
F (qp, qe).

The main application of preimage awareness lies in the construction of pseu-
dorandom oracles. In the following lemma which is a combination of Theorem
4.1 and Theorem 4.2 in [6], unpad is an algorithm such that unpad(y) = x if
y = pad(x) is a valid output of pad and unpad(y) = ⊥ otherwise. For any algo-
rithm F , we write Time(F , l) for the maximum time required to compute F(x)
for any input x such that |x| ≤ l. If F is an algorithm with oracle access to an
ideal primitive P , then NQ(F, l) is the maximum number of queries to P required
to compute F (x) for any input x such that |x| ≤ l. Without any constraint on
the input length, we just write Time(F) and NQ(F ).

Lemma 3. Let F : {0, 1}n+c → {0, 1}n be a function with oracle access to an
ideal primitive P and let g : {0, 1}n → {0, 1}m and H : {0, 1}∗ → {0, 1}m be pub-
lic random functions for m ≤ n. For an arbitrary extractor E with respect to F ,
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Experiment Exp
pra
A,E

u ← AP,Ex

z ← F [P](u)
output 1 if u �= V[z] and L[z] = 1

Oracle P(x)

y ← P(x)
Q ← Q∪ {(x, y)}
return y

Oracle Ex(z)

L[z] ← 1
V[z] ← E(z,Q)
return V[z]

Fig. 5. Experiments for quantification of preimage awareness. Arrays L and V are
global, and respectively initialized empty and ⊥ everywhere.

there exists a simulator S such that for any distinguisher A making at most
(q0, q1, q2) queries to the three oracle interfaces associated with (H,P , g), there
exists an adversary B such that∣∣∣Pr

[
Ag◦MD[F [P]],(P,g) = 1

]
−Pr
[
AH,S[H] = 1

]∣∣∣ ≤ Advpra
F (B, E).

Let lmax be the length in bits of the longest query made by A
to its first oracle, and let L =

⌈
lmax+1

c + 1
⌉
. Then, simulator S

runs in time O (q1 + Lq2Time(E) + Lq2Time(unpad)). Adversary B runs in
time O (Time(A) + q0Time(MD[F ], lmax) + q1 + (L+ 1)q2), makes at most
LNQ(F )(q0+1)+q1 primitive queries, and makes at most Lq2 extraction queries.

4 Security of the Polynomial-Based Mode of Operation

For this section and the rest of the paper, φ[f1] and H [f1, f2] refer to the com-
pression function and hash function defined in Section 1. We use “log” to denote
the logarithm base 2. For simplicity of notation, we assume that log q is an
integer for the number of queries q.

4.1 Weak Collision Resistance and Unforgeability

We begin with the proof of weak collision resistance for φ[f1] such that f1 is
randomly chosen from a function family f .

Theorem 1. Let φ be a function family defined by f : {0, 1}κ × {0, 1}2n+c →
{0, 1}n. Then,

Advwcr
φ (t, q) ≤ 2qmax(d+ log q, d2d+2)Advmac

f

(
t+O(d2n2qd+2) + Timed, q

)
,

where d =
⌈ 2n+c

n

⌉ − 1 and Timed is the time required to solve a univariate
polynomial equation of degree d over F2n .

Remark 2. For a univariate polynomial of degree d over F2n , there is a deter-
ministic algorithm to find zeros using O(d3/2n) field operations (ignoring log
factors). See [8, 9].

In order to prove Theorem 1, we use a generalization of the multicollision-to-
forgery (MTF) balls-in-bins game first introduced in [7].
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MTF game. This game is played by two players A and B according to the
following rules. Parameters are integers q > 0 and m2 > m1 ≥ 0.

1. The game consists of q rounds.
2. At each round, A publicly places a set of balls into a set of bins such that

(a) balls placed at the same round go into distinct bins,
(b) the number of balls that are placed into bins already containing m1 balls

at the moment of placement is finite,
(c) some bin eventually contains more than m2 balls.

3. Before each round, B can secretly “pass” or “guess” a bin that will receive
a ball in the next round. B makes exactly one guess throughout the game.

4. If B makes a correct guess, then B wins. Otherwise, B loses.

Note there is no constraint on the total number of balls or bins.

Lemma 4. Irrespective of A’s strategy, there exists a strategy for B to win the
above game with probability at least 1/q·1/(cm1)1/(m2−m1), where cm1 is the num-
ber of balls that are placed into bins already containing m1 balls at the moment
of placement.

Proof. B’s strategy is simple, as follows:

1. Choose a round i ∈ {1, . . . , q} and a level j ∈ {m1 +1, . . . ,m2} uniformly at
random.

2. Before the i-th round of the game, guess a bin uniformly at random from all
bins containing at least j balls already.

Let cj be the total number of balls that are placed into bins that already have
at least j balls in them right before the round when the ball is placed. For a
given value of j, each ball placed into a bin with at least j balls in it already
gives B chance at least 1/(qcj−1) of winning since cj−1 is an upper bound for
the number of bins that have j balls in them at the end of the game. Therefore
B’s chance of winning is at least cj/(qcj−1) for a given value of j, and hence B’s
overall chance of winning is at least

1
m2 −m1

m2∑
j=m1+1

cj
qcj−1

=
1
q
ArithmeticMean

(
cm1+1

cm1

, . . . ,
cm2

cm2−1

)

≥ 1
q
GeometricMean

(
cm1+1

cm1

, . . . ,
cm2

cm2−1

)
≥ 1

q

(
1
cm1

)1/(m2−m1)

. 	


Note that Lemma 4 asserts nothing about B’s efficiency—in fact, if a huge number
of balls are thrown, it may be difficult to keep track of all bins that have received
at least j balls already (which is necessary for sampling uniformly among the bins).
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In our case, bins will often be curves defined by polynomials of degree ≤ d over
F2n and balls points in F2n×F2n , where a ball (x, y) goes into bin C if (x, y) ∈ C (a
ball is thus “cloned” into many different bins). In this setting, it becomes easier to
keep track of which bins have at least j balls in them when j ≥ d+1, as d+1 points
uniquely determine a polynomial of degree ≤ d. Thus for such a game it may be
helpful to set m1 = d, in order to keep the complexity of sampling under control.
(Dodis and Steinberger do not have games in which the number of bins containing
balls is so large that sampling for small values of j is an issue, and always use MTF
games with m1 = 0.) The value of m2 is then set large enough to make the term
(1/cm1)1/(m2−m1) small.

We typically upper bound cm1 by qM where M is an upper bound on the
total number of bins with at least m1 + 1 balls at the end of the game. Indeed,
because balls are thrown into distinct bins at each round, this definition of M
implies that at each round at most M balls are thrown into bins with m1 balls
in them already. We thus have the following corollary:

Corollary 1. If the number of bins that contain at least m1 + 1 balls at the end
of the MTF game is at most M , then B can win the MTF game with probability
at least 1/q · 1/(qM)1/(m2−m1).

We note that Corollary 1 is a bit wasteful, in the sense that it is possible to give
a better bound for B’s chance of success as a function of m1,m2 and M from the
relationshipM = cm1−cm1+1 and the fact that B’s chance of success is also lower
bounded by α

q(m2−m1) whereα = max
( cm1+1

cm1
, . . . ,

cm2
cm2−1

)
. However this gain leads

to a more complicated statement and is minor enough for us to ignore 2.

Proof (Theorem 1). Let A be a weak collision-finding adversary such that

Advwcr
φ (A) = Advwcr

φ (t, q) = ε.

We write u[i] = ud[i]|| · · · ||u0[i] for the i-query that A makes to f1(·) and
φ(u[i]) = (x[i], y[i]), where x[i] = f1(u[i]) and y[i] = ud[i]x[i]d + · · ·+ u1[i]x[i] +
u0[i]. The i-th query is associated with a curve

Ci = {(x, y) ∈ F2
2n : y = ud[i]xd + · · ·+ u1[i]x+ u0[i]}.

Let Γi = {1 ≤ j ≤ i : (x[j], y[j]) ∈ Ci} and let γ = maxi |Γi|. By assumption
that A succeeds to find a collision with probability ε, one of the following two
events occurs with probability at least ε/2.

Case 1: A finds a collision and γ ≤ d+log q. For this case, we can construct
a forger B1 for f1 as follows.

2 More precisely, we have M = cm1 − cm1+1 ≥ cm1(1 − α) or cm1 ≤ M/(1 − α). Then
B’s chance of success is at least 1

q
max
(

α
m2−m1

,
(

1−α
M

)1/(m2−m1)
)

where we know
0 < α ≤ 1.
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1. B1 chooses i ∈ {1, . . . , q} and s ∈ {1, . . . , d+ log q} uniformly at random.
2. B1 runs A as a subroutine and faithfully answers the queries made by A

until the (i− 1)-th query.
3. On the i-query u[i], B1 presents a forgery (u[i], x[js]) without making a query

to f1(·), where js is the s-th element of Γi. (If |Γi| < s, then B1 presents a
random value.)

Note that if there exists a collision (x[j], y[j]) = (x[i], y[i]) for j < i, then
(x[j], y[j]) ∈ Ci or equivalently j ∈ Γi. With this observation, we obtain

Advmac
f (B1) ≥ ε

2q(d+ log q)
. (6)

Case 2: A produces γ > d + log q. This is the case where we construct a
forger B2 for f1 using the MTF game: The bins are (d+ 1)-tuples (ud, . . . , u0) ∈
F
d+1
2n (regarded as a curve in the plane F2

2n) and the balls are points (x, y) ∈ F2
2n .

A query f1(ud|| · · · ||u0) results in a new ball (x, y) = (f1(ud|| · · · ||u0), udxd+· · ·+
u1x+u0) being placed into all bins (vd, . . . , v0) such that vdxd+· · ·+v1x+v0 = y,
namely all bins giving the coefficients of a polynomial curve fitting the point
(x, y), except the bin (ud, . . . , u0) itself. Thus one ball is replicated in 2dn − 1
different bins. We assume that the i-th query u[i] is known to B2 before the i-th
round of the game. Then, when B2 correctly guesses a bin (vd, . . . , v0) that will
receive the new ball (x[i], y[i]), B2 has a chance to forge f1 with probability 1/d
since the intersection of the curves associated with (ud, . . . , u0) and (vd, . . . , v0)
contains at most d elements. Here we assume the existence of an algorithm of
running time Timed to find zeros of a univariate polynomial of degree d. Let
m1 = d, m2 = d+ log q and M =

(
q
d+1

)
. Since d+ 1 points determine a unique

polynomial of degree d fitting the points, we can apply Corollary 1 to obtain a
forger B2 of success probability

Advmac
f (B2) ≥ ε

2
· 1
d
· 1
q

(
1
qM

)1/(m2−m1)

≥ ε

2
· 1
d
· 1
q

(
1

qd+2

)1/ log q

=
ε

dq2d+3 ,

(7)
and of running time O(d2n2qd+2) + Timed. From (6) and (7), it follows that

Advwcr
φ (t, q) ≤ 2qmax(d+ log q, d2d+2)Advmac

f

(
t+O(d2n2qd+2) + Timed, q

)
.

	

The following theorem is immediate from Lemma 1 and Theorem 1.

Theorem 2. Let H = H [f1, f2] be a function family where f1 and f2 are inde-
pendently chosen from two function families f1 and f2, respectively. Then for
q = 'μ/c(+ 2q̃,

Advmac
H (t, q̃, μ) ≤ ε,

where

ε=Advmac
f2 (t, q̃)+2qmax

(
d+log q, d2d+2)Advmac

f1

(
t+O(d2n2qd+2)+Timed, q

)
,
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and Timed is the time required to solve a univariate polynomial equation of degree
d over F2n . If f1 = f2 are chosen from the same function family f , then

Advmac
H∗ (t, q̃, μ) ≤ ε+ q2max{0,n−c}Advmac

f (t, q),

where ε is as above with f replacing f1 and f2.

In the single-key setting, we assume that IV1 �= 0n for two n-bit blocks IV1 and
IV2 such that IV = IV1||IV2. Then we can use the techniques employed in the
CS construction [19]. The term q2max{0,n−c}Advmac

f (t, q) comes from the case
where f1(M [i]) = 0min{n,c}||∗ for some message block M [i] during the Merkle-
Damg̊ard iteration.

4.2 Collision Resistance and Indistinguishability

Let Φn2n+c be the set of all functions from {0, 1}2n+c to {0, 1}n. Then Φn2n+c
can be regarded as a function family f∗ : {0, 1}κ × {0, 1}2n+c → {0, 1}n by
identifying Φn2n+c and {0, 1}κ for κ = n22n+c. The weak collision resistance
of φ defined by f∗ against a computationally unbounded adversary implies its
collision resistance in the information-theoretic model (due to the equivalence of
oracle access to either φ or f∗). Since

Advmac
f∗ (t, q) =

1
2n

for any q and t, the following theorem is immediate from Theorem 1.

Theorem 3. If f1 : {0, 1}2n+c → {0, 1}n is a random function, then

Advcoll
φ[f1] (q) ≤

max
(
d+ log q, d2d+2

)
q

2n−1 .

When we construct NMAC type pseudorandom oracles based on preimage aware
functions, adaptive preimage resistance is only needed for the case where a dis-
tinguisher makes a query to the finalization function. If there is no interface to
access the inner primitive, we do not need to worry about adaptive preimage
finding. The following lemma shows that any collision resistant function can be
combined with a random function producing a pseudorandom function. We give
the proof in Appendix A.

Lemma 5. Let F : {0, 1}∗ → {0, 1}n be a function with oracle access to an ideal
primitive P and let g : {0, 1}n → {0, 1}m and H : {0, 1}∗ → {0, 1}m be random
functions. Then the composite function g ◦ F is (q̃, ε)-indistinguishable from H,
where ε = Advcoll

F (q), q = NQ(F, lmax)q̃ and lmax is the length in bits of the
longest query made by a distinguisher.

Since the strengthened Merkle-Damg̊ard transform preserves collision resistance,
we obtain the following theorem.
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Theorem 4. If f1, f2 : {0, 1}2n+c → {0, 1}n are random functions, thenH [f1, f2]
is (q̃, ε)-indis-tinguishable from a random function H : {0, 1}∗ → {0, 1}n, where

ε =
max
(
d+ log q, d2d+2

)
q

2n−1 ,

and

q = NQ(MD[φ[f1]], lmax)q̃ =
⌈
lmax + 1

c
+ 1
⌉
q̃,

for the length in bits lmax of the longest query made by a distinguisher. In the
single-key setting, H [f1, f1] is (q̃, ε+ q

2c )-indistinguishable from H.

Lemma 5 holds with ε = Advwcr
F (t, q̃, lmaxq̃) when F is a keyed function fam-

ily (in the complexity-theoretic model). This implies that H [f1, f2] is pseudo-
random up to O(2n/n) query complexity as long as f1 is unforgeable and f2 is
pseudorandom.

4.3 Preimage Awareness and Indifferentiability

We begin with the proof of adaptive preimage resistance for φ[f1] where f1 is
a public random function. Let A be an “optimal” adaptive preimage-finding
adversary that makes at most qp queries and at most qe commitments. That
is, Advadpr

φ[f1](A) = Advadpr
φ[f1](qp, qe). During the experiment Expadpr

A , A makes
queries and commitments in an arbitrarily interleaved order based on a deter-
ministic strategy. Here we can assume that the strategy does not depend on the
responses of oracle f1(·) to queries that A sends since the probability distribution
of the response to a certain query is independent of the previous query-response
pairs (as long as A does not make a redundant query). Therefore, in order to
estimate Advadpr

φ[f1](A), we can use the following game.

1. A makes qp queries {C1, . . . , Cqp} and qe commitments L = {(x1, y1), . . .
, (xqe , yqe)} based on the optimal strategy. (Here each query is represented
by a curve in F2

2n as in the analysis of unforgeability.)
2. One point (x∗i , y

∗
i ) is chosen from each curve Ci uniformly at random.

3. If (x∗i , y
∗
i ) ∈ L for some i = 1, . . . , qe, then A wins. Otherwise, A loses.

The winning probability of A for the above game is equal to the adaptive
preimage-finding advantage of A. Let Γi = Ci ∩ L for i = 1, . . . , qp, and let

Δθ = {1 ≤ i ≤ qp : |Γi| ≥ θ},

for a parameter θ. Then for Δ ⊂ Δθ and δ = |Δ|, we have

qe ≥
∣∣∣∣∣⋃
i∈Δ

Γi

∣∣∣∣∣ ≥∑
i∈Δ

|Γi| −
∑
i�=j∈Δ

|Γi ∩ Γj | ≥ δθ −
(
δ

2

)
· d.
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Therefore we conclude that |Δθ∗ | < δ∗ for any (θ∗, δ∗) such that

δ∗θ∗ −
(
δ∗

2

)
· d > qe. (8)

This implies that the number of curves that intersect with L at ≥ θ∗ points is
less than δ∗. Thus the winning probability of A is upper-bounded by

Advadpr
φ[f1](A) ≤ δ∗

qe
2n

+ (qp − δ∗)
θ∗

2n
.

By Lemma 2 and Theorem 3, we obtain the following theorem.

Theorem 5. Let (θ∗, δ∗) satisfy inequality (8). Then for a random function f1,
there exists an extractor E∗ such that for any adversary A it holds that

Advpra
φ[f1]

(A, E∗) ≤ max
(
d+ log qp, d2d+2

)
qp

2n−1 + δ∗
qe
2n

+ (qp − δ∗)
θ∗

2n
.

We can use Lemma 3 and Theorem 5 with (θ∗, δ∗) = (dq1/2
e , q

1/2
e ) to obtain the

following theorem.

Theorem 6. Let f1, f2 : {0, 1}2n+c → {0, 1}n and H : {0, 1}∗ → {0, 1}n be
public random functions. Then there exists a simulator S such that for any dis-
tinguisher A making at most (q0, q1, q2) queries to the three oracle interfaces
associated with (H, f1, f2),∣∣∣Pr

[
AH[f1,f2],(f1,f2) = 1

]
−Pr
[
AH,S[H] = 1

]∣∣∣ ≤ ε,

where

ε =
max
(
d+ log (Lq0 + q1 + L) , d2d+2

)
2n−1

(Lq0 + q1 + L) +
L1/2q

1/2
2

2n
(dLq0 + dq1 + Lq2 + dL) ,

lmax is the length in bits of the longest query made by A to its first oracle and L =⌈
lmax+1

c + 1
⌉
. Simulator S runs in time O (q1 + Lq2Time(E∗)+Lq2Time(unpad)),

where E∗ is the obvious extractor used in Lemma 2. In the single-key setting, we
have ∣∣∣Pr

[
AH[f1,f1],f1 = 1

]
−Pr
[
AH,S′[H] = 1

]∣∣∣ ≤ ε+
Lq0
2c

,

where simulator S′ is obtained by a slight modification of S: On input x, S′

returns f2(x) if x = 0c||∗ for some ∗ ∈ {0, 1}2n and returns f1(x) otherwise, by
using the interfaces f1 and f2 of S.

Tightness of Indifferentiability. The preservation of indifferentiability is
guaranteed only up to O(22n/3) query complexity which is beyond the birth-
day bound but still far from optimal. This bound is dominated by the adaptive
preimage resistance, depending on a configuration that consists of q curves in
F2

2n and q points on the curves (assuming q = qp = qe). If there exists a subfield
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F′ of F2n such that |F′| = √
q, then we have a configuration that provides tight

adaptive preimage resistance: The set of points is F′ × F′ ⊂ F2
2n and the set of

curves consists of q polynomials of degree d with coefficients in F′. However, for
the case where F2n admits no proper subfield (e.g. with prime n), there remains a
question whether a similar construction exists or the bound can be qualitatively
improved. We pose this as an open problem.

5 The Quadratic Blockcipher-Based Compression
Function

In this section and the next, we discuss how to instantiate φ[f1] for c = n
(the “quadratic” polynomial mode) by replacing the 3n-bit to n-bit compression
function f1 with a smaller primitive. First, we discuss a concrete instantiation of
the quadratic compression function using a blockcipher with 2n-bit keys. Given
f1 : {0, 1}3n → {0, 1}n, the compression function φ[f1] : {0, 1}3n → {0, 1}2n is
defined by φ[f1](u2||u1||u0) = x||y, where x = f1(u2||u1||u0) and y = u2x

2 +
u1x + u0 ∈ F2n for u2, u1, u0 ∈ {0, 1}n. In the quadratic blockcipher-based
compression function, f1 is implemented using a blockcipher E : {0, 1}2n ×
{0, 1}n → {0, 1}n, E(k, x) = Ek(x) by letting f1(u2||u1||u0) = Eu2||u1(u0) + u0
as described in Figure 2(a). We write ψ[E] for the resulting compression function.
Thus ψ[E] : {0, 1}3n → {0, 1}n and ψ[E](u2||u1||u0) = x||y where

x = Eu2||u1(u0) + u0,

y = u2x
2 + u1x+ u0.

We can prove that ψ[E] provide similar security as the quadratic mode φ[f1]
when instantiated with an ideal cipher E, in terms of unforgeability, collision
resistance and pseudorandomness. In fact, our results do not actually necessitate
an ideal cipher E (which is a set of independent random permutations with one
permutation per key) but only an “unpredictable” blockcipher E. For the latter,
all that is assumed is that it is difficult for an adversary to fully predict the
output of an unqueried value. We call this the unpredictability of the blockcipher
(which is similar to the unforgeability of a keyed function family, except no
keys are involved) and we quantify it by the advantage Advunp

E (t, q) which is
the maximum over all adversaries A running in time t and making at most q
queries to E of the probability that A can output a tuple (u2||u1, v, w) such that
Eu2||u1(v) = w without making queries for Eu2||u1(v) or E−1

u2||u1
(w).

Implicitly Advunp
E (t, q) depends on a sampling procedure for E. In the ideal ci-

pher model, E is sampled uniformly at random among all n-bit blockciphers with
2n-bit keys.Here we allow any sampling procedure forE. Note thatAdvunp

E (t, q) ≤
1/(2n− q) if E is an ideal cipher, so we can always revert to that bound by assum-
ing an ideal cipher. Our use of unpredictable blockciphers is somewhat similar to
that of [7], with the significant difference that the blockciphers of [7] use fixed keys,
and that they are sampled by sampling the fixed keys. The unpredictability then
corresponds to the unforgeability of a keyed function family (which happens to be
a family of permutations).
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We show that the collision resistance of ψ[E] can be effectively bounded in
terms of Advunp

E (t, q). Let Advcoll
ψ[E](t, q) be the maximum probability that an

adversaryA of running time t with oracle access to E and E−1 outputs a collision
(M,M ′) for ψ[E] which it has verified (i.e. has made the queries necessary to
compute ψ[E](M) and ψ[E](M ′)). The following theorems are proved in the full
version.

Theorem 7. Let ψ[E] be the quadratic blockcipher-based compression function,
where E is sampled from the set of all n-bit blockciphers with 2n-bit keys accord-
ing to an arbitrary fixed distribution. Then,

Advcoll
ψ[E](t, q) ≤ 2q(log q + 3)Advunp

E (t +O(n2q4) + Time2, q).

Furthermore, let G = G[E, f2] = f2 ◦ MD [ψ[E]] be a function family where
f2 is chosen from a function family f : {0, 1}κ × {0, 1}2n → {0, 1}n. Then for
q = 'μ/c(+ 2q̃,

Advmac
G (t, q̃, μ) ≤ Advmac

f (t, q̃) + 2q(log q + 3)Advunp
E (t +O(n2q4) + Time2, q).

Remark 3. The term “Time2”, which represents the time necessary to select a
root of a quadratic polynomial over F2n , is mainly kept to facilitate comparison
with Theorem 1.

Theorem 8. Let E : {0, 1}2n × {0, 1}n → {0, 1}n be an ideal blockcipher and
let f2 : {0, 1}2n → {0, 1}n be a random functions. Then, Advcoll

ψ[E] (q) ≤ ε(q) for

ε(q) =
2q(log q + 3)

2n − q
,

and G[E, f2] = f2 ◦MD [ψ[E]] is (q̃, ε(q̄))-indistinguishable from a random func-
tion H : {0, 1}∗ → {0, 1}n, where

q̄ = NQ(MD[ψ[E]], lmax)q̃ =
⌈
lmax + 1

n
+ 1
⌉
q̃,

for the length in bits lmax of the longest query made by a distinguisher.

6 The Quadratic Cascade Compression Function

In this section, we discuss a concrete instantiation of the quadratic compression
function (polynomial-based compression function of degree d = 2) using the cas-
cade of two 2n → n functions. In the quadratic cascade compression function,
the compression function f1 is implemented by the cascade of two compres-
sion functions h1, h2 : {0, 1}2n × {0, 1}n → {0, 1}n by letting f1(u2||u1||u0) =
h2(h1(u2||u1)||u0) as described in Figure 2(b). We write τ [h1, h2] for the resulting
compression function. Thus τ [h1, h2] : {0, 1}3n → {0, 1}n and τ [h1, h2](u2||u1||
u0) = x||y, where

x = h2(h1(u2||u1)||u0),
y = u2x

2 + u1x+ u0.
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Now we have the following theorems. Due to lack of space, the proof will be given
in the full version of this paper. (The proof has similar—but slightly worse—
complexity as the security proof for SS-NMAC in [7]. It involves 13 different
cases for the forger, 8 of which use MTF games.)

Theorem 9. Let τ = τ [h1, h2] be a function family where h1 and h2 are inde-
pendently chosen from a function family h, respectively. Then,

Advwcr
τ (t, q) ≤ 26q log q (log q + 1)2 Advmac

h

(
t+O(n2q4 log4 q) + Time2, q

)
.

Furthermore, let G = G[h1, h2, f2] = f2 ◦ MD [τ [h1, h2]] be a function family
where f2 is chosen from a function family f . Then for q = 'μ/c(+ 2q̃,

Advmac
G (t, q̃, μ) ≤ Advmac

f (t, q̃) + 26q log q (log q + 1)
2
Advmac

h

(
t+O(n2q4 log4 q) + Time2, q

)
.

Theorem 10. If h1, h2, f2 : {0, 1}2n → {0, 1}n are random functions, then
Advcoll

τ [h1,h2] (q) ≤ ε(q) for

ε(q) =
26q log q (log q + 1)2

2n
,

and G[h1, h2, f2] = f2 ◦MD [τ [h1, h2]] is (q̃, ε(q̄))-indistinguishable from a ran-
dom function H : {0, 1}∗ → {0, 1}n, where

q̄ = NQ(MD[τ [h1, h2]], lmax)q̃ = 2
⌈
lmax + 1

n
+ 1
⌉
q̃,

for the length in bits lmax of the longest query made by a distinguisher.
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A The Proof of Lemma 5

Let G0 and G1 be games with a single interface, as defined in Figure 6. Assume
that a distinguisher A makes no redundant query. Then whenever A makes
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Games G0 Games G1

Interface H(v)

w ← F [Sample-P](v)
z ← Sample-g(v, w)
return z

Subroutine Sample-P(x)

return P(x)

Subroutine Sample-g(v, w)

g(v, w)
$
← {0, 1}m

if g(v′, w) was previously queried for v′ �= v then

bad ← true

g(v, w) ← g(v′, w)

return g(v, w)

Fig. 6. Games G0 and G1. G1 includes the boxed statement

a query to H(·) in game G0, it will receive an independent random value in
{0, 1}m. It means that the interfaceH(·) faithfully implements a random function
H : {0, 1}∗ → {0, 1}m in game G0. On the other hand, the interface H(·) in game
G1 faithfully implements g ◦ F [P ] : {0, 1}∗ → {0, 1}m for a random function
g : {0, 1}n → {0, 1}m since Sample-g(v, w) only depends on the value v. Flag
bad sets to true only when A makes a collision in F [P ]. Therefore, for any
distinguisher A that makes at most q̃ queries to H(·), we have∣∣∣Pr

[
Ag◦F [P] = 1

]
−Pr
[AH = 1

]∣∣∣ ≤ Pr
(AG1 sets bad

) ≤ Advcoll
F (q),

where q = NQ(F, lmax)q̃ and lmax is the length in bits of the longest query made
by a distinguisher.

B Improved Analysis of Lucks’ Double-Piped Mode of
Operation

We begin with the definition of Lucks’ double-piped mode of operation (with a
slight modification). First, two 2n + c→ n bit functions f1 and f2 are concate-
nated, yielding the following compression function.

F : {0, 1}2n+c −→ {0, 1}2n

u �−→ f1(u)||f2(u).

The pictorial description of F for c = n is shown in Figure 7. Given F = F [f1, f2]
and an independent compression function f3 : {0, 1}2n+c → {0, 1}n, the Lucks’
mode of operation defines a hash function

G[f1, f2, f3] : {0, 1}∗ −→ {0, 1}n

M �−→ f3(0c||v),
where v = MD[F ](M).
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Fig. 7. Lucks’ double-piped compression function

Now we prove the weak collision resistance of F = F [f1, f2] where f1 and f2
are independently chosen from a function family f .

Theorem 11. Let F be a function family defined by f : {0, 1}κ × {0, 1}2n+c →
{0, 1}n as described above. Then,

Advwcr
F (t, q) ≤

√
2qAdvmac

f (t, q) .

Proof. Let A be a weak collision-finding adversary such that

Advwcr
F (A) = Advwcr

F (t, q) = ε.

We write u[i] for the i-query that A makes to F and F (u[i]) = (x[i], y[i]), where
x[i] = f1(u[i]) and y[i] = f2(u[i]). Let

Γ =
{
(j, i) ∈ {1, . . . , q}2 : j < i and x[j] = x[i]

}
,

and let γ = |Γ | be the number of “upper half-collisions”. Here we fix an ordering
in Γ . By assumption that A succeeds to find a collision with probability ε, at
least one of the following two events happens with probability ≥ ε/2, where θ is
a parameter to be optimized later.

Case 1: A finds a collision and γ > θ. For this case, we can construct a
forger B1 for f1 as follows.

1. B1 chooses (j, i) ∈ {1, . . . , q}2 such that j < i uniformly at random.
2. B1 runs A as a subroutine and faithfully answers the queries made by A until

the (i−1)-th query. Here B1 simulates f2 by choosing a key for f2 uniformly
at random.

3. On the i-query u[i], B1 presents a forgery (u[i], y[j]) without making a query
to f1(·).

Since the probability that (j, i) ∈ Γ is θ/
(
q
2

)
, we have

Advmac
f (B1) ≥ εθ

2
(
q
2

) ≥ εθ

q2 . (9)

Case 2: A finds a collision and γ ≤ θ. For this case, we can construct a
forger B2 for f2 as follows.
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1. B2 chooses s ∈ {1, . . . , θ} uniformly at random.
2. B2 runs A as a subroutine: To each query made by A, B2 faithfully respond

by simulating f1 and making queries to f2(·).
3. B2 counts the number of collisions in f1. At the s-th collision (j, i) ∈ Γ , B2

stops without making a query to f2(·) and presents a forgery (u[i], y[j]).

If there exists a collision (x[j], y[j]) = (x[i], y[i]) for j < i, then obviously (j, i) ∈ Γ .
Therefore we have

Advmac
f (B2) ≥ ε

2θ
. (10)

From (9) and (10), it follows that

Advwcr
F (t, q) ≤ max

{
q2

θ
, 2θ
}

Advmac
f (t, q) .

By setting q2/θ = 2θ or θ = q/
√

2, we obtain

Advwcr
F (t, q) ≤

√
2qAdvmac

f (t, q) . 	


By Lemma 1 and Theorem 11, we obtain the following theorem.

Theorem 12. Let G = G[f1, f2, f3] be a function family such that f1, f2 and
f3 are independently chosen from a function family f . Then for q = 'μ/c(+ 2q̃,

Advmac
G (t, q̃, μ) ≤ Advmac

f (t, q̃) +
√

2qAdvmac
f (t, q) .

With a slight modification of the above argument, we can prove that the Lucks’
mode of operation using a single key also preserves unforgeability up to O(2n)
query complexity, improving the bound O(25n/6) proved by Yasuda [24].
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Abstract. At CRYPTO 2008 Stam [7] made the following conjecture: if an
m + s-bit to s-bit compression function F makes r calls to a primitive f of
n-bit input, then a collision for F can be obtained (with high probability) using
r2(nr−m)/(r+1) queries to f . For example, a 2n-bit to n-bit compression func-
tion making two calls to a random function of n-bit input cannot have collision
security exceeding 2n/3. We prove this conjecture up to a constant multiplicative
factor and under the condition m′ := (2m−n(r−1))/(r+1) ≥ log2(17). This
covers nearly all cases r = 1 of the conjecture and the aforementioned example
of a 2n-bit to n-bit compression function making two calls to a primitive of n-bit
input.

1 Introduction

A popular paradigm for security proofs in the field of hash function design is to assume
that some primitive used by the hash function, such as a blockcipher, is “ideal”, namely
perfectly random subject to the constraints of the type of primitive concerned, and then
to bound the chance of success of some adversary given oracle access to this primitive
in terms of the number of queries allowed to the adversary. In this “ideal primitive”
model (or IPM, as we will call it) adversaries are usually information-theoretic: their
only obstacle to achieving an attack is the randomness of the query responses.

Because the IPM considers information-theoretic adversaries certain limitations nat-
urally arise as to what kind of security can be achieved for a certain functionality using a
certain primitive a certain number of times. For example, consider the task of construct-
ing a 2n-bit to n-bit compression function F using a random n-bit to n-bit permutation
f as a primitive. There are 22n inputs to F but only 2n inputs to f . Thus each input to
f corresponds on average to 2n inputs to F , so with just two calls to f we can learn to
evaluate F on at least 2 ·2n inputs. But this is more than the number of outputs of F , so
a collision can be obtained with probability 1 in just two queries. (Note that determining
which two f -queries to make is no problem for an information-theoretic adversary, nor
is “finding the collision” among the 2 · 2n mapped values.) Thus it is not possible to de-
sign a compression function with these parameters that is collision resistant in the IPM.

In the same vein as the above argument, this paper pursues the task of determining the
limits of IPM security. Specifically, we tackle the following question: given m, n, r, s≥1,
what is the maximum collision security of a compression function F : {0, 1}m+s →
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{0, 1}s that makes r calls to an ideal primitive f of domain {0, 1}n? (The range of f
is not specified because it turns out to be immaterial1.) Here “collision security” means
the largest number of f -queries the best information-theoretic adversary can ask before
achieving probability 1

2 of obtaining a collision.
Since it costs at most r queries to evaluate any point in the domain, a birthday attack

implies that collision security cannot exceed q = 2
√

2r2s/2 queries (cf. Proposition 1
Section 5). However other attacks may be more constraining than birthday attacks. In
particular Stam [7] conjectured2 that

q = r�2(nr−m)/(r+1)�+ 1 (1)

queries should always suffice for finding a collision with probability at least 1
2 . This

bound becomes more constraining than the birthday attack when s/2>(nr−m)/(r+1).
This occurs for example when (m, n, r, s) = (n, n, 2, n), the case of a 2n-bit to n-bit
compression function making two calls to a primitive of n-bit input, for which Stam’s
bound forecasts a maximum collision resistance of 2n/3 whereas a birthday attack caps
the collision resistance at 2n/2. It is noteworthy that Stam’s bound is independent of s.
We explain later the intuition behind the exponent (nr −m)/(r + 1).

Stam’s conjecture is particularly appealing because it apparently constitutes the op-
timal upper bound on collision resistance for all cases for which it beats the birthday
bound, while the birthday bound can apparently be achieved in all other cases. In other
words, to the best of current understanding, it seems that the maximum collision resis-
tance of a compression function F : {0, 1}m+s → {0, 1}s making r calls to a random
function f of n-bit input in fact equals

min(r2s/2, r�2(nr−m)/(r+1)�)

up to possible lower order terms. This thesis is supported by a number of constructions
[4, 7, 6].

So far, however, Stam’s bound has not been proved for any case of interest (cases of
“non-interest” being those for which s/2 ≤ (nr − m)/(r + 1) or nr − m ≤ 0; see
Section 2). Here we try to remedy this situation. We show there is an absolute constant
C ≥ 1 such that if

m′ := (2m− n(r − 1))/(r + 1) ≥ 4.09 (2)

then

q = Cr�2(nr−m)/(r+1)� (3)

queries suffice in order to obtain a collision with probability at least 1
2 (see Corollary

3 in Section 5 for a tighter statement). In other words, we prove Stam’s conjecture up

1 Immaterial to proving our upper bound; better upper bounds on security should be provable if
f has sufficiently small range, see comments by Stam [7].

2 Stam’s wording is not quite as precise, as he omits the ceiling brackets, the ‘+1’ term, and the
fact that a collision can only be found with “sufficient” probability, but it is easy to see these
changes are necessary for correctness of the conjecture.
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to a constant multiplicative factor as long as (2) holds. To get a better handle on the
restriction (2) note that it reduces to m = m′ ≥ 4.09 for r = 1 and to 2

3m− 1
3n ≥ 4.09

for r = 2. For r = 2 setting m = n reduces the condition to n ≥ 12.27. Our result is
partly based on the observation that Stam’s conjecture reduces to the case r = 1 when
m′ ≥ 1; see Section 4 for details.

We emphasize that our result holds for arbitrary primitives f . That is, if f has range
{0, 1}b, then f may be sampled with any distribution from all functions of domain
{0, 1}n and range {0, 1}b. Thus our result covers not only perfectly random primitives
but also random permutations and ideal ciphers3. Moreover, in the case where r > 1,
F may call r distinct primitives (of potentially different distributions) rather than the
same primitive r times.

PROBLEM HISTORY. The first authors to consider the limits of IPM security in the
information-theoretic setting were Black, Cochran and Shrimpton [2], who showed that
any iterated hash function using a 2n-bit to n-bit compression function F making a
single call to one of r different ideal n-bit permutations would have (unacceptably low)
collision security of r(n + log(n)) queries. Rogaway and Steinberger [5] generalized
this result by showing that collisions could be found with probability 1 in 1.89s2n(1−α)

queries for any permutation-based hash function of rate α and output length s (the rate
being the number of n-bit message blocks processed per application of the n-bit primi-
tive). The latter result is somewhat noteworthy because it does not make any assumption
on the structure (iterated, etc) of the hash function, and does not even restrict the number
of different independent permutations used by the hash function—moreover the result
more generally holds (with the same proof) if the permutations are replaced by any
primitives of domain {0, 1}n.

Rogaway and Steinberger also considered the IPM security of compression func-
tions instantiated from n-bit random permutations (like above, their proofs in fact apply
for any primitive of domain {0, 1}n). They showed that with r(2n−m/r + 1) queries
an adversary could find a collision with probability 1 for any compression function
F : {0, 1}m+s → {0, 1}s that makes r calls to an n-bit permutation. They also noted
that, for compression functions F meeting a certain reasonable-looking heuristic as-
sumption dubbed “collision uniformity”, r2n−(m+ s

2 )/r queries suffice for finding a
collision with probability 1

2 . Stam [7] subsequently found examples of non-collision-
uniform compression functions having higher collision security than r2n−(m+ s

2 )/r and
posited that collision security could not exceed r�2(nr−m)/(r+1)� independently of any
heuristic assumption. This is the bound we discuss in this paper.

ON ‘OPTIMALITY’. Security upper bounds are useful as benchmarks for designers. In
this area, though, the situation isn’t so simple: when 2(nr−m)/(r+1) < 2s/2 (namely
when Stam’s bound becomes more constraining than the birthday attack upper bound)
then the only constructions which can achieve the best-possible collision security are
non-uniform constructions, implying a questionable non-random behavior. The “better”

3 A blockcipher of k-bit key and l-bit word is modeled as a primitive of l + k-bit input; note
the absence of inverse queries does typically not affect the task of proving upper bounds on
security, though if desired one may even emulate bidirectional blockcipher queries with an
extra bit of input specifying forward or inverse queries.
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construction may then be a uniform construction of lower collision security. On the
other hand, some non-collision-uniform constructions have been proposed, for example
the JHash compression function [9]. The non-uniformity of these compression functions
is usually belied by the fact that many collisions are obtained whenever a single collision
is obtained. (Uniformity is explained in more detail in Section 3.)

Regarding this issue, Stam has suggested that when (nr −m)/(r + 1) < s/2 one
should consider lowering the state size s until s/2 = (nr − m)/(r + 1), so that one
may (at least theoretically) achieve the optimum collision resistance with a uniform
construction, as opposed to achieving the same collision resistance with a non-uniform
construction or a lower collision resistance with a uniform construction. This makes
sense from the point of view of compression function design, though designers should
bear in mind the hash function obtained by iterating the compression function will prob-
ably be weakened by lowering the state size at the same time the compression function
is strengthened (the collision resistance of the hash function being typically higher than
that of the compression function); for example, while a uniform 2n-bit to n-bit com-
pression function F1 making two calls to an n-bit input random function f may have
only 2n/4 collision security against 2n/3 collision security for a uniform 5

3n-bit to 2
3n-

bit compression function F2 also making two calls to a random n-bit input function f ,
the iteration of F1 may have 2n/2 collision security4 whereas the iteration of F2 will be
“stuck” at 2n/3 collision security.

Finally, the usual caveats regarding the ideal primitive model apply to this paper: as
the IPM considers information-theoretic adversaries, our results do not imply security
upper bounds with respect to real-world, computationally bounded adversaries.

ORGANIZATION. In the next section we give some background of results of Rogaway
and Steinberger. Section 3 is an optional section giving some intuition about Stam’s
conjecture for r > 1. Section 4 examines the case r = 1 and how certain cases of
Stam’s conjecture with r > 1 reduce to the case r = 1. Section 5 contains the main
proof and the formal statement of our result, which is summarized by Corollary 3.
Appendix A discusses an alternate approach to our main result for the special case of
random primitives.

2 Basic Results

We first formalize the notion of a compression function F making r calls to a primitive
f . In fact we allow F to call potentially distinct primitives f1, . . . , fr in fixed order
mode, meaning fi is called before fj for i < j.

Let f1, . . . , fr be (not necessarily distinct) functions of domain {0, 1}n and range
{0, 1}b, where b is arbitrary. The compression function F : {0, 1}m+s → {0, 1}s is
defined by r functions g1, . . . , gr where gi : {0, 1}m+s×{0, 1}b(i−1) → {0, 1}n and a
function h : {0, 1}m+s × {0, 1}br → {0, 1}s. We then define F (v) = h(v, y1, . . . , yr)
where yj = fj(gj(v, y1, . . . , yj−1)) for j = 1 . . . r. We call the values y1, . . . , yr
“intermediate chaining variables”.

4 This is indeed conjectured for a number of two-call constructions, such as the Grøstl compres-
sion function [3].
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We say an adversary A with oracle access to f1, . . . , fr “knows the first k chaining
variables” for some input v ∈ {0, 1}m+s when A has made the queries f1(g1(v)) = y1,
f2(g2(v, y1)) = y2, . . . , fk(gk(v, y1, . . . , yk−1)) = yk, where 0 ≤ k ≤ r. We start
with the following basic observation of Rogaway and Steinberger [5]:

Lemma 1. Let F : {0, 1}m+s → {0, 1}s be a compression function calling primitives
f1, . . . , fr : {0, 1}n → {0, 1}b in fixed-order mode and let 0 ≤ k ≤ r. Then with at
most q queries to each of the functions f1, . . . , fk an adversary can learn the first k
chaining variables for at least

2m+s
( q

2n
)k

inputs.

Proof. We proceed by induction on k, with the result obviously holding for k = 0. Now
assume 1 ≤ k ≤ r. By the induction hypothesis, the adversary can make q queries to
each of f1, . . . , fk−1 so that it knows the first k − 1 chaining variables for at least

2m+s
( q

2n
)k−1

inputs. Let X be the set of these inputs, and for each z ∈ {0, 1}n let Xz be the set of
inputs v ∈ X such that gk(v, y1, . . . , yk−1) = z where y1, . . . , yk−1 are the first k − 1
chaining variables for v. Because {Xz : z ∈ {0, 1}n} are disjoint and have union X
there exist distinct values z1, . . . , zq ∈ {0, 1}n such that

∑q
i=1 |Xzi | ≥ q|X |/2n. By

querying fk(z1), . . . , fk(zq) the adversary thus learns the first k intermediate variables
for at least

q|X |/2n ≥ 2m+s
( q

2n
)k

inputs. 	

Rogaway and Steinberger originally stated this observation for primitives f1, . . . , fr :
{0, 1}n → {0, 1}n, but the output length of the fi’s does not in fact play any role.
Stam [7] subsequently generalized Lemma 1 to the case of compressing primitives fi :
{0, 1}n+c → {0, 1}n, but this generalization is equivalent to Lemma 1 for the same
reason (namely it can be obtained by substituting n + c for n and n for b, the latter with
no effect).

As a direct corollary of Lemma 1, we have the following:

Corollary 1. Let F : {0, 1}m+s → {0, 1}s be a compression function calling primi-
tives f1, . . . , fr : {0, 1}n → {0, 1}b in fixed-order mode. Then with q queries to each
fi, an adversary can learn to evaluate F on at least

2m+s
( q

2n
)r

inputs.

In particular, if

2m+s
( q

2n
)r

> 2s
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then an adversary can obtain a collision for F with probability 1 in rq queries. Solving
this inequality for q gives

q > 2n−m/r

so that
r(�2n−m/r�+ 1)

queries suffice to find a collision with probability 1 (when n−m/r = 0 one can improve
this bound to r + 1 queries). This proves Stam’s conjecture for the case nr −m ≤ 0.
(In fact (1) is one more query than needed when nr −m < 0.)

3 Intuition for Stam’s Bound: The Case r > 1

In this section we explain where Stam’s bound “comes from”. We assume r > 1; the
case r = 1, which has certain peculiarities, is discussed in the next section. Our account
of the intuition behind the conjecture gives a different viewpoint than Stam’s own, so
readers will find an additional perspective by consulting [7]. The rest of the paper does
not rely on this section’s discussion.

We keep the definitions of F , f1, . . . , fr as in Section 2. Let

Yield(q) = 2m+s
( q

2n
)r

.

Thus Yield(q) is a lower bound for the number of F -inputs an adversary can learn
to evaluate with q queries to each primitive fi (Corollary 1). However, Yield(q) may
badly underestimate this number of inputs. For example an adversary can always learn
to evaluate at least q inputs in q queries to each of the fi’s, whereas Yield(q) goes to
zero for large r as long as (say) q < 2n−1. A better (and in fact fairly accurate) lower
bound is

BYield(q) = max (q, Yield(q))

where ‘B’ is for ‘better’. Since

Yield(q) ≥ q ⇐⇒ 2m+s
( q

2n
)r
≥ q ⇐⇒ q ≥ 2(nr−m−s)/(r−1)

(where we use r > 1) we have more exactly that

BYield(q) =
{

q if q ≤ 2(nr−m−s)/(r−1),
Yield(q) if q ≥ 2(nr−m−s)/(r−1).

Notice5 that as long as q < 2(nr−m−s)/(r−1) one may increase m or s without affecting
BYield(q), whereas if q ≥ 2(nr−m−s)/(r−1) increasing 2m+s by a factor c increases

5 It is also instructive to note that the threshold q = 2(nr−m−s)/(r−1) occurs when the adversary
of Lemma 1 learns on average the value of exactly one input with each query it makes to fr .
Indeed,

2m+s
( q

2n

)r
= q ⇐⇒ 2m+s

( q

2n

)r−1

= 2n

meaning that with q = 2(nr−m−s)/(r−1) queries to f1, . . . , fr−1 the adversary will have 2n

“surviving inputs” for which it knows the first r−1 intermediate chaining values, or on average
one input for each point in the domain of fr .
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BYield(q) by that much; for example increasing s by 1, which doubles the size of the
range, also doubles the size of BYield(q).

Empirically, one might estimate that the chance of finding a collision for a given
value of q is lower bounded by

BYield2(q)/2s

since a birthday attack which learns t outputs in a range of size 2s has chance approxi-
mately t2/2s of yielding a collision. This is correct when BYield(q) = q, since then the
adversary can independently sample each input point for which it chooses to learn the
output, but when BYield(q) > q the inputs for which the adversary learns the output
are not independently sampled, and, hence, it is not clear the attack works (indeed it is
in fact easy to construct an artificial compression function F that will fool the deter-
ministic adversary of Lemma 1 in this regard). Roughly speaking, Rogaway and Stein-
berger [5] say that a compression function F is collision uniform if learning to evaluate
F on any t inputs gives chance ≈ t2/2s of obtaining a collision. Since a random F
has this property, they argue that so should most cryptographically good constructions
(i.e. constructions of interest). So far this thesis seems to bear out for all real-world
constructions with r > 1. The 1.5n-bit to n-bit JHash compression function (Fig. 1) is
a nice example of a non-collision-uniform compression function with r = 1: a single
query to the underlying permutation already allows the evaluation of t = 2n/2 inputs,
but one must actually make q = 2n/4 queries on average to the permutation before
finding a collision (at which point 2n/2 different collisions are found at once). One can
also note the JHash compression function is quite “non-random”, as 2n/2 input-output
pairs can be deduced from any single input-output pair.

f

Fig. 1. The JH compression function from {0, 1}1.5n to {0, 1}n. All wires carry n/2-bit values.

In any case, let us momentarily (and heuristically) assume that adversaries have
chance BYield2(q)/2s of obtaining a collision in q queries. If so, the collision resistance
of F will be (r times) the least q such that BYield(q) = 2s/2. If 2s/2 ≤ 2(nr−m−s)/(r−1)

this is 2s/2, otherwise it is the solution to

2m+s
( q

2n
)r

= 2s/2

which is q = 2(nr−m− s
2 )/r. Thus, noting HeuristicSec(m, n, r, s) this “heuristic maxi-

mum collision security”, we have

HeuristicSec(m, n, r, s) =
{

r2s/2 if 2s/2 ≤ 2(nr−m−s)/(r−1),
r2(nr−m− s

2 )/r if 2s/2 ≥ 2(nr−m−s)/(r−1).
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Now consider m, n, r as fixed and s as variable. Note that for sufficiently large s we will
be in the second case, 2s/2 ≥ 2(nr−m−s)/(r−1). Also note that if we increase s while
in the second case, HeuristicSec decreases6. However, as noted by Stam, increasing the
state size s should never decrease the best-possible collision security of a compression
function, as additional input bits can always be forwarded to the output as the identity
without affecting collision security. This shows that HeuristicSec is provably not the
correct maximum collision security for the range 2s/2 ≥ 2(nr−m−s)/(r−1).

This leaves us with the question of determining the “real” collision security when
2s/2 ≥ 2(nr−m−s)/(r−1). Still thinking of m, n, r as fixed and s as variable, Stam
conjectured that as s increases collision security simply “tops off” when 2s/2 reaches
2(nr−m−s)/(r−1) and remains constant afterwards. We have 2(nr−m−s)/(r−1) = 2s/2

when s = s0 = 2(nr − m)/(r + 1), meaning that collision security can never ex-
ceed r2(nr−m)/(r+1) according to this conjecture (or more precisely, since q must be
kept integer, that collision security can never exceed r�2(nr−m)/(r+1)�). Succinctly put,
while the heuristic attack gives an incorrect bound, it still manages to “freeze” collision
security at the point where the attack comes into effect.

Summarizing, Stam’s conjecture for r > 1 stipulates the “true maximum collision
security” TrueSec(m, n, r, s) is

TrueSec(m, n, r, s) =
{

r2s/2 if 2s/2 ≤ 2(nr−m−s)/(r−1)

r�2(nr−m)/(r+1)� if 2s/2 ≥ 2(nr−m−s)/(r−1)

= min(r2s/2, r�2(nr−m)/(r+1)�)

up to some small multiplicative constant. Since r2s/2 queries obviously do suffice for
finding a collision with probability 1

2 (up to said small multiplicative constant), the
problem reduces to showing that r�2(nr−m)/(r+1)� queries also always suffice.

4 Intuition for r = 1 and Reduction to r = 1

For r = 1 the conjectured maximum collision security is again

min(r2s/2, r�2(nr−m)/(r+1)�) = min(2s/2, �2(n−m)/2�)
but a separate explanation is required. Note that when r = 1 an adversary can learn to
evaluate F on at least 2m+s−nq inputs in q ≤ 2n queries to the (unique) primitive f1.
If m ≥ n this gives a 2-query attack, so we may assume m ≤ n. If n ≥ m + s then
2(n−m)/2 ≥ 2s/2 is more than the cost of a birthday attack, so we may also assume
n ≤ m + s.

We now argue the bound of 2(n−m)/2 queries “by example” for the case m ≤ n ≤
m + s by showing a construction collision secure up to that many queries. As each
input to f1 corresponds on average to 2m+s−n inputs from the domain {0, 1}m+s, it is
natural to write the domain as {0, 1}m+s−n × {0, 1}n, and to have g1(x||y) = y for

6 This can be seen as a consequence of the fact that BYield(q) is proportional to 2s when q ≥
2(nr−m−s)/(r−1), and that the chance of obtaining a collision is estimated as BYield2(q)/2s,
so that increasing s actually increases this ratio.
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any x ∈ {0, 1}m+s−n and y ∈ {0, 1}n (this at least “balances” g1 across the domain).
Since we do not want the adversary to obtain a collision from a single query f1(y), we
“reserve” m + s− n output bits for the portion of the domain which does not affect y;
namely we set F (x||y) = x||z where z is the truncation to s− (m + s− n) = n−m
bits of f1(y), where we can assume f1 has output length b ≥ n−m. To find a collision
the adversary only needs to find a collision in the last n−m bits of output (and can then
adjust the first m + s− n bits as it wants), leading to collision resistance of 2(n−m)/2.

Crucially to the results of this paper, certain cases r > 1 of the conjecture reduce to
the case r = 1. Assume r > 1. By Lemma 1, an adversary making q = 2(nr−m)/(r+1)

queries to each f1, . . . , fr−1 can learn the first r − 1 chaining variables for at least

2m+s
( q

2n
)r−1

= 2m+s(2(nr−m)/(r+1)−n)r−1

= 2m+s(2−(n+m)(r−1)/(r+1))
= 2s+(2m−n(r−1))/(r+1)

inputs to F . Let A be the set of these inputs. Consider the compression function F ′ :
A→ {0, 1}s defined by F ′(v) = F (v). Let m′ = (2m−n(r− 1))/(r + 1). If m′ ≥ 1
then we may view F ′ as a compression function from {0, 1}m′+s bits to {0, 1}s making
a single call to a primitive of n-bit input, namely fr (when m′ is non-integral we simply
mean that F ′ has domain of size at least 2m

′+s). According to the case r = 1 of Stam’s
conjecture, 2(n−m′)/2 queries to fr should suffice for finding a collision in F ′. However,

2(n−m′)/2 = 2(n− 2m−n(r−1)
r+1 )/2 = 2(nr−m)/(r+1) = q,

the number of queries allotted to f1, . . . , fr−1. Thus if Stam’s conjecture holds for
r = 1 and for non-integral m ≥ 1 (to allow non-integral m′) then it more generally
holds whenever (2m − n(r − 1))/(r + 1) ≥ 1. We make this idea more formal in the
next section.

5 Main Result

We first prove Stam’s conjecture for r = 1 and m ≥ log2(17) ≈ 4.09. The more
general result will follow as a corollary via the reduction outlined at the end of the
previous section.

Clearly the fact that the compression function F manipulates bit strings is unimpor-
tant: the determining factors are the size of the domain, the size of the range, and the
size of f ’s domain. We let the size of F ’s domain and range be MS and S, respectively,
where S is a positive integer and M ≥ 2. If MS is non-integral then our meaning is
that F has domain of size at least MS (so �MS� or more). The size of f ’s domain will
be N . Thus under our original notation, M = 2m, S = 2s and N = 2n. For r = 1, the
object is to show that≈ 2(n−m)/2 =

√
N/M queries to f suffice for finding a collision

in F .
Our collision attack ultimately reduces to a birthday attack. To make fully precise

what we mean by a “birthday attack” let B : DB → RB be any fixed function of
finite domain DB and finite range RB . Then performing a q-query birthday attack on B
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means evaluating B at q points of DB sampled uniformly without replacement, halting
when a collision is found. We use the following proposition due to Wiener [8] lower
bounding the probability of success of a birthday attack:

Proposition 1. (cf. [8] Theorem 7) Let B : DB → RB such that DB, RB are finite and
DB ≥ 2RB . Then a q-query birthday attack on B has chance at least 1 − 3e−2 > 0.5
of success when q ≥ 2

√
2RB + 1.

We can now state and prove our main technical result:

Theorem 1. Let S, N be positive integers and let M ≥ 17 be a real number such that
N/M ≥ 128. Let F be a compression function of domain of size at least MS and range
of size S making a single call to a primitive f of domain of size N . Then a collision can
be found for F with probability at least 0.5 in q = �4√8N/M� queries to f .

Proof. Let w = MS/2N and let b = �4S/w� = �8N/M�.
Let DF , RF denote the domain and range of F and let Df denote the domain of f .

For each x ∈ Df let Tx = {y ∈ DF : g1(y) = x} (namely Tx is the set of F -inputs
that can be evaluated once f is queried at x). Let W = {x ∈ Df : |Tx| ≥ w}. Note the
adversary can compute W .

For each x ∈ W the adversary divides Tx into sets T 1
x , . . . , T jxx such that each

w ≤ |T ix| < 2w for i = 1 . . . jx. Let U be the set of all these sets, namely U : {T ix :
x ∈ W, 1 ≤ i ≤ jx}. The adversary’s attack will consist in repeatedly choosing without
replacement a random element T ix from U uniformly among the elements of U that have
not yet been chosen and querying f at x if f has not yet been queried at that point, until
either q queries have been made or until no elements are left in U .

We lower bound the adversary’s chance of finding a collision with this attack. In fact,
we will only give the adversary credit if it finds a collision for inputs that belong to sets
that it chose from U , so we more precisely lower bound the probability of the latter
event happening.

Let U1 = {T ix ∈ U : |F (T ix)| = |T ix|} and let U2 = U\U1 = {T ix ∈ U : |F (T ix)| <
|T ix|}. Thus U is the disjoint union of U1 and U2. For T ix ∈ U1 consider the event
AT i

x
that b random elements of RF chosen uniformly with replacement do not intersect

F (T ix). Since |F (T ix)| = |T ix| ≥ w and |RF | = S, we have

Pr[AT i
x
] ≤
(
1− w

S

)b
≤ e−4 ≤ 0.02.

Thus there exists some set of b values {r1, . . . , rb} ⊆ RF such that at least 0.98 of the
sets in U1 contain one of the values r1, . . . , rb.

Let D′
F =
⋃
x∈W Tx. Since

∑
x/∈W |Tx| ≤ Nw we have |D′

F | ≥MS −Nw. Since
each element of U is a set of size at most 2w and since D′

F =
⋃
T i

x∈U T ix, we have

|U | ≥ |D
′
F |

2w
≥ MS −Nw

2w
=

1
2

(
MS

w
−N

)
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and so 0.98|U | ≥ 2b, since

0.98|U | ≥ 2b ⇐=
0.98
2

(
MS

w
−N

)
≥ 4S/w + 2

⇐⇒ 0.49N ≥ 8N/M + 2
⇐⇒ 0.49M ≥ 8 + 2M/N

⇐⇒ M(0.98− 4
N

) ≥ 16

⇐= M ≥ 17

using N ≥ 128M ≥ 128 · 17 for the last implication.
We say that a set T ix chosen by the adversary during its attack (as described above)

is “lost” if T ix ∈ U1 and T ix ∩ {r1, . . . , rb} = ∅. Since |U | ≥ 2b and q ≤ 4
√

b + 1, any
set chosen by the adversary has probability at most

0.02|U |
|U | − q

≤ 0.02(2b)
2b− 4

√
b− 1

=
0.04

2− 4/
√

b − 1/b

=
0.04

2− 4/32− 1/1024
≤ 0.0214

of being lost independently of the result of previous choices, using b ≥ 8N/M ≥ 1024.
By a multiplicative Chernoff bound, the probability that total number of non-lost sets is
less than 0.8(1− 0.0214)q = 0.8 · 0.9786q = 0.78288q is therefore at most

e−
0.9786q0.22

2 ≤ e−2.505

using q ≥ 4
√

8N/M ≥ 128. Thus with chance at least 1 − e−2.505 ≥ 0.918, the
adversary chooses at least 0.78288q ≥ 3

√
b non-lost sets.

The theorem follows by ascribing to each non-lost element of U1 an element
of {r1, . . . , rb} that it contains and to each element of U2 an arbitrary element of
{r1, . . . , rb}, and noting that the adversary wins if it ever chooses two (non-lost) ele-
ments of U that are ascribed the same element of {r1, . . . , rb}. (Indeed, if the adversary
ever chooses an element of U2, it finds a collision automatically.) Thus the adversary’s
attack becomes a birthday attack on a function of domain at least 0.98|U | ≥ 2b and
range b, in which the adversary queries at least 3

√
b ≥ 2

√
2b + 1 independent domain

points of the function with probability at least 0.918. By Proposition 1 the latter number
of queries is sufficient to find a collision with probability at least 1−3e−2 ≥ 0.5/0.918,
thus concluding the proof. 	

Corollary 2. Let S, N be positive integers and let M ≥ 17. Let F be a compression
function of domain of size at least MS and range of size S making a single call to a
primitive f of domain of size N . Then a collision can be found for F with probability
at least 0.5 in
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q =

⎧⎨⎩
2175 if N/17 < 128
128 if N/17 ≥ 128 and N/M < 128
�4√8N/M� if N/M ≥ 128

queries to f .

Proof. The last case is Theorem 1 and the first case is obvious since N < 17 · 128 =
2176 when N/17 < 128, and f has domain of size N . For the second case, it suffices
to observe that we can apply Theorem 1 to a restricted version F ′ of F , where F ′ is the
restriction of F to a domain D′

F ′ ⊆ DF , |D′
F ′ | = M ′S where M ′ = N/128 ≥ 17. In

the latter case, the cost of the Theorem 1 attack on F ′ is q = 4�√8N/M ′� = 128. 	

The next corollary is the paper’s main result:

Corollary 3. Let F : {0, 1}m+s → {0, 1}s be a compression function calling primi-
tives f1, . . . , fr : {0, 1}n → {0, 1}b in fixed-order mode. Then if m′ = (2m − n(r −
1))/(r + 1) ≥ log2(17), an adversary making

q = (r − 1)�2(nr−m)/(r+1)� +

⎧⎨⎩
2175 if 2n/17 < 128
128 if 2n/17 ≥ 128 and n − m′ < 7
�8√2 · 2(nr−m)/(r+1)� if n − m′ ≥ 7

queries to the fi’s can find a collision for F with probability > 0.5.

Proof. As shown at the end of section 4, an adversary making q0 = �2(nr−m)/(r+1)�
queries to each of the functions f1, . . . , fr−1 can learn the intermediate chaining values
y1, . . . , yr−1 for at least 2s+m

′
inputs. We then consider the restriction F ′ of F to those

inputs as a single-call compression function. F ′ has a domain of size MS and a range
of size S where S = 2s, M = 2m

′ ≥ 17, and uses a primitive of domain N =
2n. The result then follows from Corollary 2 by noting that

√
N/M = 2(n−m′)/2 =

2(nr−m)/(r+1). 	
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Appendix

A An Alternate Approach for Random Primitives

In this section we give an alternate proof of (a version of) Theorem 1 when the primitive
f = f1 of the compression function F is random, or more exactly when its outputs are
independently distributed from each other (though not necessarily uniformly distributed
across the range of f ). This alternate version implies corollaries similar to corollaries 2
and 3, which we do not list. We present this alternate proof partly because some may
find it more intuitive than the proof of Theorem 1 and partly because of the intrinsic
interest of a supporting lemma, whose content and proof technique are of independent
interest from the rest of the paper.

We start by stating this lemma, which we dub the ‘MECMAC’ lemma for ‘Many
Expected Collisions Means A Collision’.

Lemma 2 (MECMAC). Let S be a set and let c ≤ |S| be a positive integer. Let
X1, . . . , Xn be independent random variables whose values are subsets of S of size
at most c. Let X =

∑
i<j |Xi ∩Xj| and let μ = E[X ]. Then

Pr[X = 0] ≤ e−μ/4c + e−
√
μ/2c +

√
μ/2c e1− 3

28

√
μ/2c.

We do not believe the bound of Lemma 2 is sharp; we expect the optimal upper

bound for Pr[X = 0] to be closer to (1 +
√

2μ/c)e−
√

2μ/c, but we could not
achieve this bound with our current proof technique. Note Lemma 2 has a state-
ment of the form: “Let X1, . . . , Xn be independent random variables, and let μ =∑

i<j fij(Xi, Xj) where fij : Range(Xi) × Range(Xj) → [0, c]. Then if μ/c is
large, Pr[

∑
fij(Xi, Xj) = 0] is small”. However, this more general type of statement

is not true, as can be seen from easily-constructed counterexamples. Thus Lemma 2
crucially relies on structural properties of set intersections (and in particular on the fact
that if many sets intersect a single one, these are also likely to intersect each other).



610 J. Steinberger

Our alternate version of Theorem 1 for random primitives is the following:

Theorem 2. Let S, N be positive integers and let M ≥ 16 be a real number. Let F be a
compression function of domain of size at least MS and range of size S making a single
call to a primitive f of domain of size N whose outputs are independently distributed.
Let E ≥ 16 be such that q = 1 + E

√
N/M is an integer and let ψ = E/4. Then if

1+�log log N� < 3
8M a collision can be found for F with probability at least 1−g(ψ)

where
g(ψ) = e−ψ/4 + e−

√
ψ/2 +
√

ψ/2e1− 3
28

√
ψ/2

by using q queries to f .

Note: The constraint �log log N� < 3
8M does not correspond to any constraint in The-

orem 1. In practice N is around 2128, say, in which case �log log N� < 3
8M becomes

M > 64/3, which is not much more restrictive than M ≥ 16.

Proof of Theorem 2. Let DF , RF be the domain and range of F , and let g, h be the
deterministic functions such that F (v) = h(v, f(g(v))). Also let Df be the domain of
f . For each x ∈ Df let Tx ⊆ T be the set of inputs v ∈ DF such that g(v) = x. Thus
if the adversary makes the query f(x) it learns to evaluate F (v) for all v ∈ Tx.

For each x ∈ Df we let Xx = F (Tx). Note Xx is a random variable that depends
on f(x) and whose value is a subset of RF . Then {Xx : x ∈ Df} is an independent
set of random variables. Let Collx be the event that a collision occurs among the inputs
in Tx, namely that |Xx| < |F (Tx)|. If Pr[Collx] = 1 for some x the adversary can
simply query f(x), so we may assume Pr[Collx] < 1 for all x ∈ Df . (This poses the
question of how the adversary “knows” the existence of such an x; however since the
adversary is chosen after the parameters m, n, r, s and the distribution for f is fixed, the
value of x may be hardcoded. Similar remarks apply to further points in the proof.) Let
Xx = Xx|¬Collx be the modified random variable whose distribution is conditioned
on the event ¬Collx. Thus |Xx| = |F (Tx)| and {Xx : x ∈ Df} is an independent set
of random variables. We will exhibit a set Z ⊆ Df of size q such that

Pr[Xx ∩Xy = ∅ for all x, y ∈ Z, x �= y] ≤ g(ψ).

This will prove the theorem since the adversary can query f at all the points in Z , and
since the adversary obtains a collision anyway if Collx occurs for some x ∈ Z .

Define a sequence β0, β1, β2, . . . by

βk = E2k−1−1MS/N

for k ≥ 0. Note that βk+1 = β2
kEN/MS. Let Uk = {x ∈ Df : βk < |Tx| ≤ βk+1}

and let Σk =
∑
x∈Uk

|Tx| for all k ≥ 0.
Let t ≥ 0 be the least integer such that βt+1 ≥ S. Then

t ≤ �log(1 + log(N/M)/ log(E))�
≤ �log log N�

using M, E ≥ 16. Note we cannot have |Uk| > 0 for k > t, or else Pr[Collx] = 1 for
x ∈ Uk. If |Σk| ≤ 2S for all k ≥ 0 then because E− 1

2 ≤ 1
4 and 1+�log log N� < 3

8M ,
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|T | =
∑
x∈Df

|Tx|

≤ Nβ0 +
t∑

k=0

|Σk|

≤ Nβ0 + (t + 1)2S

≤ E− 1
2 MS + 2(1 + �log log N�)S

< S

(
1
4
M +

3
4
M

)
= MS

a contradiction. Thus there must exist a value k0 such that Σk0 ≥ 2S.
If |Uk0 | ≤ q then the adversary can query f at all points in Uk0 and obtain a collision

with probability 1, so we may assume |Uk0 | ≥ q. Now consider the following two
experiments:

(1) query f at all points in Uk0 , resulting in values of Xx for x ∈ Uk0 , then select q
distinct sets Xx1 , . . . , Xxq uniformly at random from {Xx : x ∈ Uk0}, and remove
the other sets

(2) query f at q distinct random points x1, . . . , xq in Uk0 , resulting in q known sets
Xx1 , . . . , Xxq

Clearly these two experiments have identical outcomes. For each experiment, let a “col-
lision” be a triple (i, j, t) with i < j such that t ∈ Xxi ∩ Xxj . We will show that in
experiment (1) the expected number of collisions is at least ψβk0+1 and hence that there
exists some set Z of q distinct values x1, . . . , xq ∈ Uk0 such that the expected number
of collisions among Xx1 , . . . , Xxq is at least ψβk0+1.

Let Σk0 = aS where a ≥ 2. After the first stage of experiment (1) it is easy to
see (even when a is not an integer) that there are at least a(a−1)

2 S ≥ a2S/4 collisions
among the sets {Xx : x ∈ Uk0}. When selecting q distinct sets at random from the set
of |Uk0 | sets, each collision remains selected with probability at least q(q−1)

|Uk0 |(|Uk0 |−1) ≥
(q − 1)2/|Uk0 |2, so by linearity of expectation the expected number of collisions in
experiment (1) is at least a2S(q − 1)2/4|Uk0 |2. Since |Uk0 |βk0 ≤ Σk0 = aS, we have
|Uk0 | ≤ aS/βk0 , so we have

a2S(q − 1)2

4|Uk0 |2
≥ a2S(q − 1)2

4a2S2/β2
k0

=
β2
k0

(q − 1)2

4S

=
β2
k0

E2N

4MS
= ψβk0+1

where we used βk+1 = β2
kEN/MS and ψ = E/4.

By the probabilistic argument outlined earlier, there therefore exist a set Z of
q distinct points x1, . . . , xq such that the expected number of collisions among
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Xx1 , . . . , Xxq is at least ψβk0+1. However by the definition of Uk0 we have |Xxi | ≤
βk0+1 for i = 1 . . . q, so, because Xx1 , . . . , Xxq are independent, Lemma 2 applied
with μ = ψβk0+1 and c = βk0+1 implies the probability of no collisions among them
is at most g(ψ), as desired. �
Proof of the MECMAC Lemma. Because the bound is void for μ ≤ 2c we can assume
μ ≥ 2c. For any partition C,D of [n] = {1, 2, . . . , n} let

XC,D = |{(i, j, s) : s ∈ Xi ∩Xj and (i, j) ∈ (C × D) ∪ (D × C)}|
and let μC,D = E[XC,D]. If C,D are selected at random by independently placing each
element of [n] in C or D with probability 1

2 then

E[μC,D] =
1
2
μ

since for each triplet (i, j, s) such that s ∈ Xi ∩ Xj and i �= j there is chance 1
2 that

(i, j) ∈ (C ×D)∪ (D×C). Therefore there must exist a partitionA, B of [n] such that
μA,B ≥ 1

2μ.
Let k= |A|, �= |B|. We rename X1, . . . , Xn as two lists A1, . . . , Ak and B1, . . . , B�

such that {A1, . . . , Ak} = {Xi : i ∈ A} and {B1, . . . , B�} = {Xj : j ∈ B}. For
1 ≤ i ≤ k let Yi = |{(j, s) : s ∈ Ai ∩Bj}| and let μi = E[Yi]. Then

k∑
i=1

μi = μA,B.

For all U ⊆ S let

βU =
�∑
j=1

E
[|Bj ∩ U |].

We have
μi =
∑
U⊆S

βU Pr[Ai = U ] = E[βAi ].

Let M =
√

μA,B/c ≥ √μ/2c ≥ 1. Assume first there is some s ∈ S such that
βs > M . Then letting αj = Pr[Bj = s] = E[|Bj ∩ {s}|] we have α1 + · · ·+ α� > M
and

Pr[X = 0] ≤
�∏

j=1

(1− αj) +
�∑
j=1

αj

�∏
h=1,h �=j

(1 − αh)

≤ e−α1−...−α� +
�∑
j=1

αje
αj−α1−...−α�

≤ e−M + e1−α1−...−α�

�∑
j=1

αj

≤ e−M + Me1−M

≤ e−
√
μ/2c +

√
μ/2c e1−

√
μ/2c
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where the last two inequalities use the fact that ye−y is a decreasing function of y for
y ≥ 1.

Now assume instead that βs ≤M for all s ∈ S. Since

βAi =
∑
s∈Ai

βs ≤Mc,

βAi is a nonnegative r.v. bounded by Mc of mean μi for 1 ≤ i ≤ k, so

Var(βAi) ≤ μi(Mc− μi)

for 1 ≤ i ≤ k and

k∑
i=1

Var(βAi) ≤
k∑
i=1

μi(Mc− μi)

≤Mc

k∑
i=1

μi

= c
1
2 μ

3
2
A,B.

Because βA1 , . . ., βAk
are independent and uniformly bounded by Mc, Bernstein’s

inequality (see notes at bottom) then implies

Pr
[ k∑
i=1

βAi ≤ μA,B/2
]
≤ exp
(
− (μA,B/2)2/2∑k

i=1 Var(βAi) + McμA,B/6

)

≤ exp
(
− μ2

A,B/8

c
1
2 μ

3
2
A,B + c

1
2 μ

3
2
A,B/6

)
≤ e−

3
28 (μA,B/c)

1
2

≤ e−
3
28

√
μ/c.

Let “Σ≥” be the event that
∑k
i=1 βAi ≥ μA,B/2 and let “A�=” be the event that

Ai ∩Aj = ∅ for i �= j. We have

Pr[X = 0] = Pr[X = 0 |Σ≥] Pr[Σ≥] + Pr[X = 0 | ¬Σ≥] Pr[¬Σ≥]
≤ Pr[X = 0 |Σ≥] + Pr[¬Σ≥]

≤ Pr[X = 0 |Σ≥] + e−
3
28

√
μ/c

and, since ¬A�= =⇒ X ≥ 1,

Pr[X = 0 |Σ≥] = Pr[X = 0 |Σ≥ ∧A�=] Pr[A�= |Σ≥] +
Pr[X = 0 |Σ≥ ∧ ¬A�=] Pr[¬A�= |Σ≥]

= Pr[X = 0 |Σ≥ ∧A�=] Pr[A�= |Σ≥]
≤ Pr[X = 0 |Σ≥ ∧A�=].
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Moreover

Pr[X = 0 |Σ≥ ∧A�=] ≤
�∏
j=1

Pr[Bj ∩ (A1 ∪ · · · ∪Ak) = ∅ |Σ≥ ∧A�=].

To upper bound the latter probability, fix any values of A1, . . . , Ak such that Σ≥ ∧A�=.
For 1 ≤ j ≤ � let B′

j be a new random variable that selects uniformly at random an
element from Bj . Then

�∏
j=1

Pr[Bj ∩ (A1 ∪ · · · ∪Ak) = ∅] ≤
�∏
j=1

Pr[B′
j /∈ A1 ∪ · · · ∪Ak]

=
�∏
j=1

(
1−

k∑
i=1

Pr[B′
j ∈ Ai]

)
≤ e−

∑ �
j=1
∑k

i=1 Pr[B′
j∈Ai]

= e−
∑ �

j=1
∑k

i=1 E[|B′
j∩Ai|]

≤ e−
∑k

i=1 βAi
/c

≤ e−μA,B/2c

≤ e−μ/4c

where A�= is used going to the second line and Σ≥ is used in the next-to-last inequality.
Thus

Pr[X = 0 |Σ≥ ∧A�=] ≤ e−μ/4c.

Combining these results we have

Pr[X = 0] ≤ e−μ/4c + e−
3
28

√
μ/c

if βs ≤M for all s ∈ S, and

Pr[X = 0] ≤ e−
√
μ/2c +

√
μ/2c e1−

√
μ/2c

if βs ≥M for some s ∈ S, so we can conclude that

Pr[X = 0] ≤ e−μ/4c + e−
√
μ/2c +

√
μ/2c e1− 3

28

√
μ/2c

in all cases. �

Bernstein’s Inequality

Let Z1, . . . , Zn be independent random variables of mean zero such that |Zi| ≤ M
almost surely for 1 ≤ i ≤ n. Bernstein’s inequality states that

Pr
[ n∑
i=1

Zi ≥ t

]
≤ exp
(
− t2/2∑n

i=1 E[Z2
i ] + Mt/3

)
.
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for all t > 0. Now let T1, . . . , Tn be independent random variables of nonzero mean
such that Ti ∈ [0, M ] almost surely, and let μ = E[T1 + · · · + Tn]. By Bernstein’s
inequality applied to Z1 = −(T1 − E[T1]), . . ., Zn = −(Tn − E[Tn]) (so |Zi| ≤ M
a.s.) we have

Pr
[ n∑
i=1

Ti ≤ μ/2
]

= Pr
[ n∑
i=1

(Ti − E[Ti]) ≤ −μ/2
]

= Pr
[ n∑
i=1

Zi ≥ μ/2
]

≤ exp
(
− (μ/2)2/2∑n

i=1 E[Z2
i ] + Mμ/6

)
= exp
(
− (μ/2)2/2∑n

i=1 Var(Ti) + Mμ/6

)
.

This is the form used in the proof of the MECMAC lemma.



Universal One-Way Hash Functions via
Inaccessible Entropy

Iftach Haitner1, Thomas Holenstein2, Omer Reingold3,�,
Salil Vadhan4,��, and Hoeteck Wee5,���

1 Microsoft Research, New England
iftach@microsoft.com

2 Department of Computer Science, ETH Zurich
thomas.holenstein@inf.ethz.ch

3 Microsoft Research, Silicon Valley and Weizmann Institute of Science
omreing@microsoft.com

4 School of Engineering & Applied Sci. and Center for Research on Computation & Society,
Harvard University

salil@seas.harvard.edu
5 Queens College, CUNY
hoeteck@cs.qc.cuny.edu

Abstract. This paper revisits the construction of Universal One-Way Hash
Functions (UOWHFs) from any one-way function due to Rompel (STOC 1990).
We give a simpler construction of UOWHFs, which also obtains better efficiency
and security. The construction exploits a strong connection to the recently
introduced notion of inaccessible entropy (Haitner et al. STOC 2009). With this
perspective, we observe that a small tweak of any one-way function f is already
a weak form of a UOWHF: Consider F (x, i) that outputs the i-bit long prefix of
f(x). If F were a UOWHF then given a random x and i it would be hard to come
up with x′ �= x such that F (x, i) = F (x′, i). While this may not be the case, we
show (rather easily) that it is hard to sample x′ with almost full entropy among
all the possible such values of x′. The rest of our construction simply amplifies
and exploits this basic property.

With this and other recent works, we have that the constructions of three
fundamental cryptographic primitives (Pseudorandom Generators, Statistically
Hiding Commitments and UOWHFs) out of one-way functions are to a large
extent unified. In particular, all three constructions rely on and manipulate
computational notions of entropy in similar ways. Pseudorandom Generators
rely on the well-established notion of pseudoentropy, whereas Statistically
Hiding Commitments and UOWHFs rely on the newer notion of inaccessible
entropy.

Keywords: computational complexity, cryptography, hashing, target collision-
resistance, one-way functions.

� Supported by US-Israel BSF grant 2006060.
�� Supported by NSF grant CNS-0831289 and US-Israel BSF grant 2006060.

��� Supported in part by PSC-CUNY Award #6014939 40.

H. Gilbert (Ed.): EUROCRYPT 2010, LNCS 6110, pp. 616–637, 2010.
c© International Association for Cryptologic Research 2010



Universal One-Way Hash Functions via Inaccessible Entropy 617

1 Introduction

Universal one-way hash functions (UOWHFs), as introduced by Naor and Yung [10],
are a weaker form of collision-resistant hash functions. The standard notion of collision
resistance requires that given a randomly chosen function f

R←F from the hash family,
it is infeasible to find any pair of distinct inputs x, x′ such that f(x) = f(x′). UOWHFs
only require target collision resistance, where the adversary must specify one of the
inputs x before seeing the description of the function f . Formally:

Definition 1. A family of functions Fk = {Fz : {0, 1}n(k) → {0, 1}m(k)}z∈{0,1}k is a
family of universal one-way hash functions (UOWHFs) if it satisfies:

1. Efficiency: Given z ∈ {0, 1}k and x ∈ {0, 1}n(k), Fz(x) can be evaluated in time
poly(n(k), k).

2. Shrinking: m(k) < n(k).
3. Target Collision Resistance: For every probabilistic polynomial-time adversary A,

the probability that A succeeds in the following game is negligible in k:
(a) Let (x, state)← A(1k) ∈ {0, 1}n(k) × {0, 1}∗.
(b) Choose z

R←{0, 1}k.
(c) Let x′ R← A(state, z) ∈ {0, 1}n(k).
(d) A succeeds if x �= x′ and Fz(x) = Fz(x′).

It turns out that this weaker security property suffices for many applications. The most
immediate application given in [10] is secure fingerprinting, whereby the pair (f, f(x))
can taken as a compact “fingerprint” of a large file x, such that it is infeasible for an
adversary, seeing the fingerprint, to change the file x to x′ without being detected.
More dramatically, Naor and Yung [10] also showed that UOWHFs can be used to
construct secure digital signature schemes, whereas all previous constructions (with
proofs of security in the standard model) were based on trapdoor functions (as might
have been expected to be necessary due to the public-key nature of signature schemes).
More recently, UOWHFs have been used in the Cramer–Shoup encryption scheme [3]
and in the construction of statistically hiding commitment schemes from one-way
functions [4, 5].

Naor and Yung [10] gave a simple and elegant construction of UOWHFs from
any one-way permutation. Subsequently, Rompel [11] gave a much more involved
construction to prove that UOWHFs can be constructed from an arbitrary one-way
function, thereby resolving the complexity of UOWHFs (as one-way functions are
the minimal complexity assumption for complexity-based cryptography, and are easily
implied by UOWHFs).1 While complications may be expected for constructions from
arbitrary one-way functions (due to their lack of structure), Rompel’s analysis also
feels quite ad hoc. In contrast, the construction of pseudorandom generators from one-
way functions of [7], while also somewhat complex, involves natural abstractions (e.g.,
pseudoentropy) that allow for modularity and measure for what is being achieved at
each stage of the construction.

In this paper, we give simpler constructions of UOWHFs from one-way functions,
based on (a variant of) the recently introduced notion of inaccessible entropy [5]. In
addition, one of the constructions obtains slightly better efficiency and security.

1 More details of Rompel’s proof are worked out, with some corrections, in [12, 9].



618 I. Haitner et al.

1.1 Inaccessible Entropy

For describing our construction, it will be cleaner to work with a variant of UOWHFs
where there is a single shrinking function F : {0, 1}n → {0, 1}m (for each setting of
the security parameter k) such that it is infeasible to find collisions with random inputs.
That is, an adversary A is given a uniformly random x

R← {0, 1}n, outputs an x′ such
that F (x′) = F (x), and succeeds if x′ �= x.2 Note that we can assume without loss of
generality that x′ = A(x) is always a preimage of F (x) (A has the option of outputting
x in case it does not find a different preimage); we refer to an algorithm A with this
property as an F -collision finder.

Our construction is based on an entropy-theoretic view of UOWHFs. The fact that
F is shrinking implies that there are many preimages x′ available to A. Indeed, if we
consider an (inefficient) adversary A(x) that outputs x′ R← F−1(F (x)) and let X be a
random variable uniformly distributed on {0, 1}n, then

H(A(X)|X) = H(X |F (X)) ≥ n−m,

where H(·|·) denotes conditional Shannon entropy. (See Section 2 for more definitional
details.) We refer to the quantity H(X |F (X)) as the real entropy of F−1.

On the other hand, the target collision resistance means that effectively only one of
the preimages is accessible to A. That is for every probabilistic polynomial-time F -
collision finder A, we have Pr[A(X) �= X ] = neg(n), which is equivalent to requiring
that:

H(A(X)|X) = neg(n)

for all probabilistic polynomial-time F -collision finders A. (If A can find a collision X ′

with nonnegligible probability, then it can achieve nonnnegligible conditional entropy
by outputting X ′ with probability 1/2 and outputting X with probability 1/2.) We refer
to the maximum of H(A(X)|X) over all efficient F -collision finders as the accessible
entropy of F−1. We stress that accessible entropy refers to an upper bound on a form
of computational entropy, in contrast to the Håstad et al.’s notion of pseudoentropy [7].

Thus, a natural weakening of the UOWHF property is to simply require a noticeable
gap between the real and accessible entropies of F−1. That is, for every probabilistic
polynomial-time F -collision finder A, we have H(A(X)|X) < H(X |F (X))−Δ, for
some noticeable Δ, which we refer to as the inaccessible entropy of F .

1.2 Our Constructions

Our constructions of UOWHFs have two parts. First, we show how to obtain a function
with noticeable inaccessible entropy from any one-way function. Second, we show how
to build a UOWHF from any function with inaccessible entropy.

OWFs ⇒ Inaccessible Entropy. Given a one-way function f : {0, 1}n → {0, 1}m,
we show that a random truncation of f has inaccessible entropy. Specifically, we define
F (x, i) to be the first i bits of f(x).

2 It is easy to convert any such function F into a standard UOWHF family by defining Fz(x) =
F (z + x).
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To see that this works, suppose for contradiction that F does not have noticeable
inaccessible entropy. That is, we have an efficient adversary A that on input (x, i)
can sample from the set S(x, i) = {x′ : f(x′)1...i = f(x)1...i} with almost-
maximal entropy, which is equivalent to sampling according to a distribution that is
statistically close to the uniform distribution on S(x, i). We can now use A to construct
an inverter Inv for f that works as follows on input y: choose x0

R← {0, 1}n, and then
for i = 1, . . . , n generate a random xi

R← A(xi−1, i − 1) subject to the constraint
that f(xi)1,··· ,i = y1,··· ,i. The latter step is feasible, since we are guaranteed that
f(xi)1,...,i−1 = y1,··· ,i−1 by the fact that A is an F -collision finder, and the expected
number of trials needed get agreement with yi is at most 2 (since yi ∈ {0, 1}, and y
and f(xi) are statistically close). It is not difficult to show that when run on a random
output Y of f , Inv produces an almost-uniform preimage of Y . This contradicts the
one-wayness of f . Indeed, we only need f to be a distributional one-way function [8],
whereby it is infeasible to generate almost-uniform preimages under f .

Inaccessible Entropy ⇒ UOWHFs. Once we have a non-negligible amount
of inaccessible entropy, we can construct a UOWHF via a series of standard
transformations.

1. Repetition: By evaluating F on many inputs, we can increase the amount
of inaccessible entropy from 1/ poly(n) to poly(n). Specifically, we take
F t(x1, . . . , xt) = (F (x1), . . . , F (xt)) where t = poly(n). This transformation
also has the useful effect of converting the real entropy of F−1 to min-entropy.

2. Hashing Inputs: By hashing the input to F (namely taking F ′(x, g) =
(F (x), g(x)) for a universal hash function g), we can reduce both the real (min-
)entropy and the accessible entropy so that (F ′)−1 still has a significant amount of
real entropy, but has (weak) target collision resistance (on random inputs).

3. Hashing Outputs: By hashing the output to F (namely taking F ′(x, g) =
g(F (x))), we can reduce the output length of F to obtain a shrinking function
that still has (weak) target collision resistance.

There are two technicalities that occur in the above steps. First, hashing the inputs
only yields weak target collision resistance; this is due to the fact that accessible
Shannon entropy is an average-case measure and thus allows for the possibility that the
adversary can achieve high accessible entropy most of the time. Fortunately, this weak
form of target collision resistance can be amplified to full target collision resistance
using another application of repetition and hashing (similar to [1]).

Second, the hashing steps require having a fairly accurate estimate of the real
entropy. This can be handled similarly to [7, 11], by trying all (polynomially many)
possibilities and concatenating the resulting UOWHFs, at least one of which will be
target collision resistant.

A More Efficient Construction. We obtain a more efficient construction of UOWHFs
by hashing the output of the one-way function f before truncating. That is, we
define F (x, g, i) = (g, g(f(x))1···i). This function is in the spirit of the function that
Rompel [11] uses as a first step, but our function uses three-wise independent hash
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function instead of n-wise independent one, and enjoys a much simpler structure.3 Our
analysis of this function is significantly simpler than Rompel’s and can be viewed as
providing a clean abstraction of what it achieves (namely, inaccessible entropy) that
makes the subsequent transformation to a UOWHF much easier.

We obtain improved UOWHF parameters over our first construction for two reasons.
First, we obtain a larger amount of inaccessible entropy: (log n)/n bits instead of
roughly 1/n4 bits. Second, we obtain a bound on a stronger form of accessible entropy,
which enables us to get full target collision resistance when we hash the inputs, avoiding
the second amplification step.

This construction yields better parameters than Rompel’s original construction. A
one-way function of input length n yields a UOWHF with output length Õ(n7),
improving Rompel’s bound of Õ(n8). Additionally, we are able to reduce the key
length needed: Rompel’s original construction uses a key of length Õ(n12), whereas
our construction only needs a key of length Õ(n7). If we allow the construction to
utilize some nonuniform information (namely an estimate of the real entropy of F−1),
then we obtain output length Õ(n5), improving Rompel’s bound of Õ(n6). For the
key length, the improvement in this case is from Õ(n7) to Õ(n5). Of course, these
bounds are still far from practical, but they illustrate the utility of inaccessible entropy
in reasoning about UOWHFs, which may prove useful in future constructions (whether
based on one-way functions or other building blocks).

1.3 Perspective

The idea of inaccessible entropy was introduced in [5] for the purpose of constructing
statistically hiding commitment schemes from one-way functions and from zero-
knowledge proofs. There, the nature of statistically hiding commitments necessitated
more involved notions of inaccessible entropy than we present here — inaccessible
entropy was defined in [5] for interactive protocols and for “generators” that output
many blocks, where one considers adversaries that try to generate next-messages or
next-blocks of high entropy. In such a setting, it is necessary to have the adversary
privately “justify” that it is behaving consistently with the honest party, and to
appropriately discount the entropy in case the adversary outputs an invalid justification.

Here, we are able to work with a much simpler form of inaccessible entropy. The
simplicity comes from the noninteractive nature of UOWHFs (so we only need to
measure the entropy of a single string output by the adversary), and the fact that we
can assume without loss of generality that the adversary behaves consistently with the
honest party. Thus, the definitions here can serve as a gentler introduction to the concept
of inaccessible entropy. On the other hand, the many-round notions from [5] allow for
a useful “entropy equalization” transformation that avoids the need to try all possible
guesses for the entropy. We do not know an analogous transformation for constructing
UOWHFs. We also note that our simple construction of a function with inaccessible
entropy by randomly truncating a one-way function (and its analysis) is inspired by the
the construction of an “inaccessible entropy generator” from a one-way function in [5].

3 Rompel started with the function f ′(z, g1, g2) := (g2(f0(g1(z))), g1, g2), where g1 and g2

are n-wise independent hash-functions, and f0 is defined as f0(x, y, i) = (f(x), yn−i, 0i).
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Finally, with our constructions, the proof that one-way functions imply UOWHFs
now parallels those of pseudorandom generators [7, 6] and statistically hiding
commitments [4, 5], with UOWHFs and statistically hiding commitments using dual
notions of entropy (high real entropy, low accessible entropy) to pseudorandom
generators (low real entropy, high pseudoentropy).

2 Inaccessible Entropy for Inversion Problems

We will refer to several measures of entropy in this work (proofs are omitted due to
the lack of space). For a random variable X and x ∈ Supp(X), we define the sample-
entropy of x with respect to X to be the quantity

HX(x) := log(1/ Pr[X = x]).

Using this notion, we can define the Shannon entropy H(X) and min-entropy H∞(X)
as follows:

H(X) := E
x

R←X
[HX(x)] and H∞(X) := minx∈Supp(X) HX(x)

We will also discuss the max-entropy H0(X) := log(1/| Supp(X)|). It can be shown
that H∞(X) ≤ H(X) ≤ H0(X) with equality if and only if X is flat.

As discussed in the introduction, for a function F , we define the real entropy of F−1

to be the amount of entropy left in the input after revealing the output.

Definition 2. Let n be a security parameter, and F : {0, 1}n → {0, 1}m a function.
We say that F−1 has real Shannon entropy k if

H(X |F (X)) = k,

where X is uniformly distributed on {0, 1}n. We say that F−1 has real min-entropy at
least k if there is a negligible function ε = ε(n) such that

Pr
x

R←X

[
HX|F (X)(x|F (x)) ≥ k

] ≥ 1− ε(n).

We say that F−1 has real max-entropy at most k if there is a negligible function ε =
ε(n) such that

Pr
x

R←X

[
HX|F (X)(x|F (x)) ≤ k

] ≥ 1− ε(n).

Note that more concrete formulas for the entropies above are:

HX|F (X)(x|F (x)) = log |F−1(F (x))| and H(X |F (X)) = E
[
log |F−1(F (X))|] .

As our goal is to construct UOWHFs that are shrinking, achieving high real entropy
is a natural intermediate step. Indeed, the amount by which F shrinks is a lower bound
on the real entropy of F−1:

Proposition 1. If F : {0, 1}n → {0, 1}m, then the real Shannon entropy of F−1 is at
least n−m, and the real min-entropy of F−1 is at least n−m−s for any s = ω(log n).
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To motivate the definition of accessible entropy, we now present an alternative
formulation of real entropy in terms of the entropy that computationally unbounded
“collision-finding” adversaries can generate.

Definition 3. For a function F : {0, 1}n → {0, 1}m, an F -collision-finder is a
randomized algorithm A such that for every x ∈ {0, 1}n and coin tosses r for A,
we have A(x; r) ∈ F−1(F (x)).

Note that A is required to always produce an input x′ ∈ {0, 1}n such that F (x) =
F (x′). This is a reasonable constraint because A has the option of outputting x′ = x if
it does not find true collision. We consider A’s goal to be maximizing the entropy of its
output x′ = A(x), given a random input x. If we let A be computationally unbounded,
then the optimum turns out to equal exactly the real entropy:

Proposition 2. Let F : {0, 1}n → {0, 1}m. Then the real Shannon entropy of F−1

equals the maximum of H(A(X ; R)|X) over all (computationally unbounded) F -
collision finders A, where random variable X is uniformly distributed in {0, 1}n and
R is uniformly random coin tosses for A. That is,

H(X |F (X)) = max
A

H(A(X ; R)|X),

where the maximum is taken over all F -collision finders A.

The notion of accessible entropy simply restricts the above to efficient adversaries, e.g.
those that run in probabilistic polynomial time (PPT for short):

Definition 4. Let n be a security parameter and F : {0, 1}n → {0, 1}m a function. We
say that F−1 has accessible Shannon entropy at most k if for every PPT F -collision-
finder A, we have

H(A(X ; R)|X) ≤ k

for all sufficiently large n, where random variable X is uniformly distributed on {0, 1}n
and R is uniformly random coin tosses for A.

As usual, it is often useful to have an upper bound not only on Shannon entropy, but
on the max-entropy (up to some negligible statistical distance). Recall that a random
variable Z has max-entropy at most k iff the support of Z is contained in a set of size
2k. Thus, we require that A(X ; R) is contained in a set L(X) of size at most 2k, except
with negligible probability:

Definition 5. Let n be a security parameter and F : {0, 1}n → {0, 1}m a function.
For p = p(n) ∈ [0, 1], we say that F−1 has p-accessible max-entropy at most k if for
every PPT F -collision-finder A, there exists a family of sets {L(x)}x∈Supp(X) each of
size at most 2k such that x ∈ L(x) for all x ∈ Supp(X) and

Pr [A(X ; R) ∈ L(X)] ≥ 1− p

for all sufficiently large n, where random variable X is uniformly distributed on {0, 1}n
and R is uniformly random coin tosses for A. In addition, if p = ε(n) for some
negligible function ε(·), then we simply say that F−1 has accessible max-entropy at
most k.
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The reason that having an upper bound on accessible entropy is useful as an
intermediate step towards constructing UOWHFs is that accessible max-entropy 0 is
equivalent to target collision resistance (on random inputs):

Definition 6. Let F : {0, 1}n → {0, 1}m be a function. For q = q(n) ∈ [0, 1], we say
that F is q-collision-resistant on random inputs if for every PPT F -collision-finder A,

Pr[A(X ; R) = X ] ≥ q,

for all sufficiently large n, where random variable X is uniformly distributed on {0, 1}n
and R is uniformly random coin tosses for A. In addition, if q = 1 − ε(n) for some
negligible function ε(·), we say that F is collision-resistant on random inputs.

Lemma 1. Let n be a security parameter and F : {0, 1}n → {0, 1}m be a function.
Then, for any p = p(n) ∈ (0, 1), the following statements are equivalent:

(1) F−1 has p-accessible max-entropy 0.
(2) F is (1− p)-collision-resistant on random inputs.

In particular, F−1 has accessible max-entropy 0 iff F is collision-resistant on random
inputs.

While bounding p-accessible max-entropy with negligible p is our ultimate goal, one
of our constructions will work by first giving a bound on accessible Shannon entropy,
and then deducing a bound p-accessible max-entropy for a value of p < 1 using the
following lemma:

Lemma 2. Let n be a security parameter and F : {0, 1}n → {0, 1}m be a function. If
F−1 has accessible Shannon entropy at most k, then F−1 has p-accessible max-entropy
at most k/p + O(2−k/p) for any p = p(n) ∈ (0, 1).

Once we have a bound on p-accessible max-entropy for some p < 1, we need to apply
several transformations to obtain a function with a good bound on neg(n)-accessible
max-entropy.

Our second construction (which achieves better parameters), starts with a bound on a
different average-case form of accessible entropy, which is stronger than bounding the
accessible Shannon entropy. The benefit of this notion it that it can be converted more
efficiently to neg(n)-accessible max-entropy, by simply taking repetitions.

To motivate the definition, recall that a bound on accessible Shannon entropy means
that the sample entropy HA(X;R)|X(x′|x) is small on average over x

R← X and x′ R←
A(x; R). This sample entropy may depend on both the input x and the x′ output by the
adversary (which in turn may depend on its coin tosses). A stronger requirement is to
say that we have upper bounds k(x) on the sample entropy that depend only on x. The
following definition captures this idea, thinking of k(x) = log |L(x)|. (We work with
sets rather than sample entropy to avoid paying a log(1/ε) loss.)

Definition 7. Let n be a security parameter and F : {0, 1}n → {0, 1}m a function.
We say that F−1 has accessible average max-entropy at most k if for every PPT F -
collision-finder A, there exists a family of sets {L(x)}x∈Supp(X) and a negligible
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function ε = ε(n) such that x ∈ L(x) for all x ∈ Supp(X), E[log |L(X)|] ≤ k
and

Pr [A(X ; R) ∈ L(X)] ≥ 1− ε(n),

for all sufficiently large n, where random variable X is uniformly distributed on {0, 1}n
and R is uniformly random coin tosses for A.

We observe that bounding accessible average max-entropy is indeed stronger than
bounding accessible Shannon entropy:

Proposition 3. If F−1 has accessible average max-entropy at most k, then for every
constant c, F−1 has accessible Shannon entropy at most k + 1/nc.

3 Inaccessible Entropy from One-Way Functions

In Section 3.1 we show that any one-way function can be very slightly altered into a
function with inaccessible entropy. In Section 3.2 we show that an additional hashing
step implies a stronger form of inaccessible entropy (which we can then use for a more
efficient construction of UOWHF). Still, we find the more direct construction of Section
3.1 and its analysis to be striking in its simplicity.

3.1 A Direct Construction

Theorem 1 (Inaccessible Shannon entropy from one-way functions). Let
f : {0, 1}n �→ {0, 1}n be a one-way function and define F over {0, 1}n × [n]
as F (x, i) = f(x)1,...,i. Then F−1 has accessible Shannon entropy at most
H(Z|F (Z)) − 1/(29 · n4 · log2 n), where Z = (X, I) is uniformly distributed over
{0, 1}n × [n].4

Proof. Suppose on the contrary that there exists a PPT F -collision-finder A such that

H(Z|F (Z))−H(A(Z; R)|Z) < ε = 1/(29 · n4 · log2 n)

for infinitely many n’s, and R is uniformly distributed over the random coins of A.
Since I is determined by F (Z), and since Z also determines the second part of A’s
output (since A is an F -collision-finder), it follows that

H(X |F (Z))−H(A′(Z; R)|Z) < ε

where A′ is the algorithm that on input (z; r) outputs the first component of A(z; r)’s
output. In the following use A′ to construct an efficient algorithm that inverts f with
constant probability. We do so in two steps: 1. Constructing such an inverter under the
assumption that we have access to an (inefficient) oracle Sam Ideal defined shortly, and
2. Showing how to efficiently approximate Sam Ideal using A′.

4 We believe that the actual gap between the real and accessible entropy of F−1 is Ω(1/n2), or
possibly even Ω(1/n), and not Ω(1/n4) as stated. Since even the optimistic Ω(1/n) bound
does not yield as efficient overall construction as the one resulting from Section 3.2, we defer
a tighter analysis to the final version of the paper.
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Algorithm 1 (Sam Ideal)
Input: x ∈ {0, 1}n, i ∈ [n] and b ∈ {0, 1}.
Return a random x′ ∈ F−1(F (x, i − 1))1 such that f(x′)i = b (re-
turn an arbitrarily value if no such x′ exists), where F−1(F (x, j))1 =
{x′ ∈ {0, 1}n : F (x′, j) = F (x, j)}.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

That is, Sam Ideal outputs uniformly at random x′ such that f(x′)1,...,i =
(f(x)1,...,i−1, b). We define an algorithm Inv with access to an oracle Sam. When
Sam = Sam Ideal, it will be easy to argue that Inv inverts f with probability one.

Algorithm 2 (InvSam )
Input: y ∈ {0, 1}n.
Oracle: Sam.

For i = 1 to n do:
let xi = Sam(xi−1, i, yi) (where x0 is chosen arbitrarily)

Output xn.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

It is immediate that InvSam Ideal inverts f with probability one. We now turn
to showing that A′ can be used to efficiently approximate Sam Ideal. The resulting
algorithm Samδ will be sufficiently similar to Sam Ideal and as a result InvSamδ will
still invert f with high probability. A property of Inv that will come handy is that, on a
uniform value y = f(x), the first coordinate of each individual query that the inverter
InvSam Ideal makes (i.e., xi) is uniform in {0, 1}n (the queries are correlated of course).

Recall that the output of A′ has high Shannon entropy - almost as high as the uniform
distribution over its set of prescribed outputs. Claim 3.1 (which is rather standard),
shows that this also implies that the distribution of A′’s output is statistically close to
this uniform distribution.

Definition 8. For δ ∈ [0, 1] let Aδ be the family of efficient F -collision-finders with
the following guarantee: for every A′′ ∈ Aδ there exist infinitely many n’s such that
‖ (Z, A′′(Z; R))− (Z, F−1(F (Z))1) ‖≤ δ, where R is uniformly distributed over the
random-coins of A′′ and F−1(F (x, i))1 is uniformly distributed over F−1(F (x, i))1.

Showing that the output of A′ is statistically close to uniform can therefore be
formalized by showing the following claim:
Claim. A′ ∈ A√

ε.

Proof.

‖ (Z, F−1(F (Z))1)− (Z, A′(Z; R)) ‖ = E
z←Z

[‖F−1(F (z))1 −A′(z; R))‖]
≤ E

z←Z

[√
H(F−1(F (z))1)−H(A′(z; R))

]
≤
√

E
z←Z

[
H(F−1(F (z))1)−H(A′(z; R))

]
=
√

H(X |F (Z))−H(A′(Z; R))

≤ √ε,
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where the first inequality uses the fact that if W is a random variable whose support
is contained in a set S and U is the uniform distribution on S, then ‖U − W‖ ≤√

H(U)−H(W ). (See [2, Lemma 11.6.1].)

As we just shown that A′ ∈ A√
ε it is enough to show how to use an algorithm A′′ ∈ Aδ

to approximate Sam Ideal (with error which depends on δ). In order to keep notation
simple, we abuse notation and denote byAδ some A′′ ∈ Aδ . Fix δ ∈ [0, 1] and consider
the following efficient approximation of Sam Ideal:

Algorithm 3 (Samδ)
Input: x ∈ {0, 1}n, i ∈ [n] and b ∈ {0, 1}.
Oracle: Aδ .

Repeat 16n · log n times:

1. Let x′ = Aδ(x, i)
2. If f(x′)i = b, return x′.

Abort.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Let Invδ denote InvSamδ and Inv Ideal denote InvSam Ideal . We will show that the
output of Invδ (on a random value f(x)) is statistically close to that of Inv Ideal. As
Inv Ideal inverts f with probability one, we will conclude that Invδ inverts f with high
probability as well. To analyze the statistical distance between the outputs of the two
inverters, we consider hybrid inverters that use the ideal Sam Ideal in the first queries and
use Samδ in the rest of the queries: For i ∈ [n + 1] let Inv iδ be the variant of Inv that
uses Sam Ideal in the first i − 1 queries and Samδ for the rest of the queries. The next
claim will allow us to easily bound the difference between the output distribution of any
two neighboring hybrid inverters:

Claim. Let i ∈ [n] and let δi =
∥∥(X,Aδ(X, i; R))− (X, F−1(F (X, i))1)

∥∥, then
‖(X,Sam Ideal(X, i, f(X)i))− (X,Samδ(X, i, f(X)i))‖ ≤ 1/2n + 16 · n · log n · δi.
Proof. Samδ is imperfect for two reasons (which our analysis handles separately).
The first reason is that Samδ relies on the output of Aδ that returns an inverse that
is only close to uniform (rather than fully uniform). The error accumulated in each
query to Aδ is δi and there are only 16 · n · log n such queries, which altogether
contributes 16 ·n · logn · δi to the statistical distance bounded by the claim. The second
source of error is that after 16 · n · log n unsuccessful repetitions, Samδ aborts without
retrieving a correct inverse x′. As we now argue, such failure will only happen with
small probability (contributing 1

2n to the bound in the claim).
To separate our analysis of the two sources of error, we start by considering

the case that δi = 0. Note that in this case Aδ(x, i; R) = A0(x, i; R) is
identical to F−1(F (x, i))1. For x ∈ {0, 1}n, i ∈ [m] and b ∈ {0, 1}, let
α(x, i, b) := Pr

y
R←f(X)

[yi = b | y1,...,i−1 = f(x)1,...,i−1]. Note that for every i,

Pr[α(X, i, f(X)i)) < β] < β for every β > 0. We also note that Samδ(x, i, f(x)i)
aborts with probability at most (1− 1

4n )16n·logn < 1
4n in the case that α(x, i, f(x)i) ≥
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1
4n , and that in case it does not abort, (since we assume that δi = 0) it returns the same
distribution as Sam Ideal(x, i, b) does. Hence, for the case that δi = 0 we have that

‖(X,Sam Ideal(X, i, f(X)i))− (X,Samδ(X, i, f(X)i))‖
≤ Pr[α(X, i, f(X)i) <

1
4n

] + Pr[Samδ(X, i, f(X)i) aborts | α(X, i, f(X)i) ≥ 1
4n

]

<
1
4n

+
1
4n

≤ 1
2n

.

We now want to analyze the general case where δi may be larger than zero. The
statistical distance between the output distribution of Samδ(X, i, f(X)i) in the case
δi = 0 and in the general case is at most the maximal number of calls to Aδ made by
Samδ times ‖(X,Aδ(X, i))− (X,A0(X, i))‖, we therefore have that

‖(X,Sam Ideal(X, i, f(X)i)− (X,Samδ(X, i, f(X)i)))‖
≤ 1

2n
+ 16n · log n · ‖(X,Aδ(X, i)− (X,A0(X, i)‖

=
1
2n

+ 16n · log n · ∥∥(X,Aδ(X, i)− (X, F−1(F (X, i))1))
∥∥

=
1
2n

+ 16 · n · log n · δi.

Now note that the i’th query of Inv iδ(f(X)) (a query to Samδ) and the i’th query
of Inv i+1

δ (f(X)) (a query to Sam Ideal) are both distributed as (X, i, f(X)i). Therefore
Claim 3.1 yields that for every i ∈ [n],∥∥Inv i+1

δ (f(X))− Inv iδ
∥∥ ≤ 1

2n
+ 16 · n · log n · δi.

Hence,

Pr[Invδ(f(X)) ∈ f−1(f(X))]

≥ 1 −
n∑

i=1

∥∥∥Inv i+1
δ (f(X)) − Inv i

δ(f(X))
∥∥∥

≥ 1 −
n∑

i=1

1
2n

+ 16 · n · log n · ‖(X,Sam Ideal(X, i, f(X)i) − (X,Samδ(X, i, f(X)i)‖

≥ 1
2
− 16 · n2 · log n · δ.

Let Inv be the instantiation of Invδ obtained when we implement Samδ using
A′. Claim 3.1 yields that Pr[Inv(f(X)) ∈ f−1(f(X))] ≥ Pr[Inv√

ε(f(X)) ∈
f−1(f(X))] ≥ 1/2− 16 · n2 · log n · √ε > 1/4.
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3.2 A More Efficient Construction

The following theorem shows that a simplified variant of the first step of [11]
(which is also the first step of [9]) yields inaccessible entropy with much stronger
guarantees than those obtained in Section 3.1. The function we construct is F (x, g, i) =
(g(f(x))1,...,i, g), where g : {0, 1}n → {0, 1}n is a three-wise independent function.
Since the composition of g and f is still a one-way function then Theorem 1 already
implies that F−1 has inaccessible entropy. The benefits of the additional hashing step
are that 1. we get more inaccessible entropy (Θ̃(1/n) bits rather than Θ̃(1/n4) bits), and
2. we get a bound on accessible average max-entropy rather than accessible Shannon
entropy. These allow for a simpler and more efficient transformation of F into a
UOWHF.

Theorem 2 (Inaccessible average max-entropy from one-way functions). Let
f : {0, 1}n �→ {0, 1}n be a one-way function and let G = {g : {0, 1}n → {0, 1}n} be a
family of constructible,5three-wise independent hash functions. Define F with domain
Dom(F ) := {0, 1}n × G × [n] by

F (x, g, i) = (g(f(x))1,...,i, g).

Then, for every constant d, F−1 has accessible average max-entropy at most
H(Z|F (Z)) − (d log n)/n for every d > 0, where Z = (X, G, I) is uniformly
distributed over Dom(F ).

Proof. Let c be a sufficiently large constant (whose value we determine later, depending
on the constant d in the theorem statement) and define for every y ∈ {0, 1}n and i ∈ [n]:

L(y, i) =
{
y′ ∈ {0, 1}n : Hf(X)(y′) ≥ (i + c · log n) ∨ y′ = y

}
.

(Recall that the sample entropy is defined as Hf(X)(y) = log(1/ Pr[f(X) = y]) = n−
log

∣∣f−1(y)
∣∣ , so the “heavy” images, where f−1(y) is large, have low sample entropy.)

Namely, L(y, i) consists, in addition to y itself, of “i-light” images with respect to f .
We later show that the sets L′(x, g, i) = f−1(L(f(x), i)) × {(g, i)} satisfy the

properties required to show that the accessible max-entropy of F−1 is as stated in the
theorem.6 Towards this goal, we first show that the only accessible inputs of F come
from preimages of L(y, i).

Claim. For every PPT F -collision-finder A and every constant c > 0, it holds that

Pr[A1(X, G, I; R) /∈ f−1(L(f(X), I))] ≤ neg(n),

where (X, G, I) is uniformly distributed over Dom(F ), R is uniformly distributed over
the random coins of A, and A1 denotes the first component of A’s output.

5 G is constructible if given the description of a function g ∈ G and x ∈ {0, 1}n, g(x) can be
computed in time poly(n), and there is a probabilistic polynomial-time algorithm that given

x ∈ {0, 1}n, and y ∈ {0, 1}n, outputs a random g
R←G such that g(x) = y.

6 We are working with the set L, and not with L′, as it significantly simplifies notations. Note
that the sets L′ are independent of the adversary, even though the definition of accessible
average max-entropy allows the sets to depend on the adversary. Further, note that the sets L
are independent of G.
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Note that the above immediately yields that Pr[A(X, G, I; R) /∈ L′(X, G, I)] ≤
neg(n), since the other two output components of A are required to equal (g, i), due to
the fact that F (x, g, i) determines (g, i).

Proof. Suppose on the contrary that there exist an efficient F -collision-finder A,
c > 0 and a non-negligible function ε = ε(n) such that Pr[A1(X, G, I; R) /∈
f−1(L(f(X), I))] ≥ ε. Fix a triple (x, i, r) and let

εx,i,r = Pr[A1(x, G; r) /∈ f−1(L(f(x), i))].

Define A′(g) = A1(x, g; r). We will show how to use any such A′ to invert f with
probability at least εx,i,r/nc. By picking (x, i, r) at random, we will invert f with
probability at least Ex,i,r[εx,i,r/nc] = ε/nc, which contradicts the one-wayness of
f . Our inverter works as follows, on input y ∈ {0, 1}n.

Inv(y): choose g uniformly at random from G subject to the constraint g(y)1···i =
g(f(x))1···i,7 and output A′(g).

To analyze the success probability Inv , we first rewrite the success probability of A′

as follows:

εx,i,r ≤ Pr[A′(G) /∈ f−1(L(f(x), i))

=
∑

y/∈L(f(x),i)

Pr[A′(G) ∈ f−1(y)]

=
∑

y/∈L(f(x),i)

Pr[G(y)1···i = G(f(x))1···i]

·Pr[A′(G) ∈ f−1(y)|G(y)1···i = G(f(x))1···i]

= 2−i ·
∑

y/∈L(f(x),i)

Pr[A′(G) ∈ f−1(y)|G(y)1···i = G(f(x))1···i].

Above the second equality follows because A is an F -collision finder (so it is always the
case that x′ = A′(g) = A(x, g, i)1 has the property that g(f(x′))1···i = g(f(x))1···i),
and the third inequality follows by the two-wise independence of G (y /∈ L(f(x), i)
implies that y �= f(x)). Now, we can bound the success probability of Inv in finding a
preimage of Y = f(X) by:

Pr[Inv(Y ) ∈ f−1(Y )]

=
∑
y

Pr[Y = y] · Pr[A′(G) ∈ f−1(y)|G(y)1···i = f(x)1···i]

≥
∑

y/∈L(f(x),i)

Pr[Y = y] · Pr[A′(G) ∈ f−1(y)|G(y)1···i = f(x)1···i]

≥ 1
2i+c logn ·

∑
y/∈L(f(x),i)

Pr[A′(G) ∈ f−1(y)|G(y)1···i = f(x)1···i]

≥ εx,i,r/nc,

7 This can be done by first choosing z
R← {0, 1}n−i and then using the constructibility of G to

generate a random g such that g(y) = (g(f(x))1···i, z).



630 I. Haitner et al.

where the penultimate inequality holds because every y /∈ L(f(x), i) satisfies
Hf(X)(y) < (i + c · log n).

We have seen that sets f−1(L(y, i)) capture the accessible inputs of F ; now it remains
to show that the expected logarithm of their size is sufficiently smaller than the
real entropy H(Z|F (Z)) = E[log |F−1(F (Z))|] (again, this property immediately
propagates to L′).

Claim. For every constant c > 8, it holds that

E
[
log

∣∣f−1(L(f(X), I))
∣∣] ≤ E

[
log

∣∣F−1(F (Z))
∣∣]−Ω

(
c log n

n

)
,

where Z = (X, G, I) is uniformly distributed in Dom(F ).

Proof. We assume for simplicity that n is a power of 2 (otherwise, we “pad” f ) and that
c is a power of 2, and let c′ = c/2. For ease of notation, we will work in entropy units
of c′ log n. Namely, for i ∈ {0, · · · , m = n/(c′ log n)} and y ∈ {0, 1}n, let y{1},...,{i}
be the first i · c′ log n bits of y, define

Hf (y) :=
Hf(X)(y)
c′ log n

.

and let
qi = Pr[Hf (f(X)) ∈ [i, i + 1)].

Recall that (X, G, I) is uniformly distributed in Dom(F ). We define additional
random variables that categorize the “non trivial collisions” induced by F into two
separate categories:

Light := |{x′ ∈ {0, 1}n : f(x′) �= f(X) ∧G(f(x′)){1},...,{I} = G(f(X)){1},··· ,{I}
∧Hf (f(x′)) ≥ I + 2}|.

Namely, Light consists of the preimages that collide with f(X), different from f(X),
and “light” — have few preimages. Similarly, let

Heavy := |{x′ ∈ {0, 1}n : f(x′) �= f(X) ∧G(f(x′)){1},...,{I} = G(f(X)){1},··· ,{I}
∧Hf (f(x′)) < I + 2}|.

Namely, Heavy consists of the preimages that collide with f(X), different from f(X),
and “heavy” — have many preimages. Note that∣∣F−1(F (Z))

∣∣ = Light + Heavy + |f−1(f(X))|

(recall that the all elements F−1(F (x, g, i)) are of the form (x′, g, i)) and∣∣f−1(L(f(X), I))
∣∣ ≤ Light + |f−1(f(X))|.
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Thus, we have

E[log
∣∣F−1(F (Z))

∣∣]− E[log
∣∣f−1(L(f(X), I))

∣∣] (1)

≥ E
[
log

Light + Heavy + |f−1(f(X))|
Light + |f−1(f(X))|

]
We manipulate this as follows:

E
[
log

Light + Heavy + |f−1(f(X))|
|f−1(f(X))|+ Light

]
(2)

≥ E
[
log
(

1 +
Heavy

|f−1(f(X))|+ Light + Heavy

)]
≥ E
[

Heavy
|f−1(f(X))|+ Light + Heavy

]
,

where the last inequality uses the fact that log(1 + α) ≥ α for α ≤ 1. The proof
of Claim 3.2 easily follows from the next claim, which yields that with constant
probability, Heavy is a significant term in (|f−1(f(X))|+ Light + Heavy).

Claim. Let α ≥ 1, i ∈ {0, . . . , m− 1} and x ∈ {0, 1}n. Condition on I = i and
X = x, and define the following events (over the random variable G):

E1
i : (Light + Heavy) ≤ 3 · 2n−i·(c′ log n)

E2
i : Heavy ≥ (qi+1 − α ·

√
1/nc′) · 2n−i·c′ logn−1

Then Pr[E1
i ] ≥ 2/3, and Pr[E2

i ] ≥ 1− 4/α2.

Proof. For E1
i , we note that E[Light + Heavy] ≤ 2n−i·(c

′ logn) by two-universality of
G, and apply Markov’s Inequality.

For E2
i , let

S := {x′ ∈ {0, 1}n : f(x′) �= f(x) ∧Hf (f(x′)) ∈ [i + 1, i + 2)} .
Note that |S| ≥ (qi+1 − neg(n)) · 2n, where we subtract neg(n) for not taking into
account the preimages of f(x). For g ∈ G, let

Sg := {x′ ∈ {0, 1}n : f(x′) �= f(x) ∧Hf (f(x′)) ∈ [i + 1, i + 2)
∧ g(f(x′)){1},...,{i} = g(f(x)){1},··· ,{i}},

note that (conditioned on I = i and X = x) Heavy ≥ |SG|. We write
|Sg| =

∑
y∈f(S) 1g,y · |f−1(y)|, where 1g,y is the indicator for g(y){1},...,{i} =

g(f(x)){1},··· ,{i}. By the three-wise independence of G, the 1G,y’s are pairwise

independent Bernoulli random variables, each with expectation 2−i·c
′ logn. Thus,

E[|SG|] ≥ (qi+1−neg(n)) ·2n−i·c′ logn. Assuming that qi+1 > α ·√1/nc′ ≥√1/nc′

(as otherwise the claim about E2
i holds trivially), it follows that

E[|SG|] > qi+1 · 2n−i·c′ logn−1
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By the pairwise independence of 1G,y’s, we also have

Var[|SG|] =
∑

y∈f(S)

Var[1G,y · |f−1(y)|]

≤ 2−i·c
′ logn ·

∑
y∈f(S)

∣∣f−1(y)
∣∣2

≤ 2−i·c
′ logn · |S| · max

y∈f(S)
|f−1(y)| ≤ 2−i·c

′ logn · 2n · 2n−(i+1)·c′ logn

=
(

2√
nc′
· 2n−i·c′ logn−1

)2

,

and thus by Chebyshev inequality

Pr[E2
i ] ≥ Pr

[
|SG| ≥ (qi+1 − α ·

√
1/nc′) · 2n−i·c′ logn−1

]
≥ 1− Pr

[∣∣|SG| − E[|SG|]
∣∣ ≥ α

2
·
√

Var[|SG|]
]
≥ 1− 4

α2 .

Noting that Hf (f(X)) ≥ i means |f−1(f(X))| ≤ 2n−i·(c
′ logn), and applying

Claim 3.2 with α = 4, we have

E[log |F−1(F (Z))|] − E[log
∣∣f−1(L(Y, I))

∣∣]
≥ E
[

Heavy
|f−1(f(X))|+ Light + Heavy

]
≥ 1

m
·
m−1∑
i=0

Pr[Hf (f(X)) ≥ i] · Pr[E1
i ∧ E2

i | Hf (f(X)) ≥ i]

·
(
qi+1 − 4

nc′/2

)
· 2n−i·c′ logn−1

2n+2−i·(c′ logn)

≥ 1
m
·
m−1∑
i=0

(qi+1 + · · ·+ qm) ·
(

1− 1
3
− 1

4

)
·
(

qi+1 − 4/nc
′/2

8

)

≥ 1
48m

·
⎛⎝ ∑
j,i∈{0,...,m}

qi · qj
⎞⎠−O

(
m

nc′/2

)

≥ 1
48m

−O

(
m

nc′/2

)
,

where the first inequality is by Equation 2, and the third inequality holds since q0 = 0
for every one-way function, which implies that

∑
1≤i≤j≤m qi·qj =

∑
0≤i≤j≤m qi·qj ≥

1
2 ·
∑
j,i∈{0,...,m} qi · qj . Thus, Claim 3.2 holds with respect to any c = 2c′ ≥ 8.

By Claims 3.2 and 3.2 and the fact that F (x, g, i) determines g and i, the sets
L′(x, g, i) = f−1(L(f(x), i)) × {(g, i)} satisfy the properties required to show that
the accessible max-entropy of F−1 is at most H(Z|F (Z)) − Ω(c(log n)/n). Taking c
to be a sufficiently large constant times d, completes the proof.
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4 UOWHFs from Inaccessible Entropy

In this section we show how to construct a UOWHF from any efficiently computable
function with a noticeable gap between real Shannon entropy and either accessible
average max-entropy or accesssible Shannon entropy. Recall that the more efficient
construction from Section 3.2 satisfies the former, and the more direct construction
from Section 3.1 satisfies the latter. Combined with these constructions, we obtain two
new constructions of UOWHFs from any one-way function.

In both cases, we first transform the entropy gap into a noticeable gap between real
Shannon entropy and accessible max-entropy. We begin with the construction that starts
from a gap between real Shannon entropy and accessible average max-entropy because
the transformation involves fewer steps (and is also more efficient).

4.1 The More Efficient UOWHF

Starting with any one-way function f : {0, 1}n → {0, 1}n, the final UOWHF has
output length O(n7) and key length Õ(n7) (or O(n5) for both output and key lengths
for a non-uniform construction). Throughout, let s ∈ ω(log n) denote any super-
logarithmic function.

STEP 0 (basic construction): Let F0 denote the function from Section 3.2. That is, F0
is defined on domain {0, 1}n × G × [n] as F0(x, g, i) = (g(f(x))1,...,i, g), where
f : {0, 1}n �→ {0, 1}n is a one-way function and G is a family of constructible,
3-wise independent hash functions over {0, 1}n.

– F0 : {0, 1}�IN
0 → {0, 1}�OUT

0 where �IN
0 = �IN

0 (n) = O(n) and �OUT
0 = �OUT

0 (n) =
O(n).

– Let kREAL denote the real Shannon entropy of F−1
0 . Theorem 2 yields that the

accessible average max-entropy of F−1
0 is bounded by kREAL − Δ for Δ =

(log n)/n.

STEP 1 (gap amplification): Let F1 be the t-fold direct product of F0. That is,
F1(x1, . . . , xt) = (F0(x1), . . . , F0(xt)) where t ∈ O(n2s/Δ2). Specifically, we
require that

tkREAL − �IN
0 ·
√

st ≥ t · (kREAL −Δ/2) + �IN
0 ·
√

st + 3s.

This repetition increases both the real and accessible entropies of F1 by a factor
of t (comparing to F0). In addition, this repetition converts real Shannon entropy
to real min-entropy and accessible average max-entropy to accessible max-entropy
(up to additive terms that are sub-linear in t). More precisely:

– F1 : {0, 1}�IN
1 → {0, 1}�OUT

1 where �IN
1 (n) = t · �IN

0 = O(tn) and �OUT
1 (n) =

t · �OUT
0 = O(tn).

– F−1
1 has real min-entropy at least tkREAL − �OUT

0 · √st, which by our choice of
t is at least t · (kREAL −Δ/2) + �IN

0 ·
√

st + 3s.

– F−1
1 has accessible max-entropy at most t · (kREAL −Δ) + �IN

0 ·
√

st.



634 I. Haitner et al.

From the next step on, the construction is given an additional parameter k (a “good”
estimate of kREAL ) such that k ∈ [kREAL , kREAL + Δ/2]. This means that:

– F−1
1 has real min-entropy at least t · (k −Δ) + �OUT

0 · √st + 3s.

– F−1
1 has accessible max-entropy at most t · (k −Δ) + �OUT

0 · √st.
That is, there is a gap of 3s between real min-entropy and accessible max-entropy,
and moreover, we “know” where the gap is (given k).

STEP 2 (entropy reduction): Apply entropy reduction to F1 to obtain F2. That is,
F2(x, g) = (F1(x), g, g(x)), where g : {0, 1}�IN

1 → {0, 1}� is selected from a
family of 2-universal hash functions, where � = �(n, k) = t·(k−Δ)+�IN

0 ·
√

st+s =
O(tn). This additional hashing reduces the real min-entropy and accessible max-
entropy by � (up to an additive term of s). More precisely,

– F2 : {0, 1}�IN
2 → {0, 1}�OUT

2 where �IN
2 (n, k) = O(tn) and �OUT

2 (n, k) = O(tn).

– F−1
2 has real min-entropy at least s.

– F−1
2 has accessible max-entropy at most 0. Hence, F2 is collision-resistant on

random inputs (by Lemma 1).

STEP 3 (reducing the output length): First reduce the output length of F2 by hashing
the output to �IN

2 − log n bits. That is, F3(x, g) = (g, g(F3(x))) where g :
{0, 1}�OUT

2 → {0, 1}�IN
2 −logn is selected from a family of pairwise-independent hash

functions.
– F3 : {0, 1}�IN

3 → {0, 1}�OUT
3 where �IN

3 (n, k) = O(tn) and �OUT
3 (n, k) = �IN

3 −
log n.

– F3 remains collision-resistant on random inputs.
Next, transform F3 into a family {Fy} of target collision-resistant hash functions
via a random shift. That is, Fy(x) = F3(y + x).

– This yields a non-uniform construction {Fy} with input length and key length
�IN
3 (n, k) = O(tn) = O(n · n2s/Δ2) = O(n5), where the non-uniformity

corresponds to choice of the parameter k ∈ [kREAL , kREAL + Δ/2].

STEP 4 (removing non-uniformity): To remove the non-uniform advice k, we “try all
possibilities” from 0 to �IN

0 (n) in steps of size Δ/2, similar to the approach used in
[11] (see also [9, Section 3.6]) :

i. First, we construct m = �IN
0 (n) · 2/Δ families of functions {F i

y} for i =
1, 2, . . . , m, where {F i

y} is the family of functions obtained by instantiating
Steps 1 through 3 with the parameter k set to the value iΔ/2. This m families
of functions satisfy the following properties:

– Each of F 1
y , . . . , Fm

y is length-decreasing; in particular, F i
y has input

length �IN
3 (n, iΔ/2) and output length �IN

3 (n, iΔ/2) − log n. Note that
�IN
3 (n, iΔ/2) ≤ �IN

3 (n, �IN
0 (n)) for all i because �(n, k) increases as a

function of k. We may then assume that all m functions F 1
y , . . . , Fm

y

have the same input length �IN
3 (n, �IN

0 (n)) and the same output length
�IN
3 (n, �IN

0 (n)) − log n by padding “extra part” of the input to the output.

– At least one of {F 1
y }, . . . , {Fm

y } is target collision-resistant; this is because
kREAL ∈ [0, �IN

0 (n)] so there exists some i for which iΔ/2 lies between
kREAL and kREAL + Δ/2.
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ii. Next, for each i = 1, 2, . . . , m, we construct a family of functions {F̃ i
ỹ} from

{F i
y} with input length m · �IN

3 (n, �IN
0 (n)), key length O(�IN

3 (n, �IN
0 (n)) · log n)

and output length �IN
3 (n, �IN

0 (n))− log n, by following the construction given in
[13]. Again, at least one of {F̃ 1

ỹ1
}, . . . , {F̃m

ỹm
} is target collision-resistant.

iii. Finally, we define a family of functions {Fỹ1,...,ỹm} to be the concatenation of
F̃ 1
ỹ1

, . . . , F̃m
ỹm

on the same input. That is, Fỹ1,...,ỹm(x) = F̃ 1
ỹ1

(x)◦· · ·◦F̃m
ỹm

(x).
– Note that F has input length m · �IN

3 (n, �IN
0 (n)) and output length m ·

(�IN
3 (n, �IN

0 (n))− log n), so F is length-decreasing.

– Moreover, since at least one of {F̃ 1
ỹ1
}, . . . , {F̃m

ỹm
} is target collision-

resistant, {Fỹ1,...,ỹm} must also be target collision-resistant. This is
because a collision for Fỹ1,...,ỹm is a collision for each of F̃ 1

ỹ1
, . . . , F̃m

ỹm
.

This yields a uniform construction of a UOWHF with output length length O(n/Δ·
n · n2s/Δ2) = O(n7). and key length Õ(n/Δ · n · n2s/Δ2 · log n) = Õ(n7).

4.2 UOWHF via a Direct Construction

Here, the final construction has output length Õ(n36) (or Õ(n26) for a non-uniform
construction).

STEP 0 (basic construction): Let F0 denote the function from Section 3.1. That is,
F0 is defined over {0, 1}n × [n] as F0(x, i) = (f(x)1,...,i), where f : {0, 1}n �→
{0, 1}n is a one-way function.

– F0 : {0, 1}�IN
0 → {0, 1}�OUT

0 where �IN
0 = �IN

0 (n) ≤ 2n and �OUT
0 = �OUT

0 (n) ≤
2n.

– Let kREAL denote the real Shannon entropy of F−1
0 . Theorem 1 yields that the

accessible Shannon entropy of F−1
0 is at most kREAL −Δ, where Δ ∈ Ω(1/n4 ·

log2 n)

STEP 1 (gap amplification): Let F1 be the t-fold direct product of F0 for a sufficiently
large t to be determined later. That is, F1(x1, . . . , xt) = (F0(x1), . . . , F0(xt)).
This repetition increases both the real and accessible entropies of F1 by a factor of
t. In addition, the repetition converts real Shannon entropy to real min-entropy and
real max-entropy (up to an additive o(t) term). More precisely:

– F1 : {0, 1}�IN
1 → {0, 1}�OUT

1 where �IN
1 (n) = t · �IN

0 = O(tn) and �OUT
1 (n) =

t · �OUT
0 = O(tn).

– F−1
1 has real min-entropy at least t · kREAL − 2n

√
st and real max-entropy at

most t · kREAL + 2n
√

st.

– F−1
1 has accessible Shannon entropy at most t · kREAL − tΔ.

From the next step on, the construction is given an additional parameter k (a “good”
estimate of kREAL ) such that k ∈ [kREAL , kREAL + Δ2/256n]. This means that:

– F−1
1 has accessible Shannon entropy at most tk − tΔ. This means F−1

1 has
(1−Δ/4k)-accessible max-entropy at most tk − tΔ/2.
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STEP 2 (entropy reduction): Apply entropy reduction to F1 with � = �(n, k) = tk −
tΔ/2 + s to obtain F2. That is, F2(x, g) = (F1(x), g, g(x)), where g : {0, 1}�IN

1 →
{0, 1}� is selected from a family of 2-universal hash functions.

This reduces the accessible max-entropy to 0, which allows us to deduce that F2
is weakly collision-resistant on random inputs.

– F2 : {0, 1}�IN
2 → {0, 1}�OUT

2 where �IN
2 (n, k) = O(tn + �(n, k)) = O(tn) and

�OUT
2 (n, k) = O(tn + �(n, k)) = O(tn).

– F−1
2 has real min-entropy at least t(kREAL − k + Δ/2)− 2n

√
st− 2s and real

max-entropy at most t(kREAL − k + Δ/2) + 2n
√

st.

– F−1
2 has (1−Δ/4k + 2−Ω(s))-accessible max-entropy at most 0. Thus, F2 is

q-collision-resistant on random inputsfor q = Δ/4k − 2−Ω(s).

STEP 3 (gap amplification): F3 is t′-fold direct product of F2, where t′ = s/q =
O(ks/Δ) = Õ(n5). That is, F3(x1, . . . , xt′) = (F2(x1), . . . , F2(xt′)).

This allows us to amplify the weak collision-resistance property of F2 to obtain
a gap between real min-entropy and accessible max-entropy in F3.

– F−1
3 has real min-entropy at least t′ · (t(kREAL − k + Δ/2) − 2n

√
st − 2s

)
,

which is at least:

t′ · (t(Δ/2−Δ2/256n)− 2n
√

st− 2s
)
.

– F−1
3 has accessible max-entropy at most t′ · ((1− q/8)(t(kREAL − k +Δ/2)+

2n
√

st) + 1
)
, which is at most:

t′ · (t(Δ/2−Δq/16) + 2n
√

st) + 1
)
.

Now, k ≤ �IN
0 (n) ≤ 2n, so q = Δ/4k−2−Ω(s) ≥ Δ/8n−2−Ω(s). This means

F−1
3 has accessible max-entropy at most:

t′ · (t(Δ/2−Δ2/128n + 2−Ω(s)) + 2n
√

st) + 1
)
.

Note that the gap is at least t′ · (t ·Δ2/256n− 2−Ω(s)− (4n
√

st+2s+1)
)
, which

is at least 3s as long as:

t ·Δ2/256n ≥ 2−Ω(s) + 4n
√

st + 2s + 1 + 3s/t′

Since 3s/t′ = 3q ≤ 3Δ, we can set t = O(n/Δ + ns/Δ2 + n4s/Δ4) = Õ(n20)
so that F−1

3 has a gap of 3s between real min-entropy and accessible max-entropy,
and moreover, we know where this gap is (given k).

STEPS 4/5/6: We follow steps 2, 3, and 4 in the previous construction, with the
following modifications in the parameters:

– We apply entropy reduction first, with

� = t′ · (t(Δ/2−Δq/16) + 2n
√

st) + 1
)

+ s.

– To remove the non-uniform advice k, we “try all possibilities” from 0 to
�IN
0 (n) ≤ 2n in steps of size Δ2/256n.

We then obtain a non-uniform construction of UOWHFs with output length O(n ·
t · t′) = Õ(n26) and a uniform construction with output length O(n/(Δ2/n) · n ·
t · t′ · log n) = Õ(n36).
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Abstract. We present a constant-round non-malleable commitment scheme
based on the existence of sub-exponential one-way functions and using a black-
box proof of security. As far as we know, this is the first construction of a
constant-round non-malleable protocol based on only one-wayness, or to admit a
black-box proof of security under any standard-type assumption.

Keywords: commitment schemes, non-malleability, complexity leveraging.

1 Introduction

We consider the execution of two-party protocols in the presence of an adversary that
has full control of the communication channel between the parties. The adversary may
omit, insert, or modify messages at will. The honest parties are not necessarily aware of
the existence of the adversary, and not use any kind of trusted set-up (such as a common
reference string). The above kind of attack is often referred to as a man-in-the-middle
attack. Protocols that are secure against such attacks are said to be non-malleable, and
were first studied in the seminal work of Dolev, Dwork and Naor [6]. Due to the hostile
environment in which they operate, the design and analysis of non-malleable protocols
is a notoriously difficult task. The task becomes even more challenging if the honest
parties are not allowed to use any kind of trusted set-up. Indeed, only a handful of such
protocols have been constructed so far.

In their paper, Dolev et al. presented non-malleable protocols for the tasks of
commitment and zero-knowledge. The protocols rely on the existence of one-way
functions, and require O(log n) rounds of interaction, where n is a security parameter.
More recently, Barak [2] presented the first constant-round non-malleable protocols for
commitment and zero-knowledge whose security relies on the existence of trapdoor
permutations and collision-resistant hash functions with sub-exponential hardness. The
result was subsequently improved by Pass and Rosen [24], who obtained constant-round
protocols assuming only collision-resistant hash functions with standard hardness.
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There has been a series of follow-up work on non-malleable commitments [25, 16,
21, 20, 15], but none of which reduces the assumptions in [24] for constant-round non-
malleable commitments. This raises the following natural question:

What are the minimal assumptions under which we can construct
constant-round non-malleable commitment schemes? Specifically, is
one-wayness alone sufficient to construct constant-round non-malleable
commitment schemes?

1.1 Our Results

In this work, we address the above question. Our main result is that one-wayness
alone—with sub-exponential hardness—suffices for constructing constant-round non-
malleable commitments.

Main Theorem (informal): Suppose there exists one-way functions
secure against sub-exponential size circuits. Then, there exists a
constant-round non-malleable commitment scheme.

We note that while all known candidates of one-way functions are conceivably
also secure against sub-exponential size circuits, there are several natural candidates
which do not appear to yield collision-resistant hash functions. Our result should be
compared with the very recent work of Lin and Pass [15], which gave a O(1)log

∗ n-
round non-malleable commitment schemes under the minimal assumption of one-way
functions with standard (super-polynomial) hardness. Comparing the two, our result
may be viewed as offering a new trade-off between round complexity and quantitative
hardness assumptions. As with [15, 25, 16, 21], our commitment scheme achieves a
very strong notion of non-malleability—that of concurrent non-malleability—which
guarantees independence of the committed values even when multiple executions of the
commitment schemes are executed at the same time. Before providing further details
about our construction, we provide some additional context and applications.

On black-box proofs of security. While the original [6] construction only relies on “el-
ementary” techniques and has a black-box proof of security, basically all constant-round
non-malleable commitment schemes rely on non-black-box simulation techniques [1]
and inherit the sophisticated machinery (e.g. the PCP theorem) associated with them,
along with the need for qualitatively stronger assumptions (that of collision-resistant
hash functions). As such, the problem of reducing the cryptographic assumptions for
constant-round non-malleable commitment schemes appears to be intimately related
to the question of whether non-black-box techniques are necessary for constructing
constant-round non-malleable protocols, without resorting to non-standard assumptions
(c.f. [21]1).

1 Pandey, Pass and Vaikuntanathan constructed non-interactive non-malleable commitment
schemes assuming the existence of, so called, adaptive one-way permutations – namely
permutations which remain one-way even when the adversary has access to an inversion oracle.
Note that this assumption has a strong non-malleability flavor and as such provide limited
insight into realizing non-malleability “from scratch”.
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Understanding the power and limitations of black-box techniques has been an
important goal in the foundations of cryptography, starting from [13]. For the usage
of a primitive in cryptographic constructions, a recent line of work has narrowed the
gap between what can be achieved using black-box and non-black-box techniques. On
the other hand, for usage of the adversary’s code in the proof of security, we do know
for a fact that non-black-box techniques are inherently more powerful, as evidenced
by the works on constant-round public-coin zero-knowledge protocols [1, 9]. A natural
question is whether such a separation extends beyond the realm of zero knowledge.
Given the state-of-the-art for non-malleability, it is tempting to conjecture that such
a separation extends also to constant-round non-malleable commitment schemes. Our
construction refutes such a conjecture since it admits a black-box proof of security
(which is to be expected since we do not require collision-resistant hash functions).

On constant-round secure multi-party computation. The early work of Goldreich,
Micali and Wigderson [10] showed that we may realize secure multi-party computation
in the presence of a dishonest majority assuming the existence of enhanced trapdoor
permutations, where the round complexity of the protocol grows linearly with the
number of parties.2 Subsequent improvements by Katz, Ostrovsky and Smith [14]
(relying on [2]) and Pass [22] culminated a constant-round protocol, assuming in
addition the existence of collision-resistant hash functions. As with previous constant-
round non-malleable protocols, both of these constructions exploit non-black-box
techniques in the proof of security.

More recently, Lin, Pass and Venkitasubramaniam [17] showed that constant-round
protocols for secure multi-party computation may be based on enhanced trapdoor
permutations and any “natural” constant-round non-malleable commitment scheme.
Combining their construction with our commitment scheme yields the following
corollary:

Corollary (informal): Suppose there exists one-way functions secure
against sub-exponential size circuits and standard enhanced trapdoor
permutations. Then, there exists a constant-round protocol that secure
computes any multi-party functionality against a malicious adversary
corrupting any number of parties.

As with our non-malleable commitment scheme, the ensuing protocol for secure multi-
party computation admits a black-box proof of security.

Perspective. Prior to this work, the trade-offs between computational assumptions
and round complexity for non-malleable commitments and secure computation looked
fairly similar to those for (computational) zero-knowledge proofs for NP (c.f. [11, 8]):
we have constant-round protocols based on collision-resistant hash functions whereas
those based on the minimal assumption of one-way functions require at least a

2 In the protocol, each player takes turns to sequentially commit to its input (along with
a “proof of knowledge”); any non-trivial improvement in round complexity will require
interweaving these input commitments, which could potentially allow an adversary to violate
input independence via a man-in-the-middle attack.
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super-constant number of rounds (for secure computation, we also require oblivious
transfer). An interesting open problem is whether we can also base constant-round zero-
knowledge proofs for NP on one-way functions with sub-exponential hardness.

1.2 Our Techniques

Our construction of the non-malleable commitment scheme proceeds in two steps:

Step 1: Short identities from sub-exponential hardness. First, we construct a
constant-round concurrent non-malleable commitment scheme for identities of
length log log log n + O(1) (again, n here refers to the security parameter).
Our main technical contribution lies in this step. The starting point of this
construction is “two-slot message length” technique from [22] underlying the
recent constructions of constant-round non-malleable protocols in [24, 25].3 The
basic (and very much simplified) idea is to let the receiver sequentially send
two challenges—one “long” and one “short”; the length of the challenges are
determined by the identity of the sender. Intuitively, the protocol is designed
to have the property that the response to a shorter challenge does not help an
adversary to provide a response to a longer challenge. If done appropriately, this
guarantees that the man-in-the-middle adversary needs to act independently. Our
key conceptual insight is to rely on the complexity leveraging technique from
[4] to construct these challenges.4 More precisely, for one-way functions with
sub-exponential hardness, an oracle for inverting challenges of length no(1) (the
“short” challenge) does not help invert invert random challenges of length n (the
“long” challenge), since we may simulate such an oracle by brute force in time
2n

o(1)
.

Step 2: Non-malleability amplification. Next, we transform the initial construction
into a constant-round concurrent non-malleable commitment scheme for identities
of length poly(n). This relies on non-malleability amplification techniques of Lin
and Pass [15]. This is a transformation of so-called “natural” commitment schemes
that are non-malleable for identities of length t into ones for identities of length
Ω(2t) while incurring only a constant multiplicative blow-up in round complexity.
We modify our initial construction to satisfy naturality by using the “multiple slots”
approach from [22] (introduced in the context of handling longer identities) to boost
the number of rewinding slots. Applying the [15] transformation to the modified
construction a constant number of times yields the final construction.5

Our final protocol has a conceptually simple and “elementary” proof of security. This is
a welcome respite from the technical subtleties and complexity and/or heavy technical
machinery that arise in much of the previous literature on non-malleability. We also

3 Our protocol, like that in [24, 25], also has a “commit and prove” structure.
4 This appears to be the first work to exploit complexity leveraging with a super-constant levels

of challenges.
5 In [15], the transformation is applied to the [6] protocol for constant-length identities (for

which the protocol is constant-round) a total of O(log∗ n) times.
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Primitive Hardness Rounds Black-box? Reference

one-way functions standard O(log n) yes [6]

one-way functions standard O(1)log
∗ n yes [15]

one-way functions sub-exp O(1) yes this work

collision-resistance standard O(1) no [24]

collision-resistance, TDP sub-exp O(1) no [2, 5]

adaptive OWP standard 1 yes [21]

Fig. 1. Summary of non-malleable statistically binding commitments

point out that complexity leveraging has been previously used in [18, 23] - as in Step 1 -
to achieve similar but weaker notions of “independence”. The constructions therein use
a single challenge slot and achieve only “uni-directional” independence as they require
that the challenge in the left interaction be shorter than that on the right. This appears a
prori to be an inherent limitation of the complexity leveraging approach6, because with
two challenge slots, the long challenge in the left interaction may be longer than both
challenges on the right, so that solving the challenge on the left via brute force violates
soundness for both challenges on the right. We show precisely how to overcome this
difficulty in our construction and in the analysis.

Organization. We present our construction for short identities in Section 3. For
simplicity, we first present the construction assuming one-way permutations secure
against circuits of size 2n

δ

for some constant δ < 1. In Section 4, we apply non-
malleability amplification to handle identities of length poly(n). In Section 5, we
modify our constructions to work with general one-way functions (as opposed to
permutations).

2 Concurrent Non-malleable Commitments

We recall the definition of concurrent non-malleability from [16], which builds upon
those in [6, 25]. Let (C,R) be a commitment scheme with identities, and 1n be the
security parameter.

The man-in-the-middle execution. In the man-in-the-middle execution, the adversary
A is participating m left interactions and m right interactions. In the left interac-
tions, A interacts with C receiving a commitment to m values v1, . . . , vm, using
identities id1, . . . , idm of its choice. In the right interactions, A interacts with R
attempting to commit to a sequence of m related values ṽ1, . . . , ṽm, again using
identities ĩd1, . . . , ĩdm of its choice. A also receives an auxiliary z. If any of the

6 And indeed, [23] —the pre-cursor to [22]— handles the “opposite direction” via non-black-
box techniques.
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right commitments (as determined by the transcript) are invalid or undefined, its
value is set to ⊥. For any i such that ĩdi = ĩdj for some j, the value ṽi is also set
to ⊥ (that is, any commitment where adversary uses the same identity as that in
one of the left interactions is considered invalid). We write mimA(v1, . . . , vm, z)
to denote a random variable comprising the view of A along with the m-tuple of
values (ṽ1, . . . , ṽm).

The simulated execution. In the simulated execution, a simulator S receives the
auxiliary input z and interacts directly with R in m right interactions. We write
staS(1n, z) to denote a random variable comprising the output of S along with the
m-tuple of values (ṽ1, . . . , ṽm) that the simulator has committed to as determined
by the transcript.

Definition 1 ([16, 6, 25]). A commitment scheme (C,R) is concurrent non-malleable
if for every PPT A and every polynomial m = m(n), there exists a PPT S such that{

mimA(v1, . . . , vm, z)
}
v1,...,vm∈{0,1}n,z∈{0,1}∗

and{
staS(1n, z)

}
v1,...,vm∈{0,1}n,z∈{0,1}∗,id∈{0,1}m

are computationally indistinguishable.

We will also consider a restricted notion of concurrent non-malleability where in the left
and right interactions, the adversary A may only use identities of length at most d. In
addition, we will refer to relaxed notions of concurrent non-malleability: one-many and
one-one non-malleability. In the former, the adversary participates in one interaction
on the left and m interactions on the right, and in the latter, the adversary participates
in one interaction on the left and one interaction on the right. As shown in [16], any
commitment scheme that is one-many non-malleable is also concurrent non-malleable.

3 Short Identities from Sub-exponential Hardness

3.1 Overview of Our Construction

We construct a family of d = Θ(log log n) protocols (corresponding to d different
identities) as follows. Let nω(1) = T0 � T1 � · · · � Td−1 be a hierarchy of running
times. The ith protocol in the family, i = 0, 1, . . . , d − 1 is as follows: to commit to a
string v (with identity i),

– Commit to v using a statistically binding commitment Com that is hiding against
adversaries of size Td.

– Slot 1: prove knowledge of v using a zero-knowledge argument of knowledge that
is computationally sound against adversaries of size Ti and can be (straight-line)
simulated in time o(Ti+1).

– Slot 2: prove knowledge of v using a zero-knowledge argument of knowledge that
is computationally sound against adversaries of size Td−1−i and can be (straight-
line) simulated in time o(Td−i).
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The intuition is that for one of the two slots, the man-in-middle adversary must prove
knowledge of the string ṽ committed to in the right interaction without getting much
help from the left interaction. Roughly speaking, we will then “extract” from that slot
on the right (by rewinding) while simulating on the left (c.f. [6]). To guarantee that the
extraction succeeds we need to ensure that the simulation does not violate the soundness
of the right interaction; this property is often called simulation soundness [26].

For concreteness, consider a synchronizing adversary participating in the ith protocol
on the left and the jth protocol on the right. If i < j, we may extract the string
committed to on the right as follows: run the knowledge extractor for first slot on the
right while simulating the first slot on the left. This works because we may simulate on
the left in time o(Ti+1)� Tj without rewinding, without knowing the string committed
to on the left, and without violating soundness for the first slot on the right. Similarly,
if i > j, we can extract the string committed to on the right by running the knowledge
extractor for the second slot in the right while simulating the second slot on the left
in time o(Td−i+1) � Td−j . In either case, we may achieve strict polynomial-time
simulation by running the man-in-the-middle adversary and committing to 0n on the
left (cf. [25, 16]).

We point out several technical difficulties that arise in turning the above intuition into
a proof (indeed, the actual analysis is quite different from that suggested by the above
line of reasoning).

– Simulation may violate soundness. Consider the case i > j, where we need to
extract from the second slot on the right. To reach the second slot, we will still need
to simulate the first slot on the left, and simply running the straight-line simulator
may violate soundness for the second slot on the right. Roughly speaking, we get
around this specific problem by using non-uniformity.

– Which slot should we extract from? In the analysis, we need to know which slot
to simulate and which one to extract from. This is problematic because we allow
the identity on the right to be adaptively chosen, and because we do not know
the message schedule in advance. To make things worse, the messages may be
adaptively and dynamically scheduled.

The key insight in the analysis is to decouple the issue of extraction and the issue
of simulation-soundness (this is similar to the approach in [21]). Specifically, we will
always simulate both slots on the left and extract from both slots on the right, no matter
what the scheduling is. We will then carefully argue that extraction succeeds in at least
one slot even though we may be violating soundness while simulating on the left. This
is where we reason about the scheduling of messages. For technical reasons, we will
also require that we can break Com via brute force in less time than it takes to break the
zero-knowledge property.

3.2 Handling Identities of Length log log log n + O(1)

Let π denote a one-way permutation secure against circuits of size 2n
δ

(where
δ < 1) and let Com be a statistically binding commitment scheme. In addition, let
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〈PWIPOK ,VWIPOK〉 denote the 3-round public-coin witness-indistinguishable proof of
knowledge based on the Feige-Shamir protocol from [7], which satisfies the following
properties:

– The first two messages depend only on the length of the instance and the security
parameter and can be computed efficiently without knowing the instance or the
witness.

– The third message can be computed efficiently given the instance, the witness, and
the randomness used to generate the first message.

– The protocol is special-sound—namely, given any two accepting proofs of x,
(α, β, γ), (α, β′, γ′) such that β �= β′. a witness to x can be efficiently recovered.

We consider a hierarchy of security levels for the one-wayness of the d permutations
π0, . . . , πd−1 and the hiding properties of Com and 〈PWIPOK ,VWIPOK〉, that is given by:

π0 � π1 � · · · � πd−1 � Com� 〈PWIPOK ,VWIPOK〉

– For each i = 0, 1, . . . , d− 1: πi is Ti-one-way but can be broken in time T
1/2
i+1 .

– Com is Td-hiding but can be broken in time T
1/2
d+1.

– 〈PWIPOK ,VWIPOK〉 is Td+1-witness-indistinguishable (by using a Td+1-hiding com-
mitment). We denote the messages of the protocol by (α, β, γ).

Specifically, we pick πi to be π restricted to {0, 1}�i, where �i = (log n)(4/δ)
i+1

so that
poly(n) · 2�i � 2�

δ
i+1 . Taking �d−1 = poly(n), yields (4/δ)d = Θ(log n/ log log n)

and thus d = Θ(log log n). We will instantiate Com from π on (log n)(4/δ)
d+2

bits and
〈PWIPOK ,VWIPOK〉 from π on (log n)(4/δ)

d+3
bits. We present the protocol in Fig 2.

Lemma 1. The protocol nmCom is a statistically binding commitment scheme.

Proof. The binding property follows readily from the fact that Com is itself statistically
binding. To establish hiding, we construct a simulator C′ that plays the role of the sender
in nmCom. C′ on input a commitment c to a string under Com and an identity id interacts
withR as follows:

Stage 0: Sends c.

Stage 1: Computes s1 = π−1(σ1) and proves the statement (c, σ1) using the
witness (⊥,⊥, s1).

Stage 2: Computes s2 = π−1(σ2) and proves the statement (c, σ2) using the
witness (⊥,⊥, s2).

We allow C′ to run in time o(Td) so that it can invert π on σ1, σ2. Then, witness
indistinguishability of 〈PWIPOK ,VWIPOK〉 implies that for all v:

viewR∗〈C(v),R∗〉 ∼=c viewR∗〈C′(Com(v)),R∗〉

On the other hand, Com is Td-hiding and C′ runs in time o(Td), so we have

viewR∗〈C′(Com(v)),R∗〉 ∼=c viewR∗〈C′(Com(0n)),R∗〉



646 R. Pass and H. Wee

Common input: security parameter 1n and an identity id ∈ {0, 1, . . . , d− 1}.
Sender’s input: a value v ∈ {0, 1}n.

Commit Phase:

Stage 0:

C → R : Pick uniformly r ∈ {0, 1}poly(n) and send c = Com(v; r).

Stage 1 (Slot 1):

R→ C : Pick uniformly σ1 ∈ {0, 1}�id .
C ⇔ R : Prove statement (c, σ1) using 〈PWIPOK ,VWIPOK〉 and witness (v, r,⊥)

w.r.t. the relation

ΛCom = {((c, σ), (v, r, s)), |s| = |σ| | c = Com(v; r) OR π(s) = σ}

Stage 2 (Slot 2):

R→ C : Pick uniformly σ2 ∈ {0, 1}�d−1−id .

C ⇔ R : Prove statement (c, σ2) using 〈PWIPOK ,VWIPOK〉 and witness (v, r,⊥)
w.r.t. ΛCom.

Reveal Phase:

C → R : Send v, r.

R : Verify that c = Com(v; r).

Fig. 2. The commitment scheme nmCom = (C,R) for short identities. We denote the 4 messages
exchanged in stage b by σb, αb, βb, γb, for b = 1, 2. The values �0, . . . , �d are specified in
Section 3.2.

Combining, we obtain viewR∗〈C(v),R∗〉 ∼=c viewR∗〈C(0n),R∗〉, from which hiding
follows. 	

Lemma 2. The protocol nmCom is one-one non-malleable for identities of length
log log log n + O(1).

Proof. Consider a man-in-the-middle adversary A. We assume WLOG that A is
deterministic. Following [25, 16], the stand-alone adversary S uses A as a black box
and emulates the left interaction by honestly committing to the string 0n. Messages
from the right interaction are forwarded externally. As such, it suffices to show that for
all v:

mimA
nmCom(v) ∼=c mimA

nmCom(0n) (∗)
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On a high level, the proof consists of a series of hybrid arguments:

STEP 1: Simulate the left interaction using C′ instead of C.
Specifically, let S′ denote the stand-alone adversary that like S, uses A as a black
box and forwards message from the right interaction externally; the difference is
that it emulates the left interaction by running C′ (on input Com(v)) instead of
C. We denote the output of this experiment by staS

′
(Com(v)). By Td+1-witness-

indistinguishability, the transcripts of the right interaction when we use C and when
we use C′ on the left will be Td+1-indistinguishable; in particular, the commitments
in Stage 0 on the right are Td+1-indistinguishable. Recall that we can extract the
values in these Stage 0 commitments in time o(Td+1). This implies:

mimA
nmCom(v) ∼=c staS

′
(Com(v))

STEP 2: Extract ṽ on the right.
Using the knowledge extractor for 〈PWIPOK ,VWIPOK〉 on the right, we may extract
the witnesses for both slots on the right in the experiment staS

′
(Com(v)), the

idea being one of the two witnesses should contain the witness (ṽ, r̃) for the
commitment on the right. More precisely, let ext-staS

′
(c) denote the output of the

following experiment (a pictorial representation is provided in Fig 4):
1. Fix a random tape for S′(c) by fixing one for C′(c). This allows us to treat
S′(c) as a single deterministic entity.

2. Fix a random tape forR and compute τ = 〈S′(c),R〉. Let ĩddenote the tag of the
right interaction and τ denote the transcript (c̃, σ̃1, α̃1, β̃1, γ̃1, σ̃2, α̃2, β̃2, γ̃2). If
ĩd = id or S′ aborts or if R rejects, output the view of A and ⊥ and halt.

3. Rewind and attempt to extract witnesses w̃1, w̃2 for the respective state-
ments (c̃, σ̃1) and (c̃, σ̃2) w.r.t. ΛCom, relying on the special-soundness of
〈PWIPOK ,VWIPOK〉. This is done as usual, by sending new random messages β̃′

1,
β̃′

2, but with the following important exception: if A schedules messages in a
different way than in τ (or ifR rejects), the rewinding is aborted, and restarted.
Let Γ denote the set of all possible scheduling; clearly, |Γ | = O(1) since
the protocol is constant-round. We will show that the expected number of
rewindings for Slot 1 is given by |Γ | = O(1); the same argument applies
to Slot 2. Let τ1 denote the prefix of τ up to Slot 1. For each schedule ρ ∈ Γ ,
let Pr[ρ | τ1] denote the probability that R accepts (i.e. obtaining convincing
proof both slots) using the scheduling ρ conditioned on the prefix being τ1. For
a fixed τ1, ρ, the expected number of rewindings is given by 1

Pr[ρ|τ1] . Therefore,
the total expected number of rewindings for Slot 1 is given by:∑

τ1

Pr[τ1]
∑
ρ∈Γ

Pr[ρ | τ1] · 1
Pr[ρ | τ1]

=
∑
τ1

Pr[τ1] · |Γ | = |Γ |

By linearity of expectations, the total expected number of rewindings for both
slots is also O(1). We now only need to make sure that we indeed extracted a
valid opening: if either w̃1 or w̃2 is a valid opening (ṽ, r̃) for c̃, output (τ, ṽ),
else output fail.
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We know that whenever ext-staS
′
(Com(v)) does not output fail, its output

contains the correct value ṽ and therefore the distributions

staS
′
(Com(v)) and ext-staS

′
(Com(v))

are identical. In the next subsection, we will establish the following claim:

Claim (simulation-soundness). For all v, Pr[ext-staS
′
(Com(v)) = fail] =

neg(n)

For now, we hint that the proof of the claim exploits the two-slot structure in an
essential way to transform a non-negligible failure probability in extraction into
non-negligible success probability at inverting π. Assuming that the claim holds, it
follows readily that

staS
′
(Com(v)) ∼=c ext-staS

′
(Com(v))

STEP 3: Replace the input to S′ with Com(0n).

Now, we observe that S′ combined with the knowledge extractor on the right runs
in expected time o(Td). This is less than the time it takes to break Com, and thus
its output will be indistinguishable whether the input to S′ is Com(v) or Com(0n).
In particular, we have

ext-staS
′
(Com(v)) ∼=c ext-staS

′
(Com(0n))

Combining steps 1 and 2, we have

mimA
nmCom(v) ∼=c ext-staS

′
(Com(v))

mimA
nmCom(0n) ∼=c ext-staS

′
(Com(0n))

Combining with Step 3 yields (∗). 	


3.3 Proof of Simulation-Soundness

We complete the proof of Lemma 2 by establishing the main technical claim. Suppose
towards a contradiction that the claim is false, i.e., there is some non-negligible function
ε such that for all sufficiently large n, there exists some v satisfying

Pr[ext-staS
′
(Com(v)) = fail] > ε(n)

Fix one such n, along with an associated v and identity id. In addition, we may also
fix the coin tosses of S′ and some specific c = Com(v), along some ĩd on the right,
while losing a factor d in the probability ext-sta outputs fail. That is, with probability
at least ε(n)

d (over the coin tosses of R), the tag on the right is ĩd and the knowledge
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extractor outputs witnesses π−1(σ̃1) and π−1(σ̃2). We then construct an adversary Ã
that for some j ∈ {ĩd, d−1− ĩd}, inverts π on {0, 1}�j with probability Ω( ε(n)

d ) in time
o(Tj), which contradicts the one-wayness of π. Roughly speaking, Ã works as follows:
on input a challenge σ ∈ {0, 1}�j , simulate the experiment ext-staS

′
(Com(v)), and

– if j = ĩd, set σ̃1 = σ and compute π−1(σ) by extracting the witness from Slot 1;
and

– if j = d− 1− ĩd, set σ̃2 = σ and compute π−1(σ) by extracting the witness from
Slot 2.

Recall that S′ is simply A with a left execution of C′(Com(v)) and thus a naive
simulation of S′ takes time roughly Td " Tj . The bottleneck to an efficient simulation
lies in computing each of the messages γ1, γ2 in stages 1 and 2 in the computation
of C′. We adopt one of three strategies to accomplish this in time o(Tj): compute the
message by computing a witness, hardwire the message into the reduction, or argue
that we do not need to compute the message for extraction on the right. We consider
three representative schedulings of the messages γ1, γ2 in relation to the two slots in
the right execution. In our analysis we crucially rely on the fact that ext-sta aborts all
rewindings that use a different schedule than ext-sta saw in the first simulation τ . Given
this property it is sufficient to consider a static scheduling. In particular, as the number
of possible scheduling is constant, we can WLOG consider a particular fixed scheduling
(again at the cost of only a constant loss).

C A R
σ̃1��

γ̃1 ��
σ̃2��

γ1 ��
γ2 ��

γ̃2 ��

C A R
σ̃1��

γ1 ��
γ2 ��

γ̃1 ��
σ̃2��

γ̃2 ��

C A R
σ̃1��

γ1 ��
γ̃1 ��
σ̃2��

γ2 ��
γ̃2 ��

Fig. 3. Three scheduling strategies

Both γ1, γ2 are sent after Slot 1 ends. In this case, we construct an adversary that
breaks π on {0, 1}�ĩd by extracting from Slot 1 on the right. Here, we observe that
we do not need to compute γ1 or γ2. Specifically, we just need to simulate the
interaction on the left up to the end of Slot 1. Since both γ1 and γ2 are sent after
Slot 1, we can complete the simulation on the left in polynomial time.

Both γ1, γ2 are sent before Slot 2 begins. In this case, we construct an adversary that
breaks π on {0, 1}�d−1−ĩd by extracting from Slot 2 on the right. Here, we argue that
we can fix γ1 and γ2. Specifically, we non-uniformly fix a partial transcript of the
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execution up to the point just before Slot 2 on the right begins, i.e. just before σ̃2 is
sent. This fixes all of the left interaction, so there is nothing left to simulate on the
left.

γ1 is contained in Slot 1 and γ2 in Slot 2. More generally, this covers the case γ1 is
sent before Slot 2 begins and γ2 is sent after Slot 1 ends. We need to consider two
sub-cases:

– id < ĩd. We construct an adversary that breaks π on {0, 1}�ĩd by extracting
from Slot 1 on the right. Here, we compute γ1 (by inverting σ1) and observe
that we do not need to compute γ2. Specifically, we just need to simulate the
interaction on the left up to the end of Slot 1 on the right, i.e. up to the point γ̃1

is sent. It suffices to compute π−1(σ1) and thus γ1, which can be done in time
o(Tid+1)� Tĩd.

– id > ĩd. We construct an adversary that breaks π on {0, 1}�d−ĩd−1 by
extracting from Slot 2 on the right. Here, we fix γ1 and then compute γ2

(by inverting σ2). Specifically, we non-uniformly fix a partial transcript of the
execution up to the point just before Slot 2 on the right begins, i.e. just before
σ̃2 is sent. This fixes all of the first slot on the left (including γ1) which we
may then hardwire into the reduction. To complete the simulation on the left
for Slot 2, it suffices to compute π−1(σ2) and thus γ2, which can be done in
time o(Td−id)� Td−ĩd−1.

With probability Ω( ε(n)
d ), ext-sta outputs fail for one of these schedulings. We may

then use Ã for that scheduling to derive a contradiction to the one-wayness of π.

Remark 1. We highlight two subtleties in the analysis:

– It is important that in Ã’s simulation of ext-staS
′
(Com(v)), it uses the same

witnesses for the relation ΛCom as C′; otherwise, we could have easily solved
the problem of efficient simulation by having Ã use the witness (v, r) for
the commitment Com(v). We cannot appeal to witness-indistinguishability here
because we rewind the 〈PWIPOK ,VWIPOK〉 protocols.

– It is also important for simulation-extractability that σ2 is sent after the completion
of Stage 1 in nmCom. This way, we can fix a partial transcript up to the end of Slot
1 while allowing the verifier’s challenge σ2 in Slot 2 to remain undetermined.

4 Non-malleability Amplification

In order to apply the non-malleable amplification theorem from [15] to our construction,
we first need to modify our construction to satisfy an additional technical requirement,
that of non-malleability w.r.t 4-round protocols (to be formalized shortly), which they
coin natural. [15] also requires that the commitment scheme be initial-binding, that is,
the first message sent by the sender already determines the value committed to; our
commitment scheme clearly satisfies this.
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C′ A R
Com(v) �� c̃ ��
σ1�� σ̃1��

α̃1 ��
β̃1�� �

β̃′
1��

γ̃1 �� γ̃′
1 ��

σ2�� σ̃2��
α̃2 ��
β̃2�� �

β̃′
2��

γ̃2 �� γ̃′
2 ��

invert σ1 to
compute γ1

invert σ2 to
compute γ2

extract w̃1

extract w̃2

Fig. 4. A pictorial representation of ext-staS
′
(Com(v))

Lemma 3 (Non-malleability amplification [15]). Let 〈C,R〉 be a k(n)-round natural
non-malleable commitment scheme for identities of length t(n) with computational
complexity p(n). Then, there exists a 15k(n)-round natural non-malleable commitment
scheme for identities of length 2t(n)−1 with computational complexity 2t(n)p(n) +
k(n)poly(n) + poly(n).

Non-malleability w.r.t. k-round protocols. The concept of non-malleability is tradi-
tionally only considered in a setting where a man-in-the middle adversary is partici-
pating in two (or more) executions of the same protocol. We here consider a notion of
non-malleability with respect to arbitrary k-round protocols.

Consider a one-many man-in-the-middle adversary A that participates in one left
interaction—communicating with a machine B—and in many right interactions—
acting as a committer using the commitment scheme (C,R). As in the standard
definition of non-malleability, A can adaptively choose the identities in the right
interactions. We denote by mimB,A(y, z) the random variable consisting of the view of
A(z) in a man-in-the-middle execution when communicating with B(y) on the left and
honest receivers on the right, combined with the values A(z) commits to on the right.
Intuitively, we say that (C,R) is one-many non-malleable w.r.t B if mimB,A(y1, z)
and mimB,A(y2, z) are indistinguishable, whenever interactions with B(y1) and B(y2)
cannot be distinguished. More formally, let viewA[〈B(y), A(z)〉] denote the view of
A(z) in an interaction with B(y).

Definition 2. Let (C,R) be a commitment scheme, and B an interactive Turing
machine. We say the commitment scheme (C,R) is one-many non-malleable w.r.t. B,
if for every probabilistic polynomial-time man-in-the-middle adversary A, and every
two sequences {y1

n}n∈N and {y2
n}n∈N , such that{

viewA[〈B(y1
n), A(z)〉]

}
n∈N,z∈{0,1}∗

≈
{

viewA[〈B(y2
n), A(z)〉]

}
n∈N,z∈{0,1}∗
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it holds that:{
mimB,A(y1

n, z)
}
n∈N,z∈{0,1}∗

≈
{

mimB,A(y2
n, z)
}
n∈N,z∈{0,1}∗

We say that (C,R) is one-many non-malleable w.r.t k-round protocols if (C,R) is one-
many non-malleable w.r.t any machine B that interacts with the man-in-the-middle
adversary in k rounds.

Modifying our construction. We describe a variant of our construction in Section 3
that is one-many non-malleable w.r.t (2c−1)-round protocols for any constant c > 1. In
addition, the protocol now handles identities of length c log log log n + O(1), although
the increase is not necessary for non-malleability amplification. Specifically, we follow
the multiple slot approach in [22] to boost the number of slots from 2 to 2c. On input
a tag id ∈ 0, 1, . . . , dc − 1, let (id1, . . . , idc) denote the base d representation of id. For
j = 1, 2, . . . , c, we will pick a challenge of length �idj

for the 2j − 1’th slot, and a
challenge of length �d−1−idj for the 2j’th slot.

The analysis. First, we need to verify that the modified construction remains one-many
non-malleable (w.r.t. itself). Indeed, the proof of Lemma 2 and the analysis in Section A
extend in a straight-forward manner to c > 1, except in the proof of simulation-
soundness, where it is slightly more involved. We will consider two broad classes of
scheduling strategies:

– For all j = 1, 2, . . . , c: γ2j−1 is contained in Slot 2j − 1 and γ2j is contained in
Slot 2j.

– There exists some j where one of Slot 2j−1 or Slot 2j contains none of γ1, . . . , γ2c.

The previous analysis will still go through, except we now lose a factor 1
(dc)Ω(c) (as

opposed to 1/d from before) in the probability of inverting the one-way permutation.
Next, we argue that the modified construction is one-many non-malleable w.r.t (2c−

1)-round protocols. This follows from the fact that we now have 2c rewinding slots on
the right (c.f. [15]) so that there will always be a slot on the right that does not contain
any message from the (2c− 1)-round protocol executing on the left.

5 Construction from Sub-exponential One-Way Functions

We need to make two modifications to the protocol in Section 3 in order to handle a
general one-way function f instead of a one-way permutation π with sub-exponential
hardness.

Modifying receiver’s challenge. Following [3], we will replace the challenge that the
receiver sends at the start of each of the two slots with a 3-round challenge response
protocol. This is essentially a cut-and-choose protocol that guarantees that the receiver
sends challenges in the range of the one-way function f . Again, we fix some input
length � for f corresponding to the desired level of security for the slot.
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R → C : Pick sbi at random from {0, 1}� and send ybi = f(sbi) for b =
0, 1, i = 1, 2, . . . , n.

C → R : Send μ = (μ1, . . . , μn) at random from {0, 1}n.

R→ C : Send (sμ1
1 , . . . , sμn

n ).

C : Verify that for all i = 1, 2, . . . , n: f(sμi

i ) = yi.

The sender will then run 〈PWIPOK ,VWIPOK〉 on the instance (c, y0
1 , y

1
1 , . . . , y

0
n, y

1
n, μ) w.r.t.

the following relation:

ΛCom = {((c, y0
1, y

1
1 , . . . , y

0
n, y

1
n, μ), (v, r, i, s)), | c = Com(v; r) OR f(s) = y1−μi

i }

The challenge-response protocol has the following properties (cf. [3]):

– With probability 1− 2−n over μ, if the sender accepts at the end of the challenge-
response protocol, then there exists a trapdoor witness for the relation ΛCom.
Indeed, a trapdoor witness exists unless at most one value in each pair (y0

i , y
1
i )

lies in f({0, 1}�), in which case there exists at most one μ for which the sender
will not abort.

– It is computationally infeasible for a 2O(�)-time adversary to find a trapdoor witness
for the relation ΛCom if f is an exponential one-way function.

Modifying the commitment schemes. We will use Naor’s commitment scheme [19]
in Com and in 〈PWIPOK ,VWIPOK〉. Specifically, we will commit v by committing to each
bit of v in parallel. We may set the values of T0, . . . , Td as before. The complexity of
breaking a Td-hiding commitment via brute-force is now poly(n) · 2O((log Td)κ)) (for
some constant κ > 1 that depends on the seed length of pseudorandom generators from
one-way functions in [12]). We can then set �d+1 = nΘ(κ/δ) to ensure that T

1/2
d+1 >

poly(n) · 2O((log Td)κ)).

Acknowledgments. We thank Vinod Vaikuntanathan for an inspiring discussion on
non-malleability.
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Appendix

A nmCom Is One-Many Non-malleable

Here, we establish a stronger claim, namely that the protocol nmCom is in fact one-
many non-malleable for identities of length log log log n + O(1). We do not need this
stronger property, although it is of independent interest. To see why the claim holds,
suppose there are m right interactions, where the tags are respectively (ĩd1, . . . , ĩdm)
and the committed values are respectively (ṽ1, . . . , ṽm). We modify Step 2 to extract
each ṽi on the right where ĩdi �= id. As before, we will sample one transcript τ , and then
attempt to extract witnesses for each of the m right executions. We need an expected
2m|Γ | rewindings, 2|Γ | for each of the m right executions. Next, we will need to show
that the probability that the extractor outputs fail for any of the m right interactions in
negligible. If this probability is at least ε, then there is some right interaction for which
the extractor outputs fail for that interaction with probability at least ε

m . Simply repeat
the analysis for simulation-soundness in Section 3.3 for this execution (and simulateR
for the other m− 1 interactions internally).
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Abstract. We present a family of verifiable random functions which
are provably secure for exponentially-large input spaces under a non-
interactive complexity assumption. Prior constructions required either an
interactive complexity assumption or one that could tolerate a factor 2n

security loss for n-bit inputs. Our construction is practical and inspired
by the pseudorandom functions of Naor and Reingold and the verifiable
random functions of Lysyanskaya. Set in a bilinear group, where the
Decisional Diffie-Hellman problem is easy to solve, we require the �-
Decisional Diffie-Hellman Exponent assumption in the standard model,
without a common reference string. Our core idea is to apply a simulation
technique where the large space of VRF inputs is collapsed into a small
(polynomial-size) input in the view of the reduction algorithm. This view,
however, is information-theoretically hidden from the attacker. Since the
input space is exponentially large, we can first apply a collision-resistant
hash function to handle arbitrarily-large inputs.

1 Introduction

Verifiable Random Functions (VRFs) were proposed by Micali, Rabin, and Vad-
han [24]. VRFs behave similar to Pseudo Random Functions (PRFs) [16] in that
an (efficient) attacker should not be able to distinguish the value of fK(x) from
a random value even if it is given oracle access to the function fK(·) at sev-
eral other points. However, VRFs have the additional property that the party
holding the seed will publish a commitment to the function and is able to non-
interactively convince a verifier that a given evaluation is correct (i.e., matches
the public commitment) without sacrificing the pseudorandom property on other
inputs. In addition, the proof must be verifiable without the benefit of a common
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reference string (CRS). Finally, the verification should remain secure even if the
public commitment were setup in a malicious manner.

The VRF definition of security limits the types of tools we can apply to solv-
ing the problem and restricts us from using several “traditional” approaches. For
example, at first glance it might seem possible to construct VRFs in a straightfor-
ward manner by applying PRFs together with a Non-Interactive Zero Knowledge
Proof [4,5] (NIZK) system. A tempting approach is to publish a commitment
to a PRF seed and then the seed holder can apply the NIZK machinery to pro-
duce non-interactive proofs. A typical proof would at one stage allow a reduction
algorithm to simulate proofs (via knowledge of the CRS setup) even when the
algorithm has no knowledge of the function’s seed. However, since the definition
of a Verifiable Random Function disallows the use of a trusted setup, the NIZK
paradigm cannot be applied.

Without being able to simulate proofs, any reduction algorithm that proves
pseudorandomness faces the following predicament. First, for any x for which it
is asked to give out fK(x) and a proof it must be able to produce the actual
(unique) output of fK(x). Since there is no interaction or trusted setup, the
algorithm is not able to “lie” at any stage. Second, the reduction must be able
to use an attacker that can distinguish fK(x∗) from a random value at a certain
x∗. In order to make use of this attacker, it follows that the reduction algorithm
must not know how to evaluate fK(·) at certain points.

Meeting these two restrictions will require a new approach to constructing
pseudorandom functions that moves past traditional constructions. For instance,
to prove that the Goldreich, Goldwasser and Micali PRF construction [16] is
pseudorandom one must go through several hybrid experiments, where the re-
duction algorithm will not know how to correctly evaluate the PRF on any input.
This approach will not work for proving VRFs, since the reduction algorithm
must provide an evaluation and prove (without lying) that it is correct.

Constructing and Proving Security of VRFs. For the reasons above, existing
VRF systems employ a different strategy when proving the security of VRFs.
Almost all proofs of VRF constructions (that do not rely on interactive assump-
tions) [24,14,1] use a type of “all but one” technique for proving pseudorandoness.
In these proofs a reduction algorithm will first guess the attacker’s challenge in-
put as some random string w in {0, 1}n, where n is the bit length of inputs. Next,
it will set up the commitment such that it knows the function at all 2n−1 inputs
values x �= w. The algorithm then must “hope” that the challenge input lands
on w. For instance, the Micali-Rabin-Vadhan (VUF1) reduction [24] publishes
a commitment r (mod N) such that it knows 2n − 1 roots of r for primes px
where x �= w and hopes that the attacker provides it the pw-th root of r.

The main drawback of this style of proof is that the error and time compo-
nent of the reduction respectively degrade and blowup by a factor 2n, which
1 VUF stands for verifiable unpredictable function. It relaxes the pseudorandomness

requirement of the VRF, so that an (efficient) attacker should not be able to predict
the value of fK(x) even if it is given oracle access to the function fK(·) and its proof
at several other points.
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is exponential in the input length n. The error reduction decreases by a factor
of 2n from the guessing of the challenge input and the time of the reduction
requires 2n − 1 steps to “plant” knowledge of fK(x) for all x �= w. For this rea-
son these VRF systems when applied to large input sizes need to rely on strong
assumptions that can absorb the loss of security. Furthermore, in the �-type
assumptions used in bilinear map constructions of Dodis-Yampolskiy [14], the
number of terms (i.e., �) associated with the assumption increases exponentially
in n. 2 In general, we would like to prove security for large input spaces based on
a “smaller” and more standard complexity assumption, which contains at most
a polynomial number of terms.

Indeed, in their recent paper, Abdalla, Catalano and Fiore [1] stated that an
open problem was to construct a VRF “supporting exponentially large (in the
security parameter) identity spaces and provably secure under non interactive
assumptions”.

Our Approach. In this work, we aim to realize VRFs with large input sizes
without applying complexity leveraging or interactive assumptions. Our main
technique is that we apply a reduction technique where the input space of size
2n is compressed in the reduction algorithm’s view to a much smaller space.
We can parameterize this compression such that the reduction algorithm knows
the PRF value for all but a set S of size ≈ 1/q(λ) of the input, where q(λ) is
the (polynomial) number of queries made by an attacker and λ is a security
parameter. We then “hope” that the challenge input lands in S and can finish
the simulation without aborting a non-negligible fraction of the time.

Our construction makes use of bilinear groups. It has a similar structure to
the PRF of Naor-Reingold [27] and the VRF of Lysyanskaya [23]. The setup
algorithm will choose a group G of prime order p along with random group ele-
ments g, h, U0 = gu0 , . . . , Un = gun for random u0, . . . , un ∈ Zp. The evaluation
of the VRF on input x = x1 . . . xn is

e(gu0
∏n

i=1 u
xi
i , h).

Proofs of the VRF are given using a step ladder approach in a manner similar
to that appearing in other works [23,1].

We prove the security of our scheme under the �-Decisional Diffie-Hellman
Exponent assumption [7] for � = O(q(λ)·n). This assumption gives the reduction
algorithm ga

i

for i = 1 to 2� except for a “hole” at i = �. In our reduction, we
associate each Ui value with a value ga

yj for some yj . (The terms are further
randomized so as to information-theoretically hide yj from the outside. We ignore
the randomization terms for this discussion.) For any input x, the reduction can
evaluate the function and give a proof if y0 +

∑n
i=1 yxi

i �= �. For all other inputs
x ∈ S such that y0 +

∑n
i=1 yxi

i = �, the reduction algorithm can successfully use
an answer to defeat the DDHE assumption.

2 We note that the second construction of Abdalla-Catalano-Fiore [1] has a polynomial
number of assumption terms, but exponential degradation in the input size.
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To achieve a polynomial (in n) reduction we must find a way to put a proper
fraction of the inputs in S and to make the distribution of inputs in S close to
random across the coins of the reduction. For this final goal, we parameterize
and analyze our scheme in a manner similar to the Waters’ [29] Identity-Based
Encryption system. In this system, Waters showed how to partition a fraction
of ≈ 1/q(λ) of the inputs into what he called a challenge set S. We will apply
a similar partitioning approach, except we must adapt it to the multiplicative
structure of our VRF.

We finally note that once we achieve a VRF for large enough input size n, we
can apply one of two techniques to get a VRF for the input domain of {0, 1}∗.
First, we could simply let the setup algorithm choose a collision resistant hash
function H : {0, 1}∗ → {0, 1}n. The VRF would first hash the input down to
n bits and then apply the core VRF. It is fairly straightforward to show that
an attack would imply either finding a collision or attacking the core VRF.
Another technique is to apply the tree-based extension given by Micali, Rabin,
and Vadhan (MRV) [24] which allows extension to unbounded size inputs. This
tree-based technique works if there are no collisions discovered in the core VRF
applied at each node (i.e., no two nodes have the same label). In order for this
to occur, the core input size must be large, which requires complexity leveraging
in the MRV RSA construction, but does not when using our techniques.

1.1 Related Work

The concept of pseudorandom functions was proposed by Goldreich, Goldwasser
and Micali [16]. They provided a definition and gave a generic method of con-
structing them from any one-way permutation. An efficient PRF based on the
Decisional Diffie-Hellman assumption was proposed by Naor and Reingold [27].

Micali, Rabin and Vadhan [24] proposed the extension to verifiable random
functions. They gave an RSA-type construction and proved security under what
they called the RSA s(k)-Hardness Assumption. Roughly, for input length a(k),
the security of the VRF was s′(k) = s(k)1/3/(poly(k)·2a(k)). They then provided
a tree-based method for extending the input size to {0, 1}∗. Their construction
elegantly showed how to first give a Verifiable Unpredictable Function (VUF)
and then apply the Goldreich-Levin [17] hard core bit technique to get a VRF.

Lysyanskaya [23] provided the first VRF scheme from bilinear maps, which
was also constructed as a transformation from a VUF. Our VRF construction
follows a similar structure and is inspired by that of Lysyanskaya, although we
will give a direct VRF construction without first providing a VUF. Dodis [13]
extended the work of Lysyanskaya and showed how to give efficient constructions
of a VRF directly (i.e., without going through any generic transformations). His
VRF was also distributed in the sense that a collection of servers can hold shares
of the seed and a certain threshold of these servers must cooperate to compute
fK(x) or distinguish its outputs from random. Unfortunately, both of these works
rely on interactive complexity assumptions (for large input spaces.)

Dodis and Yampolskiy [14] gave a very efficient VRF under a non-interactive
assumption by applying the deterministic version of Boneh-Boyen [6] signatures.
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In a bilinear group G of prime order p, its seed is a single element of Zp and
its proof is a single element of G. Its main drawback is that its security only
holds for small input spaces. For n-bit inputs, the scheme’s security relies on
the (� = 2n)-Decisional Diffie-Hellman Inversion assumption with a 2n factor
blowup in the time component.

Recently, Abdalla, Catalano and Fiore [1] gave two VRF constructions and
showed some connections to Identity-Based Encryption [28,8]. In particular, they
showed that any IBE scheme with certain properties (e.g., deterministic key
generation) implies VRFs, although some of these properties only appear in
random oracle constructions of IBE systems.

Chase and Lysyanskaya [12] introduced a concept that they called a simultable
VRF. Simultable VRFs allow the use of a common reference string (CRS) in
order to simulate a proof of the PRF output. Connections to multi-theorem
NIZKs were given. We note that reintroducing a CRS removes some of the
fundamental challenges in constructing a VRF that we described above.

Brakerski, Goldwasser, Rothblum and Vaikuntanathan [10] introduced a re-
laxation of VRFs that they called weak VRFs. A weak VRF is similar to a VRF
except it only needs to be secure if the attacker is allowed to see queries at inputs
chosen randomly. While this does not meet the full goals of VRFs, the authors
showed that weak VRFs imply NIZKs and provided constructions of weak VRFs
from simple assumptions.

Applications of VRFs. VRFs have a variety of interesting applications, partially
because they allow a short commitment to an exponential number of pseudoran-
dom bits. Abdalla et al. [1] provide a nice summary of applications where VRFs
are used as a building block, including resettable zero-knowledge proofs [25],
micropayment schemes [26], updatable zero-knowledge databases [22] and verifi-
able transaction escrow schemes [21], to name a few. It also appears likely to us
that suitable VRFs could be a useful alternative in several applications which, as
part of the system, output the value of the PRF together with a proof (interac-
tive or non-interactive) that the evaluation was correct and has some additional
properties. Examples of this include compact e-cash [11], keyword search [15],
set intersection protocols [18], and adaptive oblivious transfer protocols [20].

2 Definition

Definition 1 (Verifiable Random Function). LetF : {0, 1}seed(λ)×{0, 1}in(λ)

→ {0, 1}out(λ), where seed, in, out are all polynomials in the security parameter 1λ,
be an efficient function. We say that F is a verifiable random function if there exist
algorithms (Setup, Prove, Verify) such that

– Setup(1λ) outputs a pair of keys (pk , sk);
– Provesk (x) outputs a pair (Fsk (x), πsk (x)), where Fsk (x) is the function value

and πsk (x) is the proof of correctness; and
– Verifypk (x, y, π) verifies that y = Fsk (x) using the proof π.
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Formally, we require the following properties:

1. Provability: For all (pk , sk) ∈ Setup(1λ) and inputs x ∈ {0, 1}in(λ), if
(y, π) = Provesk (x), then Verifypk (x, y, π) = 1.

2. Uniqueness: For all (pk , sk) ∈ Setup(1λ) and inputs x ∈ {0, 1}in(λ), there
does not exist a tuple (y1, y2, π1, π2) such that:
(1) y1 �= y2, (2) Verifypk (x, y1, π1) = 1, and (3) Verifypk (x, y2, π2) = 1.

3. Pseudorandomness: For all p.p.t. distinguishers D = (D1, D2), there ex-
ists a negligible function μ such that:

Pr[(pk , sk)← Setup(1λ); (x, s)← D
Prove(·)
1 (1λ, pk); y0 = Fsk (x);

y1 ← {0, 1}out(λ); b← {0, 1}; b′ ← D
Prove(·)
2 (yb, s) :

b = b′ ∧ x �∈ S] ≤ 1
2

+ μ(λ),

where S is the set of all inputs that D queries to its oracle Prove.

3 Algebraic Settings

We describe a scheme set in bilinear groups of prime order.

Bilinear Groups. Let G and GT be algebraic groups. A bilinear map is an efficient
mapping e : G × G → GT which is both: (bilinear) for all g ∈ G and a, b ← Z,
e(ga, gb) = e(g, g)ab; and (non-degenerate) if g generates G, then e(g, g) �= 1.

3.1 Assumption

We will consider the following previously used assumption.

Assumption 1 (�-Decisional Diffie-Hellman Exponent [7,9]). Let G, GT

be groups of prime order p ∈ Θ(2λ). For all p.p.t. adversaries A, there exists a
negligible function μ such that

Pr[g, h← G; a← Zp; y0 = e(g, h)a
�

; y1 ← GT ; b← {0, 1};
b′ ← A(g, h, ga, . . . , ga

�−1
, ga

�+1
, . . . , ga

2�

, yb) : b = b′] ≤ 1
2

+ μ(λ).

4 VRF Construction from the DDHE Assumption

Setup(1λ). We describe a system for inputs of length n, a polynomial in 1λ.3

The setup algorithm first chooses a bilinear group G of prime order p. It selects
random generators g, h ∈ G. It next selects random values u0, u1, . . . , un ∈ Zp
and sets U0 = gu0 , U1 = gu1 , . . . , Un = gun . It then sets the keys as:

pk = (G, p, g, h, U0, . . . , Un), sk = (G, p, g, h, u0, . . . , un).
3 Due to the fact that n can be polynomial in the security parameter, we can accept

inputs of arbitrary length by first applying a collision resistant hash function.
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Evaluate(sk , x). For x ∈ {0, 1}n, the function Fsk evaluates x = x1x2...xn as:

Fsk (x) = e(gu0
∏n

i=1 u
xi
i , h)

Prove(sk , x). This algorithm outputs Fsk (x) together with a proof π comprised as
follows. For i = 1 to n, compute πi = g

∏ i
j=1 u

xj
j . Next, compute π0 = gu0

∏n
j=1 u

xj
j .

Output the proof
π = (π0, π1, . . . , πn).

We observe that this formulation of π is redundant. It is not necessary to
include πi when xi = 0, since in this case, we have πi = πi−1 (for i > 1) and
π1 = g (for i = 1).

Verify(pk , x, y, π). The first step is to verify that all parts of the input are prop
erly encoded group elements; in particular, that the proof π = (π0, . . . , πn) con-
tains legal encodings of elements in G. Next, the proof is verified in a step-by-step
manner by checking that

e(π1, g) =

{
e(g, g) if x1 = 0;
e(U1, g) otherwise.

and then for i = 2 to n, it holds that

e(πi, g) =

{
e(πi−1, g) if xi = 0;
e(πi−1, Ui) otherwise.

and finally that
e(π0, g) = e(πn, U0) and e(π0, h) = y.

Output 1 if and only if all checks verify.

Efficiency Discussion. The output of the PRF Fsk (·) is one element in GT . As
noted above, our representation of π is redundant and can be simplified. For an
n-bit input x, the proof π requires at most ones(x) + 1 ≤ n + 1 elements in
G, where ones(·) counts the number of bits set to 1 in the input. (Individual)
verification of the VRF output requires ones(x) + 3 ≤ n + 3 pairings, if e(g, g)
is provided in the public key.

For applications where several VRF outputs need to be verified at the same
time, one can apply standard batching techniques [2] to perform N verifications
for n-bit inputs at a cost of O(n) total pairing operations. The batch verification
algorithm takes as input N tuples of the form (xi, yi = fsk(xi), πi) and outputs
1 if and only if all individual proofs verify, with an error rate of 2−k for security
parameter k.

The batching algorithm would first verify the respective group memberships of
all yi and all values in πi = (πi,0, . . . , πi,n). It then chooses random r0, . . . , rN ∈
{0, 1}k and verifies that:

e(
N∏
i=1

πri

i,1, g) = e(g
∑N

i=1(1−xi)ri · U
∑N

i=1 xiri

1 , g)
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and then for t = 2 to n, it holds that

e(
N∏
i=1

πri

i,t, g) = e(
N∏
i=1

π
(1−xi)ri

i,t−1 , g) · e(
N∏
i=1

πxiri

i,t−1, Ut)

To see the above, recall that e(1, g) = 1. Finally, we check that

e(
N∏
i=1

πri

i,0, g · h) = e(
N∏
i=1

πri

i,n, U0) ·
N∏
i=1

yri

i .

Output 1 if and only if all checks verify.

5 Proof of DDHE VRF

Theorem 2. The VRF construction in Section 4 is secure with respect to Def-
inition 1 under the �-DDHE assumption.

Proof. The provability property is verifiable in a straightforward manner from
the construction. The uniqueness property also follows easily from the group
structure; that is, for any input, there is only one group element in G that is
the valid output and moreover, that it is not possible (even for an unbounded
adversary) to devise a valid proof for another element.

Showing pseudorandomness will require more work. To show pseudorandom-
ness, we will employ a proof technique from the Waters IBE system [29] that
allows us to partition the inputs into two sets: those the simulator can prop-
erly answer and those we hope the adversary chooses as a challenge. The main
difficulty in adapting this technique is that Waters was able to manipulate the
randomness in the IBE keys during simulation, whereas we are now dealing with
a deterministic function evaluation. Nevertheless, by strengthening the complex-
ity assumption and making subtle changes throughout the proof, we are able to
complete the argument.

Suppose there is a p.p.t. distinguisher D which makes Q Prove queries in the
pseudorandomness game and succeeds with probability 1

2 +ε. Then we show how
to use D to create an adversary B which breaks the �-DDHE assumption with
probability 1

2 + 3ε
64Q(n+1) , where � = 4Q(n + 1) and n is the bit length of the

VRF input.
On input (G, p, g, h, ga, . . . , ga

�−1
, ga

�+1
, . . . , ga

2�

, Y ), our �-DDHE solver B
proceeds as:

Setup. The simulator first sets an integer m = 4Q and chooses an integer, k,
uniformly at random between 0 and n. Recall that Q is the number of queries
made by the distinguisher and n is the bit length of the VRF input. It then
chooses random integers r1, . . . , rn, r′ between 0 and m − 1. Additionally, the
simulator chooses random values s1, . . . , sn, s

′ ∈ Zp. These values are all kept
internal to the simulator. Intuitively, the r values will be used to embed the
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challenge, while the s values will be used as blinding factors to present the
proper distribution to the distinguisher.

For x ∈ {0, 1}n, let X ⊆ {1, . . . , n} be the set of the all i for which xi = 1. To
ease our analysis, we define the functions:

C(x) = m(1 + k) + r′ +
∑
i∈X

ri , Ĉ(x, i) =
i∑

j=1

xjrj

J(x) = s′
∏
i∈X

si , Ĵ(x, i) =
i∏

j=1

s
xj

j

For inputs x ∈ {0, 1}n, we define the binary function

K(x) =

{
0 if r′ +

∑n
j=1 xjrj ≡ 0 mod m;

1 otherwise.

The simulator sets U0 = (ga
m(1+k)+r′

)s
′

and Ui = (ga
ri )si for i = 1 to n. It

outputs the public key as (G, p, g, h, U0, . . . , Un), where implicitly the secret key
contains the values u0 = am(1+k)+r′s′ and {ui = arisi}i∈[1,n].

Prove. The distinguisher, D, will ask for VRF evaluations and proofs. On query
input x, the simulator first checks if C(x) = � and aborts if this is true. Otherwise,
it outputs the value

F (x) = e((ga
C(x)

)J(x), h).

It also computes π0 = (ga
C(x)

)J(x) and πi = (ga
Ĉ(x,i)

)Ĵ(x,i) for i = 1 to n, and
then outputs the proof π = (π0, π1, . . . , πn).

Given the above settings, it is easy to verify that for any value of x ∈ {0, 1}n:
1. The maximum value of C(x) is m(1+n)+ (1+n)(m− 1) < 2m(1+n) = 2�.
2. For any i ∈ [1, n], the maximum value of Ĉ(x, i) is (m−1)n < m(n+1) = �.

Thus, if C(x) �= �, then the simulator can always correctly answer all parts of
the query.

Response. Eventually D will provide a challenge input x∗. If C(x∗) = �, B will
return the value Y . When D responds with a guess b′, B will also output b′ as
its �-DDHE guess. If C(x∗) �= �, B outputs a random bit as its �-DDHE guess.

This ends our description of �-DDHE adversary B.

A Series of Games Analysis. We now argue that any successful adversary D
against our scheme will have success in the game presented by B. To do this, we
first define a sequence of games, where the first game models the real security
game and the final game is exactly the view of the adversary when interacting
with B. We then show via a series of claims that if D is successful against Game
j, then it will also be successful against Game j + 1.
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Game 1: This game is defined to be the same as the VRF security game in
Definition 1.

Game 2: The same as Game 1, with the exception that we keep a record of each
query made by D, which we’ll denote as −→x = (x(1), . . . , x(Q), x∗), where x∗

is the challenge input. At the end of the game, we set m = 4Q and choose
random integers −→r = (r1, . . . , rn, r

′) between 0 and m − 1 and a random
integer k between 0 and n. We define the regular abort indicator function:

τ(−→x ,−→r , k) =

{
1 if r′ +

∑n
j=1 x∗

jrj �= m(n− k)
∨Q
i=1 K(x(i)) = 0;

0 otherwise.

This function τ(−→x ,−→r , k) evaluates to 0 if the queries −→x will not cause
a regular abort for the given choice of simulation values −→r , k. Consider
the probability over all simulation values for the given set of queries −→x as
ζ(−→x ) = Pr−→r ,k[τ(−→x ,−→r , k) = 0].

As in [29], the simulator estimates ζ(−→x ) as ζ′ by evaluating τ(−→x ,−→r , k)
with fresh random −→r , k values a total of O(ε−2 ln(ε−1)ζ−1

min ln(ζ−1
min)) times.

This does not require running the distinguisher again.
D’s success in the game is then determined as follows:

1. Regular Abort. If τ(−→x ,−→r , k) = 1, then flip a coin b ∈ {0, 1} and say that
D wins if b = 0 and loses otherwise.

2. Balancing (Artificial) Abort.4 Let ζmin = 1
8Q(n+1) as derived from Claim 5.

If ζ′ ≥ ζmin, B will abort with probability ζ′−ζmin

ζ′ (not abort with proba-
bility ζmin

ζ′ ). If it aborts, flip a coin b ∈ {0, 1} and say that D wins if b = 0
and loses otherwise.

3. Otherwise, D wins if it correctly guessed b′ as in the real security game.
Game 3: The same as Game 2, with the exception that B tests if any abort

conditions are satisfied, with each new query, and if so, follows the abort
procedure immediately (i.e., flips a coin b ∈ {0, 1} and says that D wins if
b = 0.)

Game 3 is exactly the view of D when interacting with B. We will shortly
prove that if D succeeds in Game 1 with probability 1

2 + ε, then it succeeds in
Game 3 with probability ≥ 1

2 + 3ε
64Q(n+1) .

Establishing Three Claims about the Probability of Aborting. Before doing so, we
establish one claim which was used above and two claims which will be needed
shortly. Our first claim helps us establish a minimum probability that a given
set of queries do not cause a regular abort. We use this minimum during our
balancing abort in Game 2, to “even out” the probability of an abort over all
4 In Waters [29], this is called the artificial abort. Recently, Bellare and Ristenpart

provided an analysis of the Waters’ IBE without the artificial abort [3]. We could
use their techniques here for an alternative, tighter analysis, but we would need
to expand the input size of our �-DDHE assumption by a factor of 1/ε, where the
distinguisher’s advantage is 1/2 + ε.
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possible queries. In the next two claims, we employ Chernoff Bounds to establish
upper and lower bounds for any abort (regular or balancing) for any set of
queries. The latter two claims will be used in the analysis of D’s probability of
success in Game 2.

Claim. Let ζmin = 1
8Q(n+1) . For any query vector −→x , ζ(−→x ) ≥ ζmin.

Proof of Claim 5 is similar to a related argument in [29] and appears in Ap-
pendix A.

Claim. For any set of queries −→x , the probability that there is an abort (i.e.,
regular or balancing) is ≥ 1− ζmin − 3

8ζminε.

Proof. Let ζx = ζ(−→x ), as defined in Section 5, be the probability that a set of
queries−→x do not cause a regular abort. In Game 2, T =O(ε−2 ln(ε−1)ζ−1

min ln(ζ−1
min))

samples are taken to approximate this value as ζ′x. By Chernoff Bounds, we have
that for all −→x ,

Pr[Tζ′x < Tζx(1− ε

8
)] < e−[128ε−2 ln((ε/8)−1)ζ−1

min ln(ζ−1
min )(ζmin)(ε/8)2/2],

which reduces to
Pr[ζ′x < ζx(1− ε

8
)] < ζmin

ε

8
.

Recall that for a measured ζ′x an artificial abort will not happen with probability
ζmin/ζ′x. The probability of aborting is

Pr[abort] = 1− Pr[abort] = 1− Pr[RA] Pr[AA] = 1− ζx Pr[AA]

≥ 1− ζx(ζmin
ε

8
+

ζmin

ζx(1− ε/8)
)

≥ 1− (ζmin
ε

8
+

ζmin

1− ε/8
)

≥ 1− (
ζminε

8
+ ζmin(1 +

2ε

8
))

≥ 1− ζmin − ζmin
3ε

8

Claim. For any set of queries −→x , the probability that there is no abort (i.e.,
regular or balancing) is ≥ ζmin − 1

4ζminε.

Proof. Let ζx = ζ(−→x ), as defined in Section 5, be the probability that a set of
queries−→x do not cause a regular abort. In Game 2, T =O(ε−2 ln(ε−1)ζ−1

min ln(ζ−1
min))

samples are taken to approximate this value as ζ′x. By Chernoff Bounds, we have
that for all −→x ,

Pr[Tζ′x > Tζx(1 +
ε

8
)] < e−[256ε−2 ln((ε/8)−1)ζ−1

min ln(ζ−1
min )](ζmin)(ε/8)2/4],

which reduces to
Pr[ζ′x > ζx(1 +

ε

8
)] < ζmin

ε

8
.
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The probability of not aborting is equal to the probability of not regular aborting
times the probability of not artificial aborting. Recall that for a measured ζ′x an
artificial abort (AA) will not happen with probability ζmin/ζ′x. Therefore, for any
x, the Pr[AA] ≥ (1− ζminε

8 ) ζmin

ζx(1+ε/8) . It follows that

Pr[abort] ≥ ζx(1− ζminε

8
)

ζmin

ζx(1 + ε/8)
≥ ζmin(1− ε

8
)2 ≥ ζmin(1− 1

4
ε).

Analyzing D’s Probability of Success in the Games. Define D’s probability of
success in Game x as AdvD[Game x]. We reason about the probability of D’s
success in the series of games as follows.

Lemma 1. If AdvD[Game 1] = 1
2 + ε, then AdvD[Game 2] ≥ 1

2 + 3·ε
64Q(n+1) .

Proof. We begin by observing that AdvD[Game 2] is

= AdvD[Game 2|abort] · Pr[abort] + AdvD[Game 2|abort] · Pr[abort] (1)

=
1
2

Pr[abort] + AdvD[Game 2|abort] · Pr[abort] (2)

=
1
2

Pr[abort] + Pr[b = b′|abort] · Pr[abort] (3)

=
1
2

Pr[abort] + Pr[b = b′] · Pr[abort|b = b′] (4)

=
1
2

Pr[abort] + (
1
2

+ ε) · Pr[abort|b = b′] (5)

≥ 1
2
(1 − ζmin − s1) + (

1
2

+ ε)(ζmin − s2) (6)

≥ 1
2

+ ε · ζmin − (s1 + s2) (7)

=
1
2

+
3 · ε · ζmin

8
(8)

=
1
2

+
3 · ε

64Q(n + 1)
(9)

Equation 2 follows from the fact that, in the case of abort, D’s success is
determined by a coin flip. It would be very convenient if we could claim that
AdvD[Game 2 | abort] = AdvD[Game 1], but unfortunately, this is false. The
event that D wins Game 2 and the event of an abort are not independent;
however, we have inserted the balancing abort condition in the attempt to lessen
the dependence between these events. Equation 3 simply states that, when there
is no abort, D wins if and only if it guesses correctly. Equation 4 follows from
Bayes’ Theorem. In Equation 5, we observe that Pr[b = b′] is exactly D’s success
in Game 1.

Now, the purpose of our balancing abort is to even the probability of aborting,
for all queries of D, to be roughly ζmin. This will also get rid of the conditional
dependence on b = b′. There will be a small error, which must be taken into
account. Suppose that Pr[abort] ≥ 1− ζmin− s1 and Pr[abort] ≥ ζmin− s2, which
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must hold for some error values s1, s2, then we derive Equation 6. Algebraic
manipulation and recalling that ε ≤ 1

2 , brings us to Equation 7.
We set ζmin = 1

8Q(n+1) from Claim 5. We know, for all queries, that Pr[abort] ≥
1 − ζmin − s1 where s1 = 3

8ζminε from Claim 5 and that Pr[abort] ≥ ζmin − s2
where s2 = 1

4ζminε from Claim 5. Plugging these values into Equations 7 and 8
establishes the lemma.

Lemma 2. AdvD[Game 3] = AdvD[Game 2].

Proof. We make the explicit observation that these games are equivalent by
observing that their only difference is the time at which the regular aborts occur.
The artificial abort stage is identical. All public parameters, evaluations and
proofs have the same distribution up to the point of a possible abortion. In
Game 2, the simulator receives all the queries −→x , then checks if τ(−→x ,−→r , k) = 1
and aborts, taking a random guess, if so. In Game 3, the simulator checks with
each new query x if K(x) = 0, which implies that the ending τ evaluation will be
1, and aborts, taking a random guess, if so. Therefore, the output distributions
will be the same.

Tightness of the Reduction. Using the (asymptotically) tighter analysis tech-
niques of Hofheinz and Kiltz [19], the 1/n factor loss in our reduction, that
occurs due to the Balancing Abort in Game 2, could be reduced to 1/

√
n. Since

the 1/Q factor loss is the dominating term in our concrete analysis, this improved
analysis may provide only modest gains in practice.

6 Conclusion and Open Directions

Verifiable random functions are an interesting and useful cryptographic primi-
tive, but to date, all known constructions for exponentially-large message spaces
required interactive complexity assumptions or their concrete security degraded
by an exponential factor. In this work, we presented an efficient construction
which can handle arbitrarily-large inputs (by first applying a collision-resistant
hash function) based on the �-Decisional Diffie-Hellman Exponent assumption.
Our security proof used techniques similar to the Waters IBE [29], where we par-
titioned the input space into those for which we can provide a proof and those
which we cannot. We then showed that with non-negligible probability, the ad-
versary will only query us on inputs for which we can provide proofs, except for
the challenge query, for which the proof is unknown. The main technical differ-
ence when applying Waters’ proof techniques is we must move from an additive
to a multiplicative structure, work without randomness in the output to manipu-
late during the reduction, and operate under a different complexity assumption.
Fortunately, we were still able to properly simulate access to an exponentially-
large input space using a complexity assumption with only a polynomial-size
input.

We believe this work is an important step towards better understanding how to
construct verifiable random functions. It leaves open many interesting questions.
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First, it would be interesting to improve on the efficiency of our construction,
especially by realizing a seed, proof size and verification time that are sublinear
in the bit-length of the input. Second, one would like to know if it is possible to
realize a VRF under a complexity assumption with a fixed input size, such as
Decisional Diffie-Hellman. If this is not possible, perhaps one can show that a
q-based assumption (with at least a polynomial number of terms) is inherently
necessary. Finally, it would be interesting to see if this new construction allows
for any additional applications of VRFs or if it can be used to reduce the overall
complexity assumptions required by any constructions using VRFs.
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Appendix

A Proof of Claim 5

Proof. In other words, the probability of the simulation not triggering a general
abort is at least ζmin. This analysis follows that of [29], which we reproduce here
for completeness. Without loss of generality, we can assume the adversary always
makes the maximum number of queries Q (since the probability of not aborting
increases with fewer queries). Fix an arbitrary−→x = (x(1), . . . , x(Q), x∗) ∈ {0, 1}n.
Then, with the probability over the choice of −→r , k, we have that Pr[abort on −→x ]
is

= Pr[
Q∧
i=1

K(x(i)) = 1 ∧ r′ +
n∑
j=1

x∗
j rj = m(n− k)] (10)

= (1− Pr[
Q∨
i=1

K(x(i)) = 0]) Pr[r′ +
n∑
j=1

x∗
j rj = m(n− k)|

Q∧
i=1

K(x(i)) = 1] (11)

≥ (1−
Q∑
i=1

Pr[K(x(i)) = 0]) Pr[r′ +
n∑
j=1

x∗
jrj = m(n− k)|

Q∧
i=1

K(x(i)) = 1](12)

= (1− Q

m
) · Pr[r′ +

n∑
j=1

x∗
j rj = m(n− k) |

Q∧
i=1

K(x(i)) = 1] (13)

=
1

n + 1
· (1 − Q

m
) · Pr[K(x∗) = 0 |

Q∧
i=1

K(x(i)) = 1] (14)

=
1

n + 1
· (1 − Q

m
) · Pr[K(x∗) = 0] · Pr[

∧Q
i=1 K(x(i)) = 1] | K(x∗) = 0]

Pr[
∧Q
i=1 K(x(i)) = 1]]

(15)

≥ 1
(n + 1)m

· (1− Q

m
) · Pr[

Q∧
i=1

K(x(i)) = 1] | K(x∗) = 0] (16)

=
1

(n + 1)m
· (1− Q

m
) · (1 − Pr[

Q∨
i=1

K(x(i)) = 0] | K(x∗) = 0]) (17)

≥ 1
(n + 1)m

· (1− Q

m
) · (1 −

Q∑
i=1

Pr[K(x(i)) = 0] | K(x∗) = 0]) (18)

=
1

(n + 1)m
· (1− Q

m
)2 (19)

≥ 1
(n + 1)m

· (1− 2Q

m
) (20)

=
1

8Q(n + 1)
(21)



672 S. Hohenberger and B. Waters

Equations 13 and 16 derive from Pr[K(x) = 0] = 1
m for any query x. Equation 14

gets a factor of 1
n+1 from the simulator taking a guess of k. Equation 15 follows

from Bayes’ Theorem. Equation 19 follows from the pairwise independence of
the probabilities that K(x) = 0, K(x′) = 0 for any pair of queries x �= x′, since
they will differ in at least one random rj value. Equation 21 follows from our
setting of m = 4Q.
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Abstract. We introduce the notion of adaptive trapdoor functions
(ATDFs); roughly, ATDFs remain one-way even when the adversary is
given access to an inversion oracle. Our main application is the black-box
construction of chosen-ciphertext secure public-key encryption (CCA-
secure PKE). Namely, we give a black-box construction of CCA-Secure
PKE from ATDFs, as well as a construction of ATDFs from correlation-
secure TDFs introduced by Rosen and Segev (TCC ’09). Moreover, by
an extension of a recent result of Vahlis (TCC ’10), we show that ATDFs
are strictly weaker than the latter (in a black-box sense). Thus, adaptiv-
ity appears to be the weakest condition on a TDF currently known to
yield the first implication.

We also give a black-box construction of CCA-secure PKE from a
natural extension of ATDFs we call tag-based ATDFs that, when applied
to our constructions of the latter from either correlation-secure TDFs, or
lossy TDFs introduced by Peikert and Waters (STOC ’08), yield precisely
the CCA-secure PKE schemes in these works. This helps to unify and
clarify their schemes. Finally, we show how to realize tag-based ATDFs
from an assumption on RSA inversion not known to yield correlation-
secure TDFs.

1 Introduction

Historically, the notion of one-way trapdoor functions (OW-TDFs) has played a
central role in the study of cryptographic protocols, in particular for semantically-
secure public-key encryption (PKE); see e.g. [23,40,4]. However, it is well-known
that semantic security alone is not sufficient in many applications; rather, encryp-
tion must be secure against active adversaries, say, who can inject packets into the
network and observe decryptions or actions taken based on them. As a result, re-
sistance to so-called chosen-ciphertext attacks (CCA) [36] has become the “gold
standard” for security of PKE.

But, whereas there is a simple, black-box construction of semantically se-
cure PKE from OW-TDFs [22], the same is not true of CCA-secure PKE. In-
stead, early constructions were based on generic non-interactive zero-knowledge

H. Gilbert (Ed.): EUROCRYPT 2010, LNCS 6110, pp. 673–692, 2010.
c© International Association for Cryptologic Research 2010
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proofs [32]. This calls into question the applicability of the TDF concept in the
design of CCA-secure PKE. Indeed, the most successful approach for designing
practical CCA-secure PKE schemes so far has been based on specific number
theoretic assumptions (e.g., [18,24]) and algebraic primitives such as hash proof
systems [17] or algebraic set systems [16], which bypass TDFs. However, Peik-
ert and Waters [35], and subsequently Rosen and Segev [37], recently introduced
novel strengthenings to the notion of OW-TDFs and showed that these do imply
simple, black-box constructions of CCA-secure PKE.

Still, we find an underlying “theory” of such stronger TDFs and their relation
to CCA-secure PKE lacking. To this end we put forth a notion of adaptive
trapdoor functions and study its relations to CCA-secure PKE. Surprisingly, we
find that adaptivity, a seemingly fundamental notion in the context of chosen-
ciphertext security, serves to weaken the assumptions on a TDF needed to imply
black-box CCA-secure PKE, as well as to unify and clarify the schemes of [35,37].
Moreover, it leads to new ones, realized from assumptions not known to imply
the notions of [35,37].

1.1 Our Contributions

Adaptive trapdoor functions. The central notion we introduce are adaptive
trapdoor functions (ATDFs). Loosely speaking, ATDFs remain one-way even
when the adversary is given access to an inversion oracle, which it may query
on points other than its challenge. We also introduce a natural extension we call
tag-based adaptive trapdoor functions (TB-ATDFs), which in addition to the
normal input also take a tag. For TB-ATDFs, the adversary may query its oracle
on any point, but on a tag other than the challenge one. These notions are quite
simple and intuitive but to the best of our knowledge have not appeared before.
(There have, however, been similar notions that we discuss later.)

CCA-Secure PKE from ATDFs. As our first result, we give black-box con-
structions of CCA-secure PKE from both ATDFs and TB-ATDFs. While con-
structing CCA-secure PKE from TB-ATDFs is straightforward, constructing the
former from ATDFs turns out to be more subtle. We apply the classical construc-
tion of one-bit PKE using the hardcore bit of the ATDF [8], but it is important
here that the ciphertext not contain the message xor’ed with the latter; rather
the message is encrypted as the hardcore bit itself. By a recent result of Myers
and Shelat [30], this construction implies a black-box many-bit scheme as well.
On the other hand, hybrid encryption permits a much more efficient direct con-
struction of such a scheme in the case that the ATDF is a permutation or has
linearly many simultaneous hardcore bits.

Construction of ATDFs. In the random oracle model [6], the notions of
ATDF and TDF are equivalent.1 To construct ATDFs in the standard model,

1 For example, a TDF defined as f(x) := (g(x),H(x)) is adaptive one-way if TDF g
is one-way and H is modeled as a random oracle.
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we examine the relation of ATDFs and TB-ATDFs to the recently-introduced no-
tions of correlated-product TDFs (CP-TDFs) [37] and lossy TDFs (LTDFs) [35].
Intuitively, CP-TDFs remain one-way even if the adversary sees many indepen-
dent instances of the TDF evaluated on the same input, and LTDFs are TDFs
whose description is indistinguishable from that of a function that loses informa-
tion about its input (i.e., has a bounded range). Inspired by the constructions of
CCA-secure PKE in [35,37] (which are based on earlier work by Dolev et al. [19]),
we show simple, black-box constructions of both ATDFs and TB-ATDFs from
CP-TDFs. Since as shown in [37], LTDFs imply the latter,2 this also gives us
ATDFs and TB-ATDFs from LTDFs. However, we show that ATDFs and TB-
ATDFs allow much more efficient direct constructions using an all-but-one TDF
(ABO-TDF) [35] as well.

Notably, when we apply our general construction of CCA-secure PKE to our
constructions of TB-ATDFs from CP-TDFs and lossy+ABO-TDFs, what we
obtain are precisely CCA-secure PKE schemes of [37] and [35], respectively. This
means that these works were implicitly constructing TB-ATDFs, and that the
latter “abstracts out” a particular aspect of their constructions not formalized
before. This unifies and clarifies their schemes from a conceptual standpoint and
also leads to optimized constructions.

A black-box separation. Very recently, Vahlis [39] showed that there is no
black-box construction of CP-TDFs from OW-TDFs. We observe here that his
result extends to rule out a black-box construction of the former from ATDFs as
well, by using the same “breaking” oracle. (This does not immediately rule out a
black-box construction of CP-TDFs from TB-ATDFs, but we also rule this out by
giving a construction of TB-TDFs from exponentially-hard ATDFs; the latter is
separated from CP-TDFs by our extension of Vahlis’s result as well.) Combined
with the above-mentioned constructions, this means that, surprisingly, ATDFs
and TB-ATDFs are strictly weaker than CP-TDFs and LTDFs. The relations
between the different primitives are pictured in Figure 1. The figure also contains
some related existing notions discussed below.

TB-ATDF from II-RSA. Finally, we show that TB-ATDFs are realizable from
specific assumptions not known to imply CP-TDFs. Namely, we consider the
“instance-independent” RSA assumption (II-RSA) introduced (in a more general
form) by Paillier and Villar [33]. Roughly, our assumption says that solving an
RSA challenge y = xe mod N remains hard even when the adversary is given
access to an inversion oracle that on input (y′, e′) returns y′1/e′ mod N , where
e �= e′ are primes. We show that II-RSA gives rise to a TB-ATDF. This also
leads to a very efficient CCA-secure RSA-based PKE scheme in the standard
model (though based on an interactive, non-standard assumption).

2 The original construction of [37] assumes “sufficient” lossiness; this result was re-
cently refined by Mol and Yilek [29], who showed that losing a non-negligible fraction
of a single bit suffices.



676 E. Kiltz, P. Mohassel, and A. O’Neill

EX-TDF

Lossy TDF CP-TDF ATDF OM-TDF OW-TDF

CCA det. PKE

CCA PKE

[37]

/
[37]

§ 4

/
§ 5

§ 3

/[39]

[9]

[3]

Fig. 1. Relations between the various security notions on trapdoor functions and CCA-
secure PKE, centered around our new notion of adaptive trapdoor functions (ATDF).
→ is an implication while �→ is a black-box separation. Dashed lines indicate trivial
implications mentioned in the introduction. The considered security notions for TDFs
are: extractable TDF (EX-TDF), lossy TDF, correlated-product TDF (CP-TDF), one-
more TDF (OM-TDF), one-way TDF (OW-TDF), and CCA-secure deterministic PKE.

1.2 Related Work

Related notions. Pandey et al. [34] introduced a notion they called “adaptive
one-way functions,” although their notion would be more accurately referred
to as adaptive tag-based one-way functions. Besides the obvious difference of
not having a trapdoor (the inversion oracle in their security experiment is un-
bounded), their notion differs from ours in that it does not have a public key.
This is crucial for the applications of [34] to non-malleable commitment but also
makes it much harder to construct. Indeed, they are not known to be realizable
based on any standard assumptions.

Bellare et al. [5] made an earlier “adaptive assumption” on RSA, namely
the One-More RSA assumption. A straightforward formalization of this secu-
rity property to “one-more TDFs” (OM-TDFs)3 yields a weaker primitive than
ATDFs. In particular, it seems difficult based on the state-of-the-art to give a
black-box construction of CCA-secure PKE (or ATDFs) from OM-TDFs. In [12],
Canetti and Dakdouk define the notion of extractable trapdoor functions (EX-
TDFs), which essentially says that no efficient adversary can compute f(x) with-
out “knowing” x (similar to the notion of plaintext-awareness for PKE [7]). This
notion implies ATDFs but unfortunately no instantiation of EX-TDFs based
on standard assumption is known (the authors only provide constructions of
extractable one-way functions, without a trapdoor).

In another line of work with very different motivation, Bellare et al. [2] intro-
duced a strengthening to OW-TDF they called “deterministic encryption”, which
includes a CCA-secure variant. CCA-secure deterministic encryption (secure

3 Informally, a TDF is one-more secure if no efficient adversary can invert the TDF
on m + 1 challenges (obtained by querying a challenge oracle, for uniformly chosen
preimages) given access to an inversion oracle that was queried up to m times.
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for encrypting a single message) can be viewed as a strengthening of ATDFs
that additionally hides all partial information and allows for high-entropy input.
CCA-secure deterministic encryption was constructed from CPA-secure PKE
(satisfying a minor technical condition) in the random oracle model in [2] and
in the standard model from LTDFs in [9]. We note that [3] gave a direct con-
struction of CCA-secure PKE from CCA-secure deterministic encryption.

In the randomized encryption context, we mention the related notion of tag-
based encryption [27,1,26]. Indeed, TB-ATDF can be viewed an analogue of
selective-tag weakly CCA-secure PKE [26] in the TDF context. We also point
out that the related notion of “one-way CCA” for encryption has surfaced before;
see, e.g., [33]. (We stress that the difference is not just conceptual, as this notion
is for randomized encryption.)

Work on black-box constructions. The importance of giving black-box
constructions in cryptography is well-understood. A complementary line of work,
starting with the seminal paper of Impagliazzo and Rudich [25], seeks to under-
stand the limitations of such constructions. In the context of PKE, Choi et al. [14]
recently showed a black-box construction of a non-malleable (i.e. NM-CPA) PKE
scheme from any semantically-secure (i.e. IND-CPA) one, whereas [21] showed
that there is no such construction of CCA-secure PKE whose decryption algo-
rithm does not call the encryption algorithm of the starting scheme. In fact,
CCA-secure PKE seems to be the remaining fundamental cryptographic task
for which we know a non-black-box construction (from “enhanced” OW-TDPs)
but not a corresponding black-box one. We hope that our work brings us closer
to this goal.

1.3 Open Problems

Our works raises a number of interesting open problems. It may be interesting
to consider other natural security notions for TDFs (e.g., non-malleability or
q-bounded adaptivity [15]) and study their instantiation from standard assump-
tions, their implications for PKE, as well as their relation to existing notions from
Figure 1. Furthermore, some of the relations in Figure 1, in particular between
TDFs and ATDFs, are open.

Lossy TDFs are only known to be instantiable from decisional assumptions
(such as DDH and QR), whereas we show that ATDFs are also instantiable from
a computational assumption (though a non-standard and interactive one, namely
II-RSA). An interesting open question is whether it is possible to instantiate
ATDFs from more standard computational assumptions (such as RSA or CDH).
One could also try to define a different security notion for TDFs, weaker than
adaptivity, that admits instantiations from standard computational assumptions
but still suffices for black-box CCA-secure PKE.

Finally, we are optimistic that ATDFs may be useful in the general context
of black-box constructions of cryptograhpic primitives secure against adaptive
attacks.
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2 Preliminaries

Notation. If x and y are (binary) strings, then x‖y denotes an encoding from
which they are uniquely recoverable. If k ∈ N then 1k denotes the string of k
ones. If S is a set then s $← S denotes the operation of picking an element s of
S uniformly at random. We write A(x, y, . . .) to indicate that A is an algorithm
(i.e., a Turing Machine) with inputs x, y, . . . and by z $← A(x, y, . . .) we denote
the operation of running A with inputs (x, y, . . .) and letting z be the output. We
write AO1,O2,...(x, y, . . .) to indicate that A is an algorithm with inputs x, y, . . .
and access to oracles O1,O2, . . .. With PT we denote polynomial time and with
PPT we denote probabilistic polynomial time.

CCA-secure PKE. A public key encryption scheme PKE = (Kg, Enc, Dec) with
message space MsgSp = MsgSp(k) consists of three PT algorithms, of which
the first two, Kg and Enc, are probabilistic and the last one, Dec, is deter-
ministic. Public/secret keys for security parameter k ∈ N are generated using
(pk, sk) $← Kg(1k). Given such a key pair, a message m ∈ MsgSp is encrypted
via c

$← Enc(pk, m); a ciphertext is decrypted by m ← Dec(sk, c). For correct-
ness, we require that for all k ∈ N, all messages m ∈ MsgSp, it must hold that
Pr[Dec(sk, Enc(pk, m)) = m] = 1, where the probability is taken over the above
randomized algorithms and (pk, sk) $← Kg(1k).

Let A be an adversary against PKE and define its IND-CCA-advantage as

Advcca
PKE,A(k) = 2 · Pr

⎡⎢⎢⎢⎢⎣b = b′ :

(pk, sk) $← Kg(1k)

(m0, m1, st)
$← AO(sk,·)(pk)

b
$← {0, 1} ; c∗ $← Enc(pk, mb)

b′ $← AO(sk,·)(c∗, st)

⎤⎥⎥⎥⎥⎦− 1,

where O(sk, c) = Dec(sk, c), and in the second phase (“guess phase”) A is not
allowed to query O(sk, ·) for the challenge ciphertext c∗. We also require that
m0 and m1 are of the same length. (Here st is some arbitrary state information.)
We say that PKE is IND-CCA-secure if Advcca

PKE,A(·) is negligible for all such PPT
adversaries A.

3 Adaptive TDFs and CCA-Secure PKE Schemes

In this section, we introduce our notion of adaptive trapdoor functions (ATDFs)
and an extension we call tag-based adaptive trapdoor functions (TB-ATDFs).
We then show black-box constructions of CCA-secure PKE from these notions.

3.1 Adaptive Trapdoor Functions

Trapdoor Functions. Recall that a trapdoor function (TDF) is a triple of
algorithms, where Tdg is probabilistic and on input 1k generates an evalua-
tion/trapdoor key-pair (ek , td) $← Tdg(1k), F(ek , ·) implements a function fek(·)
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over {0, 1}k and F−1(td , ·) implements its inverse f−1
ek (·). Here we require TDFs

to be injective. (Following [4], however, one can extend our results to poly-to-one
TDFs as well.) Note that the above definition is purely functional and does not
impose any security requirement.

One-wayness. First we recall the standard notion of one-wayness for trapdoor
functions. Let A be an inverter and define its OW-advantage against TDF as

Advow
TDF,A(k) = Pr

[
x = x′ :

(ek , td) $← Tdg(1k) ; x $←{0, 1}k
y ← F(ek , x) ; x′ $← A(ek , y)

]
.

Trapdoor function TDF is one-way if Advow
TDF,A(·) is negligible for every PPT

inverter A.

Adaptive one-wayness. Intuitively, adaptivity means that one-wayness holds
even when the adversary may query an inverse oracle on points other than its
challenge. Let TDF = (Tdg, F, F−1) be a trapdoor function. Let A be an inverter
and define its AOW-advantage against TDF as

Advaow
TDF,A(k) = Pr

[
x = x′ :

(ek , td) $← Tdg(1k) ; x
$← {0, 1}k

y ← F(ek , x) ; x′ $← AF−1(td ,·)(ek , y)

]
,

where we demand that A does not query y to its oracle. Note that the behavior
of oracle when queried on a y′ outside the range of F(td , ·) is undefined; it returns
whatever F−1(td , y′) does in this case (typically ⊥). We say that TDF is adaptive
one-way (or simply adaptive) if Advatdf

TDF,A(·) is negligible for every such PPT
inverter A.

Tag-based adaptive one-wayness. A tag-based TDF is a triple of algo-
rithms TDFtag = (Tdgtag, Ftag, F

−1
tag) with associated tag-space TagSp(k), where

Tdgtag is probabilistic and on input 1k generates an evaluation/trapdoor key-
pair (ek , td) $← Tdgtag(1k). Furthermore, for every t ∈ TagSp(k), Ftag(ek , t, ·)
implements a function fek,t(·) over {0, 1}k and F−1

tag(td , t, ·) implements its in-
verse f−1

ek,t(·). Let A = (A1, A2) be an inverter and define its TB-AOW-advantage
against TDFtag as

Advtb-aow
TDFtag,A(k) = Pr

[
x = x′ :

t
$← A1(1k) ; (ek , td) $← Tdgtag(1k)

y ← Ftag(ek , t, x) ; x′ $← A
F−1

tag(td,·,·)
2 (ek , t, y)

]
,

where we demand that A2 does not make a query of the form F−1
tag(td , t, ·) to its

oracle. We say that TDFtag is tag-based adaptive one-way if Advtb-atdf
TDFtag,A(·) is

negligible for every such PPT inverter A.
In the above experiment the “challenge tag” t is independent of ek and hence it

may also be called selective-tag security (similar to selective-ID security for IBE
schemes). Stronger variants of this security notion can be obtained by allowing
the adversary choose the challenge-tag t adaptively.
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We note that typically one requires the size of the tag-space to be super-
polynomial. In fact, TB-ATDFs with polynomial-size tag-space can be con-
structed from any OW-TDF, but are not sufficient for our applications.

Relations between ATDFs and TB-ATDFs. Note that tag-based TDFs
can be viewed as a specific type of TDF in which the first part of the input
is output in the clear. Using this observation, it is not difficult to show that
ATDFs and TB-ATDFs are equivalent under exponential hardness, meaning that
if we start with an exponentially-hard version of one primitive it implies an
exponentially-hard version of the other; see the full version for details. It is an
open question whether ATDFs and TB-ATDFs are equivalent in general.

3.2 CCA-Secure PKE from ATDFs

Construction from ATDFs. We show how to construct a one-bit CCA-secure
PKE scheme from an ATDF. By a recent result of Myers and Shelat [30], this
implies a black-box construction of a many-bit scheme as well.

Let TDF = (Tdg, F, F−1) be a TDF and hc(·) be a hardcore bit, for example the
Goldreich-Levin bit [22]. We construct PKE scheme PKE[TDF] = (Kg, Enc, Dec)
with message-space {0, 1} as follows:

• Key Generation: On input 1k, run (ek , td) $← Tdg and return (ek , td).
• Encryption: On input ek , m, where m ∈ {0, 1} do:

For i = 1 up to k:
x $← {0, 1}k ; h← hc(x) ; If h = m then return F(ek , x)‖0

Return m‖1.
• Decryption: On inputs td and c = c1‖flag, if flag = 1 then return c1, else

return hc(F−1(td , c1)).
It is clear that the above construction satisfies correctness. (Note that if the en-
cryption algorithm happens to output the message in the clear it is still correctly
decrypted, so this is a security, not a functionality, concern.) We now turn to
security.

Theorem 1. If TDF is adaptive one-way, then the PKE[TDF] defined above is
IND-CCA-secure.

The proof reduces IND-CCA security of the scheme to security of a hardcore bit
by turning an adversary against the former into a distinguisher for the hardcore
bit that is given k independent samples, and then applying a hybrid argument.
We note that as a consequence, security of the scheme is only loosely related to
security of the underlying hardcore bit (losing a factor 1/k).

Proof (of Theorem 1). Given an adversary A against the PKE scheme, we trans-
form its IND-CCA experiment via a sequence of games:
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– Game G1: The IND-CCA experiment.
– Game G2: Instead of computing the hardcore bits using hc(·), the encryption

algorithm encrypts the challenge message by picking a uniformly random bit
on each iteration of the for-loop. That is, the second line in the for-loop is
replaced with “h

$←{0, 1}.”
– Game G3: If the for-loop in the encryption algorithm completes its execution

(without satisfying the h = m condition), instead of returning the challenge
message in the clear, it simply returns ⊥ to the adversary. That is, the last
line in the encryption algorithm is replaced with “Return ⊥.”

For i ∈ {1, 2, 3}, let Pr[AGi ⇒ b] denote the probability that A outputs the
challenge bit b when executed in Game Gi (taken over the coins of the game and
of A).

We first claim that if there is an inverter A against TDF such that Pr[AG1⇒b]−
Pr[AG2⇒ b] is non-negligible, then so is Advaow

TDF,A. To show this, it suffices by a
standard hybrid argument and security of hc(·) to give a k-sample distinguisher
D against hc(·) whose advantage is non-negligible in this case. That is, D is given
an input ek , (y1, h1), . . . , (yk, hk) where yi = F(ek , xi) and either hi = hc(xi) or
is a uniformly random bit for all 1 ≤ i ≤ k; D also has oracle access to F−1(td , ·),
which it may query on any y such that y �= yi for all 1 ≤ i ≤ k. Define D on
inputs ek , (y1, h1), . . . , (yk, hk) as follows:

– Run A on input ek . When A makes a decryption query c = c1‖flag, if flag = 1
then respond with c1 and otherwise hc(F−1(c1)). Let (m1, m2, st) be the
output of A.

– Choose b $←{0, 1} and find the least i∗ such that hi∗ = mb. If no such i∗

exists, then set c∗ ← mb‖1. Otherwise, set c∗ ← yi∗‖0.
– Run A on inputs (c∗, st). When A makes a decryption query c = c1‖flag, if

flag = 1 respond with c1 and otherwise hc(F−1(c1)). Let b′ be the output of
A. Return 1 if b = b′ and 0 otherwise.

To show that D has the claimed property, note that the only way it can fail to
give a perfect simulation of either Game G1 or G2 is if A makes a query of the
form yi‖0 for some 1 ≤ i ≤ k. It suffices to bound the probability of this when A
is executed as in Game G1, as follows. In the case c∗ = yi∗‖0, A does not query
yi∗‖0 by definition, and the probability it queries yi‖0 for any i �= i∗ is at most
(k − 1)q/2k−1 (where q an upper-bound on its number of decryption queries),
where we use the fact that conditioning on hc(xi) = 1 − mb reduces the min-
entropy of each xi by at most 1 bit and F(ek , ·) is an injection. A similar analysis
pertains to the case c∗ = mb‖0. Overall, the probability is at most kq/2k−1.

We next claim that Pr[AG2⇒1]−Pr[AG3⇒1] ≤ 2−k. This follows by using the
fact that in Game G2 the hardcore bits used to encrypt the challenge message
have been replaced with uniformly random ones.

Finally, observe that Pr[AG3 ⇒ b] = 1/2, since in this game A gets no infor-
mation about b. Combining the above gives the theorem.

Construction from TB-ATDF. Our construction of CCA-secure PKE from
a TB-ATDF is much simpler. It additionally makes use of a strongly one-time
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unforgeable signature scheme (see e.g. [37] for the definition). For simplicity, we
give the construction below for the case of 1-bit messages. It is easy to extend
it to a many-bit scheme, essentially by concatenating many applications of the
TB-ATDF under independent inputs but the same tag.

Let TDFtag = (Tdgtag, Ftag, F
−1
tag) be a tag-based TDF and let hc(·) be a

hardcore bit. Let OTS = (K, S, V) be a signature scheme whose verification
keys are contained in the tag-space of TDFtag. We construct PKE scheme
PKE[TDFtag, OTS] = (Kg, Enc, Dec) with message-space {0, 1} as follows:

• Key Generation: On input 1k, run (ek , td) $← Tdgtag and return (ek , td).

• Encryption: On input ek , m where m ∈ {0, 1}, run (sk, vk) $← K(1k) and
choose x $←{0, 1}k. Set y1 ← Ftag(ek , vk, x) and y2 ← hc(x) ⊕m; also, set
σ ← S(sk, y1‖y2). Return y1‖y2‖vk‖σ.

• Decryption: On inputs td and y = y1‖y2‖vk‖σ, if V(vk, σ) = 1 then set
x← TDFtag(td , vk, y1) and return hc(x)⊕ y2 ; , otherwise return ⊥.

We have the following theorem.

Theorem 2. If TDFtag is adaptive one-way and OTS is one-time strongly un-
forgeable, then then PKE[TDFtag, OTS] is IND-CCA-secure.

The proof is straightforward and hence omitted.

Optimizations. Our construction of CCA-secure PKE from ATDFs can be
simplified and made much more efficient if the given ATDF is a permutation or
has linearly many simultaneous hardcore bits. Namely, in this case one can use
the ATDF as a key-encapsulation mechanism (KEM) for an IND-CCA-secure
symmetric encryption scheme.

Additionally, for some specific hardcore bits one may be able to sample uni-
formly from the set {x ∈ {0, 1}k | hc(x) = b} more efficiently than by repeated
sampling of the uniform distribution on {0, 1}k. (Indeed, this is the case for the
universally-hardcore Goldreich-Levin bit [22].) This translates to a correspond-
ing efficiency improvement in the scheme.

Our construction of CCA-secure PKE from TB-ATDFs can also be made
much more efficient if the given TB-ATDF is a permutation (for every tag) or
has linearly many simultaneous hardcore bits. The idea is to first construct a
selective-tag weakly CCA secure tag-PKE scheme in the sense of [26] by using the
TB-ATDF as a KEM for a one-time CPA-secure symmetric encryption scheme.
Then, as shown in [26], we can apply the transform of Boneh et al. [10] to obtain
a CCA-secure PKE scheme, which uses only symmetric-key primitives.

4 Constructing ATDFs from Stronger TDFs

Inspired by the constructions of CCA-secure PKE in [35,37], we show that both
ATDFs and TB-ATDFs can be constructed in a simple black-box manner from
correlated-product TDFs [37]. As shown in [37], lossy TDFs (LTDFs) [35] imply
CP-TDFs, thus by our result above they imply ATDFs and TB-ATDFs too.
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However, we are able to give much more efficient direct construction in combi-
nation with an all-but-one TDF (ABO-TDF) as defined by [35].

4.1 Constructions from Correlated-Product TDFs

One-wayness under correlated-product. We first recall the notion of one-
wayness under correlated product [37]. Let TDF = (Tdg, F, F−1) be a trapdoor
function, and let Ct be such that Ct(1k) is distributed over {0, 1}tk for a polyno-
mial t = t(k). Let A be an inverter and define its Ct-CP-advantage against TDF
as

Advcpow
TDF,A(k) = Pr

⎡⎢⎢⎢⎢⎣ (x1, . . . , xt)

= (x′
1, . . . , x

′
t)

:

(ek i, td i)
$← Tdg(1k), 1 ≤ i ≤ t ;

(x1, . . . , xt)
$←Ct(1k) ;

y ← (fek1(x1), . . . , fekt
(xt)) ;

(x′
1, . . . , x

′
t)

$← A(ek1, . . . , ek t, y)

⎤⎥⎥⎥⎥⎦ .

We say that TDF one-way under Ct-correlated-product if Advcpow
TDF,A(·) is negligi-

ble for any PPT inverter A.
The cannonical Ct considered by [37] is such that x1 = x2 = . . . = xt, where x1

is random. We call TDFs secure in this sense one-way under t-correlated-product
(t-CP-TDF).

Construction of ATDFs. Let TDF1 = (Tdg1, F1, F
−1
1 ) be a TDF, where we

assume wlog (by suitable padding) that TDF1(ek , ·) has a fixed output length
n = n(k). We construct TDF = (Tdg, F, F−1) as follows:

• Key Generation: On input 1k, let (ek0, td0)
$← Tdg(1k) and for all b ∈

{0, 1} and 1 ≤ i ≤ n set (ek bi , td
b
i)

$← Tdg1(1k). Let ek ← (ek0, (ek0
1, ek

1
1),

. . . , (ek0
n, ek

1
n)) and td ← (td0, (td0

1, td
1
1), . . . , (td

0
n, td

1
n)). Return (ek , td).

• Evaluation: On inputs ek , x, return F1(ek0, x)‖F1(ek b11 , x)‖ . . . ‖F1(ek bn
n , x),

where bi denotes the ith bit of F(ek0, x) for 1 ≤ i ≤ n.
• Inversion: On inputs td and y = y0‖y1‖ . . . ‖yn, let x ← F−1

1 (td0, y0).
Return x if x = F−1(tdbi

i , yi) = F−1
1 (td0, y0) for 0 ≤ i ≤ n, where bi denotes

the ith bit of y0, otherwise return ⊥.
We have the following theorem.

Theorem 3. If TDF1 is a (n + 1)-CP-TDF then TDF is an ATDF.

Proof. Given an adversary A against TDF, we describe below an adversary B

against TDF1 such that Adv(n+1)-cpow
B,TDF1

= Advaow
A,TDF.

On inputs ek1, . . . , ekn+1, y where y = (F1(ek1, x1), . . . , F1(ekn+1, xn+1)), B
sets ek0 ← ek1 and ek bi

i ← ek i+1 for all 1 ≤ i ≤ n, where bi denotes the ith bit
of F1(ek1, x1). It then chooses (ek1−bi

i , td1−bi

i ) $← Tdg1(1k) for all 1 ≤ i ≤ n. It
runs A on inputs ek , y for ek defined as in the key generation algorithm of TDF.
When A makes an inversion query y′ = y′

0‖y′
1‖ . . . ‖y′

n, B chooses an index i such
that b′i �= bi, where b′i denotes the ith bit of y′

0. (As we argue below, such i must
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exist.) It sets x′ ← F−1(tdb
′
i

i , y′
i). If F(ek , x′) = y′ then it returns x′ to A and

otherwise returns ⊥. Finally, when A halts B returns its output.
It is clear that B satisfies the desired property. To finish the proof it remains

to argue that index i used in answering A’s inversion queries always exists. But
this follows directly from injectivity of F(ek0, ·) and the fact that A is not allowed
to make an inversion query equal to its challenge.

Remarks. We note that it is possible to make the scheme more efficient by
additionally using a universal one-way family (aka. TCR) of hash functions [31].
Then, the “selector” bits b1, . . . , bn in the construction are replaced with the bits
of the hash of F(ek0, x). We also note that following [37] it is possible to give a
construction based on a CP-TDF allowing a slightly weaker correlation among
the inputs.

Construction of TB-ATDFs. The above construction of ATDFs can easily
be modified to give a construction of TB-ATDFs as well. The difference is that
in the “selector” bits b1, . . . , bn are replaced with the bits t1, . . . , tn of the tag t.
Notably, when we apply our construction of CCA-secure PKE from TB-ATDFs
given in Section 3) to the resulting TB-ATDF, we obtain precisely the CCA-
secure PKE scheme of [37].

4.2 Constructions from Lossy and All-But-One TDFs

We first recall the notion of lossy TDFs and their generalization called all-but-
one TDFs from [35].

Lossy TDFs. A (k, �)-LTDF is a quadruple LTDF = (LTdg, LTdg′, LF, LF−1) of
algorithms, where the triple (LTdg, LF, LF−1) is a TDF on {0, 1}k. We require
that (1) the function LTDF(ek ′, ·) has a range of size at most 2� (where � = �(k))
for every ek ′, and (2) the keys ek , ek ′ are computationally indistinguishable, over
the choice of (ek , td) $← LTdg(1k) and ek ′ $← LTdg′(1k).

All-but-one TDFs. An (k, �)-ABO-TDF with branch-space {0, 1}n=n(k) is
a triple ABO = (ABO-Tdg, ABO-F, ABO-F−1) of algorithms, where for every
r �= r′ ∈ {0, 1}n, the triple (ABO-Tdg(1k, r), ABO-F(r′, ·, ·), ABO-F−1(r′, ·, ·)) is
a TDF on {0, 1}k (the “lossy branch” r is passed as an input to ABO-Tdg). We
further require (1) for every r ∈ {0, 1}n and ek ′, the function ABO-F(r, ek ′, ·) has
range-size at most 2� (where � = �(k)), and (3) for every r �= r′ ∈ {0, 1}n, the keys
ek1, ek2 are computationally indistinguishable, over (ek1, td1)

$← ABO-Tdg(1k, r)
and (ek2, td2)

$← ABO-Tdg(1k, r′).

Construction of ATDFs. Our construction simplifies the construction of
CCA-secure deterministic encryption given in [9]. Let LTDF = (LTdg, LTdg′,
LF, LF−1) be a (k, �1)-LTDF and let ABO = (ABO-Tdg, ABO-F, ABO-F−1) be
a (k, �2)-ABO-TDF; for simplicity we assume its branch-space is {0, 1}n for
n = n(k). Let T : R→ ({0, 1}n \ {0n}) be a hash function, where R denotes the
range of LF(ek , ·). We construct TDF[LTDF, ABO, T ] as follows.
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• Key Generation: On input 1k, run (ek ltf , td ltf)
$← LTdg(1k) and

(ekabo, tdabo)
$←Fabo(1k, 0n). Return ((ek ltf , ekabo), (td ltf , tdabo)).

• Evaluation: On inputs (ek ltf , ekabo) and x ∈ {0, 1}k, set y1 ← LF(ek ltf , x)
and y2 ← ABO-F(T (y1), ekabo, x). Return y1‖y2.

• Inversion: On inputs (td ltf , tdabo) and y = y1‖y2, set x← LF−1(td , y1). If
y2 = ABO-F(T (y1), ekabo, x) then return x, otherwise return ⊥.

We have the following theorem.

Theorem 4. If �1 + �2 = k−ω(log k) and T is TCR, then TDF[LTDF, ABO, T ]
defined above is an ATDF.

The proof follows [35] and is given in the full version.

Construction of TB-ATDFs. Similarly to our construction of ATDF from
CP-TDF, the above construction can be adapted to construct a tag-based ATDF
instead. The difference is that in the evaluation algorithm, instead of evaluating
the all-but-one TDF at branch T (y1), it is evaluated at branch t, where the latter
is the input tag. As before, when we apply our general construction of CCA-
secure PKE from TB-ADTFs given in Section 3 to the resulting TB-ATDF, we
obtain precisely the CCA-secure PKE scheme of [35].

5 On the Complexity of Adaptive TDFs

In this section, we show that there is no black-box construction of CP-TDFs
from either ATDFs or TB-ATDFs; combined with the results of Section 4, this
shows that the latter are (surprisingly) strictly weaker primitives (in a black-box
sense). We then show that TB-ATDFs can be realized based on an assumption
on RSA inversion not known to imply CP-TDFs.

5.1 A Black-Box Separation

Very recently, Vahlis [39] showed that there is no black-box construction of CP-
TDFs from one-way TDFs. We observe here that his proof extends to rule out
a black-box construction of CP-TDFs from either ATDFs or TB-ATDFs.

Theorem 5. There is no black-box construction of CP-TDFs from ATDFs or
TB-ATDFs.

The theorem actually follows by extending Vahlis’s proof to rule out a black-box
construction of CP-TDFs from exponentially-hard ATDFs. Since as discussed
in Section 3, TB-ATDFs are implied by exponentially-hard TDFs, this rules out
a black-box construction of CP-TDFs from TB-ATDFs as well.

Since Vahlis’s proof is rather technical we avoid explaining its details here.
Instead, we describe the high-level ideas and point out a minor change needed
to give our claimed result.
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Similar to most black-box separation results, in order to show that there is
no black-box construction of primitive P1 from primitive P2, the proof starts by
defining an ideal oracle O (the ideal version of P2), and a break oracle B. One
then shows that (i) there exist an adversary A that breaks any construction of
P1, with the help of a small number of queries to B and (ii) P2 can be securely
realized using the ideal oracle O, even when the adversary is given access to B.

Oracle O. The ideal oracle O is essentially an ideal trapdoor permutation
(as described in several previous works [20]). Roughly speaking, O is defined as
a triple of functions (g, e, d) sampled uniformly at random from the set of all
functions with the following property: g maps trapdoors to public keys; e(pub, ·)
is an independent permutation for every public key pub, and d(pri, ·) inverts
e(pub, ·) if pri is the trapdoor corresponding to pub. One may assume that
trapdoors, public keys, and inputs are all of the same length, i.e. equal to the
security parameter. Also note that there is no need to explicitly define d as it is
determined given the definitions of g and e.

It is easy to see that oracle O is an ATDF; in fact, it is an exponentially-
hard ATDF. However, as pointed out in [39], O is also correlation secure as
the permutations for every public key is chosen independently and uniformly at
random.

oracle B. Oracle B is specially designed to break the security of a CP-TDF. It
takes as input a triple of circuits (GO, EO, DO) which are candidates for a cor-
relation secure TDF, two public keys PUB1, PUB2 and the values E(PUB1, x)
and E(PUB2, x). The naive solution would be to let oracle B return x. However,
this would make oracle B too powerful and would allow an adversary to break
the security of any ideal TDF by letting the two public keys be pub1 = pub2.
This problem is solved by requiring that the public keys of O encoded in PUB1
are distinct from those encoded in PUB2. An additional problem is caused by
the fact that the adversary can make queries that contain invalid public keys,
while detecting invalid keys by oracle B can render it too powerful. This issue
is resolved by requiring the adversary to provide a partial oracle O′ = (g′, e′, d′)
that is defined on a small part of the domain of (g, e, d) such that relative to O′,
PUB1 and PUB2 are valid public keys.

We refer the reader to [39] for a more formal description of oracles O and B.
The following claims (proven in [39]), complete the argument.

Claim 1. ([39]) There exist an adversary that only makes polynomially many
queries (in the security parameter) to oracles O and B, and breaks the security
of any CP-TDF function with non-negligible probability.

Claim 2. Let TDF = (GO, EO, DO) be the trapdoor function that simply for-
wards its inputs to O = (g, e, d). For any adversary A that makes polynomially
many queries to oracles B and O, A’s advantage in breaking TDF in the ATDF
game is negligible.

In [39], Claim 2 is proven for the case when A is playing the OW-TDF game.
However, the proof easily extends to the case of adaptive TDFs. Particularly, the
bulk of the proof consists of describing a simulator S that simulates the answers
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for queries made to oracle B. For consistency purposes, S keeps a list O∗ of all
the query/answers made to the challenge function e(pub∗, ·) where pub∗ is the
challenge public key. In case of ATDFs, S needs to do the same for any query
e−1(pub∗, ·) made to the inversion oracle. The rest of the proof stays the same.

Note that, in the above discussion, we did not restrict the running time of the
adversaries. Instead, we only required that the number of queries they make to
the oracles is small. It is however easy to bring things to the world of polynomial-
time adversaries by giving everyone access to a PSPACE oracle (see [25]).

5.2 Tag-Based ATDF from an Assumption on RSA Inversion

To further demonstrate the usefulness of our new notions, we show that TB-
ATDFs are realizable from an assumption on RSA inversion not known to imply
a CP-TDF.

Instance-independent RSA [33,13]. The instance-independent RSA assump-
tion (II-RSA) speaks to the difficulty of solving the RSA problem — that is,
computing e-th roots modulo N = pq — even if given access to an oracle that
computes e′-th roots modulo N for e′ �= e. Of course, some additional restriction
on the exponents is necessary for this assumption to hold; in what follows we
require that e, e′ are primes. To define the assumption formally, let the tuple
of algorithms (RSAg, RSA, RSA−1) be defined in the natural way with the ex-
ception that the exponent e is no longer generated by the key generation step.
That is, on input 1k, algorithm RSAg generates (ek , td) where ek = N = pq, and
td = (p, q) for two uniformly chosen k/2-bit primes p, q. Moreover, we require
p, q to be safe primes, meaning (p − 1)/2, (q − 1)/2 are also prime. On inputs
e ∈ Z∗

(p−1)(q−1), x ∈ Z∗
N and N , algorithm RSA returns c = xe mod N . On

inputs (p, q), e, y, algorithm RSA−1 computes d ← e−1 mod (p − 1)(q − 1) and
returns yd mod N . Let n = n(k) be an integer. For an inverter A = (A1, A2)
define its II-RSA advantage for n as

AdvII-RSA
A,n (k) = Pr

⎡⎢⎢⎣x = x′ :

e $←Pn ; (ek , td) $← RSAg(1k)

x
$← ZN ; y ← RSA(ek , e, x)

x′ $← A
RSA−1(td ,·,·)
2 (ek , e, y)

⎤⎥⎥⎦
where here and in what follows Pn denotes the set of all n-bit primes and we
require that A2 only makes queries of the form RSA−1(td , e′, y′) for primes e′ �= e.
We say that the II-RSA holds for n if AdvII-RSA

A,n (·) is negligible for every such
PPT inverter A.

Discussion. II-RSA was first conjectured (in a more general form) by Paillier
and Villar [33], whose work was concerned with showing that several RSA-based
schemes cannot be proven secure in the standard model. More recently, Chevallier-
Mames and Joye [13] observed that II-RSA can be used to construct CCA-secure
encryption as well. We note that [33] actually considered the assumption param-
eterized by a fixed “challenge” e (e.g., e = 3). We follow the formulation [13] and
choose e at random from the set of all primes of a given length.
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Prime Sequence Generator. Our construction uses the “prime sequence
generator” of [11], which for any n ∈ N with k ≥ (n+1)/2 probabilistically con-
structs an efficiently computable, (with overwhelming probability) injective map
phashn : {0, 1}k → Pn. First, one chooses a random 2(n + 1)2-wise-independent
function Q : {0, 1}k×{1, . . . , 2(n+1)2} → {0, 1}n using the standard polynomial
evaluation construct over F2κ+1 . Then for t ∈ {0, 1}k, we define phashn(t) to be
the first prime in the sequence Q(t, 1), . . . , Q(t, 2(n + 1)2).

Tag-based ATDF from II-RSA. Let phashn be as defined above for k ≥
(n+1)/2. We construct a tag-based ATDF TDFtag[phashn] = (Tdgtag, Ftag, F

−1
tag)

with tag-space {0, 1}k as follows:

• Key Generation: On input 1k, return (ek , td) $← RSAg(1k).
• Evaluation: On inputs x, ek = N , and tag t ∈ {0, 1}k, return

RSA(ek , phashn(t), x).
• Inversion: On inputs y, td = (p, q) and tag t ∈ {0, 1}k, return

RSA−1(td , phashn(t), y).
We have the following theorem.

Theorem 6. Let phashn be as above. If the II-RSA assumption holds for n then
TDFtag[phashn] defined above is a TB-ATDF (in fact, it is a TB-ATDP).

We stress that the use of the “prime sequence generator” in the construction
does not introduce any unproven assumption.

Proof. (Sketch.) Given an adversary A against TDFtag[phashn], we consider two
games, which we call G1 and G2. Game G1 is just the TB-ATDF experiment
with A against TDFtag[phashn]. For Game G2, we modify the inversion oracle to
return ⊥ whenever A makes an inversion query on a tag t′ such that phashn(t′) =
phashn(t), where t is the challenge tag. For i ∈ {1, 2}, let Pr

[
AGi ⇒ x

]
denote

the probability that A returns the challenge input x when executed in Gi.
First, we claim that Pr

[
AG1 ⇒ x

] − Pr
[
AG2 ⇒ x

] ≤ 2−Ω(k). This follows
from the analysis of the prime sequence generator in [11], who show that with
probability at least 1 − 2−Ω(n) over the choice of Q in its construction, the set
{phashn(t) : t ∈ {0, 1}k} contains 2k random and distinct n-bit primes.

Next, we claim that we can construct an adversary B2 against II-RSA such that
AdvII-RSA

B2
= Pr
[
AG2 ⇒ x

]
, which completes the proof. Note that an adversary

against II-RSA receives the challenge exponent e “from the outside,” so we need
a way of “programming” the prime sequence generator at a given point. For this
we can use the ideas of [28], who show that for any t∗ ∈ {0, 1}n and random
e∗ ∈ Pn, it is possible to construct the polynomial Q = Qt∗,e∗ for the prime
sequence generator in such a way that phashn(t∗) = e∗ and that for every t∗0, t

∗
1,

the distribution of these Q’s are 2−Ω(n)-close.

An efficient CCA-secure RSA-based PKE scheme. The above construc-
tion of TB-ATDP leads to a very efficient CCA-secure RSA-based PKE scheme
in the standard model. Namely, we apply the “optimized” construction of CCA-
secure PKE from TB-ATDF given in Section 3.
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Recall that this construction proceeds in two steps. First, we construct a
selective-tag weakly CCA-secure PKE scheme in the sense of [26] by using the
TB-ATDF as a key-encapsulation mechanism for a one-time IND-CPA secure
symmetric encryptions scheme. We note that to extract enough hardcore bits
from only one application of RSA, we can combine II-RSA with the “small-
solutions” RSA problem of [38]. Furthermore, by strengthening II-RSA to allow
e, e′ to be composites such that gcd(e, e′) = 1 and quantifying over all e in
the assumption, we can “heuristically” use a cryptographic hash function with
512-bit output in place of the prime sequence generator for 80-bit security.

The construction then applies the MAC-based BCHK-transform [10] to obtain
a fully CCA-secure PKE scheme. The resulting scheme has ciphertexts contain-
ing only one group element and, assuming the strengthening to II-RSA discussed
above, its encryption time is dominated by one 512-bit exponentiation. In terms
of applicability, however, it is unclear if such a standard-model PKE scheme se-
cure based on an interactive assumption about RSA (such as II-RSA) is preferable
to a random-oracle scheme based on its one-wayness (such as RSA-OAEP [7]).
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