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Preface 

This volume of Advances in Intelligent and Soft Computing contains accepted pa-
pers presented at SOCO 2010 held in the beautiful and historic city of Guimarães, 
Portugal, June 2010. 

The global purpose of SOCO conferences has been to provide a broad and in-
terdisciplinary forum for soft computing and associated paradigms, which are 
playing increasingly important roles in an important number of industrial and en-
vironmental applications fields.  

Soft computing represents a collection or set of computational techniques in 
machine learning, computer science and some engineering disciplines, which in-
vestigate, simulate and analyze very complex issues and phenomena. This work-
shop is mainly focused on its industrial and environmental applications. 

SOCO 2010 is the 5th International Workshop on Soft Computing Models in 
Industrial Applications and provides interesting opportunities to present and dis-
cuss the latest theoretical advances and real world applications in this multidisci-
plinary research field. 

This volume presents the papers accepted for the 2010 edition, both for the 
main event and the Special Sessions. SOCO 2010 Special Sessions are a very use-
ful tool in order to complement the regular program with new or emerging topics 
of particular interest to the participating community. Special Sessions that empha-
size on multi-disciplinary and transversal aspects, as well as cutting-edge topics 
were especially encouraged and welcome.  

SOCO 2010 included a total of 3 Special Sessions: Ensemble Learning and In-
formation Fusion for Industrial Applications; Soft Computing for Service Man-
agement; Hybrid Intelligent Systems and Applications.  

With a full programme composed of 29 long papers and 2 short papers, these 
proceedings capture the most innovative results and advances in 2010. Each paper 
has been reviewed by, at least, three different reviewers, from an international 
committee composed of 57 members from 15 countries.  

The selection of papers was extremely rigorous in order to maintain the high 
quality of the conference and we would like to thank the members of the Program 
Committee for their hard work in the reviewing process. This is a crucial process 
to the creation of a workshop high standard and the SOCO conference would not 
exist without their help. 



VI Preface 

SOCO 2010 enjoyed outstanding keynote speeches by distinguished guest 
speakers: Professor Ajith Abraham, from MIR Labs, Europe, and Professor 
Magdy Bayoumi , form University of Louisiana at Lafayette, USA). 

We would like to thank all the Special Session organizers, contributing authors 
and the Local Organizing Committee for their hard and highly valuable work. 
Their work contributed, definitively, to the success of the SOCO 2010 event.  

Particular thanks go, as well, to the Workshop main Sponsors: APPIA - Portu-
guese Association for Artificial Intelligence; AEPIA - Spanish Association for Ar-
tificial Intelligence; MIR - Machine Intelligence Research Labs; IEEE Computa-
tional Intelligence Society, Portugal Chapter; CCTC – Computer Science and 
Technology Center and the Department of Informatics of the University of Minho, 
who jointly contributed in an active and constructive manner to the success of this 
initiative. 

June 2010 The Editors 

Emilio Corchado 
Paulo Novais  

Cesar Analide 
Javier Sedano
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Juan A. Gómez-Pulido, Juan M. Sánchez-Pérez

Optimization of Parallel Manipulators Using Evolutionary
Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
Manuel R. Barbosa, E.J. Solteiro Pires, António M. Lopes

Multi-criteria Manipulator Trajectory Optimization Based
on Evolutionary Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
E.J. Solteiro Pires, P.B. de Moura Oliveira, J.A. Tenreiro Machado

Combining Heuristics Backtracking and Genetic Algorithm
to Solve the Container Loading Problem with Weight
Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
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Paulo de Moura Oliveira, Eduardo Solteiro Pires



Contents XIII

Evaluating the Low Quality Measurements in Lighting
Control Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Jose R. Villar, Enrique de la Cal, Javier Sedano, Marco Garćıa
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A Security Proposal Based on a Real Time Agent to 
Protect Web Services Against DoS Attack 

Cristian Pinzón, Angélica González, Manuel Rubio, and Javier Bajo* 

Abstract. This paper describes a novel proposal based on a real time agent to de-
tect and block denial of service attacks within web services environments. The 
real time agent incorporates a classification mechanism based on a Case-Base 
Reasoning (CBR) model, where the different CBR phases are time bounded. In 
addition, the reuse phase of the CBR cycle incorporates a mixture of experts to 
choose a specific technique of classification depending on the feature of the attack 
and the available time to solve the classification.  

Keywords: Multi-agent System, CBR, Web Service, SOAP Message, DoS  
attacks. 

1   Introduction 

New security issues as well as new ways of exploiting inherited old security 
threats can become a serious problem to applications based on web services. One 
of the threats that is becoming more common within web services environments 
and jeopardizes the availability factor is denial of service attack (DoS) [6] [5]. 
Since web services are a combination of a variety of technologies such as SOAP, 
HTTP, and XML, they are vulnerable to different type of attacks. For example, an 
attacker sends a malicious request (XML message) to the web service and the 
XML message forces the XML parser into an infinite recursion exhausting all 
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available computing resources. As a result, the attack prevents access the available 
services to the authorized users.  

Response time is a critical aspect in the majority of internet security systems. 
This article presents a novel proposal to cope with DoS attacks, but unlike existing 
solutions [6], [5], [8], [10], [9], [2] our proposal takes into account the different 
mechanisms that can lead to a DoS attack. In addition, our proposal is based on a 
real time classifier agent that incorporates a mixture of experts to choose a specific 
technique of classification depending on the feature of the attack and the available 
time to solve the classification. The internal structure of the agent is based on the 
Case-Base Reasoning (CBR) model [3], with the main difference being that the 
different CBR phases are time bounded, thus enabling its use in real time. 

The rest of the paper is structured as follows: section 2 presents the problem 
that has prompted most of this research work. Section 3 shows a general view of 
the temporal bounded CBR used as deliberative mechanism in the classifier agent. 
Section 4 explains in detail the classification model designed. Finally, the conclu-
sions of our work are presented in section 5.  

2   DoS Attacks Description 

With XML and Web Services the risk of a DoS attack being carried out increases 
considerably. The most common message protocol for Web Services is SOAP, an 
XML based message format. Such a SOAP message is usually transported using 
the HTTP protocol. The DoS attacks at the web services level generally take ad-
vantage of the costly process that may be associated with certain types of requests.  

Table 1 presents the types of DoS attack analyzed within this study. 

Table 1 Types of attacks 

Types of Attacks Description 

Recursive Payloads 
A message written in XML can harbor as many elements as required, complicat-
ing the structure to the point of overloading the parser.  

Oversize Payloads 
It reduces or eliminates the availability of a web service while the CPU, memory 
or bandwidth are being tied up by a massive mailing with a large payload. 

Buffer overflow 
This attack targets the SOAP engine through the Web server. An attacker sends 
more input than the program can handle, which can cause the service to crash. 

XML Injection 
Any element that is maliciously added to the XML structure of the message can 
reach and even block the actual Web service application. 

SQL Injection An attacker inserts and executes malicious SQL statements into XML 

XPath Injection 
An attacker forms SQL-like queries on an XML document using XPath to ex-
tract an XML database. 

 
 
It is important to understand that the focus of our proposal centers on the classi-

fication of web service requests through SOAP messages. Finally, there are  
several initiatives within this field: [6], [5], [8], [10], [9], [2]. However, the main 
disadvantage common to each of these approaches is their low capacity to adapt 
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themselves to the changes in the patterns, which reduces the effectiveness of these 
methods when slight variations in the behaviours of the known attacks occur or 
when new attacks appear. Moreover, most of the existing approaches are based on 
a centralized perspective. Because of this and the focus on performance aspects, 
centralized approaches can become a bottleneck when security is broken, causing 
a reduction of the overall performance of the application. In addition, none of 
these approaches considers the limitations or restrictions in the response time. 

3   Real Time Agent and Case-Based Reasoning (CBR) 

A real time agent is one that is able to support tasks that should be performed 
within a restricted period of time [7]. Intelligent agents may use a lot of reasoning 
mechanisms to achieve these capabilities, including planning techniques or Case-
Based Reasoning (CBR) techniques. The main assumption in CBR is that similar 
problems have similar solutions [1]. Therefore, when a CBR system has to solve a 
new problem, it retrieves precedents from its case-base and adapts their solutions 
to fit the current situation.  

If we want to use CBR techniques as a reasoning mechanism in real-time 
agents, it is necessary to adapt these techniques to be executed so that they guaran-
tee real-time constraints. In real-time environments, the CBR phases must be tem-
porally bounded to ensure that solutions are produced on time, giving the system a 
temporally bounded deliberative case-based behaviour. As a first step, we propose 
a modification of the classic CBR cycle, adapting it so that it can be applied in 
real-time domains. First, we group the four reasoning phases that implement the 
cognitive task of the real-time agent into two stages defined as: the learning stage, 
which consists of the revise and retain phases; and the deliberative stage, which 
includes the retrieve and reuse phases. Each phase will schedule its own execution 
time. These new CBR stages must be designed as an anytime algorithm [4], where 
the process is iterative and each iteration is time-bounded and may improve the fi-
nal response. 

In accordance with this, our Time Bounded CBR cycle (TB-CBR) will operate 
in the following manner. The TB-CBR cycle starts at the learning stage, checking 
if there are previous cases waiting to be revised and possibly stored in the case-
base. In our model, the solutions provided at the end of the deliberative stage will 
be stored in a solution list while a feedback about their utility is received. When 
each new CBR cycle begins, this list is accessed and while there is enough time, 
the learning stage of those cases whose solution feedback has been recently re-
ceived is executed. If the list is empty, this process is omitted. After this, the de-
liberative stage is executed. The retrieval algorithm is used to search the case-base 
and retrieve a case that is similar to the current case (i.e. the one that characterizes 
the problem to be solved). Each time a similar case is found, it is sent to the reuse 
phase where it is transformed into a suitable solution for the current problem by 
using a reuse algorithm. Therefore, at the end of each iteration of the deliberative 
stage, the TB-CBR method is able to provide a solution for the problem at hand, 
although this solution can be improved in subsequent iterations if the deliberative 
stage has enough time to perform them. 
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4   Classification Mechanism Based on a Real-Time Agent 

This section presents an agent specially designed to incorporate an adaptation of 
the previously mentioned TB-CBR model as a reasoning engine in which the 
learning phase is eliminated since it is now performed by human experts. The TB-
CBR agent utilizes a global case base, which avoids any duplication of the content 
of any information compiled from the cases or any information contained in the 
results of the analysis. Tables 2, 3 and 4 show the structure of the cases. Table 2 
shows the fields recovered from the analysis of the service request headers. Table 
3 shows the fields associated with the analysis of the service requests that were 
obtained after the analysis performed by the parser application. 

Table 2 Header Fields 

Fields Type 
Vari-

able 
IDService Int h1 
Subnet mask String h2 
SizeMessage Int h3 
NTimeRouting Int h4 
LengthSOAPAction Int h5 
TFMessageSent Int h6 

 
 
Finally, Table 4 shows the information obtained after analyzing the service 

requests. 
From the information contained in the Tables 3 it is possible to obtain the 

global structure of the cases. In this way, the information of each case can be rep-
resented by the following tuple: 

(1) 

Where l represents the set of existing techniques of attacks shown in Table 1, for 
each of the values Xl, the first of the parameter stores the probability values ob-
tained by associated technique of attack, while the second parameter stores if it re-
ally was an attack. 

When the system receives a new request, the TB-CBR agent performs an analy-
sis that can determine whether it is an attack, in which case it identifies the type of 
attack. The following sections describe the different stages of the deliberative 
stage for the TB-CBR.  

• Retrieve 
The retrieval time for the cases depends on the size of the cases in the case base. If 
the size is known, it is easy to predict how much execution time will be used to re-
cover the cases. The asymptotic cost is linear (O(n)). The cases that have  
 

( )}2...1,6...1/{}27...1/{}6...1/{ ==∪=∪== mlxjpihc lmji
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Table 3 Definition of Fields Recovered by the Parser 

Description Fields Type Variable 
Number of header elements NumberHeaderElement Int p1 
Number of elements in the body NElementsBody Int p2 
Greatest value associated to the nesting elements NestingDepthElements Int p3 
Greatest value associated to the repeated tag
within the body 

NXMLTagRepeated Int p4 

Greatest value associated with the leaf nodes
among the declared parents 

NLeafNodesBody Int p5 

Greatest value of the associated attributes
among the declared elements 

NAttributesDeclared Int p6 

Type of SQL command Command_Type Int p7 
Number of times that the AND operator appears
in the string 

Number_And Int p8 

Number of times that the OR operator appears in
the string 

Number_Or Int p9 

Number of times the Group By function appears Number_GroupBy Int p10 
Number of times that the Order By function ap-
pears 

Number_OrderBy Int p11 

Number of times that the Having function ap-
pears 

Number_Having Int p12 

Number of Literals declared in the string Number_Literals Int p13 
Number of times that the Literal Operator Lit-
eral expression appears 

Number_LOL Int p14 

Length of the SQL string  Length_SQL_String Int p15 
Greatest value associated with the length of the
string among the elements or attributes within
the body 

LengthStringValueBody Int p16 

Total number of incidences during the parsing
process 

TotalNumberIncidenceParsing Int p17 

Reference to an external entity URIExternalReference Int P18 
Number of variables declared in hte XPath ex-
pression 

XPathVariablesDeclared Int P19 

Number of elements affected in the consulted
node 

XpathNumberElementAffected Int p20 

Number of literals declared in the XQuery
Statement 

XPathNumberLiteralsDeclared Int p21 

Number of times the And operator appears in
the XQuery Statement 

XPathNumberAndOperator Int p22 

Number of time the Or operator appears in the
XQuery statement.  

XPathNumberOrOperator Int p23 

Number of functions declared in the XQuery
Statement 

XPathNumberFunctionDeclared Int p24 

Lentgh of the XQuery Statement in a SOAP
message 

XPathLenghtStatement Int p25 

Cost of processing time (CPU) CPUTimeParsing Int p26 
Cost of memory size (KB) SizeKbMemoryParser Int p27 

 
 

been retrieved during this phase are selected according to the information obtained 
from the headers of the packages of the HTTP/TCP-IP transport protocol from the 
new case. The information retrieved corresponds to the service description fields, 
and the service requestor’s subnet mask. Assuming that the newly introduced case 
is represented by cn+1, the case cn+1is defined by the following tuple: 
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Table 4 Fields Stored as Results 

Fields  Type Variable 
Probability Oversize Payload Real x11 
Attack Oversize Payload Boolean x12 
Probability Recursive Parsing Real x21 
Attack Recursive Parsing Boolean x22 
Probability Buffer Overflow Attack Real x31 
Attack Buffer Overflow Attack Boolean x32 
Probability XML Injection Attack Real x41 
Attack Buffer Overflow Attack Boolean x42 
Probability Xpath Injection Attack Real x51 
Attack Xpath Injection Attack Boolean x52 
Probability SQL Injection Attack Real x61 
Attack SQL Injection Attack Boolean x62 

 
 

. The new case does not initially contain information re-

lated to the parser since it would be necessary to analyze the content of the mes-
sage. 

 (2) 

where cj.h1 represents the case j and h1, a property that is determined according to 
the data shown in Table 2, C represents the set of cases, and fs the retrieval func-
tion.  In the event that the retrieved set is empty, the process continues with the re-
trieval of the messages only without considering the subnet mask.  

• Reuse 
Each type of attack in our proposal (except for Xpath and SQL Injection attacks) 
can be analyzed by two different techniques. The first is known as the Light tech-
nique and is usually a detection algorithm with a low temporal cost, but of low 
quality as well. On the other hand, using a Heavy technique, the result of the anal-
ysis is much more exact, but it requires a much higher amount of execution time. 
Using these techniques to analyze an attack allows the real time agent to apply the 
one that is best suited to its needs, without violating the temporal restrictions that 
should be considered when executing the deliberative stages. In order to determine 
which is the set of techniques that provides the best solution, it is necessary for the 
length and quality associated with each technique to be predictable, as seen from a 
global perspective that includes all possible combinations of techniques.  

The different techniques that the classifier agent executes once the optimal 
combination of techniques has been determined include a set of common inputs 
that are represented by pc and are defined as follows: pc={ p1, p28 , p29, p2, p3, p4 , 
p5, p6, p16, p17 , p26, p27 }. The remaining entries vary according to the techniques 
used, which is specified for each one. Table 5 shows the information of the differ-
ent techniques used for each of the attacks. 

( )}6...1/{1 ==+ ihc in
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Table 5 Techniques Associated with the Attacks 

Types of Attacks  Light Techniques Heavy Techniques 
Oversize Payload Decision Tree Neural Network 
Recursive Parsing Naïve Bayes Red neuronal 
Buffer Overflow Attack Decision tree Red neuronal 
XML Injection Attack SMO Neural Network 
Xpath Injection Attack  Neural Network 
SQL Injection Attack  Neural Network 

 
 
The information used by the different techniques varies according to the type of 

attack. Table 6 details the different fields associated with each of the attacks for 
the Heavy techniques. The Light techniques only use the fields that refer to the re-
quest headers, specifically the following fields {h3, h4, h5, h6}. 

Table 6 Inputs Associated with the Different Attack Mechanisms 

Types of Attacks  Variable 
Recursive Parsing {h3, h4, h5, h6, pc} 
Oversize Payload {h3, h4, h5, h6, pc} 
XML Injection Attack  {h3, h4, h5, h6, pc} 
Buffer Overflow Attack {h3, h4, h5, h6, pc} 

SQL Injection Attack 
{p8, p9, p10, p11, p12, p13, p14, p15} U {h3, h4, h5, 

h6, pc} 
Xpath Injection Attack  {p19, p20, p21, p22, p23, p24} U {h3, h4, h5, h6, pc} 

 

 
In addition to the techniques displayed in Table 5, there is a global neural net-

work that contains each of the inputs listed in table 6 and that is trained for the en-
tire set of cases. This network will be used in those situations where the response 
time is critical and it is not possible to check each case individually. At the end of 
the Reuse stage, the optimal output is selected, corresponding to the maximum 
values provided by each of the experts, so that if any exceeds a given threshold, 
the service request is considered to be an attack, and classified as such. Once the 
analysis is complete, if an attack has been detected, the service request is rejected 
and is not sent to the respective provider. Subsequently, the result of the analysis 
is evaluated by a human expert through the revise and retain phase, if it is neces-
sary to store the case associated with the request. 

5   Conclusion 

This article has described a new approach to protect web services environments 
against DoS attacks. The proposed approach is based on a time real agent, which 
has ability to make decisions in real time. The internal structure of the agent is 
based on a CBR model where the different CBR phases are time bounded, thus 
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enabling its use in real time. Additionally, the adaptation phase in the CBR system 
that is integrated in the agent proposes a new analysis classification model that is 
carried out by a mixture of experts. This new model makes it possible to divide the 
complicated classification task into a series of simple subtasks, so that the fusion 
of the solutions given by the sub tasks generates the final solution.  

Our proposal can be considered as a solid alternative to detect and block DoS 
attacks. We continue working to achieve a full prototype and then evaluate it 
within several real environments to probe its effectiveness. 
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Approaching Real-Time Intrusion Detection 
through MOVICAB-IDS 

Martí Navarro, Álvaro Herrero, Emilio Corchado, and Vicente Julián* 

Abstract. This paper presents an extension of MOVICAB-IDS, a Hybrid Intelli-
gent Intrusion Detection System characterized by incorporating temporal control 
to enable real-time processing and response. The original formulation of MOVI-
CAB-IDS combines artificial neural networks and case-based reasoning within a 
multiagent system to perform Intrusion Detection in dynamic computer networks. 
The contribution of the anytime algorithm, one of the most promising to adapt Ar-
tificial Intelligent techniques to real-time requirements; is comprehensively pre-
sented in this work. 

Keywords: Multiagent Systems, Hybrid Artificial Intelligent Systems, Computer 
Network Security, Intrusion Detection, Temporal Constraints, Time Bounded De-
liberative Process. 

1   Introduction 

Softcomputing techniques and paradigms have been widely used to build Intrusion 
Detection Systems (IDSs) [1]. MOVICAB-IDS (MObile VIsualisation Connec-
tionist Agent-Based IDS) has been proposed [2, 3] as a novel IDS comprising a 
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Hybrid Artificial Intelligent System (HAIS) to monitor the network activity. It 
combines different AI paradigms to visualise network traffic for ID at packet 
level. This hybrid intelligent IDS is based on a dynamic Multiagent System 
(MAS) [4], which integrates an unsupervised neural projection model and the 
Case-Based Reasoning (CBR) paradigm [5] through the use of deliberative agents 
that are capable of learning and evolving with the environment. A dynamic multi-
agent architecture is proposed in this study that incorporates both reactive and  
deliberative (CBR-BDI agents [6]) types of agents. The proposed IDS applies an 
unsupervised neural projection model [7] to extract interesting traffic dataset pro-
jections and to display them through a mobile visualisation interface.  

In other line of things, current approaches involve the application of AI tech-
niques in real-time environments to provide real-time systems with 'intelligent' 
methods to solve complex problems. There are various proposals to adapt AI 
techniques to real-time requirements; the most promising algorithms within this 
field being Anytime [8] and approximate processing [9]. One line of research in 
Real-Time AI is related to large applications or hybrid system architectures that 
embody real-time concerns in many components [9], such as Guardian[10], Phoe-
nix [11], or SA-CIRCA [12]. 

The MOVICAB-IDS approach can be treated as a system where its perform-
ance could be notably improved integrating real-time restrictions. Response time 
[13] is a critical issue for most of the security infrastructure components of an or-
ganization. The importance of a smart response on time increases in the case of 
IDSs. Systems that require a response before a specific deadline, as determined by 
the system needs, make it essential to monitor execution times. Each task must be 
performed by the system within a predictable timeframe, within which accurate 
execution of the given response must be guaranteed. This is the main reason for 
time-bounding the analytical tasks of MOVICAB-IDS. A key step is the assigna-
tion of each pending analysis to available ‘Analyzer agents’, which is performed 
by the Coordinator agent. Accordingly, temporal constraints are incorporated in 
the Coordinator agent that maintains its deliberative capabilities. These problems 
are discussed in this research in the case of the MOVICAB-IDS Coordinator 
Agent, which has been modelled as an agent with real-time behaviour in order to 
improve its performance and achieve a predictable behaviour. 

This paper is organized as follows. Section 2 briefly outlines the architecture of 
MOVICAB-IDS. Section 3 shows how the Coordinator agent in MOVICAB-IDS 
is upgraded to complete an analysis before a certain deadline. To do so, the Coor-
dinator agent integrates a temporal bounded CBR in its deliberative stage, which 
is comprehensively described in this section. Section 4 presents experimental re-
sults to show the benefits that arise from subjecting different phases of CBR to 
temporal constraints. Finally, the conclusions and future work are discussed in 
Section 5. 

2   MOVICAB-IDS 

As proposed for traffic management [14], different tasks perform traffic monitor-
ing and ID. For the data collecting task, a 4-stage framework [15] is adapted to 



Approaching Real-Time Intrusion Detection through MOVICAB-IDS 11
 

MOVICAB-IDS in the following way: (i) Data capture: as network-based ID is 
pursued, the continual data flow of network traffic must be managed. This data 
flow contains information on all the packets travelling along the network to be 
monitored; (ii) Data selection: NIDSs have to deal with the practical problem of 
high volumes of quite diverse data [16]. To manage high diversity of data, 
MOVICAB-IDS splits the traffic into different groups, taking into account the 
protocol (UDP, TCP, ICMP, and so on) over IP, as there are differences between 
the headers of these protocols. Once the captured data is classified by the protocol, 
it can be processed in different ways; (iii) Segmentation: The two first stages do 
not deal with the problem of continuity in network traffic data. The CMLHL 
model (as some other neural models) can not process data "on the fly". To over-
come this shortcoming, a way of temporarily creating limited datasets from this 
continuous data flow is proposed by segmentation; (iv) Data pre-processing: Fi-
nally, the different datasets (simple and accumulated segments) must be pre-
processed before presenting them to the neural model. At this stage, categorical 
features are converted into numerical ones. This happens with the protocol infor-
mation; each packet is assigned a previously defined value according to the proto-
col to which it belongs.  

Once the data-collecting task is performed and the data is ready, the MOVI-
CAB-IDS process performs two further tasks: (v) Data analysis: CMLHL is ap-
plied to analyse the data. Some other unsupervised models have also been applied 
to perform this task for comparison purposes; (vi) Visualisation: the projections of 
simple and accumulated segments are presented to the network administrator for 
scrutiny and monitoring. One interesting feature of the proposed IDS is its mobil-
ity; this visualisation task may be performed on a different device other than the 
one used for the previous tasks. To improve the accessibility of the system, results 
may be visualised on a mobile device (such as phones or blackberries), enabling 
informed decisions to be taken anywhere and at any time. In summary, the 
MOVICAB-IDS task organisation comprises the six tasks described above. 

MOVICAB-IDS has been designed, on the basis of Gaia methodology [17], 
[18], as a MAS that incorporates the following six agents: 

• Sniffer: This reactive agent is in charge of capturing traffic data. The continu-
ous traffic flow is captured and split into segments in order to send it through 
the network for further processing. Finally, the readiness of the data is commu-
nicated. One agent of this class is located in each of the network segments that 
the IDS has to cover (from 1 to n).  

• Preprocessor: After splitting traffic data, the generated segments are preproc-
essed prior to their analysis. Once the data has been preprocessed, an analysis 
for this new piece of data is requested. 

• Analyzer: This is a CBR-BDI agent. It has a connectionist model embedded in 
the adaptation stage of its CBR system that helps to analyze the preprocessed 
traffic data. The connectionist model is called Cooperative Maximum Likeli-
hood Hebbian Learning (CMLHL) [7]. This agent generates a solution (or 
achieves its goals) by retrieving a case and analyzing the new one using a 
CMLHL network.  
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• ConfigurationManager: The configuration information is important as data 
capture, data splitting, preprocessing and analysis depend on the values of sev-
eral parameters, such as packets to capture, segment length,... This information 
is managed by the ConfigurationManager reactive agent, which is in charge of 
providing this information to the Sniffer, Preprocessor, and Analyzer agents. 

• Coordinator: There can be several Analyzer agents (from 1 to m) but only one 
Coordinator: the latter being in charge of distributing the analyses among the 
former. In order to improve the efficiency and perform real-time processing, 
the preprocessed data must be dynamically and optimally assigned. This as-
signment is performed taking into account both the capabilities of the machines 
where the Analyzer agents are located and the analysis demands (amount and 
volume of data to be analysed). As is well known, the CBR life cycle consists 
of four steps: retrieval, reuse, revision and retention [5].  

• Visualizer: This is an interface agent. At the very end of the process, the ana-
lyzed data is presented to the network administrator (or the person in charge of 
the network) by means of a functional, mobile visualization interface. To im-
prove the accessibility of the system, the administrator may visualize the results 
on a mobile device, enabling informed decisions to be taken anywhere and at 
any time. 

3   Time-Bounding the MOVICAB-IDS Coordinator Agent 

CBR-BDI agents [19] integrate the BDI (Belief-Desire-Intention) software model 
and the Case-Based Reasoning (CBR) paradigm. They use CBR systems [5] as 
their reasoning mechanism, which enables them to learn from initial knowledge, 
to interact autonomously with the environment, users and other agents within the 
system, and which gives them a large capacity for adaptation to the needs of its 
surroundings. These agents may incorporate different identification or projection 
algorithms depending on their goals. In this case, an ANN will be embedded in 
such agents to perform ID in computer networks. 

The MOVICAB-IDS Coordinator agent, in charge of assigning the pending 
analyses to the available Analyzer agents, is defined as a Case-Based Planning 
(CBP-BDI) agent [20]. CBP [21] attempts to solve new planning problems by re-
using past successful plans [22]. The Coordinator agent plans to allocate an analy-
sis to one of the available Analyzer agents based on the following criteria: 

• Location. Analyzer agents located in the network segment where the Visualizer 
or Pre-processor agents are placed would be prioritised. 

• Available resources of the computer where each Analyzer agent is running. 
The computing resources and their rate of use all have to be taken into account. 
Thus, the work load of the computers must be measured. 

• Analysis demands. The amount and volume of data to be analysed are key is-
sues to be considered. 

• Analyser agents behaviour. As previously stated, these agents behave in a 
"learning" or "exploitation" mode. Learning behaviour causes an Analyzer 
agent to spend more time over an analysis than exploitation behaviour does. 
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As a computer network is an unstable environment, the availability of Analyzer 
agents change dynamically. Network links may stop working from time to time, so 
the Coordinator agent must be able to re-assign the analyses previously sent to the 
Analyzer agents located in the network segment that may be down at any one 
time. As previously stated, the current version of the MOVICAB-IDS is unable to 
ensure the analysis of a network segment in a maximum amount of time, losing ef-
ficiency and reducing the CPU utilization capability. In order to improve the  
efficiency and perform real-time processing, the Coordinator agent is upgraded to 
become a Temporal Bounded Case-Based Planning (TB-CBP) BDI agent, bring-
ing MOVICAB-IDS closer to real-time ID. TB-CBP is based on Temporal 
Bounded CBR as explained in the next section. 

3.1   Temporal Bounded CBR 

The Temporal Bounded CBR (TB-CBR) is a modification of the classic CBR cy-
cle specially adapted to be applied in domains with temporal constraints. In real-
time environments, the CBR stages must be temporal bounded to ensure that the 
solutions are produced on time; giving the system a temporal bounded deliberative 
case-based behaviour.   

The different phases of the TB-CBR cycle are grouped in two stages according 
to their function within the reasoning process of an agent with real-time con-
straints. The fist one, called learning stage, consists of the revise and retain phases; 
and the second one, named the deliberative stage, includes the retrieve and reuse 
phases. Each phase will schedule its own execution time to support the designer in 
the time distribution among the TB-CBR phases. These stages can incorporate an 
anytime algorithm [23], where the process is iterative and each iteration is time-
bounded and may improve the final response. 

To ensure up-to-date cases in the case base, the TB-CBR cycle starts at the 
learning stage, which entails checking whether previous cases are awaiting revi-
sion and could be stored in the case base. The solutions provided by the TB-CBR 
are stored in a solution list at the end of the deliberative stage. This list is accessed 
when each new TB-CBR cycle begins. If there is sufficient time, the learning 
stage is implemented for cases where solution feedback has recently been re-
ceived. If the list is empty, this process is omitted. 

Once the learning stage finishes, the deliberative starts. The retrieval algorithm 
is used to search the case base and chose a case that is similar to the current case 
(i.e. the one that characterizes the problem to be solved). Each time a similar case 
is found, it is sent to the reuse phase where it is transformed into a suitable plan 
for the current problem by using a reuse algorithm. Therefore, at the end of each 
iteration in the deliberative stage, the TB-CBR method is able to provide a solu-
tion to the problem at hand, which may be improved in subsequent iterations if 
there is any time remaining at the deliberative stage. See more details in [24]. 
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3.2   TB-CBR Operation within the Coordinator Agent 

In the aforementioned environment, analysis planning must be completed within a 
maximum time. For this reason, an agent, which provide the necessary control 
mechanisms to carry out this task, is deployed to complete the analysis on time. 
Consequently, when a new segment is ready for analysis, the Coordinator agent, 
which is a real-time agent, has a limited amount of time to assign the pending 
analysis to the available Analyzer agents, which have to provide an answer as 
soon as possible. Therefore, a temporal constraint on the process (starting with a 
new generated segment and ending with the Analyzer agent giving the answer) is 
essential to ensure prompt execution. To perform this temporal control, all the 
steps in the process must be known and must be temporal bounded. Additionally, 
the system has to be deterministic. To guarantee these conditions, the Coordinator 
agent takes advantage of the TB-CBP to assign the pending analysis. So, the four 
phases of the TB-CBP cycle of the Coordinator agent are re-defined to comply 
with the temporal constraints following the TB-CBR guidelines (see [24]).  

The first stage (learning stage) is executed if the agent has the plans from pre-
vious executions stored in the solutionQueue (these are previous executions of the 
CBR cycle that have not been revised and retained). The plans are stored just after 
the end of the deliberative stage. In this case, the following phases are executed: 

• Revise: The plan revision consists of a two-fold analysis. On the one hand, 
planning failures are identified by finding under-exploited resources. As an ex-
ample, the following hypothetical situation is identified as a planning failure: 
one of the Analyzer agents is not busy performing an analysis while the other 
ones have a list of pending analyses. On the other hand, execution failures are 
detected when communication with Analyzer agents has been interrupted. In-
formation on these failures is stored in the case base for future consideration. 
When an execution failure is detected, the CBP cycle is run from the beginning, 
which renews the analysis request.  

• Retain: When a plan is adopted, the Coordinator agent stores a new case con-
taining the dataset-descriptor and the solution. 
The deliberative stage is only launched if there is a new network segment to be 

analysed (a new pre-processed dataset is ready) by adding it to the problemQueue 
of the Coordinator agent. This will launch the execution of the following phases: 
•  (Plan) Retrieve: As previously stated, when a new pre-processed dataset is 

ready, an analysis is requested from the Coordinator agent. The most similar 
plan is obtained by associative retrieval, taking into account the case/plan de-
scription. As the time required to extract a case from the case base is predict-
able, the Coordinator agent knows how long it takes to get the first solution.  
Moreover, if the Coordinator agent has some extra time to plan the analyses, it 
will attempt to improve this first plan within the available time by continuing 
searching previously stored plans. 

•  Reuse: The retrieved plan is adapted to the new planning problem. The only 
restriction is that the analyses running at that time (the results of which have 
not yet been reported) cannot be reassigned. The others (pending) can be  



Approaching Real-Time Intrusion Detection through MOVICAB-IDS 15
 

reassigned in order to optimize overall performance. This phase is also tempo-
ral bounded. The Coordinator agent knows when it will finish the adaptation of 
the cases to the new planning problem. In this phase, as the Coordinator agent 
calculates when the analysis agents will finish their tasks, it either knows the 
available time to continue building the plan. The Analyzer agents will still be 
executing pending analyses when this phase is completed. Thus, the assignment 
of an analysis to an Analyzer depends on its work load at that particular time. 

The main advantage of using the TB-CBP with regard to using a CBP without 
temporal constraints is to ensure a system response on time. The use of TB-CBP 
allows the distribution of the analysis to the Analyzer agents taking into account 
the available time to perform this task. On the other hand, the application of TB-
CBP improves the CPU utilization and minimizes the average execution time of 
the analyses as it has been checked in a set of tests. The analysis requests are 
launched for 2 minutes following exponential distribution in which α parameter 
value is 0.3 (a request is generated each 3 seconds approximately). The results ob-
tained after one hundred executions are shown in Table 1. 

Table 1 TB-CBP vs. CBP 

 CPU utilization Analysis fulfilled on timeAverage Execution Time 

TB-CBP 97 % 98.2 % 1.6 ms 

CBP 72 % 61.5 % 2.4 ms 

4   Experimental Results: MOVICAB-IDS Visualizations 

There are two main dangerous anomalous situations related to SNMP [25].: MIB 
information transfers and port sweeps or scans. The MIB (Management Informa-
tion Base) can be defined in broad terms as the database used by SNMP to store 
information about the elements that it controls. A transfer of some or all the in-
formation contained in the SNMP MIB is potentially quite a dangerous situation. 
A port scan may be defined as series of messages sent to different port numbers to 
gain information on its activity status.  

The effectiveness of MOVICAB-IDS in facing some anomalous situations has 
been widely demonstrated in previous works [2, 3, 26, 27]. It identifies anomalous 
situations due to the fact that these situations do not tend to resemble parallel and 
smooth directions (normal situations) or because their high temporal concentration 
of packets. It can be seen in Fig. 1.a, where 3 port sweeps have been identified 
(Group 1) and visualized in a mobile platform. On the other hand, a more ad-
vanced visualization is offered in Fig. 1.b for a different data set. In this case, it is 
easy to notice some different directions (Groups A and B) to the normal data ones. 
Also, the density of packets is higher for these anomalous groups related to a MIB 
information transfer. 
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(a) (b) 

Fig. 1 Mobile (a) and advanced (b) visualizations provided by MOVICAB-IDS 

5   Conclusions and Future Work 

An upgraded version of MOVICAB-IDS is presented in this paper. This version 
imposes temporal constraints on the deliberative agents within a CBR architecture, 
which enables them to respond to events in real (both hard or soft) time. In this 
case, the deliberative Coordinator agent, working at a high level with Belief-
Desire-Intention (BDI) concepts, is temporal bounded by redefining the four 
phases of its CBP cycle. The consequences of temporal bounding these phases are 
described in this paper. As a result, the Coordinator agent will always give a solu-
tion within the available time, thereby maximizing CPU utilization and minimiz-
ing average execution time of the analyses. 

Acknowledgments. This research is funded through the Junta of Castilla and León 
(BU006A08); the Spanish Ministry of Education and Innovation (CIT-020000-2008-2 and 
CIT-020000-2009-12); the Spanish government (TIN2005-03395 and TIN2006-14630-
C03-01), FEDER and CONSOLIDER-INGENIO (2010 CSD2007-00022). The authors 
would also like to thank the vehicle interior manufacturer, Grupo Antolin Ingenieria S.A. 
for supporting the project through the MAGNO2008 - 1028.- CENIT Project funded by the 
Spanish Ministry of Science and Innovation. 

References 

1. Abraham, A., Jain, R., Thomas, J., Han, S.Y.: D-SCIDS: Distributed Soft Computing 
Intrusion Detection System. Journal of Network and Computer Applications 30(1), 
81–98 (2007) 

Group 1 
Group A Group B 

anomalous 

normal 



Approaching Real-Time Intrusion Detection through MOVICAB-IDS 17
 

2. Herrero, Á., Corchado, E.: Mining Network Traffic Data for Attacks through MOVI-
CAB-IDS. In: Foundations of Computational Intelligence. Studies in Computational 
Intelligence, vol. 4, pp. 377–394. Springer, Heidelberg (2009) 

3. Corchado, E., Herrero, Á.: Neural Visualization of Network Traffic Data for Intrusion 
Detection. Applied Soft Computing (Accepted with changes) (2010) 

4. Wooldridge, M., Jennings, N. R.: Agent theories, architectures, and languages: A sur-
vey. Intelligent Agents (1995) 

5. Aamodt, A., Plaza, E.: Case-Based Reasoning - Foundational Issues, Methodological 
Variations, and System Approaches. AI Communications 7(1), 39–59 (1994) 

6. Carrascosa, C., Bajo, J., Julián, V., Corchado, J.M., Botti, V.: Hybrid Multi-agent Ar-
chitecture as a Real-Time Problem-Solving Model. Expert Systems with Applications: 
An International Journal 34(1), 2–17 (2008) 

7. Corchado, E., Fyfe, C.: Connectionist Techniques for the Identification and Suppres-
sion of Interfering Underlying Factors. International Journal of Pattern Recognition 
and Artificial Intelligence 17(8), 1447–1466 (2003) 

8. Dean, T., Boddy, M.: An Analysis of Time-dependent Planning. In: 7th National Con-
ference on Artificial Intelligence (1988) 

9. Garvey, A., Lesser, V.: A Survey of Research in Deliberative Real-time Artificial In-
telligence. Real-Time Systems 6(3), 317–347 (1994) 

10. Hayes-Roth, B., Washington, R., Ash, D., Collinot, A., Vina, A., Seiver, A.: Guardian: 
A Prototype Intensive-care Monitoring Agent. Artificial Intelligence in Medicine 4, 
165–185 (1992) 

11. Howe, A.E., Hart, D.M., Cohen, P.R.: Addressing Real-time Constraints in the Design 
of Autonomous Agents. Real-Time Systems 2(1), 81–97 (1990) 

12. Musliner, D.J., Durfee, E.H., Shin, K.G.: CIRCA: A Cooperative Intelligent Real-time 
Control Architecture. IEEE Transactions on Systems, Man, and Cybernetics 23(6), 
1561–1574 (1993) 

13. Kopetz, H.: Real-time Systems: Design Principles for Distributed Embedded Applica-
tions. Kluwer Academic Publishers, Dordrecht (1997) 

14. Babu, S., Subramanian, L., Widom, J.: A Data Stream Management System for Net-
work Traffic Management. In: Workshop on Network-Related Data Management, 
NRDM 2001 (2001) 

15. Herrero, Á., Corchado, E.: Traffic Data Preparation for a Hybrid Network IDS. In: 
Corchado, E., Abraham, A., Pedrycz, W. (eds.) HAIS 2008. LNCS (LNAI), vol. 5271, 
pp. 247–256. Springer, Heidelberg (2008) 

16. Dreger, H., Feldmann, A., Paxson, V., Sommer, R.: Operational Experiences with 
High-Volume Network Intrusion Detection. In: 11th ACM Conference on Computer 
and Communications Security. ACM Press, New York (2004) 

17. Zambonelli, F., Jennings, N.R., Wooldridge, M.: Developing Multiagent Systems: the 
Gaia Methodology. ACM Transactions on Software Engineering and Methodol-
ogy 12(3), 317–370 (2003) 

18. Wooldridge, M., Jennings, N.R., Kinny, D.: The Gaia Methodology for Agent-
Oriented Analysis and Design. Autonomous Agents and Multi-Agent Systems 3(3), 
285–312 (2000) 

19. Pellicer, M.A., Corchado, J.M.: Development of CBR-BDI Agents. International Jour-
nal of Computer Science and Applications 2(1), 25–32 (2005) 

20. Bajo, J., Corchado, J., Rodríguez, S.: Intelligent Guidance and Suggestions Using 
Case-Based Planning. In: Weber, R.O., Richter, M.M. (eds.) ICCBR 2007. LNCS 
(LNAI), vol. 4626, pp. 389–403. Springer, Heidelberg (2007) 



18 M. Navarro et al.
 

21. Hammond, K.J.: Case-based Planning: Viewing Planning as a Memory Task. 
Academic Press Professional, Inc., London (1989) 

22. Spalzzi, L.: A Survey on Case-Based Planning. Artificial Intelligence Review 16(1), 
3–36 (2001) 

23. Dean, T., Boddy, M.S.: An Analysis of Time-Dependent Planning. In: 7th National 
Conference on Artificial Intelligence (1988) 

24. Navarro, M., Heras, S., Julián, V.: Guidelines to Apply CBR in Real-Time Multi-
Agent Systems. Journal of Physical Agents 3(3), 39–43 (2009) 

25. Case, J., Fedor, M.S., Schoffstall, M.L., Davin, C.: Simple Network Management Pro-
tocol (SNMP). IETF RFC 1157 (1990) 

26. Corchado, E., Herrero, Á., Sáiz, J.M.: Detecting Compounded Anomalous SNMP 
Situations Using Cooperative Unsupervised Pattern Recognition. In: Duch, W., 
Kacprzyk, J., Oja, E., Zadrozny, S. (eds.) ICANN 2005. LNCS, vol. 3697, pp. 
905–910. Springer, Heidelberg (2005) 

27. Corchado, E., Herrero, Á., Sáiz, J.M.: Testing CAB-IDS Through Mutations: On the 
Identification of Network Scans. In: Gabrys, B., Howlett, R.J., Jain, L.C. (eds.) KES 
2006. LNCS (LNAI), vol. 4252, pp. 433–441. Springer, Heidelberg (2006) 

 

 



E. Corchado et al. (Eds.): SOCO 2010, AISC 73, pp. 19–26. 
springerlink.com    © Springer-Verlag Berlin Heidelberg 2010 

Hybrid Dynamic Planning Mechanism for 
Virtual Organizations 

Sara Rodríguez, Vivian F. López, and Javier Bajo* 

Abstract. It is possible to establish different types of agent organizations accord-
ing to the type of communication, the coordination among agents, and the type of 
agents that comprise the group. Each organization needs to be supported by a co-
ordinated effort that explicitly determines how the agents should be organized and 
carry out the actions and tasks assigned to them. This paper presents a new global 
coordination model for an agent organization. This model is unique in its concep-
tion, allowing an organization in a highly dynamic environment to employ self-
adaptive capabilities in execution time.  

1   Introduction 

Ideally, MAS include the following characteristics [10].:(i) They are typically 
open with a non-centralized design. (ii) They contain agents that are autonomous, 
heterogeneous and distributed, each with its own “personality” (cooperative, self-
ish, honest, etc.). (iii) They provide an infrastructure specifically for communica-
tion and interaction protocols. Open MAS should allow the participation of het-
erogeneous agents with different architectures and even different languages [14]. 
However, this makes it impossible to trust agent behavior unless certain controls 
based on norms or social rules are imposed. To this end, developers have focused 
on the organizational aspects of agent societies, using the concepts of organiza-
tion, norms, roles, etc. to guide the development process of the system. 

Virtual organizations [6] are a means of understanding system models from a 
sociological perspective. From a business perspective, a virtual organization 
model is based on the principles of cooperation among businesses within a shared 
network, and exploits the distinguishing elements that provide the flexibility and 
quick response capability that form the strategy aimed at customer satisfaction. 
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Even so, within the development of organizations, both at the business and agent 
level, we find a set of requirements [12] that call for the use of new social models 
in which the use of open and adaptive systems is possible [14]. 

Given the advantages provided by the unique characteristics found in the de-
velopment of MAS from an organizational perspective, and the absence of an 
adaptive planning process for any social model, this study proposes a model that 
can coordinate a dynamic and adaptive planning system in an agent organization. 
The article is structured as follows: Section 2 describes the state of the art for cur-
rent studies of the agent organizations and its adaptation. Section 3 presents the 
proposed planning model. Section 4 demonstrates how the model can be used in a 
case study and shows some results and conclusions obtained. 

2   Background 

There are several different organizational approaches [4][14]. However, while 
these studies provide mechanisms for creating coordination among participants, 
there is much less work focused on adapting organizational structures in execution 
time or norms defined in design time. For example, [9] proposes a model for con-
trolling adaption by creating new norms. [7] propose a distributed model for reor-
ganizing their architecture. [1] requires agents to follow a protocol to adapt the 
norms. Each of these studies focuses on the structure and/or norms based on 
adapting the coordination among participants. Another possibility is the develop-
ment of a MAS that focuses on the concept of organization/institution. One  
electronic institution [5] should be considered a social middleware between the 
external participating agents and the selected communication layer responsible for 
accepting or rejecting the agent actions. The primary difference with the other pro-
posals is that the adaption is carried out by the institution instead of by the agents. 
Lastly, there are approaches focus on social group mechanisms based on the social 
information gathered during the interactions [13]. 

None of these approaches is capable of coordinating tasks for the member 
agents of the organization to solve a common problem, nor do them consider that 
task planning should adapt to changes in the environment. The social model used 
in the architecture selected for this study is THOMAS [2][8], which focuses on de-
fining the structure and norms. The following section will present the planning 
model proposed integrated into THOMAS whose goal is to carry out an adaptive 
planning process within an agent organization.  

3   Planning Model 

In this research is proposed a planning model that facilitates a self-adaptation fea-
ture within an agent society. We will use a cooperative MAS in which each agent 
is capable of establishing plans dynamically in order to reach its objectives. The 
global mechanism considers the global objective of the society, as well as its 
norms and roles. It's obtained a planning model that can, within an architecture 
geared towards the development of agent organizations (THOMAS [2][8]), take 
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into account the changes that are produced within an environment during the exe-
cution of a plan. The planning process defines the actions that the society of 
agents will have to execute and should therefore also take into account the particu-
lar circumstances of each of its members. To achieve this, a CBP-BDI (Case 
Based Planning) agent is used, applying the planning model showed in this sec-
tion, that is particularly suited for organizations. A CBP-BDI agent is a specializa-
tion of an CBR-BDI agent [3]. A CBP-BDI agent calculates the plan or intention 
that is most easy to replan: Most RePlannable Intention (MRPI). This is the plan 
that can most easily be replaced by another plan in case it is interrupted (for ex-
ample, if a user changes preferences while the plan is being executed. 

A plan p within an organization is defined as p=<E, O, O’, R, R’>, where: E is 
the environment that represents the type of problem that the organization solves, 
and is characterized by a set of states E = {e0, e

*} for each agent, where e0 repre-
sents the initial state of the agent when the plan begins, y and e* is the state or set 
of states that the agents tries to achieve. O represents the set of objectives for the 
individual agent and O´ is the set of objectives reached once the plan has been 
executed. R is the set of available resources for the given agent and R´ is the set of 
resources that the agent has used during the execution of the plan. 

 

Fig. 1 Planning Model 

Given the initial state of the organization, the term global planning is used to 
describe the search for a solution that can reach the final state, all the while com-
plying with a series of requirements for the organization. The problem can be rep-
resented in a planning space that is delimited by the restrictions imposed by the 
requirements. Given a common objective, specified resources available and tasks 
to perform, the aim is to find a global plan that allows the organization to find the 
optimal solution, To this end, the planning agent should bear in mind the optimal 
plans p*(t) obtained for each individual agent. It is not necessary for all of the 
agents within the organization to know how to meet the objectives, but they 
should know how to perform some of the tasks that contribute towards reaching 
those objectives for the organization.  

Upon initiating the process, certain agents will be retrieved from the data mem-
ory of cases to perform at least one of the problem tasks. For each task that is not 
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completed by any of the retrieved agents, at least one new agent will be incorpo-
rated. This agent will have the greatest probability of successfully completing the 
given task. The idea is to count on the necessary agents so that no task is left 
unassigned. 

Let us assume that the common objective for agents “m” has “n” states or tasks 
with ssm,n∈ . Each agent has its own characteristics with regards to which 
tasks it can perform, which resources to use, and the amount of time available to 
perform the tasks. In other words, each agent has its own profile. Given a state “j” 
for each agent “i” where { }1

m
i , ,m

∈
∈  , it can be defined with a tuple 

ijz  - 

where each coordinate in the tuple refers to the characteristic that defines it. 
The following binary variables are defined as:  

1 " " " "

0i j

if agent i is assigned to task j
a

otherwise

⎧
= ⎨
⎩

 

For each problem related to assigning tasks, an objective function is defined 
whose goal is to minimize and maximize the cost used by agents “m” to perform 
the common objective. For example, minimize or maximize the cost of using one 
of the agents to reach an objective, or maximize an efficiency function as need for 
each case. A new efficiency function is introduced in order to assign tasks to the 
agents. Its aim is to visit the greatest number of points with the lowest possible 
cost. Cost is another function that depends on the time that agent “i” has spent 
working on task “j”, on the resources used, and on the type of agent assigned to 
each task. This is represented as: 

ij ij

i
t rc  .The efficiency function is defined as: 

Efficiency=Nº points visited /
1 1

i j i j

m n
i
t r i j

i j

c a
= =
∑∑ i  .Let us assume we want to maximize the effi-

ciency function: Max·Nº points visited /
1 1

i j i j

m n
i
t r i j

i j

c a
= =
∑∑ i  where ijt  is the time it takes agent 

“i” to perform the task, and { }ij ijkk
t Máx t=  where ijkt  indicates the time it takes 

agent “i” to perform task “j” for tourist “k”. Taking the maximum value of “k” 
(type of tourist), we can ensure that the guide has time to perform the necessary 
task regardless of the type of tourist. These times are initially estimated. Let us 
now define the restrictions of the problem. 

1. We want each state to be completed by an agent, which in mathematical terms 

can be stated, for each state “k” as: { }
1

1 1
m

ik
i

a k , ,n
=

= ∀ ∈∑  

2. We want each state to be completed within a specified period of time. Let us as-

sume that state “k” should be completed within time kt . The restriction would 

be:. { }
1

1
m

ik ik k
i

t a t k , ,n
=

≤ ∀ ∈∑  

3. Each state “k” needs a set of resources to be executed. There is no reason for all 
of the agents to have these resources. 
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Given state “k”, we need k
hr  resources with h∈ , where { } 1k , ,nk

w h h
r max r

=

∈
= . 

The variables { } { } { }
1

1k
x x , ,w
r k , ,n

∈
∀ ∈  are defined in binary form: 

1 " " " "

0
k
x

if the agent k needs the resource x
r

otherwise

⎧
= ⎨
⎩

 

The agent that performs state “k” must at the very least have at its disposable the 
resources that are needed to perform state “k”, for which, given state “k”, for each 
resource from the set { } { } { }

1
1k

x x , ,w
r k , ,n

∈
∀ ∈  we can define the following 

restriction:. { } { }
1

1 1
m

k
ix ik x

i

r a r k , ,n ; x , ,w
=

≥ ∀ ∈ ∀ ∈∑ . The variables 

{ } { }
{ }

1
1ix x , ,w

r i , ,m
∈

∀ ∈  are binary variables: 
1 " " " "

0i x

if the agent i has the resource x
r

otherwise

⎧
= ⎨
⎩  

4. Each agent “i” has a minimum and maximum time for work, depending on the 

type of agent. These times are represented as Turn on
it  and Turnoff

it respec-

tively: { }
1

1
n

Turnon Turnoff
i ij i

j

t t t i , ,m
=

≤ ≤ ∀ ∈∑ For the majority of agents, as we will see in 

the case study, the maximum number of working hours is equal to a regular 8 hour 
work day. 

5. Every time we assign tasks to an agent, we want it to perform the minimum 
number of tasks, which varies according to the type of agent: 

{ }
1

1
n

ij i
j

a NumberTask i , ,m
=

≥ ∀ ∈∑ . If the suggested problem of non-linear program-

ming were incompatible, we would add agents to make it compatible. The agent 
added would be the one with the highest probability a priori of performing the ne-
cessary tasks. If a norm (restriction) changes, it would be necessary to assign tasks 
once again. This allows us to obtain a plan for the tasks that need to be performed 
by the agent organization. In other words, we can obtain a global plan composed 
of all the tasks and agents in the organization that will carry them out. Every agent 
in the organization recognizes the tasks that it needs to perform. These agents, 
which are CBP-BDI agents, integrate the 4 phases of a CBR system (retrieval, re-
use, revise and retain).  

4   Case Study and Experimental Results 

This section presents a case study that tests the defined model. An organization is 
implemented by using the model proposed in section 3 and is represented in a vir-
tual world [11] containing a set of cultural heritage sites. The simulation within 
the virtual world represents a tourist environment in which there are guides and 
tourists, and in which the tour guide´s tasks will be performed in adherence to a 
defined set of norms. The roles that have been identified within the case study are: 
Tourist, Monument, Guide, Visitor, Coordinator, Notification and Manager: The 
agents that take on the role of Guide are those that will carry out dynamic  
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planning according to the tasks they need to carry out for each group of tourists. 
The generated plans should ensure that all of the visitors assigned to a tour guide 
are able to follow their tourist route. They will be personalized according to the 
Guide´s profile and work habits, and should take into account the restrictions di-
rectly related to each agent on an individual basis, as well as the restrictions of the 
organization itself. These restrictions are imposed according to the norms for the 
society of agents: (i) the work schedule for a Guide agent (8 hours); (ii) the maxi-
mum number of Tourist agents assigned to a guide; (iii) visiting days and hours 
for certain monuments; (iv)the maximum number of Guide agents that can partici-
pate on a route; (v) the minimum number of points to visit on a route. 

Once the Coordinator has identified all of the agents in the organization that are 
needed to carry out the plan, it assigns each task to the agent responsible for com-
pleting it. At that moment each Guide agent becomes aware of its tasks and de-
signs an individual plan. Each Guide agent is a type of CBP-BDI agent capable of 
providing efficient plans in execution time. The following paragraph provides a 
detailed example. 

Let { }0
gg

g hE e , ,e=  be the tasks carried out by a group of tourists and visitors 

“g” in order of priority. We have the following problem { }0g n
g

E E e , ,e= =∪ , where 

E represents the complete set of tasks that must be completed (for this reason they 
are not superscripted). Let us assume there are 10 guides. Randomly selecting a 
Guide i∈{1,● , 10}, (specifically, i=3), the task assignment according to their pro-
file is: (1) Agent Task: Visit the cathedral with tourist group 2 

2
1e≡ ; 31t =30 min. (2) 

Agent Task: Take tourist group 2 to the aqueduct 
2
2e≡ ; 32t =15 min. (3) Agent Task: 

Take tourist group 2 to the hermitage 
2
3e≡ ; 33t =10 min. (4) Agent Task: Visit the 

hermitage 
2
4e≡ ; 34t =10 min. (5) Agent Task: Take tourist group 2 to the Roman city 

2
5e≡ ; 35t =20 min. (6) Agent Task: Visit the Roman city 

2
6e≡ ; 36t =30 min. (7) Agent 

Task: Take tourist group 2 to the ravine 
2
7e≡ ; 37t =50 min. (8) Agent Task: Hike 

along the ravine with group 2 
2
8e≡ ; 38t =20 min. (9) Agent Task: Return to the cathe-

dral with group 2
2
9e≡ ; 39t =10 min. Calculating the assigned tasks ensures both that 

the total amount of time assigned to a Guide does not exceed 8 hours, and that any 
other restrictions corresponding to the norms of the organization are also re-
spected. Each task has a set of objectives that must be met so that the global plan 
can be successfully completed. To perform each task, the Guide agent should have 
the number of available resources. For example, the task "Buy tickets for museum 

1” corresponds to the objective “Visit museum 1” 0O≡ and "breakfast, lunch, tea 

and dinner" correspond to the objective 2 4 6 7, , ,O≡ (task 2 indicates breakfast, task 
4 indicates lunch, task 6 indicates tea, and 7 indicates dinner). A similar coding is 
used for resources. As shown  in Fig. 2a, value 1 indicates the resource that is 
needed or the objective to be met, while zero denotes the contrary. Fig. 2a shows 
the representation of a space 

3ℜ for tasks according to the following three coordi-
nates: time, number of objectives achieved, and number of resources used (coor-
dinates taken from similar retrieved cases). Specifically, Fig. 2a shows a hyper 
plan of restrictions and the plan followed for a case retrieved from the beliefs 
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base, considered to be similar to the new case. There are 120 possible routes, not 
all of which are viable because of the previously mentioned restrictions. In a simu-
lated scenario where the Coordinator assigned this group of tourists to a Guide, the 
planning process used by the Guide for the tasks it needed to perform is the same 
as that shown in Fig 2a. 

      

Fig. 2 a) Representation of a space 
3ℜ for tasks (a) and replanned tasks (b). Number of 

agents working simultaneously (c). 

Figure 2 illustrates the plan as it was carried out. To understand the graphical 
representation, let us focus on the initial task e1 and the final task e9. In between 
these two tasks, the Guide agent could carry out other tasks that would involve the 
same or different tourists and visitors. The idea presented in the planning model is 
to select the optimal plan, the one with the most plans surrounding it, as the solu-
tion. The following studies were carried out: Given the same tourists attractions to 
be visited on the same day, and the same number of tourists per group, one group 
used the planner and the other did not. 

The results for different days, as far as the number of Guide agents used, can be 
observed in Fig.2c. The color blue represents the average number of guides 
needed each day using the planner, and red the number without using it. The pro-
posed model helps the organization utilize fewer guides, thus minimizing its costs.  

In conclusion, we can affirm to have achieved out stated objectives: (i) Develop 
agent societies; (ii) Simulate the behavior of an organization in a specific case in-
volving the coordination and adaption of its agents; and (iii) Validate the proposed 
planning model through a simulation of the organization in a case study. As previ-
ously mentioned, it is increasingly common to model a MAS not only from the 
perspective of the agent and its communication capabilities, but by including or-
ganizational engineering as well.  
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Combinatorial Auctions for Coordination and
Control of Manufacturing MAS: Updating
Prices Methods

Juan José Lavios Villahoz, Ricardo del Olmo Martı́nez,
and Alberto Arauzo Arauzo

Abstract. We use the paradigm of multiagent systems to solve the Job Shop prob-
lem. It concerns the allocation of machines to operations of some production process
over time periods and its goal is the optimization of one or several objectives. We
propose a combinatorial auction mechanism to coordinate agents. The ”items” to
be sold are the time slots that we divide the time horizon into. In tasks schedul-
ing problems tasks need a combination of time slots of multiple resources to do
the operations. The use of auctions in which different valuations of interdependent
items are considered (e.g. combinatorial auctions) is necessary. The auctioneer fixes
prices comparing the demand over a time slot of a resource with the capacity of
the resource in this time slot. Our objective is to find an updating price method for
combinatorial auctions that meet the needings of scheduling manufacturing systems
in dynamic environments, e.g. robustness, stability, adaptability, and efficient use of
available resources.

1 Multiagent Systems in Manufacturing

Manufacturing and production systems are one of the most known fields of appli-
cation of Scheduling problems. It concerns the allocation of resources to tasks over
time periods and its goal is the optimization of one or several objectives. Tasks are
operations of some production process and resources are machines in a workshop.
[1]. The Manufacturing scheduling problem is featured by its highly combinatorial
and dynamic nature and its practical interest for industrial applications [2]. Multi-
agent Systems have proved to be an appropriate paradigm to model manufacturing
and production systems because of their autonomous, distributed and dynamic nature,
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and robustness against failures. They constitute a useful frame to define distributed
decision-making processes. A revision of the main work in this area can be found in
[3, 4, 5]. In general, agents are used to encapsulate physical and logical entities or
even functionalities of the production system, building systems that are based on the
autonomy of each agent and on the interaction and negotiation among them.

2 Combinatorial Auctions as a Market Based Coordination
Mechanism

Distributed decision making is considered an alternative to pure centralized schedul-
ing systems as it facilitates the incorporation of local objectives, preferences and
constraints of each resource in the decision making process. [6]. Combination of
individual problem-solving and coordination/negotiation schemes is one of the re-
search challenges in this area. [3] Market based allocation mechanisms are one of
the most active branches of distributed task scheduling. It involves the creation of
a production schedule based on the prices emerging from the bids sent by tasks.
Each task proposes a bid trying to maximize its own objective. Each task has only
access to its own information (objectives, preferences and constraints). The underly-
ing idea is to allocate resources among the task by the creation of an ad-hoc market,
setting prices through the search of equilibrium in an iterative process. There is
no communication among agents representing tasks. Prices enable coordination of
agents. Complex calculations are distributed among the participating agents, so that
the problem is divided into several easier problems which can be solved in paral-
lel. The communication overhead is low as it is limited to the exchange of bids and
prices between agents and the market mechanism [7].

We propose a combinatorial auction mechanism to coordinate agents. In tasks
scheduling problems tasks need a combination of time slots of multiple resources to
do the operations. The use of combinatorial auctions as a negotiation and coordina-
tion mechanism in Multiagent Systems is appropriate in problems in which different
valuations of interdependent items have to be considered. In combinatorial auction
participants bid for a combination of different products. The valuation of an item de-
pends on the combination of products it belongs to i.e. a bidder will make his valuation
of an item based on which will be the other items that he will buy in the same auc-
tion. using iterative combinatorial auctions has many advantages. First, participants
do not have to make bids over the set of all possible combinations of bids. Second,
participants reveal in each iteration their private information and preferences. Third,
iterative auctions are well-suited for dynamic environments (i.e. manufacturing en-
vironment) where participants and items get in and out in different moments [8].

3 Price-Setting Iterative Combinatorial Auction

Tasks scheduling problem can be modeled as an auction where time horizon is di-
vided into slots that are sold in the auction. Tasks participate in the auctions as a



Combinatorial Auctions for Coordination and Control of Manufacturing MAS 29

bidders, trying to get the time slots of the resources that they need to perform the
operation [9]. The mechanism will follow the main principles of distributed systems
so the relevant information of the bidders (i.e. due date of the jobs, penalty for the
delays) will be hidden to the rest of agents [10]. Prices show the preferences of other
agents, and let the agent act consequently. There exists a central pool of resources
(Resource-agent). Each resource has different abilities. The planning horizon of the
resource is divided into time slots. These time slots are sold in an auction. There are
a several tasks to be done to complete the jobs. The tasks need to get the necessary
resources to be finished before the due date of the jobs they belong to. Tasks-agents
bid for the time slot of the resources minimizing their cost function. An agent acts
as a central node (Auctioneer-agent). Once the bids are sent the Auctioneer-agent
will update the prices of the slots and the tasks-agents will remake their bids. This
iterative process continues until prices are stabilized or a stop condition is fulfilled.

Job-agents are price-takers in the model. The price of a time slot (λ ) is fixed by
an iterative process. The prices of the slots are raised or lowered by a walrasian
mechanism, e.g. an excess of demand raises prices and an excess of capacity lower
them. There are many ways to update prices (λ n+1 = λ n + Δλ ) (e.g. constant in-
crease or decrease of prices, proportional to the demand, proportional to the excess
of demand).

4 Research Line

We search an updating price method for combinatorial auction that meet the need-
ings of scheduling manufacturing systems in dynamic environments, e.g. they are
intended to offer robustness, stability, adaptability, and efficient use of available re-
sources through a modular and distributed design [5]. In our work we will use a
specific problem as Job Shop scheduling problem, but we want to extend the con-
clusions that we will obtain to other problems of the same nature.

There is a similarity between iterative combinatorial auction and Lagrangian Re-
laxation Algorithm. The update of prices process is similar to the update of La-
grange multipliers iterative process. The updating methods used in the Lagrangian
Relaxation Method can be used to update the prices in the iterative auction. [9].
Our objetive is to compare the different methods of updating prices based on those
that update the lagrangian problem. [11] One of the most used method is subgradient
methods [12, 13, 14]. There are also other methods derived from the former, e.g. sur-
rogate gradient method [15, 16], conjugate subgradient method [11] or interleaved
surrogate method [17, 18]. There is no work which compares the updating prices
methods of combinatorial auctions for Job Shop problem to the best of our knowl-
edge. We will define and implement a distributed task scheduling system based on
the Job Shop Problem [1]. We want to compare the different methods of updating
prices using as criteria convergence, stability and other points to study in a real case
implementation as asynchronic computation. We will use different benchmark as
we can find in [19] and the modifications suggested in [20].
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A Software Tool for Harmonic Distortion
Simulation Caused by Non-linear Household
Loads

J. Baptista, R. Morais, A. Valente, S. Soares, J. Bulas-Cruz, and M.J.C.S. Reis

Abstract. In this paper we present a software tool to be used in residential/household
generic power circuitry analysis and simulation, under non-linear loads. This tool can
both be used by electrical engineers and by students of electrical engineering. It has
an easy-to-use, friendly interface, and can be used to teach design techniques or as
a laboratory tool to study the applicability of known methods to real world practical
situations. Also, the users may supply their own data. The simulated results are very
close to the measured ones.

Keywords: Residential power circuits, simulation, harmonic distortion, non-linear
loads.

1 Introduction

Electric power generation, transportation and consumption are among the problems
often faced by anyone working in the broad field of Electrical Engineering (EE).
The problem of understanding and teaching harmonics mechanisms and its impli-
cations has attracted the scientific community for decades, and many are the works
published in the field [1, 2, 3], to name only a few. For this reason, an introduc-
tory course focusing on electrical energy systems would be welcome in addition
to the background of Electrical Engineering students, specially to those interested
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in electrical power generation, transportation, consumption, or electrical systems in
general.

In this paper we present a computer application intended to be an easy-to-use tool
to help the students and professionals of EE in solving problems while experiment-
ing and comparing the available algorithms. The tool allows the users to try several
loads on their own data, and then compare the results (and consequently infer the
behaviour of the loads) in an easy-to-use environment that is similar to a laboratory.
The computer application was named “HarmoSim”, which stands for “Harmonic
Simulation”. This tool aims to simulate the behavior of residential/household power
circuits with several kind of different non-linear loads. It allows the graphical visual-
ization of different parameters related to circuit electric quality; among them are the
total harmonic distortion, crest-factor, power-factor, and line-current. The harmonic
spectrum and current and voltage waveforms are also plotted.

The next sections are dedicated to a small introduction to electrical energy qual-
ity, non-linear loads, and harmonic distortion parameters, in order to help to clarify
the ideas that lead to the tool development.

2 Background

2.1 Electrical Power Quality and Non-linear Loads

The ongoing technological development demands for more efficient and better qual-
ity in the electrical energy supply. It is being viewed as an importante economic
competitive factor to the industry, and services in general, particularly during the
last decades. A great concern is being noticed, mainly in the industry, in order to
minimize the economic risks resulting from a poor or bad Power Quality (PQ).

There are a great number of equipments very sensible to disturbances occurring at
the line supply, particularly electronic equipments like computers, TV sets, among
others. A huge effort is also being done in order to define criteria to evaluate PQ,
and relating these criteria with the equipments’ disturbances admissible function-
ing limits [4]. Also, there are a number of international standards limiting electric
disturbances [5, 6].

A load is said to be non-linear when the consumed current and voltage waveforms
have different shapes. Examples of non-linear loads are uninterruptible and switched
power supplies, compact and traditional fluorescent lamps/tubes, controlled recti-
fiers. Figure 1(a) shows the current and voltage typical consumption waveforms for
a personal computer (PC).

2.2 Harmonic Distortion Indicators

There are different ways to characterize and describe a periodic signal. Here we
are interested in a set of parameters that may be used to measure and character-
ize the signals’ harmonic distortion. The Fourier series is the tool used to analise the
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harmonic contents of a signal. Any periodic signal may be represented by its Fourier
series, [7], as

y(t) = H0 +
∞

∑
n=1

H2
n

√
2sin(nωt + ϕn), (1)

where Hn represents the n-th harmonic. H0 corresponds to the DC component. The
advantages and limitations of Fourier based analysis methods are widely docu-
mented in the literature in its various flavorous and applications [8, 9].

Electrical signals are odd, by its nature, having null DC (H0) component and null
even harmonics. For the most common harmonic producing devices the signals re-
main odd, which offers a further simplification for most power system studies. In
fact, the presence of even harmonics is often a clue that there is something wrong
(either with the load or with the measurement). Notable exceptions to this are the
half-wave rectifiers and arc furnaces when the arc is random [4]. Also, loads like
personal computers, electronic and magnetic ballasts and other electronic equip-
ment, generate odd harmonics, [10, 11]. Usually, the higher-order harmonics (above
25th) are negligible for power system analysis [4]. Because we are working with
typical household appliances, we will assumed only the first 25 odd harmonics.

From the set of techniques used to evaluate the voltage and current harmonic
distortion the current root-mean-squared (RMS) value, power-factor, crest-factor,
distortion power, frequency spectrum, and harmonic distortion are among the most
traditionally used. We must know/understand these values in order to introduce pos-
sible correction actions.

The current RMS value can be defined by

IRMS =

√
∞

∑
n=1

H2
n ,

which can be rewritten as

IRMS =
√

I2
1 + I2

3 + I2
5 + · · ·+ I2

n , (2)

(a) (b)

Fig. 1 Current and voltage typical consumption waveforms for a PC (a), and its measured
harmonic current spectrum (b)
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where In represents the current associated to the n-th odd harmonic. The greater the
n the lower its influence in the IRMS value. Usually the first harmonics will suffice
to have a good approximation to the correct value. This value is also connected to
the Joule’s thermal effect.

According to IEEE 519-1992 recommended practices and requirements for har-
monic control in electrical power systems [5], the Total Harmonic Distortion rate
(THD) is defined as the ratio between the harmonics’ RMS value and the funda-
mental component, i.e.,

THD(%) =

√
∑∞

n=2 H2
n

H1
×100. (3)

When no distortion is present, THD = 0; this means that a null or low THD is the
goal to achieve.

The Power Factor, defined by

PF =
cosϕ√

1 + THD2
i

, (4)

where ϕ represents the phase-shift between the fundamental current and voltage
components, is another parameter deeply affected by the introduction of harmonic
distortion in the current: the far from one this parameter is, the greater the current
distortion.

By definition, the Crest Factor, also called “peak-to-RMS-ratio” or “peak-to-
average-ratio”, corresponds to the ratio between the peak of the current or voltage
value and its RMS value,

CV =
Vmax

VRMS
, CI =

Imax

IRMS
. (5)

If the signal is a perfect sinusoid (has no harmonic distortion) then the crest-factor
value will be equal to

√
2. If the crest-factor value is different form

√
2 we have

a distorted signal. Non-linear loads typically have current crest-factors above 1.5
(
√

2 ≈ 1.414), reaching 5 in some critical situations. The current value can be 1.5 to
5 times the RMS value, which affects the ability of some circuits to deal with these
surges.

3 Modeling

Measuring voltage and current waveforms on equipment under real-life operating
conditions is still the most accurate means of obtaining data, see for example [12].
However, even in laboratory setups, often do not allow sufficient parameter varia-
tions to understand the effects of all the different components of a power system
on the system’s behavior, and other methods and models may be used. See, for ex-
ample, the introduction section of [13] for a synthetic review of several modeling
methods. We will follow the time-domain modeling method proposed in [14].
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In order to evaluate and understand the kind of disturbances that usually are in-
jected in residential power circuitry during normal equipment operation/utilization,
we have prepared a set of monitoring tests. During these tests we have measured
the different parameters for different loads and functioning limits, using a PP-4300
Dranetz-BMI analyzer, (www.dranetz-bmi.com), and the data were treated in
the DranView software package (www.dranetz-bmi.com). We have concluded
that there are harmonic patterns repeating them selves for each kind of load, both
for current and voltage waveforms. Figure 1(b) shows the spectrum harmonic re-
sults for the monitoring of a personal computer, one of the most used electronic
loads in modern life. It produces harmonic current especially when there is a large
concentration of them in a distribution system; it utilizes the switch mode power
electronics technology which draws highly non-linear currents that contain large
amounts of third and higher order harmonics [11]. For each current harmonic we
have calculated the mean of each component value from all 20 tests. The amplitude
and phase odd harmonics were then inserted in the tool’s data base. The voltage case
is not shown, but we have used an equivalent procedure.

From a harmonic point of view, the electric loads create uncertainty, because
we do not know its nature (resistive, manly inductive or capacitive) as well as its
operating point. The equivalent circuit of a non-linear load will always be a series
and/or parallel of capacitors, resistors and inductors.

The common approach to characterize a certain non-linear load is to measure its
harmonic voltage supply,V (n), and the current it absorves, I(n), being its impedance
given by

Z(n) =
V (n)
I(n)

.

The standard harmonic pattern of all loads used during the development of the tool
presented here was determined using this methodology.

An electrical installation may be approximated by a set of parallel impedances
(loads) linked to the supply feeder. The total input current Ii(n) will be equal to

Ii(n) = I1(n)+ I2(n)+ I3(n)+ · · ·+ Ik(n),

where n represents the n-th harmonic and k the number of simultaneously connected
loads.

To find the total voltage Vi(n) it is necessary to determine the circuit equivalent
impedance. Because all loads are parallel connected, the total impedance load will
be given by

Zeq(n) =
1

Yeq(n)
,

where
Yeq(n) = Y1(n)+Y2(n)+Y3(n)+ · · ·+Yk(n),

is the total admittance.

www.dranetz-bmi.com
www.dranetz-bmi.com
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The harmonic voltage will then be given by the Ohm’s law,

Vi(n) = Zeq(n)× Ii(n).

We are now able to estimate the current RMS value, equation 2, total harmonic
distortion value (THD), equation 3, power-factor value (PF), equation 4, crest-factor
value (CV ), equation 5, the spectral harmonics (frequency), and the voltage and
current (time) waveforms (recovered from the Fourier series, defined in equation 1).

4 Tool’s Description and Simulation Example

The HarmoSim tool has been develop under the Visual Basic.NET programming en-
vironment. The tool has 6 main blocks/utilities: loads management, loads analysis,
circuitry simulation, reports history, and help. Figure 2(a) shows the block diagram.

The loads management block is used to manage and characterize all loads exist-
ing in the data base (or to be added). The first 25 odd harmonics, phases, nominal
current, and power voltage (according to measures) must be imputed. All these pa-
rameters associated with a particular load can be edited and/or deleted.

There are several characteristics associated with the loads analysis that can be
viewed, edited or deleted, in the corresponding block. This includes the circuit har-
monic spectrum, and current and voltage waveforms (both time and frequency do-
mains). A Visual Basic.NET “ListView” is used to show: the harmonics, current
and voltage in absolute value or as a percentage of the RMS value; the voltage and
current spectrums plots; the time domain current and voltage plots; and the power-
factor and crest-factor (both current and voltage). The total harmonic distortion,
both for current and voltage, are calculated and presented according to [5] and [6]
standards. A PDF report is generated, under user demand, that includes all the pa-
rameters and plots associated with the selected load.

The circuitry simulation block is where actually all the simulations and behaviour
preview are done for single-phase or three-phase set of loads, choosed by the user.
First, the user must choose the loads to simulate, from the ones existing in the data
base; the different type, number of loads and their phases must be inserted. Next, the

Harmonic Analysis in L.V. Power Systems

Loads

Management

Loads

Management

Load

Analysis

Load

Analysis
Help

Reports

Viewing

Reports

Viewing

Simulation of

Electrical Installations

Simulation of

Electrical Installations

Power Factor

Correction

Power Factor

Correction

(a) (b)

Fig. 2 HarmoSim tool block diagram (a), and simulation block typical window (b)
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Fig. 3 Results for 6 personal computers and 19, 58W, fluorescent tubes (OSRAM L
58W/765) without compensation

user chooses the phase to simulate (A, B, or C), because at the present tool’s version
only one phase at a time can be simulated. The different plots and parameters are
then shown, including the current and voltage spectrum harmonics, total harmonic
distortion, circuit power-factor, and crest-factors. Figure 2(b) shows the HarmoSim
tool circuitry simulation window.

The reports history block may be used to see all the previously saved reports and
look at a particular simulation. The help block explains, in a summarized way, the
tool’s functioning principles.

In order to compare the results of the simulations with the real values (measured
using the Dranetz-BMI analyzer), we have prepared a set of monitoring tasks, us-
ing different loads in different operating conditions, that were implemented by our
students. These monitoring tasks were conducted in the campus of the University of
Trás-os-Montes e Alto Douro, houses and flats, and small industry. Here we present
two of such case studies.

Figure 3 shows the current and voltage plots, measured and simulated, for 6 per-
sonal computers and 19, 58W, fluorescent lamps without capacitive compensation
(OSRAM L 58W/765). The measured and simulated THDV was 4.25% and 3.6%,
respectively, and for THDI these values were 33.1% and 31.16%. For the power-
factor we had 0.95 and 0.95, and for the current crest-factor 1.9 and 2.14. The total
current (A) 2.47 and 2.47.

As can be seen from the example above, good approximation results are achieved
by the simulations produced by the HarmoSim tool. The average difference between
the real (measured) and simulated signals are 4.5V and 1.3A. For the l∞(||x||∞ =
max |xi|) error these differences are 22.2V and 5.3A.

5 Conclusions

Circuitry analysis and simulation tasks are among the problems that an electrical
engineer often faces. Also, we experimented the need for tools that could be easily
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used inside and outside the classroom, and at the same time were easy to update
and maintain. The tool that we have described allows the student and professionals
to try different scenarios on their own data (different number and types of electrical
devices), and then compare the results in an easy-to-use environment that is similar
to a laboratory, in a computer system using MicrosoftTM Windows R©.

The HarmoSim tool is being successively used to teach the influences of har-
monic distortion in the quality of electrical energy supply to the students of Elec-
trical & Computers Engineering curriculum at the University of Trás-os-Montes e
Alto Douro.

For certain non-household/residential applications, it will typically be needed
more than 25 odd harmonics in order to produce a good approximation of the Fourier
series to the signal. The authors are currently working on a new version of the tool
in order to include a greater number of harmonics (> 25), and all the three-phases
during the simulation process at once.
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A Multiobjective Variable Neighborhood Search
for Solving the Motif Discovery Problem

David L. González-Álvarez, Miguel A. Vega-Rodrı́guez, Juan A. Gómez-Pulido,
and Juan M. Sánchez-Pérez

Abstract. In this work we approach the Motif Discovery Problem (MDP) by using
a trajectory–based heuristic. Identifying common patterns, motifs, in deoxyribonu-
cleic acid (DNA) sequences is a major problem in bioinformatics, and it has not yet
been resolved in an efficient manner. The MDP aims to discover patterns that max-
imize three objectives: support, motif length, and similarity. Therefore, the use of
multiobjective evolutionary techniques can be a good tool to get quality solutions.
We have developed a multiobjective version of the Variable Neighborhood Search
(MO–VNS) in order to handle this problem. After accurately tuning this algorithm,
we also have implemented its variant Multiobjective Skewed Variable Neighbor-
hood Search (MO–SVNS) to analyze which version achieves more complete solu-
tions. Moreover, in this work, we incorporate the hypervolume indicator, allowing
future comparisons of other authors. As we will see, our algorithm achieves very
good solutions, surpassing other proposals.

1 Introduction

The application of evolutionary algorithms for solving optimization problems has
been intense in recent decades. An evolutionary algorithm uses some mechanisms
inspired by biological evolution: reproduction, mutation, recombination, and selec-
tion. The solutions of an optimization problem play the role of individuals in a pop-
ulation, and a fitness function determines the quality of them. All these solutions
evolve after the repeated application of the above functions. There are many types
of evolutionary algorithms; in this paper we will focus our attention on trajectory–
based heuristics. These techniques begin with a single solution that is updated by
exploring the neighborhood, forming a trajectory. The search ends when we reach a
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maximum number of iterations, we find a solution with acceptable quality, or when
we detect a lack of progress. An example of trajectory–based algorithm is the Vari-
able Neighborhood Search (VNS), algorithm applied in this work.

The main goal of bioinformatics is to understand biological processes. To in-
crease our knowledge in this regard, numerous investigations are underway in areas
such as the sequence alignment, gene finding, genome assembling, alignment of
protein structures, protein structure prediction, and protein–protein interactions. In
this paper we focus on finding patterns in deoxyribonucleic acid (DNA) sequences,
the Motif Discovery Problem (MDP). The motif discovery is a fundamental problem
applied to the specific task of discovering novel transcription factor binding sites in
DNA sequences [1]. The MDP is an NP–complete optimization problem, so that,
the use of evolutionary techniques can be a good tool to find quality patterns, mo-
tifs. This problem aims to maximize three conflicting objectives, so we should use a
multiobjective algorithm. To solve this problem we apply a multiobjective version of
the VNS algorithm, the Multiobjective Variable Neighborhood Search (MO–VNS).
In addition we also analyze the performance of a skewed version of MO–VNS, the
Multiobjective Skewed Variable Neighborhood Search (MO–SVNS). The results
obtained by our heuristics improve other well known methods of finding motifs
such as AlignACE, MEME, and Weeder, as well as achieve better results than other
researchers in the field.

This paper is organized as follows. In the next section we describe the motif
discovery problem. Section 3 details the adjustments and modifications made on the
evolutionary algorithm used to find motifs. Section 4 shows the results obtained with
our algorithms. In Section 5 we perform different comparisons with other authors.
Finally, in Section 6, we show the conclusions and future work.

2 Motif Discovery Problem

Motifs are recurring patterns of short sequences of DNA, RNA, or proteins that usu-
ally serves as a recognition site or active site. The same motif can be found in a
variety of types of organisms. Motifs are usually very short (up to 30 nucleotides)
and gapless, discovering motifs in the midst of all the biological information in DNA
is not an easy task. The Motif Discovery Problem (MDP) finds patterns overrepre-
sented among all this biological information. We align the sequences of a collec-
tion of regulatory regions of genes that are believed to be coregulated to get motif
instances.

Recent publications have proposed a new method for discovering motifs using
multiobjective approach [2]. This method maximizes three conflicting objectives:
support, motif length, and similarity: Support: Is the number of sequences used to
form the motif. If we do not find some candidate motif, this sequence will not be
taken into account. Motif length: Is the number of nucleotides that compose the
motif. A high motif length gives confidence that the solution has a real biological
significance. Similarity: This objective maximizes the similarity of subsequences
that make up the resulting motif. First we generate a position weight matrix from the
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motif patterns found, then we calculate the dominance value (dv) of every nucleotide
at each motif position. We select the highest value of each motif position using the
following expression:

dv(i) = maxb{ f (b, i)}i = 1, ..., l (1)

where f(b,i) is the score of nucleotide b in column i in the position weight matrix,
dv(i) is the dominant nucleotide (higher dominance value) in column i, and l is the
motif length. Then, we define the similarity value of a motif as the average of all
the dominance value for all position weight matrix columns. As is indicated in the
following expression:

Similarity(M) = ∑l
i=1 dv(i)

l
(2)

3 Multiobjective Variable Neighborhood Search

The Variable Neighborhood Search (VNS) is a heuristics for solving optimization
problems created by Pierre Hansen and Nenad Mladenovic [3], whose basic idea is
systematic change of neighborhood within a local search.

Algorithm 1. Pseudocode for MO–VNS

1: paretoSolutions <- 0
2: for ( i = 1 to MAXGENERATIONS ) do
3: S <- GenerateInitialSolution {randomly}
4: if notDominatedInParetoSolutions(S) then
5: /* Add solution and remove solutions dominated by S */
6: end if
7: k <- 1 //we initialize the neighborhood environment
8: while k < kmax do
9: S2 <- MutationAndLocalSearchFunctions(S,k)
10: if notDominatedInParetoSolutions (S2) then
11: /* Add solution and remove solutions dominated by S2 */
12: end if
13: if S2 dominates S then
14: S <- S2
15: k <- 1
16: else
17: k <- k + 1 //we increase the neighborhood environment
18: end if
19: end while
20: end for

To solve the MDP we have used a multiobjective version of VNS algorithm,
named Multiobjective Variable Neighborhood Search (MO–VNS). This new algo-
rithm is based on the classic VNS to be applicable in multiobjective problems. An
outline of the algorithm is shown in Algorithm 1. Firstly, we initialize the Pareto
front (line 1 of Algorithm 1). Then we create a random solution that will improve
during the evolution progress. After evaluating this individual, we check if it is not
dominated by any of the solutions currently included in the Pareto front, if so, we
will add this new solution to the Pareto front and we will remove all solutions which
are dominated by it (line 5). Now it is when we examine the neighbors of our
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individual applying mutation and local search functions (lines 8 to 18). If we do
not improve our solution, we will intensify the mutation and local search functions
(examining more distant neighbors).

After accurately tuning MO–VNS, we also have implemented its variant Multi-
objective Skewed Variable Neighborhood Search (MO–SVNS). In MO–SVNS we
do not always take the best solution as a reference for further evolving, we will use
slightly worse solutions to try to overcome possible local maximum. For this, we
use the alpha parameter (range [0.0, 1.0]) and we define a distance function to spec-
ify the loss quality rate allowed. We use a tridimensional distance function that is
calculated by using the difference between the best cost value from solutions S and
S2 and the worst cost from all the Pareto front solutions, for each objective (Equa-
tion 3). The pseudocode for MO–SVNS is the same as the MO–VNS except in line
13 that is shown in Algorithm 2.

Distance(S2,S)ob jn = |Bestob jn(S2,S)−Worstob jn(ParetoFront)| (3)

Algorithm 2. Pseudocode for MO–SVNS

13: if S2 dominates ( S + ALPHA * Distance(S2,S) ) then

In both algorithms the individuals include the necessary information to form a
possible motif. An individual represents the starting location (si) of the potential
motif on all the sequences. As we work with data sets with different number of
sequences, the definition of individuals should be adapted to each data set. Our
definition of the individual also includes the motif length. In Fig. 1 we see the rep-
resentation of an individual in our algorithms.

Fig. 1 Representation of an individual

4 Experimental Results

In this section we explain the experiments performed to obtain the best configu-
ration of MO–VNS. For each experiment we have performed 30 independent runs
to assure its statistical relevance. The results are measured using the Hypervolume
indicator [4], and the reference volume is calculated using the maximum values of
each objective in each data set. We used twelve real sequence data sets (see Table
1) corresponding to alive beings (fly –dm–, human –hm–, mouse –mus–, and yeast
–yst–), as a benchmark for the discovery of transcription factor binding sites [5],
which were selected from TRANSFAC database [6].



A MO–VNS for Solving the Motif Discovery Problem 43

Table 1 Data sets properties

Data set Sequences Size
dm01r 4 1500
dm04r 4 2000
dm05r 5 2500
hm03r 10 1500
hm04r 13 2000
hm16r 7 3000
mus02r 9 1000
mus07r 4 1500
mus11r 12 500
yst03r 8 500
yst04r 7 1000
yst08r 11 1000

Table 2 Experiment 1: LS depth

Data set 30 40 60 120 300
dm01r 0.762 0.766 0.764 0.763 0.759
dm04r 0.772 0.768 0.760 0.766 0.764
dm05r 0.796 0.794 0.801 0.794 0.791
hm03r 0.581 0.582 0.595 0.601 0.620
hm04r 0.469 0.488 0.492 0.513 0.539
hm16r 0.692 0.680 0.692 0.703 0.707
mus02r 0.592 0.602 0.621 0.619 0.622
mus07r 0.747 0.751 0.751 0.749 0.744
mus11r 0.521 0.519 0.537 0.551 0.572
yst03r 0.654 0.646 0.649 0.658 0.655
yst04r 0.692 0.689 0.701 0.690 0.700
yst08r 0.624 0.632 0.638 0.640 0.632

In all our experiments we have distinguished nine levels of neighborhood, us-
ing kmax=9. The first experiment aims to select the best Local Search (LS) Depth.
This experiment has been performed using the following values: 30, 40, 60, 120,
and 300, where these values indicate the number of neighbors evaluated in the lo-
cal search. Analyzing the results obtained, as shown in Table 2, we conclude that
the best results in most of the data sets are achieved using the value 300. We also
performed experiments with bigger values, but we obtained worse results. With the
second experiment, we select the best Mutation Shift (the magnitude of the effect
of a mutation on the individual) for all data sets. This experiment was performed
with the values: 1%, 5%, 10%, 15%, and 20%. Analyzing the results obtained we
get the best results with a Mutation Shift of 20%. So, in order to obtain more ac-
curate conclusions, we performed more runs with the values: 25%, 30%, and 35%.
Following this, we see in Table 3 how the best results were obtained with the value
30%. Finally, with the last experiment we compare the MO–VNS with its skewed
version, the MO–SVNS. For this, we have performed runs with different values of
Alpha: 0.0, 0.2, 0.4, 0.6, 0.8, and 1.0, as we can see in Table 4. The best results are
obtained with Alpha=0.0, that is, with the MO–VNS.

Table 3 Experiment 2: Mutation shift

Data set 1% 5% 10% 15% 20% 25% 30% 35%
dm01r 0.726 0.759 0.768 0.765 0.772 0.779 0.774 0.767
dm04r 0.725 0.764 0.772 0.775 0.773 0.784 0.788 0.779
dm05r 0.773 0.791 0.811 0.809 0.807 0.811 0.810 0.807
hm03r 0.558 0.620 0.632 0.648 0.649 0.662 0.661 0.650
hm04r 0.485 0.539 0.551 0.548 0.552 0.571 0.569 0.569
hm16r 0.650 0.707 0.737 0.738 0.743 0.779 0.790 0.758
mus02r 0.574 0.622 0.643 0.652 0.643 0.658 0.661 0.657
mus07r 0.712 0.744 0.750 0.760 0.760 0.761 0.764 0.762
mus11r 0.491 0.572 0.584 0.597 0.595 0.609 0.616 0.615
yst03r 0.607 0.655 0.673 0.680 0.685 0.691 0.693 0.689
yst04r 0.637 0.700 0.704 0.723 0.726 0.740 0.745 0.748
yst08r 0.559 0.632 0.669 0.678 0.688 0.709 0.720 0.704

Table 4 Experiment 3: Alpha

Data set 0.0 0.2 0.4 0.6 0.8 1.0
dm01r 0.774 0.771 0.769 0.774 0.775 0.773
dm04r 0.788 0.778 0.783 0.781 0.774 0.777
dm05r 0.810 0.807 0.806 0.807 0.803 0.818
hm03r 0.661 0.657 0.658 0.652 0.659 0.648
hm04r 0.569 0.556 0.554 0.549 0.568 0.559
hm16r 0.790 0.769 0.763 0.742 0.766 0.748
mus02r 0.661 0.653 0.652 0.646 0.651 0.654
mus07r 0.764 0.758 0.761 0.763 0.761 0.763
mus11r 0.616 0.610 0.614 0.614 0.602 0.620
yst03r 0.693 0.693 0.688 0.687 0.688 0.682
yst04r 0.745 0.743 0.738 0.738 0.740 0.733
yst08r 0.720 0.698 0.713 0.706 0.700 0.700
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5 Comparison with Other Authors

In this section we compare our algorithm with other motif discovery algorithms as
MOGAMOD algorithm [7], and with other well–known methods such as AlignACE
[8], MEME [9], and Weeder [10]. We also analyze the differences between the run-
times of each method, as in any optimization problem we must be able to find good
solutions in a reasonable time. We concentrate our comparisons on yst04r, yst08r,
and hm03r sequence data sets.

Firstly, we compare our results with those obtained by the MOGAMOD algo-
rithm, other multiobjective algorithm dedicated to discover motifs. To demonstrate
the superiority of our algorithm we have performed comparisons in two ways: first
we compare the similarities of each algorithm keeping constant the other two objec-
tives: support and motif length (Table 5: Similarity comparisons). Then, we compare
the motif lengths obtained by each algorithm keeping constant the other two objec-
tives, in this case: support and similarity (Table 5: Length comparisons). In both
comparisons we can see how the MO–VNS algorithm achieves better solutions. All
these comparisons have been performed with the two highest values of support in
each data set. In addition to compare the results with MOGAMOD, we have com-
pared our solutions with other well–known methods as AlignACE, MEME, and
Weeder. Table 6 gives the results of this comparison. We can see how MO–VNS
achieves larger solutions than the other methods, maintaining high values in each
objective. Although the MOGAMOD algorithm achieves solutions with high simi-
larities, these solutions have a low support. Our algorithm finds longer motifs that
have high similarity values with maximum values of support. As we can see in Table
6, the solutions always maintain a balance between the values of the three objectives.
We see how as the support and the motif length values increase, the similarity value
decreases. However, with the same value of support, as the motif length decreases,
the similarity value raises. In Table 7 we show our best results for the three data sets
used.

Table 5 Similarity and length comparisons

Similarity comparisons Length comparisons
MO–VNS MOGAMOD MO–VNS MOGAMOD

Support Length Similarity Similarity Length Length Similarity

yst04r

6 14 0.84 0.77 22 14 0.77
13 0.85 0.81 15 13 0.81

7 9 0.90 0.80 18 9 0.80
8 0.91 0.84 15 8 0.84

yst08r

10 12 0.83 0.79 15 12 0.79
11 0.86 0.82 13 11 0.82

11 11 0.86 0.77 16 11 0.77
10 0.88 0.80 13 10 0.80

hm03r

9 13 0.78 0.77 14 13 0.77
11 0.79 0.78 13 11 0.78

10 11 0.79 0.74 14 11 0.74
10 0.79 0.79 10 10 0.79
9 0.81 0.81 9 9 0.81
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Table 6 Comparison of the predicted motifs by five methods

Data set Method Support Length Similarity Predicted motif
yst04r AlignACE N/A 10 N/A CGGGATTCCA

MEME N/A 11 N/A CGGGATTCCCC
Weeder N/A 10 N/A TTTTCTGGCA

MOGAMOD 5 14 0.84 CGAGCTTCCACTAA
6 14 0.77 CGGGATTCCTCTAT

MO-VNS 6 22 0.77 TTTTTTCCTTCTTTCTTTTTTT
7 18 0.80 AATAAAAAAAAAAAAAAA

yst08r AlignACE N/A 12 N/A TGATTGCACTGA
MEME N/A 11 N/A CACCCAGACAC
Weeder N/A 10 N/A ACACCCAGAC

MOGAMOD 7 15 0.84 TCTGGCATCCAGTTT
7 15 0.87 GCGACTGGGTGCCTG

MO-VNS 10 23 0.72 TTTTTTCTTTTTTATTTTTTTTT
11 20 0.75 TTTTTTTTTATTTTTTTTTT

hm03r AlignACE N/A 13 N/A TGTGGATAAAAAA
MEME N/A 20 N/A AGTGTAGATAAAAGAAAAAC
Weeder N/A 10 N/A TGATCACTGG

MOGAMOD 7 22 0.74 TATCATCCCTGCCTAGACACAA
7 18 0.82 TGACTCTGTCCCTAGTCT

MO-VNS 9 18 0.73 TTGAAAAAACAAAAAAAA
10 14 0.74 AAAAAAGCAAAAAA

The solutions shown improve MOGAMOD solutions in at least one objective.
Finally, to complete our comparisons we compare the time requirements of the four
methods (the runtime of Weeder is not available). MO–VNS experiments have been
performed on a Pentium IV 2.33 GHz CPU with 1 GB of memory, and the rest of
experiments have been run on Pentium IV 3.0 GHz CPU with 1 GB of memory.

Fig. 2 shows the results of this comparison, we see as the runtimes obtained
by MO–VNS and MOGAMOD are very similar, taking into account the differences
between the machines where the experiments have been performed. In summary, the
MO–VNS algorithm discovers better motifs than other methods for finding patterns
achieving similar runtimes to the best of them.

Fig. 2 Comparison of runtimes by four methods

Table 7 Best solutions of MO–VNS

Support Length Similarity
yst04r 7 10 0.900

7 11 0.896
7 12 0.892
7 13 0.857
7 14 0.847
7 15 0.840

yst08r 11 12 0.811
11 13 0.800

hm03r 10 11 0.790
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6 Conclusions and Future Work

In this work we have proposed the use of a trajectory–based algorithm to discover
optimal motifs, the MO–VNS. We have adjusted all the parameters to obtain the
best configuration of the algorithm for twelve data sets of different properties. Com-
paring the performance of MO–VNS with other motif discovery techniques such
as MOGAMOD, AlignACE, MEME, or Weeder, we may say that it performs well
because it improves the results obtained by those.

As future work we have the intention of implementing the two standard algo-
rithms in multiobjective optimization: NSGA–II and SPEA2, comparing their re-
sults with the ones accomplished by the MO–VNS algorithm. We also pretend to
apply some parallel technique to achieve good solutions in very large data sets.
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In: Berthold, M., Shawe-Taylor, J., Lavrač, N. (eds.) IDA 2007. LNCS, vol. 4723, pp.
320–331. Springer, Heidelberg (2007)

3. Mladenovic, N., Hansen, P.: Variable neighborhood search. Computers and Operations
Research 24, 1097–1100 (1997)

4. Fonseca, C.M., Paquete, L., Lopez–Ibanez, M.: An improved dimension–sweep algo-
rithm for the hypervolume indicator. In: IEEE Congress on Evolutionary Computation
(CEC 2006), July 2006, pp. 1157–1163 (2006)

5. Tompa, M., et al.: Assessing computational tools for the discovery of transcription factor
binding sites. Nature Biotechnology 23(1), 137–144 (2005)

6. Wingender, E., Dietze, P., Karas, H., Knüppel, R.: TRANSFAC: a database on transcrip-
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Solving the Routing and Wavelength Assignment
Problem in WDM Networks by Using a
Multiobjective Variable Neighborhood Search
Algorithm

Álvaro Rubio-Largo, Miguel A. Vega-Rodrı́guez, Juan A. Gómez-Pulido,
and Juan M. Sánchez-Pérez

Abstract. At the present time, the future of communications is focused on optical
fiber. The most promising technology is based on Wavelength Division Multiplexing
(WDM). This technique divides the bandwidth into different wavelengths avoiding
possible bottlenecks, therefore it takes full advantage of the bandwidth of the optical
networks. A problem comes up when it is necessary to accomplish a set of trans-
mission demands. This is known as Routing and Wavelength Assignment problem
(RWA problem). There are two different types: Static-RWA (unicast demands, the
most usual ones) and Dynamic-RWA (multicast demands). In this paper we have fo-
cused on the first type, Static-RWA. To solve it, we have used a multiobjective evo-
lutionary algorithm. We have chosen the Variable Neighborhood Search algorithm
(VNS), but in a multiobjective context (MO-VNS). After an exhaustive comparison
with other authors, we conclude that this algorithm obtains much better results than
their approaches.

1 Introduction

The technology based on optical fiber enables transmitting information from one
device to another by sending pulses of light through an optical fiber. This technology
has revolutionized the telecommunications industry.

The most promising technology to take full advantage of the bandwidth of the
optical networks is based on Wavelength Division Multiplexing (WDM). This tech-
nique multiplies the available capacity of an optical fiber by adding new channels,
each channel on a new wavelength of light. This approach ensures fluent com-
munications between different devices interconnected by a specific optical net-
work. Therefore these devices are able to send and receive information without
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bottlenecks [1]. When it is necessary to interconnect a set of source-destination
paths a problem comes up, this problem is known as Routing and Wavelength As-
signment (RWA). In this problem is required to fulfill the next two constraints [2]:
Wavelength conflict constraint and Wavelength continuity constraint.

In RWA problem there are two different varieties: Static-RWA and Dynamic-
RWA. Both varieties are NP-complete problems, so it is very common the use of
heuristics to solve them in literature [3].

Nowadays most of the WANs (Wide Area Networks) are oriented to precon-
tracted traffic services, so in this paper we have decided to implement an evolution-
ary algorithm to solve the Static-RWA problem (the most usual one). The Variable
Neighborhood Search algorithm (VNS) [4] is our approach, but it was adapted to
this Multiobjective Optimization Problem (MOP), we refer to it as MO-VNS. We
have adjusted this algorithm using two real-world topologies. The first one from
USA (NSF), and the second one from Japan (NTT). As well, we have compared
with other authors and finally we conclude that the MO-VNS algorithm obtains
much better results than the other proposed approaches.

The rest of this paper is organized as follows. In Section 2 we present in a for-
mal way the RWA problem. A description of the MO-VNS algorithm appears in
Section 3. In Section 4 we present the test instances used, the experimental results
and a comparison with other approaches. Finally, the conclusions and future work
are left for Section 5.

2 RWA Problem

This Section shows the problem formulation and the objective functions of the prob-
lem, that is to say, we present in a formal way the RWA problem.

In this paper, an optical network is modeled as a direct graph G = (V,E,C), where
V is the set of nodes, E is the set of links between nodes and C is the set of available
wavelengths for each optical link in E .

(i, j)∈ E : Optical link from node i to node j; i, j ∈V
ci j ∈C : Number of channels or different wavelengths at link (i, j)
u = (s,d) : Unicast request u with source node s and a destination node d, where s,d ∈V
U : Set of unicast request, where U = { u | u is an unicast request}
uλ

i, j : Wavelength λ assigned to the unicast request u at link (i, j)
lu : Lightpath or set of links between a source node su and destination node du;

with the corresponding wavelength assignment in each link (i, j)
Lu : Solution of the RWA problem considering the set of U requests.

Notice that Lu = {lu|lu is the set of links with their corresponding wavelength as-
signment }. Using the above definitions, the RWA problem may be stated as a Mul-
tiobjective Optimization Problem (MOP) [5], searching the best solution Lu that
simultaneously minimizes the following two objective functions:
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1. Hop Count:

y1 = ∑
u∈U

∑
(i, j)∈lu

Φ j where

{
Φ j = 1 if (i, j) ∈ lu
Φ j = 0 if otherwise

}
(1)

2. Number of wavelength (λ ) conversions:

y2 = ∑
u∈U

∑
i∈V

ϕ j where

{
ϕ j = 1 if i ∈Vswitches λ
ϕ j = 0 if otherwise

}
(2)

Furthermore, we have to fulfill the wavelength conflict constraint: Two different
unicast transmissions must be allocated with different wavelengths when they are
transmitted through the same optical link (i, j).

3 Multiobjective Variable Neighborhood Search Algorithm

The Variable Neighborhood Search (VNS) algorithm is a trajectory-based algorithm
created by P. Hansen and N. Mladenovic [4]. It starts from an initial individual, and
performs many changes of neighborhood within a local search. When the search
does not move forward, the algorithm increases the size of the neighborhood (k).

As the Static-RWA problem is a MOP, we had to adapt the VNS algorithm to
a multiobjective context (MO-VNS). In MOP it is necessary to compare candidate
solutions, the most common way to compare them is known as Pareto dominance.
In a formal way [6], we could define the Pareto set as follows:

If a MOP has n different functions to be minimized ( f1(x), f2(x), ..., fn(x)) . A
solution x1 dominates a solution x2 if:

∀i ∈ {1,2, ...,n} : fi(x1) ≤ fi(x2)∧
∃ j ∈ {1,2, ...,n} : f j(x1) < f j(x2)

(3)

The individual in this paper was designed as it is shown in Fig. 1. We have devel-
oped a modified version of Yen´s algorithm [7]. We modified it by introducing an

Fig. 1 Structure of an Individual
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heuristic to assign the wavelengths. Whenever possible we try to assign always the
same wavelength that was previously assigned (previous hop), but if not or it is the
first assignation, we assign the first free wavelength. Using this modified version,
we create a list of possible routes (including wavelengths) and we select one. This
selection is stored in a vector. We repeat this process for every lightpath.

We have implemented another variant of the VNS, named Skewed Variable
Neighborhood Search (SVNS), also in a multiobjective context (MO-SVNS). Both
are very similar, the main difference between them is that the MO-SVNS is more
receptive in accepting a new solution. To understand how they work, in Algorithm 1
we present an explanatory pseudocode. The distance function (line 15) is a function
that quantifies the distance between S and S’. This function calculates the distance
for each objective function as it is shown in the following equation:

Distancey1 = |Besty1(S,S′)−Worsty1(ParetoFront)|
Distancey2 = |Besty2(S,S′)−Worsty2(ParetoFront)| (4)

The distance function is only used by MO-SVNS, because the parameter α takes
values between 0 and 1. MO-VNS does not use this distance function because α is
always 0.

Algorithm 1. MO-VNS (α = 0) and MO-SVNS (0 < α ≤ 1)

1: ParetoFront <- 0
2: while not time-limit do
3: S <- GenerateIndividual( )
4: if IsNotDominatedByParetoFrontSolutions(S) then
5: ParetoFront <- AddIndividual(S)
6: ParetoFront <- RemoveIndividualsDominatedBy(S)
7: end if
8: k <- 1
9: while k < kmax do
10: S’ <- GreedyMutation(k, S)
11: if IsNotDominatedByParetoFrontSolutions(S’) then
12: ParetoFront <- AddIndividual(S’)
13: ParetoFront <- RemoveIndividualsDominatedBy(S’)
14: end if
15: if S’ dominates (S + alpha*distance(S’,S)) then
16: S <- S’
17: k <- 1
18: else
19: k <- k + 1
20: end if
21: end while
22: end while

As we explained above, our representation of the individual has a vector of paths
(Fig. 1), this vector is going to be mutated in a greedy way by the function: Greedy-
Mutation. For every position of the vector, the function generates a random num-
ber and checks if a mutation appears. If it occurs, it executes the greedy function
getBestPath. The getBestPath function uses our modified version of Yen´s algorithm
and checks all possible paths with the aim of finding the best path for the current
position.
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4 Experimental Results and Comparisons with Other Authors

In this Section we present the experiment to adjust the α parameter. At the end of
this Section we present a comparison of our metaheuristic with other approaches.

4.1 Determining the Optimal Alpha Parameter

In this subsection we have determined the optimal value for the α parameter. This
experiment was carried out using the NSF network topology [8] and NTT network
topology [9]. For further information about these test instances, please, refer to [8]
and [9].

For each value of this experiment, we have performed 30 independent runs; with
the purpose of ensuring a statistical relevance. Each run takes 10 minutes, uses a
value of 25 for the k-shortest-path parameter, used in our modified version of Yen´s
algorithm and six levels of neighborhood (kmax=6).

To decide the best value for the parameter, we have used the hypervolume concept
[6]. We have used as reference point to calculate the hypervolume of each Pareto
front, rmin = (0,0) and rmax = (999,99), where, inside the parentheses, the first
value refers to y1 and the second refers to y2.

In Table 1, we can a see a comparison between the different varieties of VNS,
in a multiobjective context. We have performed this experiment setting α = 0 in
the MO-VNS, and α = {0.2,0.4,0.6,0.8,1} in MO-SVNS. We notice that the best
values for the α parameter are 0 and 0.6; both obtained very similar results in all
instances. We have decided that the winner must be α = 0 because it wins in the
biggest instance (NT T ci j = 10, |U |= 40), so the winner is MO-VNS algorithm.

Table 1 Parameter Alpha (Hypervolume)

Ci j |U | MO-VNS MO-SVNS
0 0.2 0.4 0.6 0.8 1

NSF 6 10 0.97698 0.97698 0.97698 0.97698 0.97698 0.97698
20 0.95896 0.95896 0.95896 0.95896 0.95896 0.95896
30 0.93493 0.93493 0.93492 0.93493 0.93493 0.93492

8 20 0.95896 0.95896 0.95896 0.95896 0.95896 0.95896
30 0.93493 0.93493 0.93493 0.93493 0.93493 0.93493
40 0.89475 0.89476 0.90387 0.89475 0.89474 0.89477

NTT 8 10 0.93293 0.93293 0.93293 0.93293 0.93293 0.93293
20 0.84079 0.83234 0.84079 0.84078 0.83233 0.84073
30 0.78862 0.80511 0.7969 0.80519 0.78862 0.79688

10 10 0.93293 0.93293 0.93293 0.93293 0.93293 0.93293
20 0.84477 0.84476 0.84478 0.84479 0.84476 0.84477
40 0.70414 0.69666 0.6958 0.6957 0.69664 0.6958

9 7 8 9 7 6
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4.2 Comparisons with Other Authors

In this subsection we compare the MO-VNS algorithm with other approaches. To be
fair with the other authors, we use the same metrics and test instances as them. These
metrics determinate the performance of the algorithms in quality (M1), distribution
(M2) and extension of the Pareto front (M3), they were taken from [10]. From [5]
we took the fourth metric (M4), it calculates the percentage of generated solutions
which not belong to the Pareto front. For further information about these metrics,
please, refer to [10] and [5]. Also it is presented the average of these four metrics,
and it is denoted as R. In order to calculate this average the metrics M1 and M4 were
slightly modified, thus, M1∗ = 1−M1 and M4∗ = 1−M4, where the best value is
now 1 and the worst 0.

For each set of unicast demands U and capacities ci j of wavelengths in the net-
work, a set of optimal solutions approximated to the Pareto front are calculated
using the following procedure: the algorithm was executed 10 times; a set including
all the obtained solutions was generated; the dominated solutions were deleted and
a new approximated set to the Pareto front was generated. It is denoted as Yknown.

In [11], also the number of blocked unicast request (NB) was calculated in
average for the 10 runs. They presented the following algorithms [11]: BIANT
(Bicriterion Ant ), COMP (COMPETants ), MOAQ (Multiple Objective Ant Q Algo-
rithm ), MOACS (Multi-Objective Ant Colony System ), M3AS (Multiobjective Max-Min
Ant System ), MAS (Multiobjective Ant System ), PACO (Pareto Ant Colony Optimization
), MOA (Multiobjective Omicron ACO ), 3SPFF (3-Shortest Path routing, First-Fit wave-
length assignment ), 3SPLU (3-Shortest Path routing, Least-Used wavelength assignment ),
3SPMU (3-Shortest Path routing, Most-Used wavelength assignment ), 3SPRR (3-Shortest
Path routing, Random wavelength assignment ), SPFF (Shortest Path Dijkstra routing, First-
Fit wavelength assignment ), SPLU (Shortest Path Dijkstra routing, Least-Used wavelength

Table 2 Comparisons with [11] using NT T ci j = 8 and |U | = {10.20}

Algorithms NTT Topology (ci j=8; |U |=10) NTT Topology (ci j=8; |U |=20)
NB M1∗ M2 M3 M4∗ R10 NB M1∗ M2 M3 M4∗ R10

MOVNS 0 1 1 1 1 1 0 0.87 1 1 0.083 0.74
MOACS N/A N/A N/A N/A 0.05 N/A N/A N/A N/A N/A 0.07 N/A
M3AS N/A N/A N/A N/A 0 N/A N/A N/A N/A N/A 0.02 N/A
BIANT 0 0.99 0.1 0.05 0.9 0.51 0 0.82 0.95 0.71 0.02 0.62
COMP 0 0.85 0.8 0.54 0.3 0.62 0 0.74 0.98 0.76 0 0.62
MOAQ 0 0.86 1 1 0.3 0.79 0 0.69 0.9 1 0 0.65
MOACS 0 0.98 0.2 0.11 0.8 0.52 0 0.78 0.81 0.8 0 0.6
M3AS 0 1 0 0 1 0.5 0 0.82 0.86 0.77 0 0.61
MAS 0 0.98 0.2 0.1 0.7 0.49 0 0.79 1 0.86 0 0.66
PACO 0 0.99 0.1 0.05 0.9 0.51 0 0.77 0.8 0.77 0 0.59
MOA 0 1 0 0 1 0.5 0 0.82 0.94 0.88 0 0.66
3SPFF 0 0 0 0 0 0 0 0 0.03 0.06 0 0.02
3SPLU 0 1 0 0 1 0.5 0 0.35 0.08 0.07 0.65 0.29
3SPMU 0 0.03 0 0 0 0.01 0 0.08 0.11 0.09 0 0.07
3SPRR 0 1 0 0 1 0.5 0 0.36 0.14 0.1 0.1 0.17
SPFF 0 0 0 0 0 0 2 N/A N/A N/A N/A N/A
SPLU 0 1 0 0 1 0.5 2 N/A N/A N/A N/A N/A
SPMU 0 0.03 0 0 0 0.01 2 N/A N/A N/A N/A N/A
SPRR 0 1 0 0 1 0.5 2 N/A N/A N/A N/A N/A
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Table 3 Comparisons with [11] using NT T ci j = 10 and |U | = {20.40}

Algorithms NTT Topology (ci j=8; |U |=20 NTT Topology (ci j=8; |U |=40
NB M1∗ M2 M3 M4∗ R10 NB M1∗ M2 M3 M4∗ R10

MOVNS 0 0.95 1 1 0.35 0.82 0 0.90 1 1 0.2 0.77
MOACS N/A N/A N/A N/A 0.05 N/A N/A N/A N/A N/A 0.04 N/A
M3AS N/A N/A N/A N/A 0.05 N/A N/A N/A N/A N/A 0.08 N/A
BIANT 0 0.76 0.98 0.62 0 0.59 0 0.64 1 1 0 0.66
COMP 0 0.7 0.87 1 0 0.64 0 0.46 0.82 0.91 0 0.55
MOAQ 0 0.57 0.73 0.89 0 0.55 0 0.37 0.7 0.92 0 0.5
MOACS 0 0.76 0.91 0.85 0 0.63 0 0.61 0.93 0.89 0 0.61
M3AS 0 0.75 0.8 0.6 0 0.54 0 0.52 0.88 0.88 0 0.57
MAS 0 0.6 0.81 0.84 0.02 0.57 0 0.6 0.93 0.97 0 0.62
PACO 0 0.77 0.95 0.82 0 0.63 0 0.55 0.82 0.84 0 0.55
MOA 0 0.79 1 0.84 0 0.66 0 0.6 0.87 0.88 0 0.59
3SPFF 0 0 0.1 0.15 0 0.06 0 0.3 0.41 0.3 0 0.25
3SPLU 0 0.43 0.07 0.17 0.2 0.22 0 0.86 0.38 0.26 0.13 0.41
3SPMU 0 0.05 0.13 0.15 0 0.08 0 0 0.32 0.24 0 0.14
3SPRR 0 0.39 0.12 0.2 0 0.18 0 0.81 0.31 0.24 0.08 0.36
SPFF 2 N/A N/A N/A N/A N/A 4 N/A N/A N/A N/A N/A
SPLU 2 N/A N/A N/A N/A N/A 4 N/A N/A N/A N/A N/A
SPMU 2 N/A N/A N/A N/A N/A 4 N/A N/A N/A N/A N/A
SPRR 2 N/A N/A N/A N/A N/A 4 N/A N/A N/A N/A N/A

assignment ), SPMU (Shortest Path Dijkstra routing, Most-Used wavelength assignment ),
SPRR (Shortest Path Dijkstra routing, Random wavelength assignment ).

Considering the results shown in Table 2 and Table 3, we can conclude that MO-
VNS overcomes all algorithms in all instances. It seems that the use of an algorithm
based on trajectory is a very promising option to solve the RWA problem.

In Table 4 we present a comparison with [12] and [13] (using M4* in %). Two
ACO (Ant Colony Optimization) algorithms are presented in [12] to solve RWA
problem, MOACS and M3AS. In [13], the authors have implemented a team that
combines 7 different MOEAs. If we analyze the results presented in Table 4, we
conclude that the MO-VNS has obtained higher results than any other.

Table 4 Comparisons with other Approaches (Metric M4, Average Results in %)

MO-VNS MOACS [12] M3AS [12] TA-MOEA [13]
NSF

53.88 17.33 26.33 35.5
ci j = {6,8} and |U | = {(10,20,30),(20,30,40)}
NTT

45.55 4.68 4.93 6.1
ci j = {8,10} and |U | = {(10,20,30),(10,20,40)}

5 Conclusions and Future Work

In this work we have developed a multiobjective trajectory-based algorithm, the
Multiobjective Variable Neighborhood Search (MO-VNS) to solve the RWA
problem in WDM optical networks. We also have implemented the variant Skewed
Variable Neighborhood Search (MO-SVNS). After carrying out an experiment to
compare both algorithms (MO-VNS and MO-SVNS), we conclude that MO-VNS
obtains better results. Also, we have presented a comparison with different ap-
proaches taken from the literature. In light of the comparisons, we have realized
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that our metaheuristic has improved all the results obtained by more than 15 differ-
ent algorithms. As future work, we have the intention of developing the algorithms
NSGA-II and SPEA2, which are a standard in multiobjective context. We will also
compare their results, with the ones accomplished by MO-VNS.

Acknowledgements. This work has been partially funded by the Spanish Ministry of Edu-
cation and Science and ERDF (the European Regional Development Fund), under contract
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iGenda: An Event Scheduler for Common Users
and Centralised Systems

Ângelo Costa, Juan L. Laredo, Paulo Novais, Juan M. Corchado, and José Neves

Abstract. The world is walking towards an aged society as a consequence of the in-
creasing rate of longevity in modern cultures. With age comes the fact that memory
decreases its efficiency and memory loss starts to surge. Within this context, iGenda
is a Personal Memory Assistant (PMA) designed to run on a personal computer or
mobile device that tries to help final-users in keeping track of their daily activities. In
addition, iGenda has included a Centralised Management System (CMS) on the side
of an hospital-like institution, the CMS stands a level above the PMA and the goal is
to manage the medical staff (e.g. physicians and nurses) daily work schedule taking
into account the patients and resources, communicating directly with the PMA of
the patient. This paper presents the platform concept, the overall architecture of the
system and the key features on the different agents and components.

1 Introduction

The current tendency on the growing of the population size is to decline in addition
to a decreasing on the mortality rate [1]. This means that in the future there will
be more elderly than young people (children and teenagers). This fact leads to the
increasing of people with memory loss. Our memory is what make us who we are
and help us do our everyday tasks, helping us remember the tiniest details of each
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task and keeps track of what we have done and what needs to be done. It is also
a known fact that when people retire their days are filled with free time. This free
time can be more harmful than beneficent. The filling of playful activities in the ev-
eryday routine can contribute to a more active ageing thus creating more interesting
experiences at an old stage of life.

To cope with some of these issues (e.g. free-time management, task manage-
ment,...), we have created a platform based on a Multi-Agent System that recurs on
modular and collaborative agents that work on solving the Memory related prob-
lems. On top of such a platform a Personal Memory Assistant and a Social Enabler
were developed and are here presented, as well as a Centralised System Manager
that can manage several services that schedule several user’s agenda taking into ac-
count some restrictions such as the availability of resources or the health conditions
of the user. We are also going to present a validation of our choice that a distributed
agent system approach is adequate for developing multi-agent systems, focusing on
the PMA paradigm.

2 Ageing Factors

Nowadays because the increased quality of the health care services and the advances
in the social care system the life expectancy tends to increase. In fact the United Na-
tions (UN) stated in their last survey that “By 2050, the world as a whole and every
continent except Africa are projected to have more elderly people (at least 60 years
of age) than children (below 15)”, in 2050 there will be twice the elderly people
than nowadays [1]. There are several consequent problems inherent to the ageing of
population, being the loss of memory one of the most common and often one of the
most underrated. At the age of 50 the human beings begin to be affected by it, being
the forgetfulness of more recent events, one of the most occurred symptoms [2].
The severity can be variable but if a person does nothing to stop it can progresses
to a case of dementia. The memories lost are not recoverable and the lost capacity
of memorizing is irreversible but any further loss can be prevented. Through the
exercising of the brain the prevention can be done.

Fig. 1 Portuguese population Mild Cognitive Impairment incidence and expectancy

In fact not only the elderly people get affected by memory loss, people in a
younger age range are affected too. There’s not still a known way of reversing the
loss of information by the human brain, so a possible solution may be the use of
computational systems to store and retrieve all that data. Through the use of an
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agenda and/or calendar, we may reach the goals set to this work. The current tech-
nologies fail in this point, by underachieve or misinterpret the actual needs of the
users or the directions to be taken in order to approach the problem [3, 4].

3 iGenda

The main objective in this work is to provide an intelligent scheduler that organizes
all the user day, a Personal Memory Assistant (PMA), and a Centralised System
Manager (CMS) that manages the agenda of an institution and his attendant users,
and managing also the available resources. The system is in fact a two modular
parts that are meant to be connected seamlessly through agents and be supported by
a Multi-Agent System [5].

The PMA aims to help persons with memory loss, by sustaining all the daily
events and warning the user when it is time to put them into action. It will be able to
receive information delivered by any source and organise it in the most convenient
way, according to predefined standards and protocols, so that the user will not need
to manually plan or schedule specific events and tasks [6, 7, 8].

The CMS is aimed to manage the agenda of activities of e.g. a hospital. The
management will be done taking into account the resources such as beds or offices.
Every day, the CMS updates the physicist agendas with the daily planning of visits
and consults. The objective is to optimize the resources and minimize the time in
order to provide a better attendance to the users. The CMS is compatible with the
iGenda system, it means that it is totally modular and can adapt to new events or
the changing of the already appointed and if can recalculate the next consults, if the
physician marks all the beginning and end of the consults.

Fig. 2 Block Structure representation of the project

In addition, we present an intelligent scheduler that will help the user to remem-
ber relevant information and events, via interacting with the user through compu-
tational means, a PMA. The aim is to help specially people with memory loss, by
sustaining all the daily events and remember the user to execute them.

With the capacity of receiving information delivered by any source, it proves to
be a fairly modular and adaptable to any operating conditions. It takes the events
received and organises them in the most convenient way so the user has to interact
the least possible, having the hard work for iGenda.
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The overall architecture of the system is composed by the following set of agents:
the Agenda Manager (AM), the Free Time Manager (FTM), the Conflicts Manager
(CM) and the Interface Manager.

The communication between agents is established by Ethernet, WIFI, GSM,
UMTS, among others. The communication protocol complies with the FIPA- ACL
(Agent Communication Language), being the platform JADE used to build the
iGenda and the CMS architecture and using the XMLCodec in the content expres-
sions [9]. All the agents are compliant with this standard since they are all JADE im-
plemented agents. The agents developed in JADE-Leap [10] comply with the needed
availability on mobile devices. There is also a plan of implementation of agents in
JADEX platform, though in still a concept. The messages must be encrypted and
secured, because agents will probably run in a low security device.

The Agenda Manager connects and controls the remaining parts of the manager
system and the scheduling one, using the communication infrastructure available
to receive and send requests. As result the AM stands for the communication and
security of the whole systems. The AM is a two way application agent, it manages
the incoming events to be scheduled and programs the time that triggers the FTM.
It is also the communication relay with the rest of the system.

The AM ensures also that the user’s friends and relatives can keep in touch with
him and know what activities he is or will be doing.

The Conflicts Manager agent is intended to assure that there is no overlap of ac-
tivities and events. This module schedules or reorganizes the events that are relayed
from the Agenda Manager, insuring that they are in accordance with the rest of the
events. When a collision of different events is detected, the outcome will be decided
by methods of intelligent conflict management. In case of overlapping events with
the same priority level, the notification of overlapping is reported to the sender, so
he/she may try to reschedule to a different time slot. In case of delays the CM can
“push” the events to a later hour.

The events follow a hierarchy system. Every event has a value that is defining of
his priority or urgency. Most of the conflicts will use the priorities value to be solved.
This agent has also the capacity to manage all the connections with the other users as
well as with the user relatives. The CM has a CLP “engine” that takes care of all the
logical and intelligent decisions, assuring the choices are mathematically correct.

The Free Time Manager will schedule playful activities in the free time of the
user. These activities configure an important milestone for an active ageing on the
part of the user, once it promotes cultural, educational and conviviality conducts,
based on an individualized plan. The FTM has a database that contains information
of the user’s favourite activities, previously verified by the decision support group
or a medical committee. The FTM connects to an activities filled database so he can
retrieve the available events, relegating all the decisions to a logic engine.

The FTM uses a distribution function that decides the activity that is inserted into
the user’s free time. It is also important to keep in mind that the activities are merely
suggestive, it comes to the user to decide to execute them or not.

The interface intends to be intuitive and easy to use. Large buttons are used
and only the necessary information is displayed. When an event is triggered or
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Fig. 3 Scheme of the Structure

accomplished, the user is informed. This agent assures that the information reaches
the user, by computer or mobile phone, so the user is always connected to the
system. The information warnings and content can be textual, in audio format
(pre-recorded messages) or both. In terms of functionalities it supports the commu-
nication between the iGenda and supports also the distribution of the information
through the already mentioned devices [11].

4 Centralised Management System

The CMS is designed to be capable of the integral management of an institution
agenda in a Centralised way. In its current status of development, the CMS is a
specification of the following requirements.

Firstly, the system has to be able to manage several agendas such as the physicists
and medical staff. In addition, it has to count on the allocation of the resources, such
as beds available, monitoring and operative devices. Finally, such results have to be
synchronized with the final-user agendas.

Therefore, in a larger picture the iGenda will have to manage several agendas
minding the fact that several resources have to be allocated to each user and they
have to be available in the right moment. Hence, such a problem can be classified as
a resource-constrained scheduling problem in non-stationary environments in which
CMS has to react to changes in real-time.
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This type of problem has been already tackled in the literature ([12]) and there
are compounds of techniques that can be applied, including exact solution methods
or heuristics such as Simulated Annealing. Nevertheless, most of that techniques
are infeasible in large problem instances since the memory and time requirements
scale in non-linear orders of complexity. In this context, Genetic Algorithms (GA)
use to be one of the most common approaches finding sub-optimal (if not optimal)
solutions in reasonable time [13, 14].

The GA allow constructing several hypothesis to solve the problem and choose
the best case scenario, it also supports the use of restriction to module the desired
goal. The problem could be solved by using heuristic search algorithm to find an
optimal solution but this would only work in simple problems, in most of the cases
it would take a considerable time to solve or be even impossible. The GA can solve
these problems is an acceptable time of execution and find the best solution, consid-
ering all the conditionings.

Fig. 4 CMS structure

The problem addressed will considerate feasible and infeasible requirements. The
feasible are the soft requirements and the infeasible are the hard requirements. The
hard requirements are:

• The health condition of the user (e.g. a heart condition).
• The available room (e.g. if the ECG room is available on a period of time).
• The available physicist (e.g. if the desired doctor is available on that day).
• The basic medical devices (e.g. the movable medical devices are available on

time).

The soft requirements are:

• The available nurses.
• The preferred time (e.g. the time the user prefers to have the appointment).
• The preferred room (e.g. if the correct room is not available but a similar is).
• The time distribution (e.g. if the schedule is not optimized but serves best the

most important items).
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Although the main objective is to optimize the agenda in terms of minimizing the
time loss and to attend the most possible patients in the least time, an important fact
is not reduce the quality of service and take the desirable time with the patients, so
the approximated time of attendance has to be considered to keep the standards in
terms of quality of service. The operation is executed as follows:

• Initially it is gathered all the activities that must be executed in that week.
• The creation of a calendar with all that activities with little or no special

scheduling.
• Detection of the most important events and marking the values of the events to

prepare the next step.
• Saving the initial calendar and with the rules and values of the GA create a new

calendar.
• Randomly selects parents from current population and produces new chromo-

somes by performing crossover operation on pair of parents.
• Randomly selects the chromosomes from current population and replaces them

with new ones. The algorithm not selects chromosomes for replacement if it is
among the best chromosomes in population.

• Repeat until achieved a minimal index of satisfaction.

This operation on a computer with current specifications, is aimed to run in under a
second, so speed is not a problem.

The connection with the iGenda is of a crucial form. The scheduled events are
automatically relayed to the patient and physicist agenda. Having the capacity of
real-time additions and modifications can be beneficial and of an optimal value to
the way the route the physician has to do, thus increasing the performance.

5 Conclusions and Future Work

In this paper was presented the iGenda, an event scheduler based in a multi-agent
architecture. Globally the project is a joined PMA and a CMS. The objective is to
organize the user’s day and an institution resources and human labour. This project
makes the difference to other PMAs, once it introduces the component of free time
occupation. Currently most of the project is already working and the focus goes
to the remaining functionalities. There have been already some tests in a closed
environment, the results are under the expected spectrum, it is intended to broad the
tests to a real environment.

There are still problems and critical decisions to be made, likewise the choices of
technologies and algorithms must be considered because a bad choice can set-back
the project several months, mostly because the re-coding.

The Centralised Management System is currently under development and the
finish should be done in a few months.

In terms of future work we will consider some ideas that came up and surfaced
during this work, namely:
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• A Case Based Reasoning model is in study so that the iGenda will have the
capacity to remember and learn from past decisions [15].

• A the weather detection mechanism will be also focus of a major overhaul in
order to provide iGenda with the possibility to optimize the selection of events,
considering the current and future weather (outside events).

• A Geographic Information System, a supportive GPS system that can accurately
give the position of the user.

• The integration of the Centralised Management System in a real scenario, so
conclusive tests can be made.
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life for elderly and relatives through two tele-assistance services: the telecare approach.
In: TELECARE, pp. 73–85 (2004)

4. Brown, S.J.: Next generation telecare and its role in primary and community care. Health
& Social Care in the Community 11, 459–462 (2003), (PMID: 14629575)

5. Moreno, A., Valls, A., Viejo, A.: Using jade-leap to implement agents in mobile devices
(2001), http://jade.tilab.com/papers/EXP/02Moreno.pdf
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Scalable Intelligence and Adaptation in 
Scheduling DSS 

Ana Almeida, Constantino Martins, and Luiz Faria* 

Abstract. The aim of this paper is to present an evolution of a Scheduling Deci-
sion Support System (SDSS) incorporating the concepts of Scalable Intelligence 
and Adaptation. The purpose of our work is to contribute for DSS enhancement in 
the field of production plan and control, and via its practical exploitation pursuit 
better performance of production managers and consequent increase industrial 
systems efficiency and productivity.  

Keywords: Adaptation, Scalable Intelligence, Decision Support System. 

1   Introduction 

Scheduling problems demand for information and tools that facilitate making 
well-informed decisions, assist in evaluating and analyzing their direct results and 
indirect implications, and provide strong basis for subsequent decisions. Thus De-
cision Support Systems (DSS) should be viewed as active participants in the deci-
sion making process. Some authors state that in areas where DSS were applied the 
corresponding results improved significantly. Yet, some studies point out to some 
constraints in Decision Support Systems (DSS) for Scheduling [1]. The first is the 
difficulty in an intelligent interaction between the user and the DSS. Current 
DSS´s are not able to explain their reasoning or proposed solutions, like expert 
systems, since this is very difficult for most of the scheduling algorithms. The 
second limitation is that DSS should not restrict to follow the user-interaction 
paradigm, they should infer what users are trying to do and learn from observa-
tion. Finally, decision-making is usually a process involving many people, advis-
ing for different aspects of the problem, which points for the need of collaborative 
approaches to scheduling process. 
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The key element of a generic adaptive system is the user model [10, 12, 13, 14]. 
Traditional machine learning techniques and Bayesian methods used to create user 
models are not enough flexible to capture the inherent uncertainty of human beha-
vior [11]. In this context, soft computing techniques can be used to handle and 
process human uncertainty and to simulate human decision-making.  

The aim of this paper is to present an evolution of a Scheduling Decision Support 
System (SDSS) incorporating the concepts of Scalable Intelligence [2] and Adaptation 
[3]. The former concept states that a DSS is a tool scalable in intelligence, and the user 
will use as much system intelligence as higher is the capacity of the system to dialogue 
with him adapting to his reasoning, explaining conveniently the decision making proc-
ess. The later claims that adaptation/personalization can improve user transactions 
quality and efficiency, enhancing users contribution to the scheduling process. The 
practical advantages are evidenced in better performance of managers responsible for 
production planning and control and the consequently increased efficiency and pro-
ductivity of industrial systems.  

This paper is organized as follows. Section II and III presents the evolution of a 
Scheduling Decision Support System (SDSS) incorporating the concepts of Scal-
able Intelligence and Adaptation. Finally section IV presents some conclusions. 

2   Scalable Intelligence 

Usually, intelligent systems with Human Computer Interaction (HCI) are not 
Mixed-Initiative. We can find two opposite approaches [4]: user controlled inter-
action, where the system through a Graphical User Interface (GUI) allows the ma-
nipulation of a set of software tools, limiting itself to respond to user commands 
(example: scheduling systems); system controlled interaction, where users are lim-
ited to answer a set of questions addressed by the system. Scalable Intelligence 
(Mixed-Initiative Interaction + Intelligence) with Adaptation is a fundamental as-
pect to achieve an effective HCI. The Architecture diagram of the proposed sys-
tem can be observed on figure 1. 

3   Scheduling and Analysis 

Previously we developed a prototype for production scheduling [5] to assist the 
manager to perform good scheduling plans, in useful time. It is uses some schedul-
ing algorithms developed in earlier work [6], and supports user in decision mak-
ing, in useful time, was improved in order to respond better to situations that was 
difficult to find a solution to the problem, through a Scalable Analysis. The main 
purpose is to endeavour to find possible schedules that fulfil due dates. When this 
is not possible, the Scalable Analysis suggests some overlapping alternatives, 
which minimize the impact over production plan accord with user-defined policy. 
Each suggestion comes with the respective impact analysis on the operational pro-
duction plan [5]. 
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3.3   Negotiation 

Scalable Intelligence is also an important aspect in an effective multi-agent coop-
eration for problem resolution. The agents dynamically adapt their interacting 
mode to face better the problem in hands. At any time, an agent can take the initia-
tive while the other works to assist it, intervening when necessary. That is, the 
agents effectively work as a team. The secret is to permit to the agents who pres-
ently know best how to proceed to coordinate the others. When humans are 
involved, the agent system must properly support the interaction with them, coop-
erating in problem resolution, i.e. it must exists an intelligent interaction between 
agent/user, which is achieved through an adaptation component. 

3.4   Collaboration 

The aspect of collaboration is obvious in the decision making process, which fre-
quently involves many people, experts on different aspects of the problem [8]. A 
collaboration process involves interaction between humans or between humans 
and machines involved in a common task, in order to share knowledge to achieve 
common goals. 

When humans are involved in collaborative process, they are individual and so-
cial issues which have to be taken into account such as cognitive and conceptual 
skill, abilities, practical expertises and factual knowledge. The adaptation ability in 
this kind of tools, based on users profile is a key feature to provide real usefulness 
and effectiveness of collaborative approach especially in the scheduling context. 

4   Adaptation 

Adaptation focuses on users profile, providing him with appropriate information 
presented in the most suitable manner. This can limit information requirements 
and exchanging, and also the number of duration of interactions with the frame-
work, which leads to a significant gain of the whole process.  

To support effective cooperation between System and user there is the Adapta-
tion block. Here there is an intuitive user-interface, designed to allow the user to 
assess the Scheduling System and to manipulate schedules down to the smallest 
detail. It also monitors user behaviour and adapts its presentation accordingly. 
User behaviour is mostly defined upon its interaction with the system itself. In our 
case, the Adaptation block tries to adapt the interface of the Scheduling System to 
the skills of the scheduler expert, reorganizing the sequence of the content presen-
tation according to the interaction he provides. Adaptation is achieved through an 
User Model (UM) based on a Stereotype Model, which describes the information, 
knowledge and preferences of the user. There is also a Domain Model that repre-
sents concept hierarchies or maps and the related structure for the representation 
of the user objective and knowledge level. An Interaction Model represents and 
defines the adaptation between the user and the application. 
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4.1   User Model 

Two different types of techniques can be used to implement the User Model: 
Knowledge and Behavioral based [9, 13]. The Knowledge-Based adaptation typi-
cally results for data collected through questionnaires and studies of the user, with 
the purpose to produce a set of initial heuristics. The Behavioral adaptation results 
from monitoring of the user during his activity [10].  

Also, different methods can be used for constructing the User Model like for 
example [10, 13]: 

• Bayesian methods; 
• Machine learning methods; 
• Overlay methods; 
• Stereotype methods; 
• Other general methods (plan recognition); 
• Etc. 

Bayesian networks can be use to infer user goals and decide on which actions to 
be taken in assistance to the user. 

The use of stereotypes allows to classify users in groups and generalizes user 
characteristics to that group [9, 10]. The definition of the necessary characteristics 
for the classification in stereotypes must take to consideration the granularity 
degree wished [10]. 

The Behavioral adaptation can be implemented in two forms: the Overlay and 
the Perturbation methods [10]. These methods relate the level of the user know-
ledge with the learning objectives/competences that the user is supposed/intended 
to reach [10]. 

In the overlay method, user’s knowledge is regarded as a subset of expert’s 
knowledge. The user knowledge is a subset of the domain knowledge of the sys-
tem [10].  

The techniques of Overlay and stereotype can be combined [10]. The user pro-
file is initially categorized by one stereotype but is gradually modified when the 
Overlay Model receives information on the interaction with the system [10]. 

The approach used to build ours User Model (UM) is the Stereotype Model 
with the overlay model for the knowledge representation of the user.  

The representation of the stereotype is hierarchical. Stereotypes for user with 
different knowledge have been used to adapt information, interface, scenario, 
goals and plans.  

The user modeling process starts with the identification of the user subgroup 
(using for example questionnaires), then the identification of key characteristics 
(which one to identify the members of a user-subgroup), and finally the represen-
tation in hierarchical ordered stereotypes with inheritance.  

The user plan is a sequence of user actions that allows him to achieve a certain 
goal. The System observes the user actions ant try to infer all possible user plans. 
This goal is possible because our system has a library of all possible user actions 
and the preconditions of those actions.  
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A large number of criteria can be established in the Stereotype definition de-
pending on the adaptation goals [9].   

The definition of the characteristics of the User will took into account the Do-
main Model. For example, table 1 presents a generic profile which includes the 
name, age, knowledge, academics background, deficiencies and the domain of the 
application. 

Table 1 Characteristic used in the UM 

Model Profile Characteristics 

Domain Independent 
Data 

Generic Profile Personal information 

Demographic data 

Academics background 

Qualifications 

Knowledge (background knowledge) 

Deficiencies: visual or others 

The Application Domain 

Psychological profile Cognitive capacities 

Traces of the personality 

Inheritance of characteristics 

Domain Dependent Data Objectives 

Planning / Plan 

Complete description of the navigation 

knowledge Acquired  

A context model  

Aptitude 

Interests 

The tools used to collect data are: 

1. For the Domain Independent Data: Questionnaires, certificates and C.V., 
questionnaires and Psychological exams; 

2. For the Domain Dependent Data: Questionnaires and exams; 

4.2   Domain Model 

The Domain Model represents concept hierarchies and the related structure for the 
representation of the user knowledge level (quantitative value). 

The Domain Model use the user characteristics from the User Model (UM). 
The knowledge about the user, represented in the User Model, is used by the 
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Adaptation Model to define a specific domain concept graph, adapted from the 
Domain Model, in order to address the current user needs. 

The path used in the graph is defined by: 

1. The interaction with the user; 
2. The user knowledge representation defined by the UM; 
3. The user characteristics in the UM. 

The results of Domain Model achieve are: 

1. The development of the concept graph by each user to use in the Adapta-
tion rules; 

2. The Definition of the Adaptation Model using the characteristics of the 
user in the User Model. 

4.3   Interaction Model 

The Interaction Model represents and defines the interaction between the user and 
the application [9, 12, 14]. 

In the Interaction Model, the system presents the functionalities to change the 
content presentation, the structure of the links or the links annotation with the ob-
jective to allow the user to reach the goals proposed in their training. To guide the 
user to the relevant information and keep him away from the irrelevant informa-
tion or pages that he still would not be able to understand, it is used the technique 
generally known by link adaptation (Hiding, disabling, removal, etc.) [9, 12]. 
Also, the platform supplies, in the content (page), additional or alternative infor-
mation to certify that the most relevant information is shown. The technique that is 
used for this task it is generally known by content adaptation [9, 12]. 

5   Conclusions 

The purpose of our work is to contribute for DSS enhancement in the field of pro-
duction plan and control, and via its practical exploitation pursuit better perform-
ance of production managers and consequent increase industrial systems efficiency 
and productivity.  

Problem resolution via Scalable Intelligence with Adaptation is perfectly tai-
lored to human/computer integration. The future of the DSS passes for establish-
ing intelligent interaction between users/computers self-improving its intelligence, 
converting themselves into truly intelligent systems.  

Comparing with conventional DSS, the advantages are: Reconfigurability; Ca-
pability to explain reasoning and solutions; Better user adaptation; Learning from 
environment/situation; Learning from users. 

These characteristics contribute to the new generation of flexible and evolu-
tionary DSS. That is, suggest solutions to current problem and learn with the 
choices, adjustments and justifications from user and from obtained results. In ad-
dition, gradually refine its methods and expand its capacity and knowledge, being 
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able to respond better to the future problems. The integration of different concepts 
and paradigms for the development of Scheduling DSS represents an important al-
ternative to support the scheduling process on manufacturing environments. 
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A Parallel Cooperative Evolutionary Strategy
for Solving the Reporting Cells Problem

Álvaro Rubio-Largo, David L. González-Álvarez, Miguel A. Vega-Rodrı́guez,
Sónia M. Almeida-Luz, Juan A. Gómez-Pulido, and Juan M. Sánchez-Pérez

Abstract. The Location Management of a mobile network is a major problem nowa-
days. One of the most popular strategies used to solve this problem is the Reporting
Cells. To configure a mobile network is necessary to indicate what cells of the net-
work are going to operate as Reporting Cells (RC). The choice of these cells is not
trivial because they affect directly to the cost of the mobile network. Hereby we
present a parallel cooperative strategy of evolutionary algorithms to solve the RC
problem. This method tries to solve the Location Management, placing optimally
the RC in a mobile network, minimizing its cost. Due to the large amount of solu-
tions that we can find, this problem is suitable for being solved with evolutionary
strategies. Our work consists in the implementation of some evolutionary algorithms
that obtain very good results working in a parallel way on a cluster.

1 Introduction

The use of mobile networks is constantly growing. Due to the communications net-
works must support more and more users and their respective applications must pro-
vide a good response without losing quality and availability, it is necessary to con-
sider the Location Management of the users when we decide to design the network
infrastructure. One of the most popular strategies to solve the Location Management
problem is the Reporting Cells (RC) schema proposed in [1]. In this schema a subset
of cells denominated Reporting Cells exists. Each mobile terminal only performs a
location update when it changes its location and moves to one of these cells. If an
incoming call must be routed to a mobile user, the search must be restricted to its
last reporting cell and their respective neighbour non-reporting cells. This search

Álvaro Rubio-Largo · David L. González-Álvarez · Miguel A. Vega-Rodrı́guez ·
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has an associated cost that is necessary to minimize, in this way the RC problem
becomes into an NP-complete problem as it is indicated in [2]. For this reason, it is
very common the use of evolutionary algorithms to solve this problem.

When we approach the resolution of a problem using evolutionary algorithms,
firstly we have to select the most appropriate algorithm. It should be remembered
that not all evolutionary algorithms work correctly in all kinds of problems, so if we
select a not suitable algorithm for the problem we are attending, it is very likely that
it does not return very good results. In this paper, we choose the following evolution-
ary algorithms: Genetic Algorithm (GA) [3], Greedy Randomized Adaptive Search
Procedure (GRASP) [4], Differential Evolution (DE) [5], Population-Based Incre-
mental Learning (PBIL) [6], Artificial Bee Colony (ABC) [7] and Scatter Search
(SS) [8]. Recent trends in evolutionary techniques are focused on the use of a par-
allel cooperative strategy of evolutionary algorithms, using each skill of each algo-
rithm [9]. The bigger the difference of all evolutionary algorithms, the better the
richness will have the parallel strategy (that is, more ways for evolving). In fact,
we mix population-based and trajectory-based algorithms, classical and novel algo-
rithms, etc. In this work, we design a parallel cooperative strategy of evolutionary
algorithms on a cluster computing environment to solve the RC problem, trying to
combine each skill of each algorithm in order to get better results. To manage the
communications among algorithms, we use the message passing interface (MPI).

This paper is organized as follows: In Section 2 we present the RC problem. In
Section 3 we explain the hyperheuristic used. After some preliminary considerations
(Section 4), we present all experiments and results achieved by the parallel cooper-
ative strategy on a cluster in Section 5. Finally, we show all conclusions and future
work in Section 6.

2 Reporting Cell Planning

In this section we explain the Reporting Cells scheme and how is it applied in the
calculation of the location management cost.

The Reporting Cells planning was proposed by Bar-Noy and Kessler [1] with
the objective of minimizing the cost of tracking mobile users. According to the
Reporting Cells scheme, there are two types of cells: reporting cells (RC) and non-
reporting cells (nRC), as shown in Fig. 1.

Fig. 1 RC Cells (1) and nRC Cells
(0)

Fig. 2 Reporting Cells Planning
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For all cells, RC and nRC, the vicinity factor is related by computing the max-
imum number of neighbour cells that must be paged if an incoming call occurs.
Concretely, the vicinity factor of a single RC is given by the number of nRC acces-
sible from this RC, without crossing any other RC and taking into account itself.
On the other hand, the vicinity factor of an nRC is given by the maximum value of
the vicinity factors of the RC’s accessible from this nRC. This means, if an nRC
has more than one neighbouring RC, it must perform this process for each of them,
using the highest value of vicinity factor. As an example, in Fig. 2, the neighbouring
cells of the cell 10 are the cells 7, 9, 11, 12, 13 and the own cell 10. Then, the value
of the vicinity factor is 6, as it has six neighbouring cells (counting itself). On the
other hand, if we see the cell 4, we have the cells 2, 5, 6 and 8 as neighbouring
reporting cells, with vicinity factors 4, 7, 6, and 7, respectively. To calculate the Lo-
cation Management cost we must select the highest value among them. In this case,
the vicinity factor of the cell 4 is 7.

Location Management includes two elementary operations when calculating the
total cost: location updates (LU) and location inquiries/paging (P), causing updating
and paging costs respectively. The updating cost is caused by the sum of the costs
of updating the terminals location in the network when they change their location
and must register another one. The paging cost is caused by the network during a
location inquiry when the network tries to locate a user and, normally, the number
of paging transactions is directly related to the number of incoming calls. By using
[10], we get the following generic formula to calculate the location management
cost of a particular reporting cells configuration:

Cost = β ∗NLU + NP (1)

The cost of the location updates is given by NLU , the cost of the location paging is
given by NP, and finally, β is a constant that denotes the cost ratio of location update
to a paging transaction in the network. It is proved that the updating cost is usually
much higher than paging cost. For this, the updating cost is usually considered about
10 times greater than the paging cost, therefore β = 10. The generic formula above
(1) must be replaced by this more detailed formula:

Cost = β ∗∑
i∈S

NLU(i)+
N

∑
i=0

NP(i)∗V(i) (2)

where NLU (i) is the number of location updates for Reporting Cell number i, S is
the set of cells defined as reporting cells, the number of arrived calls for cell i is
NP(i), N is the total number of cells in the network, V (i) is the vicinity factor for
cell i and, finally, β is a constant representing the cost ratio of a location update
to a paging transaction in the network, as described earlier. In conclusion, given a
mobile network, the goal is to select which of their cells must act as RC to obtain
the lowest possible cost.
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3 Parallel Hyperheuristic

As we have just seen, we have developed six evolutionary algorithms that are going
to be part of a working team focused on solving the RC problem. On the one hand,
in this team some algorithms evolve quickly and on the other hand, other algorithms
evolve more slowly but in a constant way. We are also mixing population-based and
trajectory-based algorithms, classical and novel algorithms, etc. This is the main
idea for developing a parallel cooperative strategy: the use of the best features of
each evolutionary algorithm.

Algorithm 1. Master Pseudocode

1: function Master ()
2: Initialize the Probability Vector
3: Generate randomly the Initial Population
4: while (not time-limit)
5: Assign to each core an evolutionary algorithm
6: Spawn all processes
7: Send the Population to all processes
8: Receive the best result from each process
9: Sort all results received (by quality)
10: Update the Probability Vector
11: end while
12: end

We use a cluster with 16 nodes and a total of 128 cores (8 cores per node).
We designed a parallel hyperheuristic that optimize its resources. As it is shown in
the pseudocode, the initial idea consists in distributing all evolutionary algorithms
among the cores, occupying all of them except one, which will be used by the Mas-
ter process. This process is in charge of controlling and synchronizing all slave
processes. First of all, we distribute our six evolutionary algorithms in a fair way for
all slave processes, to do this, we have a probability vector that indicates us which is
the probability that an evolutionary algorithm will be assigned to a core. Initially, all
the algorithms have the same probability. Then, the master process distributes each
evolutionary algorithm to each core, according to the probability vector. To do that,
it generates a random number (between 1-100) and, depending on this number, the
appropriate algorithm will be assigned to the first core, we repeat this for all cores.
Therefore, using this method it is probable that the initial distribution will not be
totally homogeneous. To ensure a minimal involvement of each evolutionary algo-
rithm in each iteration, we establish that there must be at least five cores assigned
to each algorithm, so in the delivery section only 97 cores are going to participate.
Once assigned all evolutionary algorithms to their corresponding cores, they start
executing, they will be working until the alarm rings (time limit is expired), when
it happens, they must synchronize with the master process, sending to it their best
result. When the master process gets all ”best results” from all slave processes, it
sorts them by quality to update the probability vector, recalculating all probabili-
ties for every evolutionary algorithm. The result set gathered by the master process
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(127 solutions/individuals) will be the initial population for all the algorithms when
they will be restarted. Depending on the kind of algorithm (trajectory or population-
based), one or more results will be sent.

The algorithm that provides better results to the parallel cooperative strategy will
have more probabilities to be assigned in more cores in the cluster. To do this, we
have to take into account only the 50 best results (out of 127, selective pressure)
provided by all the slave processes in each synchronization. The way to update the
probability vector is to add a 2% per each occurrence of an algorithm in these 50
best results. For example, if an algorithm has 18 occurrences in the 50 best results,
its probability will be 36%.

4 Considerations and Test Networks Used

In this section we present: the best configurations obtained for each evolutionary
algorithm of the parallel strategy, the technical characteristics of the cluster used
and the different test networks.

After an exhaustive series of experiments with each algorithm, the best configu-
ration is obtained with the following parameters:

GA [3] Crossover Probability 0.5
Tournament selection 2 individuals
Probability (of the best individual) in the tournament 0.6
Number of Elitist Samples 1
Mutation Probability 0.01
Maximal Number of Cycles with Stagnation 20
Huge Mutation Probability 0.5

GRASP [4] Initialization Probability 0.75
Size of the Restricted Candidate List

√
Numbero fCells

Constructor RG Constructor

DE [5] Crossover Factor 0.15
Mutation Factor 0.5
DE scheme DE/Rand/1/bin

PBIL [6] Number of Vectors to Update from 2
Learning Rate 0.1
Mutation Probability 0.075
Mutation Shift 0.075
Extension Equitative MSolutions

ABC [7] Mutation Factor 0.05
Local Search for the Scout Bees 5bits
Number of Scout Bees 1

SS [8] Reference Set Size 10
B1 (best samples) 9
B2 (dispersed samples) 1

With these configurations we obtain, for every algorithm, very similar results to
those described in [2], [10], and [11], using the same test networks. The population
size in all the algorithms is set to 127, except for the GRASP that is a trajectory-
based algorithm.
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The cluster used in the experiments has the following specifications: 16 nodes
with 8 cores (Intel Xeon 2.33 GHz) and 8 GB of DDR2 RAM (in total: 128 cores
and 128GB of DDR2 RAM), all nodes have installed Scientific Linux 5.3 (64 bits)
and MPICH2 v1.0.8. The test networks used to adjust each evolutionary algorithm
of the parallel strategy have been obtained from [2], [10], and [11]. The sizes of
these networks are: 16, 36, 64 and 100 cells. Later, we developed a larger network
[12] to exploit the parallel strategy to the fullest, using a network of 900 cells.

5 Experiments and Comparisons

In this section we show the results of the experiments and the performance com-
parison between each different evolutionary algorithm and the parallel strategy. For
each experiment, and each combination of parameters, we perform 30 independent
executions of 30 minutes to ensure the statistical relevance of the results. In all these
experiments we use a network of 900 cells [12].

The synchronization time between the master process and slave processes must
be a parameter to adjust, because it may influence on the achievement of better re-
sults. We use the best configuration of each algorithm (see Section 4) to obtain the
optimal synchronization time. This experiment was run using the following values
(elapsed time between synchronizations): 2 minutes, 5 minutes, 10 minutes and 15
minutes; because the total run time of the parallel strategy was 30 minutes. These
results can be seen in Table 1. With this experiment we conclude that if we synchro-
nize the processes every 5 minutes, the parallel strategy evolves toward better solu-
tions. This is because with this synchronization value, each evolutionary algorithm
has enough working time and there is an acceptable number of synchronizations
between the master process and slave processes.

With the parallel strategy configured (synchronizations every 5 minutes), we can
make different comparisons. As we can see in Table 2, the parallel strategy per-
forms better than any individual algorithm. However, we see how the majority of
algorithms are unable to improve their solutions by themselves, needing help from
others to continue evolving. Unlike evolutionary algorithms, the parallel strategy
does not suffer stagnation. In Table 2 we can observe how the parallel strategy is

Table 1 Synchronization adjustment results (in cost units ∗103). We present the average
(Avg.), the best (Best) and the standard deviation (Std.) on 30 independent execution.

Minutes
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

Sync 2m
Avg. 5723.1 5556.3 5448.0 5404.2 5378.5 5367.6 5361.9 5359.5 5358.7 5358.5 5358.5 5358.4 5358.2 5357.9 5357.5
Best 5674.6 5502.2 5409.0 5364.9 5317.3 5307.2 5302.4 5300.9 5300.1 5300.1 5300.1 5300.1 5300.1 5300.1 5300.1
Std. 18.9 22.9 29.2 21.2 26.6 27.6 28.3 28.4 28.2 28.1 28.1 28.0 27.9 27.5 26.8

Sync 5m
Avg. 5710.5 5361.7 5327.1 5320.8 5313.3 5305.3 5303.4 5299.1 5298.5 5298.4 5297.7 5297.7 5297.5 5297.5 5297.5
Best 5681.7 5345.7 5317.0 5308.6 5301.6 5296.9 5296.7 5294.9 5294.4 5294.3 5293.7 5293.7 5293.7 5293.7 5293.7
Std. 14.7 7.5 5.4 4.3 5.2 5.7 4.0 4.0 3.9 2.7 2.6 2.4 2.3 2.2 2.2

Sync 10m
Avg. 5719.8 5442.5 5340.5 5328.8 5325.7 5318.8 5317.7 5311.6 5306.1 5303.5 5300.5 5299.9 5299.5 5299.2 5298.9
Best 5672.4 5418.3 5327.3 5316.4 5315.3 5312.7 5307.4 5299.3 5297.4 5296.8 5295.3 5295.1 5294.8 5294.6 5294.5
Std. 16.9 11.6 6.7 5.3 4.9 3.7 4.5 5.6 5.0 4.1 3.3 3.3 3.4 3.4 3.3

Sync 15m
Avg. 5723.6 5443.6 5339.7 5329.7 5327.3 5325.9 5325.1 5318.9 5318.1 5311.7 5304.7 5302.0 5300.5 5299.6 5299.3
Best 5694.7 5416.9 5328.5 5321.6 5319.1 5318.9 5318.9 5312.1 5309.9 5301.2 5297.9 5297.3 5296.5 5296.0 5295.6
Std. 13.8 10.7 5.1 4.5 3.9 3.5 3.2 3.3 3.4 4.7 3.8 2.9 2.5 2.3 2.1
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Table 2 Empirical results (in cost units ∗103) for a comparison between the 6 evolutionary
algorithms and our hyperheuristic (HH) every 2 minutes.

Minutes
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

HH
Avg. 5710.5 5361.7 5327.1 5320.8 5313.3 5305.3 5303.4 5299.1 5298.5 5298.4 5297.7 5297.7 5297.5 5297.5 5297.5
Best 5681.7 5345.7 5317.0 5308.6 5301.6 5296.9 5296.7 5294.9 5294.4 5294.3 5293.7 5293.7 5293.7 5293.7 5293.7
Std. 14.7 7.5 5.4 4.3 5.2 5.7 4.0 4.0 3.9 2.7 2.6 2.4 2.3 2.2 2.2

GA
Avg. 6683.4 6356.1 6225.2 6153.7 6102.6 6066.0 6031.6 6006.1 5982.9 5963.2 5946.1 5930.7 5917.0 5905.0 5896.9
Best 6405.4 6234.2 6134.9 6091.9 6045.6 5981.5 5965.4 5943.7 5929.9 5887.9 5850.1 5819.2 5775.5 5771.6 5769.8
Std. 165.9 68.8 44.3 37.0 37.2 40.5 39.9 37.8 39.0 42.3 40.8 42.5 44.0 42.6 40.8

GRASP
Avg. 6916.4 6758.9 6709.1 6682.6 6645.2 6618.2 6595.1 6578.0 6563.0 6562.3 6552.2 6546.4 6536.5 6535.8 6525.9
Best 6453.9 6453.9 6453.9 6453.9 6453.9 6453.9 6419.4 6419.4 6418.2 6418.2 6418.2 6418.2 6371.5 6371.5 6371.5
Std. 300.7 176.8 151.8 129.2 124.4 113.4 114.2 113.9 118.6 118.2 94.3 84.9 88.0 87.7 81.7

DE
Avg. 5749.9 5387.4 5342.9 5338.0 5335.9 5334.7 5333.9 5333.4 5333.2 5333.0 5332.9 5332.7 5332.6 5332.5 5332.5
Best 5707.4 5341.6 5323.1 5317.1 5315.5 5314.6 5314.6 5314.6 5314.6 5314.6 5314.6 5314.6 5314.6 5314.6 5314.6
Std. 25.2 19.2 7.4 6.5 6.0 5.7 5.6 5.5 5.5 5.4 5.4 5.4 5.4 5.4 5.4

PBIL
Avg. 6047.6 5991.8 5979.0 5970.9 5963.8 5959.8 5956.3 5953.6 5952.6 5950.2 5947.4 5947.1 5947.0 5945.7 5944.7
Best 5968.7 5936.1 5936.1 5936.1 5934.0 5922.8 5922.8 5922.8 5922.8 5891.8 5891.8 5891.8 5891.8 5891.8 5891.8
Std. 41.1 24.1 22.0 15.5 14.5 17.0 15.7 16.2 15.4 18.3 18.4 18.4 18.2 18.0 17.4

ABC
Avg. 5760.6 5687.3 5647.0 5623.9 5605.3 5588.7 5575.0 5565.8 5556.0 5548.0 5540.5 5535.0 5528.7 5524.1 5521.1
Best 5713.0 5608.9 5583.1 5565.5 5554.7 5542.3 5532.1 5529.2 5519.0 5512.4 5506.5 5501.3 5488.8 5484.4 5480.2
Std. 27.0 24.6 24.6 24.7 24.1 22.2 19.7 17.3 16.7 14.5 15.9 15.6 16.3 15.8 16.1

SS
Avg. 6129.2 5669.6 5550.1 5497.4 5470.9 5458.5 5452.0 5448.6 5446.3 5445.4 5445.0 5444.9 5444.7 5444.5 5444.5
Best 5970.8 5619.0 5495.7 5452.6 5430.8 5420.3 5416.5 5414.2 5414.2 5414.2 5414.2 5414.2 5414.2 5414.2 5414.2
Std. 101.4 34.6 24.4 19.5 18.3 18.3 17.7 17.7 17.4 17.7 17.7 17.6 17.7 17.6 17.5

Fig. 3 Participation of each algorithm in the parallel strategy in different synchronizations

still evolving toward a better solution, although more slowly in the final stretch.
These results suggest that the optimum fitness for the network of 900 cells used is
close to the value reached by the parallel strategy.

Fig. 3 shows the participation rates of each algorithm at the different synchro-
nizations. Each pie graph was generated from the distribution made by the master
process after each synchronization. In the synchronizations every 2 and 15 minutes,
we can see how the distribution is done more homogeneously than in the synchro-
nizations performed every 5 and 10 minutes. In Table 1, we can see how performing
the synchronizations every 5 and 10 minutes we obtain a faster evolution at the be-
ginning of the process. Therefore, a large number of DE processes encourage the
parallel strategy.

6 Conclusions and Future Work

In this work we have proposed the use of cluster computing and a parallel cooper-
ative strategy of evolutionary algorithms to solve the RC problem. The objective of
our strategy has been to try to exploit the different skills of each algorithm, we have
achieved the best configuration of each of them getting very good results. Moreover,
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we have demonstrated that the use of a parallel strategy achieves better results than
those obtained by individual algorithms. After several tests we can conclude that the
best results are obtained by performing synchronizations every 5 minutes.

As future work we pretend to test the parallel strategy with new instances of our
problem. We also intend to add new algorithms to our parallel strategy, trying to
improve the results obtained so far. On the other hand, we will try to explore other
areas of computing as Grid computing.
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Optimization of Parallel Manipulators Using 
Evolutionary Algorithms 

Manuel R. Barbosa, E.J. Solteiro Pires, and António M. Lopes* 

Abstract.  Parallel manipulators have attracted the attention of researchers from 
different areas such as: high-precision robotics, machine-tools, simulators and 
haptic devices. The choice of a particular structural configuration and its dimen-
sioning is a central issue to the performance of these manipulators. A solution to 
the dimensioning problem, normally involves the definition of performance crite-
ria as part of an optimization process. In this paper the kinematic design of a 6-dof 
parallel robotic manipulator for maximum dexterity is analyzed. The condition 
number of the inverse kinematic jacobian is defined as the measure of dexterity 
and solutions that minimize this criterion are found through a genetic algorithm 
formulation. Subsequently a neuro-genetic formulation is developed and tested. It 
is shown that the neuro-genetic algorithm can find close to optimal solutions for 
maximum dexterity, significantly reducing the computational load. 

1   Introduction 

Parallel manipulators are well known for their high dynamic performances and 
low positioning errors [1]. In the last few years parallel manipulators have at-
tracted great attention from researchers involved with robot manipulators, robotic 
end effectors, robotic devices for high-precision tasks, machine-tools, simulators, 
and haptic devices. 

One of the most important factors affecting the performance of a robotic ma-
nipulator is its structural configuration. The kinematics, statics, dynamics and 
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stiffness are all dependent upon it. Following the definition of a particular struc-
tural configuration, the next step in the manipulator design is its dimensioning. 
Usually this task involves the choice of a set of parameters that define the me-
chanical structure of the manipulator. The parameter values should be chosen to 
optimize some performance criterion, dependent upon the foreseen application [2]. 
In the last years most of the research in parallel manipulators optimization has 
been done over several criteria related to the optimization of the manipulator 
workspace [3]. Other authors choose to optimize the structural stiffness of the ma-
nipulator, as this is one of the main advantages of a parallel configuration over a 
serial one [4]. Finally, some works may be referred where the optimization criteria 
are related with the manipulability, or dexterity, of the manipulator [5]. 

Optimization can be a difficult and time-consuming task, because of the great 
number of optimization parameters and the complexity of the objective functions. 
However, optimization procedures based on evolutionary approaches have been 
proved as an effective way out [6]. 

In this paper the kinematic design of a 6-dof parallel robotic manipulator for 
maximum dexterity is analyzed. First, the condition number of the inverse kine-
matic jacobian is used as a measure of dexterity and a Genetic Algorithm (GA) is 
used to solve the problem. The highly nonlinear nature of the problems involved 
and the normally associated time consuming optimization algorithms used, can be 
naturally approached by artificial Neuronal Networks (NNs) techniques. In order 
to explore the advantages of NNs and GAs, a neuro-genetic formulation is devel-
oped and tested. It is shown that the neuro-genetic algorithm can find close to op-
timal solutions for maximum dexterity, significantly reducing the computational 
burden. The error involved is believed to be less significant when extending the 
approach to a multi-objective and global optimization problem. 

2   Parallel Manipulator Structure and Kinematics 

The mechanical structure of the parallel robot comprises a fixed (base) platform 
and a moving (payload) platform, linked together by six independent, identical, 
open kinematic chains (Figure 1a). Each chain comprises two links: the first link 
(linear actuator) is always normal to the base and has a variable length, li, with one 
of its ends fixed to the base and the other one attached, by a universal joint, to the 
second link; the second link (arm) has a fixed length, L, and is attached to the pay-
load platform by a spherical joint. Points Bi and Pi are the connecting points to the 
base and payload platforms. They are located at the vertices of two semi-regular 
hexagons, inscribed in circumferences of radius rB and rP, that are coplanar with 
the base and payload platforms. The separation angles between points B1 and B6, 
B2 and B3, and B4 and B5 are denoted by 2φB. In a similar way, the separation an-
gles between points P1 and P2, P3 and P4, and P5 and P6 are denoted by 2φP 
(Figure 1a). 
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Fig. 1 Schematic representation of the parallel manipulator structure (a); Schematic repre-
sentation of a kinematic chain (b) 

The robot’s inverse velocity kinematics can be represented by the inverse kine-
matic jacobian, JC, relating the joints velocities to the moving platform Cartesian-
space velocities (linear and angular). The inverse jacobian matrix is given by 
equation (1) which can be computed using vector algebra [7]. 
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All vectors are obtained analyzing each kinematic chain of the parallel manipula-
tor (Figure 1b). Vectors ei are given by 

( ) Bi
P

iposPi pbxe +−=  (2) 

where ( )posPx  is the position of the moving platform expressed in the base frame, 

bi represent the positions of points Bi and i
P

P
B

Bi
P pRp ⋅= are the positions of 

points Pi, on the moving platform, expressed in the base frame. Matrix P
B R repre-

sents the moving platform orientation matrix. The scalars li are the actuators’ dis-
placements, given by 

222
iyixizi eeLel −−+=  (3) 
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3  Optimization 

Several performance indexes can be formulated for the optimization problem, 
most of them being based on the manipulator inverse kinematic jacobian [2]. In 
this work the condition number of the matrix JC is the performance index. Since 
JC is configuration-dependent, the condition number will also be, and may take 
values between unity (isotropic configuration) and infinity (singular configura-
tion). Isotropic configurations correspond to mechanical structures and poses (po-
sitions and orientations) in which the manipulator requires equal joint effort to 
move or produce forces and/or torques in each direction. Ideally, the manipulator 
should be isotropic in its whole workspace. The minimization of the condition 
number leads not only to the maximization of the manipulator dexterity, but also 
to the minimization of the error propagation due to actuators, feedback transducers 
and, when JC matrix is inverted, numerically induced noise [8]. Mathematically, 
the condition number is given by 

( )
( )Cmin

Cmax

J
J

σ
σκ =  (4) 

where ( )Cmax Jσ  and ( )Cmin Jσ  represent the maximum an minimum singular val-

ues of matrix JC. 
To obtain a dimensionally homogeneous inverse jacobian matrix, the manipula-

tor payload platform radius, rP, is used as a characteristic length. Thus, the same 
‘cost’ will be associated to translational and rotational movements. The inverse 
kinematic jacobian results dependent upon ten variables, four of them are manipu-
lator kinematic parameters: the position and orientation of the payload platform; 
the base radius (rB); the separation angles on the payload platform (φP); the separa-
tion angles on the base (φB); and the arm length (L). We will consider a particular 
manipulator pose, corresponding to the centre of the manipulator workspace i.e., 
[0 0 2 0 0 0]T  (units in rP and degrees, respectively). Thus, for this pose, the in-
verse jacobian matrix will be a function of the four kinematic parameters. 

3.1   Genetic Algorithm Based Approach 

The robot kinematic parameters are codified by real values through the vector 
p = [rB φP φB L]T. The solutions are randomly initialized in the range 1.0 ≤ rB ≤ 2.5, 
0º ≤ φP, φB ≤ 25º and 2.0 ≤ L ≤ 3.5. The algorithm has a tournament-2 selection to 
determine the parents of the offspring [9]. After selection, the simulated binary 
crossover and mutation operators with pc = 0.6 and pm = 0.05 probabilities, respec-
tively, are called [10]. At the end of each cycle, it is used a )( μλε +−  strategy to 
select the solutions which survive for the next iteration. This means the best solu-
tions among parents and offspring are chosen. At this stage, the space is divided in 
hyper-planes separated by the distance ε and all solutions that fall into two con-
secutive hyper-planes are considered having the same preference, even if their fit-
ness values are different [11]. Two consecutive hyper-planes define a rank. 
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In order to sort the solutions in a rank, the maximin sorting scheme is used [12]. 
The ε  value is initialized with 20 and is decreased during the evolution, until it 
reaches the value 0.03. The ε is decreased by 90% every time the best 200 solu-
tions belong to the first rank and the ε value has not changed during the last 100 
generations. The solutions are classified by the fitness function given by equation 
(4), in case the solution is admissible, otherwise the value 1×1020 is assigned. The 
global results (Figure 2) show multiple sets of optimal parameters. Moreover, the 
algorithm draws a representative solution set of the optimal parameters front. 
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Fig. 2 Simulation results: optimal sets of kinematic parameters 

3.3   Neuro-genetic Algorithm Based Approach 

The process of designing a NN solution to a specific problem is mainly guided by 
trial and experimentation, due to the lack of explicit and proven methods that can 
be used to choose and set the various parameters involved in the NN design proc-
ess. Among the different structures and types of NN available [13] the experi-
ments were done using the multilayer feedforward NN architecture and using the 
Levenberg-Marquardt learning algorithm. The representation of the problem in 
this structure consisted of defining the kinematic parameters (rB, φP, φB, L) as four 
input elements to the network, and κ as the output element. The design process 
then consisted of training and testing networks with different numbers of elements 
in the hidden layer (i.e., 25, 50 and 100). The data used was randomly generated 
and divided in three data sets (70% training, 15% validation, 15% testing). Nor-
malization was applied to both input and output values. The criteria chosen to stop 
the training process was the number of successive increases of the error on the 
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validation set (validation checks) and different values were experimented in order 
to visualize the performance of the network through the mean square error func-
tion (mse). Considering the range of values of the objective function included in 
the data sets [1.4170, 12.0140], the results obtained (Table 1) with mapping the 
objective function using NNs show that a good approximation is possible in aver-

age terms (i.e., 01.0<mse ), but extreme error values can be larger by more than 
one order of magnitude (i.e., 0.33), although in a few cases. 

Table 1  Neural networks performance considering the error function, after reversing nor-
malization, (i.e., NN output-Target) on the Training and Test data sets 

 
 
 
 
 
 
 
 
 
 
 

The next step was to investigate whether this mapping can be of use for the op-
timal design of parallel manipulators. To this purpose the trained NN approxima-
tion to the analytical objective function was used as the fitness function for an 
optimization through GAs. The obtained results showed that the GA process using 
the NN converged to low values of the approximated function, although these are 
not as close to the possible minimum as when using the analytical function 
(Figure 3). For the 200 best possible values obtained in each search experiment us-
ing NNs, the respective values for the approximated objective function were al-
ways well above the range [1.41, 1.42], obtained using the analytical function. The 
best neuro-genetic approach (GA-Net2) was based on the smaller sized network 
(Net2) which seems to indicate the higher importance of the generalization ability 
compared to the approximation error. Moreover, Figure 3 seems to confirm that 
NNs are good as interpolators, but not as good for extrapolation. The NNs ability 
to map a function, based on sets of data from that function, can not be expected to 
produce good maps of extreme values of the function if they have not been in-
cluded in the training sets. Therefore, at most it can be expected for them to map 
close to minimum values. 

A plot of the real values, i.e., obtained from the analytical function, and the re-
spective NN output, is made for each of the 200 best cases (Figure 4). Although 
the quality of the solutions obtained are still above the overall minimum range 
values [1.41, 1.42], more cases are closer, even if more dispersed, to these values. 
In spite of the limitations revealed by the NNs based solutions, in the ability to ex-
trapolate well to the minimum values of a function, they may be useful when a  

Training   Test    

mse  Max Min mse  Max Min 

Net1 0.0112 0.3091 -0.1368 0.0290 1.0472 -0.1237 

Net2 0.0067 0.0702 -0.1709 0.0121 0.3925 -0.1409 

Net3 0.0099 0.1624 -0.1473 0.0220 0.7411 -0.1276 

Net4 0.0034 0.0543 -0.0490 0.0093 0.3304 -0.0726 

Net5 0.0055 0.0578 -0.1197 0.0170 0.6196 -0.0744 

Net6 0.0049 0.0550 -0.1041 0.0138 0.4912 -0.0809 



Optimization of Parallel Manipulators Using Evolutionary Algorithms 85
 

 

20 40 60 80 100 120 140 160 180 200
1.41

1.42

1.43

1.44

1.45

1.46

1.47

1.48

1.49

1.5

1.51

Best 200 cases corresponding to each of the search experiments: GA-Anal.F., GA-Net2, GA-Net4, GA-Net6

O
bj

ec
tiv

e 
F

un
ct

io
n 

(k
)

 

 

GA-Anal.F. GA-Net2 GA-Net4 GA-Net6

 

Fig. 3  Values of the objective function (κ) for each of the 200 considered best cases: GA-
Analytical Func., GA-Net2, GA-Net4, GA-Net6 
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Fig. 4. Values of the objective function (κ) for each of the 200 considered best cases using 
GA-Net2: values of the analytical function and values of the NN approximation 

multi-objective and global optimization problem is considered. In such cases, 
more than considering absolute minimum values for different objective functions, 
recognizing patterns of good solutions may provide better and more feasible ap-
proaches. The ability to provide good solutions for each objective function, as the 
NN based solutions provide, rather than the optimum solutions can therefore be 
equally important. Another issue related to the use of a GA-NN based approach 
was the reduction of the search time by 30% to 50% compared to the use of a 
GA-analytical function. 

5  Conclusions 

In this paper the kinematic design of a 6-dof parallel robotic manipulator for 
maximum dexterity was analyzed. First, a GA was used to solve the optimization 
problem. Afterwards, a neuro-genetic formulation was developed and tested. 
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The GA converged to optimal solutions characterized by multiple sets of optimal 
kinematic parameters. Moreover, the GA provides a representative solution set of 
the parameters front. NNs were used to map nonlinear objective functions associ-
ated with the design of parallel manipulators. The performance obtained showed 
they can be used as the fitness function in a GA minimization process, provided 
good solutions rather then optimum solutions are of interest. In such cases they re-
duce the computational time. These solutions may be of interest when objective 
functions with opposite behaviors are involved, or a more global, rather than local 
problem is considered in relation to the parallel manipulator workspace. 
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Multi-criteria Manipulator Trajectory
Optimization Based on Evolutionary Algorithms

E.J. Solteiro Pires, P.B. de Moura Oliveira, and J.A. Tenreiro Machado

Abstract. This paper proposes a method, based on a genetic algorithm, to generate
smoth manipulator trajectories in a multi-objective perspective. The method uses
terms proportional to the integral of the squared displacements in order to eliminate
the jerk movement. In this work, the algorithm, based on NSGA-II and maximin
sorting schemes, considers manipulators of two, three and four rotational axis (2R,
3R, 4R). The efficiency of the algorithm is evaluated, namely the extension of the
front and the dispersion along the front. The effectiveness and capacity of the pro-
posed approach are shown through simulations tests.

1 Introduction

Genetic algorithms (GAs) are one of the most popular evolutionary inspired search
and optimization technique. This popularity is shown by the large number of suc-
cessful applications in many scientific areas [1]. One of the advantages of GAs over
classical techiques is that it can be adopted in optimization applications without re-
quiring specific knowledge about the working problem. Initialy, it was mainly used
in single-objective problems. However, in few years became clear that GAs could
be applied in multi-objective optimization. Taking advantage of using a popula-
tion, GA can determine a set of non-dominated solutions in just one execution of
the algorithm [2, 3, 4, 5]. Moreover, GAs are less susceptible to the Pareto front
shape or continuity than classical optimization techniques. Due to these factors,
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multi-objective evolutionary algorithms (MOEAs) have become increasingly pop-
ular in a vast number of areas. For example in electrical engineering, hydraulics,
robotics, control scheduling, physics, medicine and computer science [6].

In robotics, the problems of trajectory planning, collision avoidance and manip-
ulator structure design considering a single criteria has been solved using several
techniques [7, 8, 9, 10]. However, trajectory planning adopting multiple objectives
was somewhat overlooked and only a few articles analyzing this topic can be found.
Pires et al. [11] proposed a MOEA to optimize a manipulator trajectory consider-
ing multiple objectives, namely: space and joint arm displacements and the energy
required to perform the route without coliding with the obstacles. Ramabalan et al.
[12] proposed two MOEAs to generate a manipulator trajectory with multiple ob-
jectives. In their work, they compare the results obtained by different algorithms.
Liu et al. [13] considers the planning of a space manipulator taking acount the joint
angle, joint velocity and torque constraints. They use a weighted fitness function
where the weights are ramdomly selected. They decompose the trajectory consider-
ing several segments. In each segment a suitable polinomial is used. The inter-knots
parameters (angle, velocity and torque) of each trajectory segment are optimized by
the proposed MOEA.

In this line of thought, this paper proposes the use of a multi-objective method to
optimize the trajectory of manipulators with 2, 3 and 4 rotational degrees of freedom
(dof). The method is based on the NSGA-II and the maximin sorting scheme [14]
adopting the direct kinematics. The non-dominated trajectories are those that mini-
mize the joint and gripper displacement. In a second phase, non-dominated solutions
are analyzed in order to measure the solution spread along the front.

The paper is organized as follows. Section 2 introduces the problem and the GA
based scheme for its resolution. Sections 3 describes the method to measure the
solution spread along the Pareto front. Based on this formulation, section 4 presents
the results for several simulations involving 2, 3, and 4 link manipulators. Finally,
section 5 outlines the main conclusions.

2 Problem Formulation

This work considers robotic manipulators with 2, 3 and 4 links which are required
to move between two coordinates (Figure 1) in the operational space. The work
considers two objectives, namely the joint displacement (Oq) and the gripper dis-
placement (Op). It is intended to determine a representative set of non-dominated
solutions belonging to the Pareto optimal front. To measure the quality of the algo-
rithm, the solutions spread along the front is analyzed. The decision maker chooses
the solution taking into account the compromise between the objectives that he finds
more appropriate.

The experiments consist on moving a iR robotic arm, i = {2,3,4}, between con-
figurations defined by the points A ≡ {1.2,−0.3} and B ≡ {−0.5,1.4}. To find out
the initial and final 2R manipulator configurations the inverse kinematics is used.
For the 3R and 4R manipulators, the initial joint values are determined to obtain a
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configuration close to the one observed for the 2R robot. In the work, the rotational
joints are free to rotate 2π rad.

The GA parameters are: population size popdim = 300, number of generations
Tt = 1500; crossover and mutation probabilities pc = 0.6 and pm = 0.05, respec-
tively, link length l = 2/i [m] and mass of m = 2/i [Kg].

The two indices {Oq,Op} presented in (1) quantify the quality of the evolving tra-
jectories of the robotic manipulators. The indices represent the joint displacement,
Oq (1a), and the Cartesian gripper displacement Op (1b):

Oq =
n

∑
j=1

i

∑
l=1

(
q̇( jΔ t,T)

l

)2
(1a)

Op =
n

∑
j=2

d
(

p j, p j−1
)2

(1b)

The path for a iR manipulator (i = 2,3,4), at generation T , is directly encoded as a
string in the joint space to be used by the GA. This string is represented by expres-
sion (2), where i represents the number of dof and Δ t the sampling time between
two consecutive configurations. Therefore, one potential solution is encoded as:

[{q(Δ t,T)
1 , ..,q(Δ t,T )

i }, . . . ,{q(2Δ t,T)
1 , ..,q(2Δ t,T )

i }, . . . ,{q((n−2)Δ t,T)
1 , ..,q((n−2)Δ t,T)

i }]
(2)

where the joints values q( jΔ t,0)
l , j = 1, . . . ,n−2; l = 1, . . . , i, are randomly initialized

in the range ]−π ,+π ] [rad]. The robot movement is described by n = 8 configura-
tions. However, the initial and final configurations are not encoded into the string,
because they remain unchanged throughout the trajectory search. Without losing
generality, for simplicity, it is adopted a normalized time of Δ t = 0.1 s, but it is
always possible to perform a time re-scaling.



90 E.J. Solteiro Pires, P.B. de Moura Oliveira, and J.A. Tenreiro Machado

The proposed algorithm is based on the NSGA-II [3]. The individual solution fit-
ness takes into account all the neighboring solutions independently of their rank
(sharing parameters are σ = 0.01 and α = 2). Moreover, the maximin sorting
scheme is adopted [14], replacing the crowding distance used within NSGA-II, at
the end of each iteration, to determine the progenitors which will be part of the next
population.

3 Method to Measure the Solution Distribution and the
Extension of the Front

In this section a method to determine the distribution of solutions along the Pareto
optimal front and the extension of the front are described.

The method begins by finding a function that models the Pareto optimal front in
the appropriate range. This function should be valid between the extreme solutions
obtained by the MOEA. Next, the function adopted to represent the Pareto front
is divided through normal straight lines (figure 2). Between each two consecutive
normal straight lines (ri and ri+1) a range Ii is defined. Finally, all solutions located
in a specific range are counted. The dispertion is given by the solution number of
the ranges.

The extension of the front is measured through the curve length of the modeled
function taking into account the two closest points to the two extreme solutions of
the Pareto front found by the MOEA.

4 Results

This section develops several tests. For each type of test multiple experiments are
performed to achieve nexp = 21 valid simulations. This means that many distinct
experiments are executed until 21 successful convergences to the optimal Pareto
front are obtained, for the 2R, 3R and 4R manipulators. Figure 3 depicts one optimal
Pareto front for each manipulator type. The convergence rates were 95%, 57% and
38% for the 2R, 3R and 4R manipulators, respectively. It can be observed that as
the number of links increases the convergence rates decrease. This is due to the
exponential increase of the number of local fronts, with the number of robot links.

In all cases, the fronts can be modeled by equation (3) with the parameter set
{κ ,α,β} ∈ R. For each front obtained in a valid simulation,the parameters are esti-
mated. Next, the median, mean and standard deviation of the parameters κ , α and β
are calculated (Table 1). The front modelling procedure though equation 3 is only
valid between the non-dominated extreme solutions a and b.

Op(Oq) = κ
Oq + α
Oq + β

(3)

From Table 1 it can be seen that the mean and the median values are almost similar.
Additionally, the values of the standard deviation are relatively small, leading to the
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Fig. 3 Pareto optimal fronts

Table 1 Statistical parameters for the modeled fronts

2R robot front 3R robot front 4R robot front
κ α β κ α β κ α β

Median 77.90 −66.83 −71.21 78.68 −71.36 −75.12 80.28 −71.82 −74.44
Mean 77.99 −66.74 −71.13 78.76 −71.33 −75.19 80.15 −71.49 −74.34
Std Dev. 0.44 0.71 0.42 0.58 1.67 1.22 0.60 2.21 1.62

conclusion that the algorithm always converges to the same front, which is likely
to be the Pareto optimal front. Moreover, with the increasing of the manipulator
number of links the standard deviation increases. By other words, as the number of
links increases the problem complexity becomes higher and the algorithm has more
difficulty to converge to the same non-dominated front.

The extension (i.e., the length) of the front for the iR robot manipulators, i =
{2,3,4}, has an average μExt = {86.57,105.61,200.49} and a standard deviation
σExt = {2.00,17.48,48.94}. It can be concluded that, with the increasing problem
complexity, the algorithm has more difficulty in obtaining always the same front
extension.

The solution diversity along the non-dominated front is presented in figures 4-6.
The final percentage average of solution number belonging to the non-dominated
front is μDiv = {96.15%,92.53%,88.25%} and the standard deviation is σDiv =
{1.26,5.21,4.28}. The figures reveal that the solutions are distributed over all in-
tervals. However, this distribution is not uniform and the uniformity decreases as
the number the manipulator links increases. This phenomena occurs because the so-
lutions percentage of the non-dominated front decreases with the number of links.
This is due to the fact that the algorithm favors non-dominated solutions, and only
then enters into account with diversity. Consequently, the proposed algorithm re-
veals its potential only when all population elements are within the non-dominated
front. Figures 4-6 also show that regions with less non-dominated solutions are com-
pensated by the algorithm with more dominated solutions, in order to keep a good
solution distribution in all intervals.
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Fig. 4 The 2R robot solution distribution along the Pareto front
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Fig. 5 The 3R robot solution distribution along the Pareto front
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Fig. 6 The 4R robot solution distribution along the Pareto front

Figure 7 depicts the extreme solutions, a and b, corresponding to the optimal
fronts Pareto illustrated in Figure 3. The figure includes the successive configura-
tions and the angular displacements for the 2R, 3R and 4R manipulators.
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Fig. 7 Pareto optimal trajectories. Successive configurations of solution a (Figures 3(a)-3(c))
for robot: (a) 2R, (b) 3R, (c) 4R. Successive configurations of solution b for robot: (g) 2R,
(h) 3R, (i) 4R. Joint position trajectory vs. time of solution a for robot: (d) 2R, (e) 3R, (f) 4R.
Joint position trajectory vs. time of solution b for robot: (j) 2R, (k) 3R, (l) 4R.

5 Conclusions

This paper solves the manipulator trajectory planning problem in a multi-objective
perspective. This work considered manipulators with two, three and four rotational
joints with trajectories solved by an evolutionary algorithm based on NSGA-II and
maximin sorting schemes. To study the efficiency of the algorithm the extension of
the front and the dispersion along the front were carried out. The results show that
it is possible obtain different solutions according to the weight of the objectives.



94 E.J. Solteiro Pires, P.B. de Moura Oliveira, and J.A. Tenreiro Machado

Moreover, with only one execution of the GA, it was possible to obtain a consider-
able number of non-dominated solutions with good diversity along the front. Each
solution represents a possible manipulator trajectory yieldied by the weights of the
objectives envisaged by the decision maker.
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Combining Heuristics Backtracking and Genetic
Algorithm to Solve the Container Loading
Problem with Weight Distribution

Luiz Jonatã Pires de Araújo and Plácido Pinheiro

Abstract. We approach the container loading problem with maximization of the
weight distribution. Our methodology consists of two phases. In the first phase, it
applies heuristics based on integer linear programming to construct blocks building
of small items. A backtracking algorithm chooses the best heuristics. The objective
of this phase is to maximize the total volume of the packed boxes. In the second
phase, we apply a genetic algorithm on found solution in previous phase in order to
maximize its weight distribution. We use a well-known benchmark test to compare
our results with other approaches, considering that our algorithm is not yet com-
pletely implemented. This paper also presents a case study of our implementation
using some real data in a factory of stoves and refrigerators in Brazil. The obtained
results are better than the found results by the factory’s system, in reduced time.

Keywords: Container Loading Problem, Weight Distribution, Metaheuristics, In-
teger Programming, Backtracking, Genetic Algorithms.

1 Introduction

In recent years, many works have approached the Container Loading Problem
(CLP), in other words, the task of packing boxes of various sizes within a con-
tainer optimizing a criterion such as the total loaded volume in a single container
or the quantity of used containers. However, relatively few have held the weight
distribution constraint.

This work combines heuristics backtracking and Genetic Algorithm (GA) to
solve the problem of how to pack the maximum volume of boxes with
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dimensions (li,wi,hi), and quantity bi, i = 1, ...,m, into a single container with di-
mensions (L,W,H), according to space constraints (not overlapping) and weight
limit. Therefore, we are concerned with the maximization of the weight distribution,
which greatly increases the already high complexity of the problem. An instance of
a CLP is ranked as the diversity of box types that can be loaded into the container.
According to [9, 19, 20], the cargo can be weakly heterogeneous (many items of
relatively few different box types) or strongly heterogeneous (many items of many
different box types).

This work is organized as follows. We present in Section 2 some related works. In
Section 3, we show our methodology. In Section 4, we list the computational results,
and in the end, we make some considerations that include future development.

2 Related Works

The CLP is a kind of the cutting and packing problems, cf. typology introduced
on [9]. It is admittedly a NP-hard problem. Theres no known algorithm that resolves
it.

However, we can describe a CLP by a integer programming model, such in [7].
This model has a lot of constraints or variables, about O(n2), being impracticable
to apply a solver to directly solve it.On [7] this approach is applied to solve prob-
lems with 6 boxes at most. Other work is [15], that presents an exact method, using
branch-and-bound, for solving CLP instances with 90 boxes at most.

In the face of exact methods impracticality, many works adopt strategies,
heuristics, to avoid direct application. Several heuristics have been proposed in the
literature. One of them is the building of box blocks, called layers, vertical or hor-
izontal [5, 13], in which the dimensions of a layer are determined by the first box
in the block. Another relevant work is [19] that uses a tree search to decide the size
of the layers. Are depicted in [16] guillotine cuts to split the empty space in the
container and to fill it.

In addition to the proposed heuristics, there are those which use metaheuris-
tics such as Tabu Search [6], or Genetic Algorithm (GA). For example [10], that
built stacks to the top of the container. Then, applying a GA to determine the order
of placement of stacks and choose the configuration that results in better use of
container.

We increasingly find proposals that seek to combine the best of the exact method
with heuristic methods. These proposals are called hybrid methods. A successful
work is [17], that generates reduced instances of the problem using genetic algo-
rithms and solve these subproblems by linear programming. This proposal achieved
an average allocation between 92 and 95%, but in very large runtime. Other work
is [14] that combines parallel tabu with simulated annealing.

There is not a single approach that is the best for all problem types. Each one of
the heuristics is better or worse in specific cases or instances of problems.
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3 Methodology

Here we present the works that have inspired our methodology. The first is [18],
which makes an allocation of layers coordinated through a tree search in order to
determine the best depth or width of a layer. The backtracking algorithm navigates
through the tree search to determine the best size for each layer. The second work
is [8], that creates multiple vertical layers. Layer sets are called segments, which can
be rotated or have positions interchanged in order to greedily improve the weight
distribution of the container.

The algorithm proposed in this material is divided into two phases. Initially we
try to maximize the volume. Then we attempt to maximize the weight distribution
of the cargo.

3.1 Phase 1 – Heuristics Backtracking (Maximizing the Volume)

Data Structure. The algorithm builds a tree that consists of nodes, which helps to
control the processing flow. The root node receives the input problem of the algo-
rithm, that is to say, a definition of the empty space inside the container and a list of
available boxes for packaging. The node tests a strategy to do some packing. If it can
not, it changes the strategy. The result of the successful application of a strategy is
a list of packed boxes and an output problem, i.e., the definition of a residual space
to be filled and a new list of boxes. This output problem is the input problem to a
new node in the tree, hierarchically below the node that preceded it. This process
continues until we can no longer pack any box, regardless of tested strategy. We
show two examples of resolution found to the same problem in Fig. 1.

Another data structure is the box type, set of boxes with the same characteristics.
Each box type is associated with a constant, which we call relevance, used to sort

Fig. 1 (a) First found solution. (b) Better solution for the same problem
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the box types according to their volume. The higher the volume, the greater the
relevance. This constant will allow us to prioritize the large packing boxes, leaving
the smaller boxes (easier to be allocated) to the end of the process, when residual
space is small.

Heuristics. We saw in Section 2 some popular heuristics (e.g. construction of lay-
ers, blocks or stacks) that are better or worse for certain problem types. In our pro-
posal, we formulate a mathematical model in integer linear programming for each
heuristic. Each of these models is about O(n) variables and about the same amount
of restrictions. Therefore, the application of a heuristic on an instance of the problem
shows up extremely fast.

The heuristics used in the algorithm are: Layer XZ (a), Layer XY (b), Layer ZY
(c), Partition on X (d), Partition on Z (e), Partition on XZ - Stack (f), Block on X (g)
and Block on Z (h). They are all illustrated in Fig. 2.

Fig. 2 The heuristics used in the algorithm

Each one of the strategies above can be arranged in a container in two symmetri-
cal ways. For example, Fig. 3 illustrates the two ways to arrange a box block created
by ’Layer XZ’ heuristic. We call the first way (a) pair rotation and the second way
(b) odd rotation.

In the first phase we always use the pair rotation. We will see that the possibility
to pack boxes in odd rotation way allows us to optimize the weight balance of the
cargo.
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Fig. 3 Two ways of rotation: (a) pair and (b) odd

Backtracking. In Fig. 1-a, we could notice that in the second node the algorithm
was successful using the first heuristic. But the heuristic that would lead to a better
use of the container at a later node, in that specific case, was the third heuristic,
as illustrated in Fig. 1-b. Therefore, a bad solution may be due to a bad choice of
a heuristic in the previous node. We use backtracking heuristics to find the best
solution though tree states.

3.2 Phase 2 – Genetic Algorithm (Maximizing Weight
Distribution)

After the first phase, we obtain a tree with n nodes that corresponds to a pack-
ing plan. Given a tree, we can represent it by a binary chromosome with n alleles.
An allele i with value equal to 0 indicates that the packed box block in node i, by
one of aforementioned heuristics, should be arranged in the way called pair (see
Section 3.1). If the value is equal to 1, in the way called odd. Two different chromo-
somes, obtained from a random solution, are illustrated in Fig. 4. We can notice that
in fifth node they differ in rotation. Over the chromosomes, we can apply mutation,
crossing over and selection operators.

For each individual we can apply an evaluation function that informs us how well
the distribution weight is. We will use a particular formulation: f = [∑i∈B pi(cx,i −
cx,c)]2 + [∑i∈B pi(cz,i − cz,c)]2, where pi is the binary variable that indicates if the

Fig. 4 Different chromosomes obtained from a same solution
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box i should be packaged into the container and B is the set of all packaged boxes.
The center of mass of the box i is defined by the point (cx,i,cy,i,cz,i) and center of
mass of the container is the point (cx,c,cy,c,cz,c). The running time of an individuals
fitness calculation is O(n).

4 Computational Results

We use a benchmark test to compare our algorithm with other proposals. Then we
present a case study in which we compare our results with those of the company and
another resolution.

The results were obtained using an Intel Core 2 Duo 2.1 GHz with 3 GB of RAM.
The operating system is Windows Vista Home Edition. The development platform
is Java 6.0 and Eclipse 3.1.1 tool. The used solver was CPLEX 9.0.

It is important to consider that we have not implemented the heuristics back-
tracking yet. The algorithm just returns the first solution. We hope to significantly
increase percentage of use of the container. We havent implemented the genetic al-
gorithm for maximizing the balance of the weight of the load too. So we dont show
results about this.

Benchmarking problems. We have used the collection of test data sets for a vari-
ety of Operational Research problems, originally described in [1]. These data sets
contain several types of problems, from homogeneous to strongly heterogeneous.
The library is divided into files named BR1 to BR5 and we compare the aver-
age of use of the container space of our algorithm (represented by HBGA) with:
a genetic algorithm proposed in [10] (GA), the constructive algorithm on [4](CA),
a constructive algorithm by Bischoff [3](HBal), the hybrid genetic algorithm de-
scribed in [5](HGA), the parallel genetic algorithm in [11](PGA), a proposed heuris-
tic in [2](PH) and Tabu Search proposed in [6](TS). We also present our standard
deviation σ and the average execution time in seconds.

Table 1 Comparing some proposals

File GA CA HBal HGA PGA PH TS HBGA σ Time

BR1 86,77 83,37 81,76 87,81 88,10 89,39 93,23 84,46 6,2 1,35
BR2 88,12 83,57 81,7 89,40 89,56 90,26 93,27 82,66 8,4 0,72
BR3 88,87 83,59 82,98 90,48 90,77 91,08 92,86 80,54 8,1 1,25
BR4 88,68 84,16 82,6 90,63 91,03 90,90 92,40 79,46 7,5 2,50
BR5 88,78 83,89 82,76 90,73 91,23 91,05 91,61 77,40 7,4 1,71

We observe better results in homogeneous or weakly heterogeneous problems.
These results will still be improved when the backtracking is completed. We em-
phasize the low average running time, in seconds.
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Case study. ESMALTEC is a highly regarded Brazilian company, founded on
1963, that produces stoves, refrigerators, freezers and water coolers. It is one of the
most modern factories in Latin America, and sells its products in over 50 countries.

Containers are used to transport the many type of products. Real data about the
most common cases were used by [17] to compare the companys results with results
of the Hybrid Algorithm (HA). We add a work [8] that lists some results of problems
with a single type of box. The work cites [12] (represented by GMM in Table 2), the
layering approach of Bischff [4](LA) and the column building procudure of Bischoff
and Ratcliff [4](CB). The values are approximate (indicated in Table 2 by *) because
they are presented in graphic in [8]. Our proposal is represented by HBGA.

Table 2 Real data in the factory

Problem ESMALTEC AH GMM* CB* LA* HBGA Time (sec)

1 80,8 93,2 79,8 82,8 85,9 84,81 0,450
2 76,5 76,5 79,8 82,8 85,9 67,89 0,062
3 93,7 96,6 79,8 82,8 85,9 94,80 0,357
4 95,6 95,6 79,8 82,8 85,9 87,06 0,186
5 91,2 95,4 79,8 82,8 85,9 95,37 0,218
6 84,1 87,8 79,8 82,8 85,9 72,88 0,108

We can notice that our implementation, even incomplete, had a better percentage
than the majority of the proposals on problems 1, 3, 4 and 5. In most cases, the
results are better than the results of the company. Again, we emphasize the low
average running time, about 0.23 seconds.

5 Final Remarks

The current algorithm version finds only the first solution, which hardly ever is the
best solution that maximizes the loaded volume. Even so, we have found results,
in some cases, better than the others approaches. Mainly whe the cargo is homo-
geneous. We intend to implement the heuristics backtracking which allow us to
improve the use of the container.

We also intend to implement the second phase of the proposal, the GA for the
weight distribution, and to show the results.

Finally, we expect to use the implemented algorithm and its results in our case
study, suggesting better results to ESMALTEC company.

Acknowledgements. The author Placido Rogerio Pinheiro is thankful to the National Coun-
sel of Technological and Scientific Development (CNPq) for the support received on this
project.
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A Decision Support System for Logistics
Operations

Marı́a D. R-Moreno, David Camacho, David F. Barrero, and Miguel Gutierrez

Abstract. This paper describes an Artificial Intelligence based application for a
logistic company that solves the problem of grouping by zones the packages that
have to be delivered and propose the routes that the drivers should follow. The tool
combines from the one hand, Case-Based Reasoning techniques to separate and
learn the most frequent areas or zones that the experienced logistic operators do.
These techniques allow the company to separate the daily incidents that generate
noise in the routes, from the decision made based on the knowledge of the route.
From the other hand, we have used Evolutionary Computation to plan optimal routes
from the learning areas and evaluate those routes. The application allows the users to
decide under what parameters (i.e. distance, time, etc) the route should be optimized.

1 Introduction

The actual demand of precise and trustable information in the logistic sector has
driven the development of complex Geographic Information Systems (GIS) very
useful for planning their routes. Those systems are combined with Global Posi-
tion Systems (GPS) for positioning the different elements involved in the shipping.
However, those systems although very useful, cannot take decisions based on, for
example shortcuts in the route that human operators learn from the experience.
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In our particular problem, the logistic company has a set of logistic distributors
with General Packet Radio Service (GPRS) connexions and Personal Digital As-
sistants (PDAs) (around 1200 in the whole Spanish geography) where the list of
shippings is stored for each day. The order in which they should be carried out is
decided by the distributor depending on the situation: density of the traffic, state of
the highway, hour of the day and place of the shipping. For example, it is better to
ship in industrial areas early in the morning if the traffic is less dense. The list of
tasks for each distributor is supplied each day from a central server.

Within this context, the company needs a decision support tool that, from the
one hand allows them to decide the best drivers behaviors and learn from them.
And from the other hand, to plan the routes and evaluate and compared them under
different parameters.

There are several available tools that address (partially) the described problem.
For example, the ILOG SOLVER provides scheduling solutions in some domains such
as manufacturing or transportation and the ILOG DISPATCHER provides extensions
for vehicle routing. STRATOVISION is a Decision Support and Modeling System for
Logistics Strategy Planning that allows the user to represent a scenario and interact
with it in an easy way. AIMSUN allows evaluating different transportation solutions.
But, none of these tools combine what the experience operators do (learning from
their decisions), and plan optimal routes from the learnt knowledge.

This paper presents a tool that combines Case-Based Reasoning (CBR) to learn
humans decisions and Evolutionary Computation (EC) to plan for optimal routes.
The structure of the paper is as follows. Section 2 presents the different subsystems
that the application is subdivided into. Next, section 3 describes in detail the CBR
architecture and the algorithms used. After, the GA and the parameters used for the
route optimization are introduced in section 4. Then, section 5 shows an experimen-
tal evaluation of the application with the real data provided by the logistic company.
Finally conclusions and future work are outlined.

2 Application Architecture

The application is subdivided in four subsystems:

• The Data Processing Subsystem: takes the data from the files provided by the
logistic company in CSV format (Comma Separated Values). It analyses that
the files are valid, loads the information in data structures and performs a first
statistic analysis of each of the drivers contained in the file such as the number
of working days, number of physical acts, average of physical acts performed, or
average of the type of confirmation received by the client.

• The Loading Data Subsystem: is in charge of obtaining and loading the geo-
graphic information (latitude and longitude) of each address and the distances
among addresses. This information is provided by mean of the Google Maps
API. During the process of calculating the coordinates, we group the same ad-
dresses (a driver can ship several packages in the same address) for a given date
and a driver into one. We name that act. So in the database, the addresses will
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be loaded as acts and an extra field will be added to represent the number of
deliveries and pick ups for that act.

• The Learning Working Areas (LWA) Subsystem: creates zones or working areas
for each driver using the data loaded and processed in the previous subsystems.
To generate that subdivision we have used the zip code as the baseline. So, a
zone or a working area can be represented by a zip code or more than one. It also
allows us to visualize (using the Google Maps API) the different working areas.

• The Learning Manager Task (LMT) Subsystem: plans for routes in a date selected
by the user. We can specify the number of different plans we want as output and
compare them with the original plan performed by the driver. In the compari-
son and the generation of plans, we can use different parameters to measure the
quality of the plans such as the total distance, positive rate of LWA, time, etc.
The planning algorithm can adapt its answer to the driver behavior and generate
plans according to it, if that is what we want.

3 Case Based Reasoning Architecture

Cased Based Reasoning (CBR) [1] is an Artificial Intelligence (AI) technique that
solves new problems based on the acquired knowledge about how similar problems
were solved in the past. Any CBR system can be defined using two main elements:
the cases or concepts which are used to represent the problem, and the knowledge
base that is used to store and retrieve the cases. To handle this knowledge the CBR
systems needs to define several processes to Retrieve the most similar case(s) in the
knowledge base, Reuse the selected case using its solution adapted to the current
problem, Revise the adapted solution to verify if it can solve the actual case (if not
the process starts again), and finally, Retain the solution if it is satisfactory.

In our case, the knowledge base is extracted from the drivers experience and later
it is reused for optimization and logistic issues. This knowledge is given by the files
provided by the company (see the Data Processing Subsystem section).

The information loaded in the database can be used it straightforward (i.e. address
and time delivery can be used to estimate how much time is necessary to complete
a particular ship), or it can be used to indirectly learn from the experience drivers.
The drivers know which areas have thick traffic so they can take alternative paths to
reduce time and gas consumption. During the working day, the driver may stop in
places not related to the shipping to rest or eat. So this information has also some
disadvantages, mainly caused by the deficiency and irregularity of the data given by
the company. The information has a lot of noise: there are many mistakes in the zip
codes and the street names that are hard to correct. The shipping time that could be
used to calculate the time between some points in the path, it is not reliable since
sometimes the drivers annotate the hour after they have done some deliveries.

So, our CBR algorithm uses this information in a simplified way to prevent that
the noisy information could affect to the optimization process. The generation of
the final CBR information, such as the working areas of the drivers, are carried out
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using statistical considerations (average of behaviours followed by all the drivers
analysed) to minimize the noise.

Then, the following step in our CBR algorithm is to group the shippings. We can
define the concept of the working zone or working area (WA). It represents a partic-
ular zone in a city, or in a country, where one or several drivers will work shipping
objects (as mentioned before, we have called them acts). Usually the logistic com-
pany define (using a human expert) these WA and assign them to a set of drivers.
Minimizing the overlapping of these areas among different drivers is essential to
minimize the number of drivers and the deliver time for a set of acts. The automatic
generation of these working areas is the target of our CBR algorithm, these WA will
be used later in the optimization process.

The algorithm starts defining a grid that represents all the available postal codes
(Zi, i ∈ [1..n]) for a particular city (or county). These postal codes are used to fix a
geographical centroid so we can calculate (using any standard algorithm, i.e. based
on GPS values) the distance between two postal codes Zi and Zj (distZi,Zj). On the
other hand, the information from driver’s log is used to calculate how many acts be-
longs to the same postal code, and how many acts occurs between adjacents postal
codes (a driver could work in a particular postal code, or could work in several
postal codes). This information is represented using a parameter si which is calcu-
lated as si = ∑(acts(Zi → Zj)+acts(Zj → Zi)), this parameter represents the jumps
between two postal codes (we can expect that if several acts are interleaved, and
they are placed in different postal codes, these should be enough closer to maintain
the shipping costs low).

Let us now consider a particular driver’s log as a list of m ordered acts (actk,k ∈
[1..m]). A new value θ = ∑(dk/sk), is calculated for each log, where

dk = dist(actk(Zk),actk+1(Zk+1)).
Using the postal codes stored in each log we generate a set of LWA using a clus-

tering algorithm based on the value of θ and δ 1. The algorithm works as follows,
using the drivers available (and the predefined value of δ ) all the acts are grouped
into a set of clusters, then these clusters are compared among drivers: If a particular
cluster is detected in different drivers, it is given to the system as a new learned
working area. The quality of the learned clusters will depend on the number of
drivers that has this cluster, so the system can take different actions in the planning
process taking into account how good this cluster is. Currently, we consider that any
learned cluster that belongs at least to three different drivers has enough quality to
be used directly by the system. This could be modified in the near future and allow
the user to modify the planning process using a reliability factor of these learned
clusters.

Finally, each LWA learned is stored as a new case in the data base, for each driver
the algorithm is applied and the LWA zones are generated.

1 The value of δ was obtained from an empirical evaluation of several drivers and working
days randomly selected. This value was selected analysing the LWA1 generated in the first
execution of the algorithm.
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4 Route Optimization

One of the main features of the proposed system is its capacity to suggest efficient
routes. The term eficient in this context should be interpreted as relative to a set
of routes designed by a human expert and provided to the system as input. So,
the goal of the described system is to improve a given set of routes rather than
generate complete new routes. This characteristic is used by the optimization engine
to guide its search. The definition of the zones is provided by the CBR described
in the previous section so it doesn’t have to handle this task and thus, the route
optimization can be considered as a variation of the Travel Salesman Problem (TSP).
The selection of the optimization algorithm is critical to the success of the system.
Evolutionary Computation (EC) [3] provides a set of tools that can be used within
this scenario.

EC is a collection of algorithms inspired in the biological evolution. Regardless
of the flavour of the specific EC technique, they share three characteristics, (1) they
use a population of individuals that represent each one a solution in the search space,
(2) individuals are modified using a genetic operator, and (3), individuals are under
a selective pressure. The result is a evolution of the population that would eventually
converge to a global solution. From an AI point of view, EC is a set of stochastic
search algorithms. Depending on how individuals are represented and, how they are
modified, we can find several algorithms, one of the most sucessful ones are Genetic
Algorithms (GA) [4].

The GA implemented is based on the work of Sengoku described in [5]. This
GA encodes the solution using a classical permutation codification [2], where the
acts are coded as integer numbers between one and the number of acts in a fixed
length chromosome. Since no act can be visited twice, no integer in the chromo-
some is allowed to be repeated. Indeed the valuable information is not the presence
of the integer but rather information is kept in the adjacency. In this way, the chro-
mosome A1 = {4,3,2,5,6,1} represents the path 4 → 3 → 2 → 5 → 6 → 1, and it is
equivalent to another chromosome A2 = {5,6,1,4,3,2} representing 5 → 6 → 1 →
4 → 3 → 2. The route that they code is the same because the genes have the same
adjacency.

GAs require a mechanism to evaluate the quality of individuals, or fitness. This
is a key subject in any GA design that may determine its sucess or failure. The
fitness function has a close relationship with the value that the solution provides
to the user. When optimizing routes, the fitness that an individual scores provide a
refference of time or distance savings. In our case, we have used an aggregate scalar
fitness function which evaluates the individual based on different characteristics.

A human made route is given to the GA as reference as well as a classification of
act in zones. The fitness evaluation is done comparing the solution to this reference
route. Of course, a route can outperform or not another route depending on the cri-
teria that is applied. Our system uses four criteria or qualifications: Time, Distance,
Zone and Act.

Using these qualifications we can evaluate different aspects related to the route,
such as time or distance. In order to provide a syntetic estimation of the quality
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of the individual, these qualifications are aggregated in a linear combination that
conforms the fitness function, as is expressed in equation 1.

f (A) = 0.4ωdΔd(A)+ 0.4ωtΔt(A)+ ωzΔz(A)+ ωaΔa(A) (1)

where ωi are coeffients associated to distance (ωd), time (ωt ), zones (ωz) and acts
(ωa). These coefficients are used to weight the contribution of each category to the
fitness. It is possible to change the priority of qualifications that the user prefer to
optimize just modifing the coefficients ωi. The function Δi(A) returns the relative
difference between the route codified in the chromosome A and the reference route
for each one of the described categories. By default, ωd and ωt are set to 0.35 while
ωz and ωa are both set to 0.15.

The TSP is a problem where it is not possible to know when a global maximum
is achieved, so a convergence criteria is required to stop the execution of the GA. In
this case, the GA is suppossed to have converged if the average fitness in generation
i is less than 1% better than the fitness in generation i−1. The initial population is
generated randomly avoiding repeated individuals.

Our GA uses the same evolution strategy than [5]. Given a population M of routes
in generation i, the N best routes are cloned. In an attempt to avoid a premature con-
vergence due to the loose of genetic diversity, the routes are sorted by their fitness
value and the adjacent one are compared. Those routes whose fitness have a dif-
ference less than ε are removed. To maintain constant the number of individuals in
each generation, M −N individuals are generated by means of a Greedy Subtour
Crossover [5] where the parents are radomly selected. Then a mutation operator
called 2opt is applied with a probability pc. This operator swaps two random points
in the route if and only if the new individual is fitter than the old one. In case that
2opt did not generate a fitter individual it is not modified.

5 Experimental Results

One of the main problems we encountered in testing was the high percentage of
mistakes in the addresses in the input files. Without any pre-processing the number
of errors in the streets or zip codes is around 35%. After some preprocessing (such
as using the address to update incorrect zip codes, or eliminating or adding some
characters and searching again) the percentage drops to 20%. This is still very high
when attempting to perform an automatic comparison of the routes followed by the
drivers and the ones generated by our tool.

In our first attempt to compare the results, we manually cleaned the input files of
10 drivers during one month. The drivers choosen average 25 to 40 acts each day.
The improvement obtained on average by our tool is 26% if we use the distance as
the comparison parameter and 20% if we use the time.

But these results require of some explanations using a typical driver of the set
analised previously. By typical we mean that his behaviour is normal and the route
generated does not contain too much noise (i.e. a noisy route would perform in 30
mn half of the shippings).
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The comparison of the results is carried out on the fitness of the best individual
obtained after the execution of the algorithm compared to the fitness of the original
itinerary on the acts of one day. Table 1 shows the values of the fitness in both
itenaries and the values of the different parameters that are in the fitness.

Table 1 Values of the fitness in the original and planned routes

Route Fitness Distance Distance Time Time Zone Act
value (kms) improv. (%) (minutes) improv. (%) calification calification

Original 2.839 140.7 0.0 209.8 0.0 0.892 1.0
Planned 10.75 97.0 31.04 149.5 28.75 1.0 0.585

Comparing the original fitness (2.839) with the planned one (10.75) does not offer
much information until we analyse the contributions of the different parameters.
The number of kms varies from 140.7 Km in the original itinerary to 97 Km in the
planned one. This provides a distance improvement of the 31.04%.

The information related to the time is extracted from the columns time (min) and
time improvement in (%). The driver took 209.8 minutes to perform all the shippings
while our algorithm took 149.5 minutes. This means a reduction of 28.75% of the
employed time.

Analazing graphically the results, a similar behavior is observed with the time
and the distance in both routes. At the beginning, the shippings performed by the
driver takes a big advantage over the planned ones (over 30 kms or 60 minutes).
But in the last part of the shippings the planned route beats the original plan. This
is a common behaviour in all the drivers analysed: at the beginning the humans try
to do the shippings closer to the starting point. Instead, the EC algorithm looks for
a solution that does not minimize the initial part of the route but all of it. Figure1
shows the original and planned routes using the Google Maps API. Another com-
mon mistake that we have detected is that the drivers try to do the shippings that

Fig. 1 Plans comparison using Google Maps
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are in the same street. Although it seems a logical reasoning, some streets cross the
city from north to south or east to west. Following that criteria can higly increase
the number of kms since the driver has to drive back to a point close to the previous
shipping.

The time for generating the results by our EC algorithm is not crucial since plan-
ning routes can be generated off-line by our tool and given to the driver before he
starts his working day. The logistic company distributes the packages of each driver
in advance and just a small percentage of new unknown pick ups occur when the
driver has already started the shipping.

6 Conclusions and Future Work

In this paper we have described the AI-based application that we have developed
for a logistic operator company that combines Case-Based Reasoning (CBR) and
Evolutionary Computation (EC) techniques. CBR is used to separate and learn the
most frequent areas that the experienced drivers follow. These techniques allow one
to separate the daily incidents that generate noise in the routes, from the decision
made based on the knowledge of the route. The EC techniques plan optimal routes
from the learning areas and evaluate those routes.

Our next step will be to include a new module in the application that pre-process
automatically or in a mixed-initiative way the addresses bad introduced by the
drivers. Due that the 20% of the streets and zip code cannot be automatically cor-
rected, this represent a bottleneck to efficiently show the results of the tool.
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Abstract. Modern greenhouse climate controllers are based on models in order to
simulate and predict the greenhouse environment behaviour. These models must be
able to describe indoor climate process dynamics, which are a function of both the
control actions taken and the outside climate. Moreover, if predictive or feedforward
control techniques are to be applied, it is necessary to employ models to describe
and predict the weather. From all the climate variables, solar radiation is the one
with greater impact in the greenhouse heat load. Hence, making good predictions of
this physical quantity is of extreme importance. In this paper, the solar radiation is
represented as a time-series and a support vector regression model is used to make
long term predictions. Results are compared with the ones achieved by using other
type of models, both linear and non-linear.
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1 Problem Statement

Nowadays, a substantial part of agricultural production takes place in greenhouses,
which enables to tune the crop growing by modifying, artificially, the environmen-
tal conditions and the plant’s nutrition. The main goal is to optimize the balance
between the production economic return and the operation costs of the climate ac-
tuators. Severe environment and market restrictions, jointly with an increasing ten-
dency of the fuel price, motivate the development of more “intelligent” management
and control strategies.

State-of-the-art greenhouse climate controllers are based on models to simulate
and predict greenhouse environment behaviour [2] [7]. These models must be able
to describe indoor climate process dynamics, which are functions of both control
actions taken and outside climate. Moreover, if predictive or feedforward control
techniques are to be applied, it is necessary to employ models to describe and predict
the outside climate, being the most relevant the air temperature and solar radiation.
The latest, it’s the exogenous variable which most influences the thermal load during
the day, hence the importance of making good forecasts.

The overall objective of this study is to predict the solar radiation future trend by
taking into consideration only the time series past observations. In this context, sev-
eral models were tested with a special focus given to the one obtained by a support
vector regression strategy.

2 The Support Vector Regression Model

The Support Vector Machine (SVM) concept, introduced by Vapnik [8] in the first
half of the nineties, with proper modification can be used in regression problems.
This paradigm, denoted by Support Vector Regression (SVR), has substancial dif-
ferences regarding the classification oriented approach. Even so, SVM and SVR
share the common fact that both require solving a quadratic constrained optimiza-
tion problem.

In the SVR, the goal is to make a mapping from a d-dimensional input vector x
into a scalar y using an hyperplane. It is important to note that this approximation
in not done in the input space but in an alternative space, of higher dimensionality,
denoted by feature space. Thus the function approximation problem, in the SVR
universe, resumes to find a vector w and a scalar b in order to meet the following
equality:

ŷ = wT φ (x)+ b (1)

where φ (·) is a characteristic function which expands the input vector x into a higher
dimensionality space.

The problem definition resembles standard least squares. However, the SVR pa-
rameters are not estimated by minimizing a quadratic-in-the-error cost function but
by the following alternative cost function [8]:

J = max{0, |y− ŷ|− τ} ,τ ≥ 0 (2)
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In the above expression, τ is a parameter that defines the width of a dead-band in J.
By using function (2) it is possible to have several models with the same cost value.
Among this infinite universe of possible models a plausible choice is to select the
one which gives the best generalization ability [4] [8]. Within this framework, the
model parameters are computed by solving the following (constrained) quadratic
optimization problem.

min
‖w‖

1
2 wT w+ CT (ξ1 + ξ2)

s.t. y− (
XT w+ b

) ≤ τ + ξ1(
XT w+ b

)−y ≤ τ + ξ2

ξ1 ≥ 0,ξ2 ≥ 0

(3)

where: y =
[

y1 y2 · · · yN
]T

, X =
[

x1 x2 · · · xn
]
, b = b · 1, C = C · 11 and ξ1 and

ξ2 are slack vectors, with the same dimension as y, introduced to let some input
vectores to stand out of the [y− τ,y + τ] interval. The coefficient C defines a com-
mitment between estimation error and maximum margin. In [1] some heuristics to
tune the C and τ parameters are presented.

Usually the optimization problem is not solved in the primal space but in the dual
one. By building the Lagrangian, and taking into consideration the Karush-Kuhn-
Tucker conditions [5], the optimization problem in the dual form can be represented
by:

max
α1,α2

− 1
2 (α1 −α2)

T XT X(α1 −α2)+
(
αT

1 −αT
2

)
y− (

αT
1 + αT

2

)
τ

s.t. (α1 −α2)
T 1 = 0

0 ≤ α1 ≤ C
0 ≤ α2 ≤ C

(4)

where α1 and α2 are the Lagrange multipliers.
From the solution of this problem it’s possible to state the hyperplane equation

by using the following formulation:

ŷ = (α1 −α2)
T XT X+ b (5)

Note that the bias term b can be computed in several ways [4] such as by using the
(y,x) pairs for which the respective Lagrange multiplier is positive.

Usually a simple linear model is unable to appropriately adjust the training data.
However, it’s possible to extend the previous problem to cope with situations in
which the dependencies are non-linear. This can be accomplished by introducing
the concept of kernel function [8]. The kernel is a function that represents the
dot product of the input space vectors into some other characteristic space, i.e.
φ (xi)T φ (x j) = K (xi,x j). The choice of this function is tricky. The use of Gaus-
sian or polynomial kernels seems to be a reasonable choice for the majority of the

1 1 refers to a column vector of ones with dimension N in which the later stands for the
number of training examples.
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problems [4]. By appling the kernel concept to the problem defined by (4) it is pos-
sible to obtain (6).

max
α1,α2

− 1
2 (α1 −α2)

T K (X,X)(α1 −α2)+
(
αT

1 −αT
2

)
y− (

αT
1 + αT

2

)
τ

s.t. (α1 −α2)
T 1 = 0

0 ≤ α1 ≤ C
0 ≤ α2 ≤ C

(6)

3 Solar Radiation Prediction Results

Solar radiation, represented as a time-series, is a very complex prediction problem
due to the extreme uncorrelated high frequency components. Although the low-
frequency profile could be obtained from a deterministic radiation model, the high-
frequency oscillation due to disturbances, such as clouds and atmosphere attenua-
tion, is extremely difficult to predict by using only past information.

In this section, a comparative study of several types of models will be investigated
concerning their ability to predict the solar radiation in a sixty steps ahead horizon.
The data used was acquired in two consecutive days using a one minute sampling
period. It is assumed that the dynamic system state space is not directly observable.
Hence one will try to capture it’s behaviour by fitting it in a time-series structure.
The techniques employed for data modeling were:

1. A ten pole filter with coefficients computed, using the first day data, by means of
a least squares algorithm.

2. A 10th order AR model with coefficients computed iteratively using the recursive
least squares.

3. A feedforward time-delayed Neural Network (ANN), with one hidden layer and
dimension ten. The network structure involves one layer with five hyperbolic tan-
gent neurons. The training phase was accomplished by minimizing the estimation
error using the Levenberg-Marquardt optimization algorithm.

4. A Neuro-Wavelet structure as discussed in [3]. This architecture employs five
ANN each one predicting a filtered version of the original time-series.

5. Two support vector regression models: one using a linear kernel and the other
using a Gaussian kernel.

Table 1 and figure 1 presents the results obtained by applying each of the above
enumerated strategies using the second day as validation data. The figures-of-merit
used were: the prediction error trajectory (PI1) and the percentage of change in
direction (PI2). The former is computed using equation (7) and the latest by using
the expression (8).

PI1 (N,h) =
1
N

N−h−1

∑
n=0

⎧⎨
⎩1

h

√√√√h−1

∑
k=0

(y [k + n]− yp [k + n|n])

⎫⎬
⎭ (7)
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PI2(N,h) =
1
N

N−h−1

∑
n=1

η(n) (8)

In expression (8) N refers to the number of observations, h to the prediction hori-
zon and yp[k + n|n] is the k-step ahead predicted output starting from k = n. In the
performance index PI2, the function η(n) is computed using,

η (n) =
n+h

∑
k=n+1

u(Δy[k] ·Δyp[k|n]) (9)

where: Δy[k] = y[k]−y[k−1], Δyp[k|n] = yp[k|n]−yp[k−1|n] and u(·) refers to the
Heaviside (or discrete step) function.

The results reveal better performance for non-linear models when compared to
linear ones. But it’s complexity is, by far, larger and more sensitive to several tuning
parameters. We remark that the performance of the SVR, in this particular problem,
was far from expected, especially when compared to the results obtained by [6] in
artificial time-series.

Fig. 1 Measured versus predicted results. In the figure the measured value is represented with
dotted line and the predicted value is represented by a full line.
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Table 1 Performance indexes results obtained for the tested models

Model PI1 PI2 Model PI1 PI2

AR(10) 4.12 23.4 ANN-WT b 3.9 24.4
AR(10)a 6.18 23.9 SVR-LK c 4.05 23.1
ANN 4.09 23.3 SVR-GK d 3.85 24.2

a Recursive least squares with a 0.998 forgetting factor. b WT stands for Wavelet Transform.
c Linear kernel.d Gaussian kernel.

4 Conclusion and Further Work

Obtaining good prediction on the long term solar radiation evolution is of major im-
portance in several engineering fields. From solar energy power plants to agriculture
there are a myriad of potencial application for good prediction models.

However, due to lack of stationarity and low past (linear) correlation, modelling
the solar radiation as a time-series, for long time forecast, is a very difficult prob-
lem. Several models and techniques have already been tryout: from simple naive to
more elaborated hybrid strategies. From our experience it seems to be some kind of
non-linear relationship between the present observation and the past data since the
non-linear models used have increased performance when compared to linear ones,
although, in long prediction range, all the models reveal severe divergence when
targeting with the observed data.

Nevertheless the SVR strategy, even if timid in the performance indexes revealed,
was able to give slightly better prediction than the other tested methods. Currently
the autors are engaged with an hybrid strategy that involves hidden Markov models
in order to bypass the non-stationarity behaviour of time-series.
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Evaluating the Low Quality
Measurements in Lighting Control
Systems

Jose R. Villar, Enrique de la Cal, Javier Sedano, and Marco Garćıa

Abstract. In real world processes in the industry or in business, where the
elements involved generate data full of noise and biases, improving the en-
ergy efficiency represents one of the main challenges. In other fields as lighting
control systems, the emergence of new technologies, such as the Ambient In-
telligence, also degrades the quality data introducing linguistic values. In this
contribution we propose the use of the novel genetic fuzzy system approach
to obtain classifiers and models able to manage low quality data to improve
the energy efficiency. The problem is introduced through the experimentation
to figure out how significant the improvement of managing the low quality
data can be.

1 Introduction

In general, multi-agent architecture and the distribution among the intelligent
devices of the control and the optimisation of the decisions may improve the
energy efficiency [16], which represents a big challenge in different engineering
fields as efficient design and operation [9], modeling and simulation [3], etc.
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In what follows, the field of lighting control systems will be analysed for the
sake of simplicity, although the main conclusions can be extended to any
other area.

The lighting control systems have been studied in depth: the simulation
issues [3], sensor processing and data improvement [4], the effect of daylight
in the energy efficiency [7], among others. Moreover, the improvement in the
energy efficiency and its measurement have been analysed in [7, 9].

In a lighting control system (see Fig. 1), the lighting system controller is the
software responsible for co-ordinating the different islands and for integrating
the information from the Building Management Systems (BMS). In each
island, a controller establishes the operation conditions of all the controlled
ballasts according to the sensor measurements and the operation conditions
given by the lighting system controller.

Nevertheless, the meta-information in the data gathered from processes
is rarely used, and it is mainly related to non-stochastic noise. This meta-
information related with the low quality data can also be due to the precision
of the sensors and to the emergence of new technologies such as Ambient
Intelligence and the user profiles. In our opinion, the use of Genetic Fuzzy
Systems (GFS) could improve the issues related with energy sharing and
efficiency in distributed systems. We propose using the GFS able to deal
with the meta-information to achieve better energy efficiency results.

In this research we show how the uncertainty in real world problems can
be observed, specifically, in lighting systems. We propose the use of a novel
method for learning GFS with low quality data for improving the energy
efficiency in distributed systems taking advantage of the meta-data due to
low quality data. The remainder of this manuscript is as follows. Firstly, the
uncertainties in real world problems will be shown using the simulation of

Building

Management

System Software

Building management system network

Lighting system

controller

Ballast

Sensor

Light controller

Fig. 1 The schema of a lighting control system. Each island includes a closed loop
controller with the controlled gears, the luminosity sensors, and the presence sen-
sors. The lighting system controller is the responsible for co-ordinating the islands.
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lighting control systems. Then, a short review of the literature concerned
with considering the low quality data in modeling and in designing indexes
is shown. Finally, some conclusions in how to manage such low quality data
are presented.

2 Low Quality Data in Lighting Systems and the
Energy Efficiency

Lighting control systems aim to set the electric power consumption for the
ballast in the installation so the luminance complies with the regulations. In
such systems, the luminance is measured through light sensors. Variables as
the presence of inhabitants are also used in lighting control systems. Even
though there are more variables, the relevance of the former is higher as it is
used as the feedback in the lighting control loop. Nevertheless, the output of
such sensors is highly dependant of the sunlight, the magnitude varies from
one sensor to other, the repeatability is a compromise, etc. Consequently, the
output of the sensors is usually filtered and then used as the feedback of the
control loop, always as a crisp value.

Simulation of lighting systems has been widely studied, mainly to improve
the energy efficiency [3, 7]. A lighting system simulation needs to simulate the
light measured in a room when a total electric power is applied for lighting. A
simulation will use models to estimate the response of the light sensors. The
main objective in simulation is to set and tune PID controllers for light control
systems. As before, light sensors measurements are considered crisp values,
and so are the inputs and the outputs of the light sensor models. To our
knowledge, no model has been obtained including the meta-information due
to low quality data and, thus, the effect of the daylight and other variables
are introduced artificially -i.e., by considering such information within the
input data set.

Let us consider one simple case. Let us suppose the simulation of the
lighting system shown in Fig. 2, where there is a simple room with one light
sensor installed and the light gears accomplishing the regulations. Where to
fix the light sensor is of great significance as the shorter the distance from
the light sensor to the windows the higher the daylight influence in the light
measurements. On the other hand, the daylight should be estimated from
the inner light sensors when no daylight sensors are available. Let us suppose
the light sensor installed next to the window, with the light sensor being a
LDR (light dependant resistor). Let us also consider a lighting control system
that allows regulations on the electric power for lighting, so it is possible
to introduce several steps, say 0%, 33%, 66% and 100% of the total power
installed. Finally, there was a blind that can be opened or closed. In this
scenario, several experiments were carried out. In all of them, the controlled
variable was the percentage of electric power for lighting and the output from
the light sensor (as a voltage value) was sampled.
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Fig. 2 The lighting system to simulate. Different places for the light sensor are
proposed. The light measured will differ from one case to another.

The first experiment was the step response increasing and decreasing the
controlled variable with the blind closed, measuring the light sensor output.
This experiment was carried twice for each sensor, and repeated for five
different sensors. In Fig. 3 the results are presented. As can be seen, the
measurements are highly dependant of the sensor itself, but also the hysteresis
behaviour can be perceived. In all the figures normalised values are presented
for the sake of clearness.

Fig. 3 The normalised output of the different light sensors

Anyway, this is a measure linear with the resistance of the LDR, but what
about the luminance? To calculate the luminance R = C0 · L−γ applies,
where R is the measured resistance, C0 and γ are constants for each LDR.
LDR’s are characterised with a range of possible values of resistance for
a luminance of 10 lux (R10). In case of the ones used in the experiments,
R10 varies from [8, 20]kΩ and γ is 0.85, typically. Thus, given a sensor, a
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minimum and a maximum of the luminance can be obtained if a resistance
value is measure (see Fig. 4. A measurement of resistance corresponds with
an interval of luminance. I.e., if r = 0.6 induces a luminance in the range
[∼ 0.04,∼ 0.15]%, where the hysteresis does not allow to establish the exact
values of luminance. And for the up/down step responses there is a wide
margin of possible values of the luminance as shown in Fig. 5.

Fig. 4 The resistance against the luminance for the minimum and maximum
bounds, both variables in percentage of their maximum value

Fig. 5 The minimum and maximum values of luminance for the step responses

The second experiment includes the opening of the blind. Three positions
were considered: totally closed, half open and totally open. With the same
characteristics as in the first experiment, the step responses for the up/down
sequence for one of the sensors is shown in Fig. 6 and Fig. 7.
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Fig. 6 The normalised output of the light sensors for different blind positions

Fig. 7 The minimum and maximum values of luminance for the step responses
when the blind is totally open for a stormy weather day

3 Issues in Low Quality Data Management

The need for algorithms able to face low quality data is a well-known fact in
the literature. Several studies have presented the decrease in the performance
of crisp algorithms as uncertainty in data increases [5]. On the other hand,
[10] analyses the complexity nature of the data sets in order to choose the bet-
ter Fuzzy Rule Based System. Several measures are proposed to deal with the
complexity of the data sets and the Ishibuchi fuzzy hybrid genetic machine
learning method is used to test the validity of the measures. This research
also concludes in the need to extend the proposed measures to deal with low
quality data. With low quality data we refer to the data sampled in presence
of non-stochastic noise or obtained with imprecise sensors. It is worth noting
that all the sensors and industrial instrumentation can be regarded as low
quality data. In our opinion, one of the most successful researches in soft com-
puting dealing with low quality data is detailed in [2, 12]. In these works the
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mathematical basis for designing vague data awareness genetic fuzzy systems
-both classifiers and models- is shown. The low quality data are assumed as
fuzzy data, where each α−cut represents an interval value for each data.

Finally, it is worth pointing out that the fitness functions to train classi-
fiers and models are also fuzzy valued functions when faced with low quality
data. Hence the learning algorithms should be adapted to such fitness func-
tions [14]. The guidelines for learning regression models based on low quality
data is detailed in [13]. As it has been shown in previous Section, there is
an evidence that light controllers can not be optimum, thus the energy effi-
ciency in lighting control systems can be improved if such low quality data
is considered. Specifically, the use of the methodology using classical control
theory proposed by different authors as [3] may not be the best choose. In
our opinion, the use of GFS able to manage low quality data in obtaining
models for simulation of lighting systems would help in the integration of the
meta-information. The use of GFS allows determining behaviour laws and
interpretability of the phenomena. Moreover, if low quality data is included
in obtaining the models of the sensors the controllers would be robust to such
variability.

4 Conclusions

Improving the energy efficiency represents a challenge in the real world appli-
cations, especially distributed systems within building management systems.
Meta-information as low quality data is included in all the data gathered from
such processes. Meta-information refers to the information that is present in
a process but rarely considered such as the data non-stochastic noise or the
sensor precision and calibration, but also the ambiguity in the linguistic and
crisp data. In this work it is proposed the use of the extended GFS to man-
age the low quality data in the energy efficiency improvement. To illustrate
the idea, the uncertainty in the luminance measurements from light sensors
is analysed. We expect that fuzzy data awareness GFS will outperform the
modelling and simulation process, so better controllers can be obtained.
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Soft Computing Models for an 
Environmental Application 

Ángel Arroyo, Emilio Corchado, and Verónica Tricio* 

Abstract. In this interdisciplinary research several statistical and soft computing 
models are applied to analyze a case study related to inmissions of atmospheric 
pollution in urban areas. The research analyzes the impact on atmospheric pollution 
of an extended bank holiday weekend in Spain and the way in which meteorological 
conditions affect pollution levels. After classifying atmospheric pollution levels in 
relation to the days of the week, we analyze the way in which these may be 
influenced by atmospheric conditions. The case study is based on data collected by a 
station at the city of Burgos, which forms part of the pollution measurement station 
network within the Spanish Autonomous Region of Castile-Leon. 

Keywords: Artificial neural networks, soft computing, meteorology, atmospheric 
pollution, statistical models. 

1   Introduction 

It has been accepted for some years now that air pollution not only represents a 
health risk, but that it also, for example, reduces food production and vegetative 
growth due to its negative effects on photosynthesis.  
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Systematic measurements in Spain, which are usually taken within large cities, 
are fundamental, due to the health risks caused by high levels of atmospheric 
pollution. European legislation, will in the long term establish how and where 
such pollutants should be measured. 

Soft computing [1, 2] consists of various technologies which are used to solve 
inexact and complex problems. It is used to investigate, simulate, and analyze 
complex issues and phenomena in an attempt to solve real-world problems. 

2   Soft Computing and Statistical Models 

Several statistical and artificial neural networks (ANNs) have been applied and 
compared in this study to identify optimal performance within the meteorology 
and pollution case study presented in this study.  

Principal Components Analysis (PCA). PCA [3] gives the best linear 
compression of the data in terms of least mean square error and can be 
implemented by several artificial neural networks [4, 5]. The basic PCA network 
applied in this study is described by (Eq. 1) and (Eq. 2): an N-dimensional input 

vector at time t, x(t), and an M-dimensional output vector, y, with ijW being the 

weight linking input j to output i, and η being the learning rate. Its activation and 
learning may be described as follows: 

Feedforward step, (Eq. 1): 
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Feedback step, (Eq. 2): 
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Change weights, (Eq. 3): 

ijij yeW η=Δ
 

(3)

This algorithm is equivalent to Oja’s Subspace Algorithm [6], (Eq. (4)): 
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Maximum Likelihood Hebbian Learning (MLHL) [7] identifies interesting 
directions or dimensions by maximising the probability of the residuals under 
specific probability density functions that are non-Gaussian. Considering an N-
dimensional input vector (X), and an M-dimensional output vector (y), with Wij 
being the weight (linking input j to output i), then MLHL can be expressed as:  

 



Soft Computing Models for an Environmental Application 129
 

 

1 Feed-forward step (Eq. 5): 
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2 Feedback step (Eq. 6): 
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3 Weight change (Eq. 7): 
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Where: η  is the learning rate, b the bias parameter, and p a parameter related to 

the energy function. 
Cooperative Maximum Likelihood Hebbian Learning (CMLHL) [8, 9] is 

an extended version of MLHL adding lateral connections which have been derived 
from the Rectified Gaussian Distribution [10]. 

Consider an N-dimensional input vector (x), an M-dimensional output vector 
(y) and a weight matrix W, where the element Wij represents the relationship 
between input xj and output yi, then as is shown in [9, 11], CMLHL can be 
performed as a four-step procedure: 

Feed-forward step, outputs are calculated (Eq. 8): 

ixWy
1j

jiji ∀∑=
=

N
,  (8)

Lateral activation passing step, (Eq. 9): 
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Feedback step, (Eq. 10): 
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Weights update step, learn the neural network, (Eq. 11): 

( ) 1||.. −=Δ p
jjiij eesignyW η  (11)

Where t is the temperature, [  ]+ is necessary to ensure that the y-values remain in 
the positive quadrant, η is the learning rate, τ is the "strength" of the lateral 
connections, b the bias parameter, p a parameter related to the energy function, 
and A is a symmetric matrix used to modify the response to the data. 

3   A Meteorological Case Study 

A meteorological case study is presented here that worked with data on the 
evolution of different pollution and meteorological parameters using the records of 
an air quality control station. The aforementioned station [12] is situated in the 
urban area of the city of Burgos. After analyzing all the weeks in 2007, a week 
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with a national bank holiday weekend in December was selected because many 
people in Spain go on holiday and travel over this period, greatly decreasing 
traffic flows in large cities and almost completely curtailing industrial activity. 

In this research, the following variables were analyzed: SO2, NO, NO2, PM10 
as pollutant parameters; and wind direction, wind speed, dry temperature, relative 
humidity, atmospheric pressure and solar radiation as meteorological parameters.  

This study examines the performance of several statistical and soft computing 
methods when analyzing the above-mentioned pollution variables, in order to 
track the evolution of air pollution over a significant period of time and the 
influence of atmospheric conditions in air quality.  

Thus, as a first step, the main aim is to identify the extent to which air quality is 
affected on days with low industrial activity and reduced traffic flows. In a second 
step the evolution of meteorological conditions throughout the week will be 
analyzed. Finally, the influence of meteorological conditions on air pollution over 
the same period of time will also be studied. 

4   Experiments and Results 

The study, which forms part of a more ambitious project [13, 14], is based on 
meteorological and pollution data sets recorded at fifteen-minute intervals: a daily 
total of 96 records for all data in 2007. On this occasion, for presentation purpose, 
hourly averages are taken. There are 168 samples per week.  

The information represented at each point is visually labeled from Fig. 1 to 
Fig. 3, which shows the time in 24h format and a weekday initial (e.g., 6M means 
6 am - Monday). All data was normalized for the study. 

In this first step the evolution of air pollution throughout the week is presented 
and only pollutant variables are analyzed. 

Fig. 1 (a). PCA. This method identifies two main clusters (C1 and C2). Cluster 
C2 groups most of the weekday samples and it is difficult to analyze its structure. 
Cluster C1 is a group of scattered points that correspond in this case to the samples 
for Monday (M), which show the highest pollution levels, throughout the entire 
week.  

Fig. 1 (b) shows the projection generated by the MLHL method. Cluster C1 
represents the samples showing the highest pollution on Monday (M) evening, in the 
same way as was identified by PCA (Fig. 1 (a)). Cluster C2 (Fig. 1 (a)) corresponds 
to clusters C2a and C2b in (Fig. 1 (b)). The samples for cluster C2a have lower 
pollution levels than the samples for cluster C1. These samples correspond to 
Tuesday (T) and Wednesday (W). In cluster C2b, the points represent lower levels of 
pollution, corresponding to Thursday (Th), Friday (F), Saturday (S) and Sunday 
(Su). Thursday (Th) and Friday (F) were the days associated with the two national 
bank holidays: Constitution Day and the Day of the Immaculate Virgin Pilar, 
respectively. On these days, industrial activity is greatly curtailed and many people 
traditionally travel long distances. 
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Fig. 1 (a) PCA projection, (b) MLHL projection and (c) CMLHL projection of hourly 
pollution parameters  

Fig. 1 (c) shows the projection generated by the CMLHL method. The 
difference with MLHL, (Fig 1 (a)), is that CMLH is able to identify a new sub-
cluster of samples. Cluster C2a in (Fig. 1 (a)) corresponds to clusters C2a1 and C2a2 
in (Fig. 1 (c)). Samples in C2a1 have higher levels of pollution than samples in 
C2a2.  

In the second step, the evolution of meteorological conditions throughout the 
week is presented and the meteorological variables are analyzed. 

Fig. 2 (a) shows the PCA projection. Cluster C1 is formed with a few records 
which correspond to the midday of Sunday (Su). In these hours, solar radiation 
reached the highest values in the whole week. In cluster C2 the samples out of the 
main cloud correspond to periods in the afternoon of Saturday (Sa) and Sunday 
(Su) and to the morning and midday of Monday (M), Tuesday (T), Wednesday 
(W) and Thursday (Th), in which solar radiation was also quite high. 

Fig. 2 (b) shows the projection obtained by MLHL method. This soft 
computing model identifies the C1 cluster which contains the same records as the 
equivalent PCA clusters (Fig 2 (a)), and clusters C2a and C2b which corresponds to  
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Fig. 2 (a) PCA projection, (b) MLHL projection and (c) CMLHL projection of hourly 
atmospheric parameters 

the C2 clustering (Fig 2 (a)). Cluster C2a corresponds to periods during Saturday 
(S) and Sunday (Su) afternoon where solar radiation records high values.  

Fig. 2 (c) shows the projection generated by the CMLHL method. The results 
obtained by applying CMLH are really similar to those generated by MLHL, 
(Fig 2(b)). The only difference this time is that the records in cluster C2b are 
sparser than those in cluster C2b (Fig 2(b)). 

Finally, the influence of meteorological conditions on air pollution in the same 
period of time is analyzed. This time, all the variables both, atmospheric and 
pollutant parameters are combined.  

PCA (Fig. 3 (a)) identifies three main clusters. Cluster C1 is formed by a few 
records which correspond to midday on Sunday (Su), at which time, the highest 
solar radiation values in the week were registered. C2 is a group of scattered points 
that correspond to the samples taken on Monday (M), which have the highest 
pollution throughout the entire week. C3 contains the rest of the records. 
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Fig. 3 (a) PCA projection, (b) MLHL projection and (c) CMLHL projection of hourly 
atmospheric and pollutant parameters 

MLHL (Fig. 3 (b)) identifies the same three clusters identified by PCA, (Fig. 3 
(a)). 

CMLHL (Fig. 3 (c)) yields a set of results which are better than those yielded 
by MLHL, (Fig 3(b)). This time the samples contained in the cluster C3 (Fig 3(a) 
and Fig 3 (b)) are split into clusters C3a and C3b. Cluster C3b corresponds to a time 
on Friday (F) night with high temperature values.  

5   Conclusions and Future Works 

The PCA model provides an initial approximation to the internal structure of the 
data, but does not offer the best information on hourly pollution and atmospheric 
readings. MLHL and CMLHL offer a better response and both show very similar 
results. Comparing the three methods, CMLHL generated the most accurate 
response. The cluster with the lowest levels of pollution has been identified in this 
study and, as expected, it corresponds to the national bank holiday days: Thursday 
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(Th), Friday (F), Saturday (S) and Sunday (Su). On these days, solar radiation 
registered its highest values throughout the week. Thus, when pollution values are 
low, solar radiation registers high values, and when the pollution values are really 
very high, for example on Monday (M) and Tuesday (Tu), the atmospheric 
parameters register low values. After mixing both data sets, the clusters with high 
pollution or high solar radiation appeared once again. 

Future work will be based on the analysis of more complex data sets using soft 
computing methods, in order to identify the relationship between pollution and 
meteorological conditions throughout the week and over different time periods. 
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GRASP Algorithm for Optimization of 
Grids for Multiple Classifier System 

Tomasz Kacprzak, Krzysztof Walkowiak, and Michał Woźniak* 

Abstract. In recent years the volume of data used in scientific researches and in-
dustry has increased significantly. Distributed computing systems including Grids 
use the public Internet to share computational resources of research institutions 
around the world in order to process the data. Due to large data volumes being 
transferred, network aspects of Grids have become important. In this work we in-
troduce a model of an overlay Grid system, which could be used by the distributed 
recognition system based on the idea of combining classifiers. We formulate an 
Integer Programming optimization problem with the objective to minimize the 
overall cost including processing and data transfer. Next, an effective heuristic al-
gorithm is developed to solve the problem. Results of numerical experiments 
showing the comparison of the heuristic against solutions provided by CPLEX 
solver are presented. 

1   Introduction 

Progress of computer science caused that many institutions collected huge amount 
of data, which analysis is impossible by human being, e.g. projects devoted High 
Energy Physics, Bioinformatics, Astronomy and Earth Observation, Climate 
Modeling etc.. Most of enterprises cannot take advantage of useful information 
hidden in their enormous databases, because traditional data analysis tools are 
practicable only on small databases. An useful task is to build a model of data so 
as to produce classifier for prediction. Designing classification methods for very 
large databases is currently the focus of intense research [5, 6]. The aim of the 
classification task, known also as pattern recognition, is to classify the object to 
one of the predefined categories, on the basis of its feature values. Aforemen-
tioned methods are usually applied to the many practical areas like credit ap-
proval, prediction of customer behavior, fraud detection, designing IPS/IDS, 
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medical diagnosis, to name only a few. Numerous approaches have been proposed 
to construct efficient classifiers like neural networks, statistical learning, and sym-
bolic learning [2].  

One of the most promising approach is Multiple Classifier Systems (MCSs) 
which concern methods for improving classification accuracy or response time 
through the use of partitions of original data set for the simple classifiers. We con-
sider such a system as the set of V autonomous classifiers which are trained on the 
basis of mentioned above separated partitions of huge, original database. For each 
partition of data sets decision about object classification is made independently 
and the final decision is made on the basis of aforementioned V decisions using a 
fusion method [13]. This approach could produce classifier which accuracy is 
higher than an individual one based on the whole learning set. The proposition is 
very flexible and it could be used for the case that database is partitioned from 
privacy reasons or to speed up the decision making process. One of the most 
promising approach which could be use for MCSs are Grid networks, which are 
used to share computational resources required to realize these projects. The in-
crease of data volume in scientific research processing resulted in creation of the 
term Data Grid [8, 14] – a Grid network, which receives, processes and sends 
large volumes of data. Examples of such networks are World Large Hadrons Col-
lider Computing Grid and Biomedical Informatics Research Network. The volume 
of network traffic generated by these networks is becoming significant [15]. For 
example, average data stream generated by LHC measuring devices is about 500 
MB/s [16], and then it is being sent do the Grid for processing. Cost of exploita-
tion of these networks is becoming important. Scientific projects, which use the 
Grid networks, last for long time and data is generated constantly by measuring 
devices, telescopes etc. These projects are assigned to the nodes of the network 
and reserve resources for a long time. Scheduling is centralized and static. Nodes 
are permanently available online, connected with high bandwidth network links to 
the public Internet, so it can be said that Grid networks works as overlay network 
on the top of underlying Internet. According to [18] parameters of access links are 
in most cases the only network bandwidth limitations.  

Most of previous works on the subject of grid scheduling and resource man-
agement do not consider comprehensively the networking aspects - usually the 
unicast transmission is applied and very few constraint are considered [15] and 
cost of networking is not taken into account. For that reason in this work we focus 
on scheduling of computational tasks according to constraints following from net-
work (access links capacity) and Grid (processing power). The objective is to 
minimize cost of the system compromising transfer cost and processing cost. The 
Integer Programming model of the overlay Grid network is formulated. Compar-
ing to our previous paper on the same topic [17], in this work we introduce a new 
Integer Programming formulation of the problem and propose an effective heuris-
tic algorithm based on the GRASP approach. Moreover, numerical experiments 
are used to verify the effectiveness of the heuristic against the optimal results. 

The paper is organized as follows. In section 2 we present idea of multiple clas-
sifier systems. Section 3 formulates overlay grid cost minimization problem. In 
the next section we propose an heuristic algorithm to solve these optimization 
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problem. Section 5 contains results of computer experiments and the last section 
concludes this work. 

2   Models of MCSs 

In many review articles MCSs have been mentioned as one of the most promising 
in the field of pattern recognition [11]. In this conceptual approach, the main effort 
is concentrated on combining knowledge of the set of elementary classifiers.  

There is a number of important issues while building the aforementioned multi-
ple classifier systems. Firstly, how should classifiers be selected. Combining simi-
lar classifiers should not contribute much to the system being constructed, apart 
from increasing the number of computations. So it seems interesting to select 
members of a committee with possibly different components.  

Another important issue is the choice of a collective decision making method. 
The first group of methods includes algorithms for classifier fusion at the level of 
their responses [12]. Initially only majority voting schemes were implemented, but 
in later works more advanced methods were proposed like voting based on 
weighting the importance of decisions coming from particular committee 
members [13]. The second group of collective decision making methods exploit 
classifier fusion based on discriminant analysis, the main form of which are the 
posterior probability estimators, associated with probabilistic models of a given 
pattern recognition task [1, 3].   

The great advantage of MCSs is that they could be implemented in distributed 
computing environment, e.g. each individual classifier could be started in the 
separated node of computing networks. 

3   Model of Overlay Grid System 

The Grid system consists of clusters (computing systems) – represented as nodes 
denoted using the subscript index v = 1,2,…,V. The computing systems works on 
the top of an overlay network, i.e. each node (cluster) is connected to the overlay 
network by an access link with download capacity dv and upload capacity uv, 
expressed in bps. The maximum processing rate of node v , i.e. the number of 
computational tasks that node v can calculate in one second is denoted as pv. The 
processing cost of one computational uniform task in node v is denoted by ψv. The 
transfer cost between nodes w and v is denoted by ζwv. Each computational project 
(associated with one pattern recognition task based on the pool of given classifi-
ers) r = 1,2,…,R to be computed in the Grid is described by the following parame-
ters. The number of uniform computational tasks (simple classifier) in project r is 
nr, what means that decision is made on the basis of nr simple classifiers. The in-
put data is transmitted with rate ar from the source node to one or more computing 
nodes. The output data is sent with rate br from the computing nodes to one or 
more destination nodes. We make an assumption that the computational project is 
established for a long time (days, months). Thus, the input and the output data 
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associated with the project is continuously generated and transmitted. We formu-
late the problem as Integer Program. 

 
Overlay Grid Cost Minimization (OGCM) Problem 
indices 

r = 1,2,…,R  projects 
v,w,z = 1,2,…,V nodes (clusters of the grid) 

constants 
dv download capacity of node v (b/s) 
uv upload capacity of node v (b/s) 
ψv processing cost of one computational task in node v 
pv maximum processing rate of node v  
ζwv transfer cost of 1 b/s from node w to node v 
nr number of tasks in project r 
ar transmit rate of input data per one task in project r (b/s) 
br transmit rate of output data per one task in project r (b/s) 
svr = 1 if node v is the source of project r; 0 otherwise 
tvr =1 if node v is the destination of project r; 0 otherwise 

variables 
xrwv the number tasks of project r that are transmitted from source node w to 

computing node v (integer) 
yrwv the number of output tasks of project r that are transmitted from comput-

ing node w to destination node v (integer) 
objective 

min   F = ∑r∑w∑v xrwvψv + ∑r∑w∑v(arxrwv + bryrwv)ζwv (1) 

subject to 

∑r∑w xrwv ≤ pv   v = 1,2,…,V (2) 

∑r∑w arxrwv + ∑r∑w bryrwv ≤ dv   v = 1,2,…,V (3) 

∑r∑v arxrwv + ∑r∑v bryrwv ≤ uw   w = 1,2,…,V (4) 

∑v xrwv = srwnr   r = 1,2,…,R   w = 1,2,…,V (5) 

∑w yrwv = trvnr   r = 1,2,…,R   v = 1,2,…,V (6) 

∑w xrwv ≥ yrvz   r = 1,2,…,R   v = 1,2,…,V   z = 1,2,…,V (7) 

The objective (1) is the cost of the system compromising the computing (process-
ing) cost and the transfer cost. Since each node has a limited processing speed 
(power) dedicated to computations of the considered job, we add the constraint 
(2), which guarantees that each node cannot be assigned with more tasks to calcu-
late that it can process. (3) and (4) denote the download and upload capacity con-
straint, respectively. Condition (5) assures that for each project r = 1,2,…,R each 
task of project r is assigned to exactly one node v. To meet the requirement that 
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each destination node of project r receives the output data (results of computa-
tions) we add constraint (6). Finally, constraint (7) assures that output data can be 
only uploaded by computation nodes. For more information on modeling of over-
lay grids refer to [17]. 

4   Heuristic Algorithm 

In this section we propose a new heuristic algorithm solving the OGCM problem 
formulated as (1)-(7). The algorithm is a based on GRASP (Greedy Randomized 
Adaptive Search Procedure) approach [4, 7, 10]. It uses a particular representation 
of the solution based on allocations. The Mixed Objective Function (MOF), com-
prising of cost and resource consumption assessment, is used to evaluate alloca-
tions. Finally, the algorithm consists of two modules: first generates randomized 
greedy solutions, and second is responsible for parameter adaptation. 

In the beginning we introduce a new notation of the OGCM problem which is 
necessary to present the algorithm. Let P(V,R,ζ) denote the problem given by (1)-
(7). We assume that ωvr denotes the allocation of one computational task of project 
r  to node v . Solution S(P) of problem P is a set of allocations ωvr. The single al-
location ωvr can occur in solution S(P) more than once what means that more than 
one task of project r can be assigned to node v. Let ωvr(S(P)) denote the number of 
single allocations ωvr in solution S(P). Thus variables xrwv and yrwv can be derived 
from allocations in the following way xrwv = svrωvr(S(P)) and yrwv = twrωvr(S(P)). 

The cost of allocation ωvr is given by the following formula 

f(ωvr) = ψv + ∑w swrarζwv + ∑w twrbrζvw (8) 

The first element refers to the processing cost of node v. The second part reflects 
the cost of input data transfer from the source node(s) of project r to the comput-
ing node v. The third element is the cost of output data transfer. In similar way we 
define the bandwidth consumed in the network due to allocation ωvr 

g(ωvr) = (1 – svr)ar + ∑w≠v twrbr (9) 

Notice that if node v is the source node of project r (svr = 1), then the bandwidth 
consumption related to the input data transfer is 0. The proposed representation of 
the problem is equivalent to the linear programming formulation given by (1)-(7), 
however it is more convenient for construction the GRASP algorithm. 

The Mixed Objective Function (MOF) is introduced to tackle the problem of 
fulfilling the constraints (3) and (4), especially for heavily loaded networks. To 
formulate this function, we first normalize functions f(ωvr) and g(ωvr). Let f min and 
f max denote the minimum and maximum value of f(ωvr) taking into account all pos-
sible allocations ωvr v = 1,2,…,V and r = 1,2,…,R. Analogously we define g min 
and g max as the minimum and maximum value of g(ωvr) over all possible alloca-
tions ωvr. Normalized functions have the value in the range [0,1] and are formu-
lated in the following way 
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The MOF of allocation ωvr is formulated as follows, where β ∈ [0,1] is a tuning 
parameter to regulate the tradeoff between the cost and the bandwidth functions. 

MOF(ωvr) = β f
 norm(ωvr) + (1 – β) g  norm(ωvr) (12) 

The algorithm is divided into two parts: solution finding and parameter adaptation. 
The solution is found in the following way. Algorithm calculates value of 
MOF(ωvr) for every allocation ωvr. The Ranking List (RL) is created by sorting all 
the allocations descending by the value of function (12). Then, the Restricted 
Candidate List (RCL) is created. It contains all allocations, for which 
MOF(ωvr) + α ≥ MOF max , where MOF max denotes the maximum value of 
MOF(ωvr) over all possible allocations. Parameter α is another tuning parameter 
of the algorithm used to find the tradeoff between random search and greedy 
search (if α = 1 then it’s a pure random search, when α = 0 it is a greedy search). 
The algorithm chooses an allocation randomly from the RCL and tries to add it to 
the solution. If it is impossible due to constraints, the allocation is removed from 
the RCL and RL. If the operation is successful and if the project has no further 
tasks to allocate all allocations concerning the project are removed from RL and 
RCL. If RCL becomes empty (for example α parameter was set with such a low 
value, that RCL contained only one or few elements) the new RCL is created, us-
ing the distance of value of MOF to the best value of MOF in remaining elements 
in RL. If RL is empty, the procedure ends. If RL is empty and not all tasks have 
been allocated on nodes, the module returns incomplete solution. 

The algorithm is multi–start, i.e. the user can define the number of rounds to 
perform – RR and the number of solutions to find in each round – RN. After each 
round, the performance of algorithm is evaluated, parameters α and β are modified 
using user defined fixed parameters αchange and βchange, which denote the elemen-
tary change of parameters. If the solution is found, then either α or β is randomly 
selected to be decreased. If the average cost of solutions in this round is greater 
than from the previous round, the algorithm further decrements one of the parame-
ters. Otherwise, the parameter is increased. 

5   Results 

The main goal of the numerical experiments was to evaluate the GRASP algo-
rithm in comparison against optimal results yielded by CPLEX 11.0 solver [9]. 
Several network computing systems consisting of 50 computing nodes and project 
sets including 30 projects were created randomly. In general we made 66 tests. 
Among these 66 tests we selected three cases for tuning of parameters α and β: 
easy case – in which the network load was low and solution was relatively simple 
to find (average result 2.69% worse than optimal), middle case (the average opti-
mality gap 6.08%) and a hard case – for which finding an acceptable solution was 
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relatively difficult (18.07%). For each case combinations of different α and β val-
ues from range 0 – 0.5 were studied. Fig. 1 shows the difference between cost of 
the GRASP solution (RN = 100, RR = 60) and optimal solution as a function of α 
and β values for easy and difficult case. Presented results indicate that the best so-
lutions were usually found in the neighborhood of unacceptable solutions, mainly 
for low α and β parameters. This is why it was decided to set α = β = 0. For more 
difficult cases it can mean that a longer time will be used for adaptation. 

 

Fig. 1 The α – β space for the easy case (a) and difficult case (b) 

Using the obtained tuning information we run experiments for all 66 cases. The 
average gap to optimal results was 2.51%. Moreover, we made tests to verify the 
influence of the number of rounds on the solution quality. In most cases the algo-
rithm converged to final solution in about 50-100 rounds. 

6   Concluding Remarks 

In this paper we have focused on optimization of overlay Grid systems dedicated 
distributed MCSs. We have formulated an Integer Programming model and pro-
posed a heuristic GRASP algorithm. We have run a large number of experiments 
to tune the algorithm. The obtained results show that our GRASP algorithm pro-
vides results very close to optimum. The main advantage of the heuristic approach 
comparing to CPLEX solver is smaller execution time. Moreover, for large prob-
lem instances the only the GRASP algorithm is able to find feasible results due to 
complexity of the branch-and-cut method. 
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A Scatter Search Based Approach to Solve 
the Reporting Cells Problem 

Sónia M. Almeida-Luz, Miguel A.Vega-Rodríguez, Juan A. Gómez-Pulido,  
and Juan M. Sánchez-Pérez* 

Abstract. This paper presents a new approach based on the Scatter Search (SS) 
algorithm, to solve the mobile Location Management problem using the Reporting 
Cells (RC) strategy. The RC problem is applied to achieve the best configuration 
of the mobile network, defining what cells should work as RC, with the objective 
of minimizing the costs involved. In this work we perform five distinct experi-
ments with the aim of determining the best values for the Scatter Search parame-
ters, when applied to the RC problem. We use 12 test networks with the objective 
of comparing the results achieved with those obtained through other algorithms 
from our previous work and by other authors. The experimental results prove that 
this SS based approach outperforms the results obtained by other approaches pre-
sented in the literature, which is very encouraging. 

Keywords: Scatter Search, Reporting Cells Problem, Optimization, Location 
Management, Mobile Networks. 

1   Introduction 

The Location Management (LM) is an important process of the mobility manage-
ment in the mobile networks. It is principally characterized by managing the  
network configuration, considering the users’ movements and tracing, with the ob-
jective of minimizing the costs involved [1].  

The LM is partitioned in two main operations, over the mobile networks: loca-
tion update (LU), used to notify the current location, performed by mobile termi-
nals when they change their location, and location paging (P) that corresponds to 
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the operation of determining the location of the mobile user terminal, which is 
executed by the network when it tries to direct an incoming call to the user. LM 
has been redefined in several different strategies, which are grouped in two main 
groups: static and dynamic schemes [1, 2]. The Reporting Cells (RC) is one of the 
most common schemes, included in the static schemes (the most usual ones) that 
consider, for all users, the same network behavior. 

This paper presents a new approach, based on the Scatter Search (SS) algo-
rithm, to solve the reporting cells planning problem. The main objective of this 
problem is to optimize the configuration of mobile networks, in a way to minimize 
the involved costs. The paper is organized as follows. In section 2 we explain the 
main concepts of the RC problem and present the location management costs in-
volved. Section 3 provides a brief description of SS algorithm. In section 4, we 
expose the implementation details, explain and analyze the experimental results, 
and then compare the results obtained with those accomplished by other authors. 
Finally, section 5 contains conclusions and future work. 

2   Reporting Cells Planning Problem 

The Reporting Cells scheme was proposed by Bar-Noy and Kessler [3] with the 
objective of minimizing the cost of tracking mobile users. This strategy is charac-
terized by defining a subset of cells as reporting cells and the others as non-
reporting cells (nRC), as it is possible to see in Fig. 1(a). A new location update is 
only performed when the mobile terminals change their location and move to one 
reporting cell. If an incoming call must to be routed to the mobile user, the search 
can be restricted to his last reporting cell known and their respective neighbors 
which are non-reporting cells. 

For each cell in the network, it is necessary to calculate the vicinity factor, 
which represents the maximum number of cells that the user must page when an 
incoming call occurs. For detailed information on the vicinity values (shown in 
Fig. 1(b)) calculi, refer to [4]. 

a)   b) 

Fig. 1 Reporting Cells planning: a) nRC (0) and RC (1); b) Vicinity values 

Considering earlier studies and experiments [4, 5], we have the following ge-
neric formula (2.1) used to determine the LM cost: 

PLU NNCost +×= β .                                         (2.1) 
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The cost of location updates is given by NLU, the cost of paging transactions is 
given by NP, and finally β is a ratio constant used in a location update (because the 
LU cost is considered much higher than the P cost) relatively to a paging transac-
tion in the network. Because of this, the cost of a location update is normally con-
sidered to be 10 times greater than the cost of paging, that is, β=10 [5]. 

In the RC scheme the location updates only are performed when a mobile user 
enters in a reporting cell and the vicinity factor of each cell must be considered. 
Due to this, the generic formula given by (2.1) must be readjusted and re-
formulated as [4, 6] (2.2): 

∑∑
=

∈
×+×=

N

i
PSi LU iViNiNCost

0

)()()(β .                  (2.2) 

Where NLU(i) is the total number of location updates for RC i, S indicates the sub-
set of cells defined as RCs, NP(i) is the number of incoming calls attributed for cell 
i, N is the total number of cells that compound the mobile network configuration 
and V(i) is the vicinity factor calculated for cell i. In this work, we will apply this 
formula with the objective of minimizing the LM costs. 

3   Scatter Search Algorithm 

Scatter search (SS) is an evolutionary algorithm introduced by Glover in 1977 [7]. 
SS is characterized by five main components [8, 9]: Diversification Generation 
method, Improvement method, Reference Set Update method, Subset Generation 
method and Solution Combination method. The pseudo-code of the SS algorithm 
is presented in Fig. 2 (see [8, 9] for more details).  

 

Fig. 2 Pseudo-Code for Scatter Search algorithm 
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4   Experiments and Results Comparison 

In this section, we describe the most significant implementation details and then 
we illustrate the test networks used. After that, we explain the experiments per-
formed, the results obtained and respective analysis and conclusions. Finally, we 
will compare the results achieved with another approach based on Differential 
Evolution (DE) algorithm, and also with the results accomplished by other  
authors.  

4.1   Implementation Details and Test Networks 

The fitness function, which will be used to evaluate the total costs of location 
management for each solution, is defined according to equation (2.2) shown in 
section 2. To accomplish this study, we have selected a set of twelve test net-
works, based on realistic data and patterns [6], available in [10] as benchmark, and 
also used by us in a previous work [4]. We decided to use these twelve networks, 
because they represent four distinct groups, divided by size, and with the objective 
of comparing the results achieved with other authors. 

Taking into account the implementation details of SS algorithm (Fig. 2), we use 
four main parameters: initial population size PSize; reference set size RSSize  
(divided into the size of the quality solutions nQrs and the size of the diversity  
solutions nDrs); probability of combination (crossover) Cr; and the number of it-
erations of local search nLS. In the diversification generation method the initial 
population is created considering the RC and nRC, where one of them is set to 
each cell with a probability of 50%. For the improvement method we decided to 
apply a local search that switch a RC with a neighbor nRC. We defined subsets of 
size 2, to be used in the subset generation method. Finally, for the combination 
method we implemented a crossover that might be applied to a maximum of four 
crossover points considering a predetermined probability.  

Based on the suggestions of several authors [8, 9] we decided to start the ex-
periments setting the following values: PSize=100; RSSize=10; nQrs=5; nDrs=5; 
Cr=0.2; nLS=1. 

4.2   Simulation Results and Analysis 

The main objective of this study is to understand the behavior of SS applied to the 
reporting cells planning problem. 

In this section, we explain the five main experiments, which we have per-
formed, in order to adjust the parameters of the SS algorithm. With the objective 
of assuring the statistical relevance of the results obtained, we have performed 30 
independent runs, for each experiment, including each parameters’ configuration. 
However, due to space reasons, we only expose the most important decisions and 
conclusions of all these experiments. 
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4.2.1   Determining the Population Size   

The SS algorithm starts with an initial population of a predetermined number of 
distinct solutions (PSize parameter). Considering this, the first experiment had the 
objective of determining the ideal number of solutions that should compound the 
population. Using the twelve test networks and considering the initial values, set 
to each one of the other parameters, we tried PSize with the values 10, 25, 50, 75, 
100, 125, 150, 175 and 200. Evaluating the results, we decided to proceed to the 
next experiment setting PSize=175, because, with this configuration, the best val-
ues for the best and average fitness were reached. 

4.2.2   Determining the RefSet Size 

After defining PSize, it was necessary to determine the size of the RefSet (RSSize 
parameter) that will include the best and most diverse solutions. Setting PS-
ize=175, from the first experiment, considering the other initial parameters’ values 
and, for the twelve test networks, we tested the following values for RSSize: 2, 4, 
6, 8, 10, 12, 14, 16, 18 and 20. Observing the statistical results we noticed that 
they were improving with the increment of the RSSize, so we elected RSSize=20 to 
continue for the next experiment. Furthermore, we verified that the improvements 
with higher RSSize (than 20) were not significant. 

4.2.3   Dividing the RefSet between nQrs and nDrs 

The third experiment was defined to divide the RefSet between quality nQrs and 
most diverse nDrs solutions. Considering the PSize=175 and RSSize=20 (from the 
2 earlier experiments) and fixed the other original parameters, we checked all the 
feasible combinations of nQrs and nDrs (considering that their sum has to be 20). 
Analyzing the results obtained, we concluded that it was with the division of the 
RSSize in nQrs=14 and nDrs=6 that the best values for the best and average fitness 
were obtained. 

4.2.4   Determining the Combination Probability   

In the fourth experiment we had the purpose of determining the best combination 
(crossover) probability Cr to be used in the solution combination method. So, in 
order to perform this experiment, we assigned PSize=175, RSSize=20, nQrs=14 
and nDrs=6 from the earlier experiments, maintained the initial nLS=1 and exe-
cuted the following configurations for Cr: 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 
0.9. After finishing these executions and evaluating the best average results, we 
decided to proceed with Cr=0.6 for the last experiment.  

4.2.5   Determining the Ideal Local Search Number 

The fifth and last experiment had the objective of electing the most adequate 
number of local search iterations (nLS) that should be performed in the  
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improvement method. We have fixed the values of each parameter, reached in the 
previous experiments, as: PSize=175, RSSize=20, nQrs=14, nDrs=6, Cr=0.6 and 
testing the following values for nLS: 1, 2, 3, 4 and 5. Analyzing the results ob-
tained, we could observe that it was with nLS=4 that the best (lowest) fitness cost 
and majority of the best average results were achieved. We also noticed that with 
an nLS=5 the evolution of the average became worst or even negative, so we se-
lect nLS=4 as the most adequate.  

After we finished these experiments we had obtained the best configuration for 
the SS parameters when applied to the reporting cells problem, i.e.: PSize=175, 
RSSize=20, nQrs=14, nDrs=6, Cr=0.6 and nLS=4. 

In addition, we have performed a statistical analysis over all the experiments 
executed, using the ANOVA test. We have considered a confidence level of 95% 
(i.e., significance level of 5% or p-value under 0.05), which means that the differ-
ences are unlikely to have occurred by chance with a probability of 95%. In  
Table 1 we show the results obtained, for all the experiments, by using this test, 
where we can understand that the fitness differences when we use distinct values 
for each SS parameter have been found as significant in almost all the cases.  

Table 1 ANOVA analysis over SS parameters in the RCs problem, using the 12 test  
networks 

 TN1 TN2 TN3 TN4 TN5 TN6 TN7 TN8 TN9 TN10 TN11 TN12 

PSize 4.94E-1 5.01E-1 7.56E-1 1.12E-2 3.30E-1 4.65E-1 1.20E-2 3.84E-1 2.04E-2 7.98E-1 4.58E-2 8.63E-1 

RS 

Size 
<1E-15 <1E-15 <1E-15 <1E-15 <1E-15 <1E-15 <1E-15 <1E-15 <1E-15 <1E-15 <1E-15 <1E-15 

Q/D 1.30E-1 2.08E-2 <1E-15 4.29E-1 4.69E-1 1.86E-4 7.71E-1 1.69E-2 3.06E-2 1.46E-1 4.05E-1 6.43E-1 

Cr 4.36E-1 3.34E-2 <1E-15 3.840-7 4.9E-10 1.21E-9 9.68E-5 6.49E-5 1.09E-4 2.33E-2 4.20E-1 8.41E-3 

nLS <1E-15 <1E-15 <1E-15 9.74E-1 2.35E-1 8.04E-1 1.26E-2 2.62E-4 4.87E-1 3.91E-7 2.99E-8 3.9E-13 

4.3   Comparison of Results 

Once obtained the final results, we decided to compare them with a previous work 
where we used a DE based approach [4]. Then, we also compare the results with 
those achieved by Alba et al. in [6] with a Hopfield Neural Network with Ball 
Dropping (HNN-BD) and a Geometric Particle Swarm Optimization (GPSO). As 
it is possible to see in Table 2, where we show the lowest fitness costs achieved, 
SS always equals or surpasses (TN7, TN10, TN11 and TN12) the results obtained 
by the DE based approach. We also noticed that our approach have generated bet-
ter solutions and surpassed the results obtained by HNN-BD and GPSO for the 
networks 7, 10 and 11. 
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Table 2 Comparison of best LM costs accomplished by different evolutionary algorithms 

 TN1 TN2 TN3 TN4 TN5 TN6 TN7 TN8 TN9 TN10 TN11 TN12 

SS 98,535 97,156 95,038 173,701182,331174,519 307,695 287,149 264,204 385,927 357,714 370,868 

DE 98,535 97,156 95,038 173,701182,331174,519 308,401 287,149 264,204 386,681 358,167 371,829 

HNN-
BD 

98,535 97,156 95,038 173,701182,331174,519 308,929 287,149 264,204 386,351 358,167 370,868 

GPSO 98,535 97,156 95,038 173,701182,331174,519 308,401 287,149 264,204 385,972 359,191 370,868 

 

Furthermore, with the objective of comparing our approach with other artificial 
life techniques, we decided to apply the best SS configuration achieved in other 3 
test networks presented in [11] (also used and referred in [4, 6]). Using these 3 test 
networks (4x4, 6x6 and 8x8 instances) we want to compare our results with those 
accomplished by Genetic Algorithms (GA), Ant Colony algorithm (AC) and Tabu 
Search (TS). After finished these additional experiments, we realized that our ap-
proach performs well, because for all the 3 networks (with 30 runs for each one) 
we always obtain the same fitness, which corresponds to the lowest costs that were 
attained. For the Test-Network-1, we obtained the same results accomplished by 
the other algorithms, i.e. fitness equal to 92,833. Relatively to the Test-Network-2, 
we achieved a fitness of 211,278, the same as DE and TS and surpassed the GA 
(fitness of 229,556) and AC (fitness of 211,291). Finally for the Test-Network-3 
we also got the lowest fitness cost (436,269), like with DE and surpassed the re-
sults obtained by AC (436,886) and also by GA and TS (436,283). 

5   Conclusions and Future Work 

In this paper we expose a new approach, based on the SS algorithm, to solve the 
reporting cells (RC) planning problem. We have performed five main experiments 
with the objective of determining the best configuration of SS parameters. Using 
twelve test networks, and after a big number of experiments, the most adequate 
values are: PSize=175, RSSize=20, nQrs=14, nDrs=6, Cr=0.6 and nLS=4.  

The results achieved show that our approach can be successfully applied to the 
RC problem, because, comparing with the results accomplished by other authors 
that use GSPO and HNN+BD we obtain equal or even better fitness costs. Fur-
thermore, when we compare the SS algorithm with other artificial life techniques 
as genetic algorithms (GA), ant colony algorithm (AC) and tabu search (TS), our 
approach shows the best performance, obtaining better solutions (the optimal ones 
to the best of our knowledge) for all the networks used. 

As future work we plan to compare the results of the Reporting Cells strategy 
with the ones accomplished with the Location Areas strategy, which is another 
well-known static scheme of location management. With this study we want to 
understand which is the most adequate, since both consider the location update 
and paging costs of the location management. 
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Fuzzy Optimization of Start-Up Operations 
for Combined Cycle Power Plants 

Ilaria Bertini, Alessandro Pannicelli, and Stefano Pizzuti  

Abstract. In this paper we present a study on the application of fuzzy sets for the  
start-up optimisation of a combined cycle power plant. We fuzzyfy the output 
process variables and then we properly combine the resulting fuzzy sets in order to 
get a single value in the lattice [0,1] providing the effectiveness (zero bad, one  
excellent) of the given start-up regulations. We tested the methodology on a large 
artificial data set and we found an optimum which remarkably improves the solu-
tion given by the process experts.  

1   Introduction 

Combined cycle power plants (CCPP) are a combination of a gas turbine and a 
steam turbine generator for the production of electric power in a way that a gas 
turbine generator generates electricity and the waste heat is used to make steam to 
generate additional electricity via a steam turbine. For such plants, one of the most 
critical operations is the start-up stage because it requires the concurrent fulfilment 
of conflicting objectives (for example, minimise pollutant emissions and maximise 
the produced energy). The problem of finding the best trade-off among conflicting 
objectives can be arranged like an optimisation problem. This class of problems 
can be solved in two ways : with a single-objective function managing the other 
objectives, like thermal stress, as constraints, and with a multi-objective approach.  

At present, the problem of CCPP start-up optimisation has been tackled in the 
first way using simulators. As example, in [1] through a parametric study, the 
start-up time is reduced while keeping the life-time consumption of critically 
stressed components under control. In [11] an optimum start up algorithm for 
CCPP, using a model predictive control algorithm, is proposed in order to cut 
down the start-up time keeping the thermal stress under the imposed limits. In [4] 
a study aimed at reducing the start-up time while keeping the life-time consump-
tion of the more critically stressed components under control is presented.  
                                                           
Ilaria Bertini . Stefano Pizzuti . Alessandro Pannicelli 
Energy, New technologies and sustainable Economic development Agency (ENEA) 
‘Casaccia’ R.C., Via Anguillarese 301, 00123 Rome, Italy 
e-mail: ilaria.bertini@enea.it, stefano.pizzuti@enea.it, 
alessandro.pannicelli@enea.it  
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In the last decade the application research of fuzzy set theory [12] has become 
one of the most important topics in industrial applications. In particular, in the field 
of industrial turbines for energy production, it has been mainly applied to fault di-
agnosis [2,5,8,9,10] sensor fusion [6] and control. Particularly, in the last area in [3] 
it is proposed a fuzzy control system in order to minimize the steam turbine plant 
start-up time without violating maximum thermal stress limits. In [7] it is presented 
a start-up optimization control system which can minimize the start-up time of the 
plant through cooperative fuzzy reasoning and a neural network making good use 
of the operational margins on thermal stress and pollutant emissions. 

In all the reported examples it is clear that the global start-up operations are not 
optimised. Therefore, in this work we propose an approach based on fuzzy sets in 
order to overcame the exposed drawbacks. Thus, for each single objective we de-
fine a fuzzy set and then we properly combine them in order to get a new objective 
function taking into account all the operational goals. We applied this method to a 
large artificial data set of different start-up conditions and we compared the best 
solution we found with the one given by the process experts. 

The paper is structured as follows : in section 2 we describe the problem we are 
dealing with, section 3 reports the details of the method we carried out, section 4 
shows experimental results and finally section 5 draws the conclusions.  

2   The Combined Cycle Power Plants 

Gas and steam turbines are an established technology available in sizes ranging 
from several hundred kilowatts to over several hundred megawatts. Industrial tur-
bines produce high quality heat that can be used for industrial or district heating 
steam requirements. Alternatively, this high temperature heat can be recovered to 
improve the efficiency of power generation or used to generate steam and drive a 
steam turbine in a combined-cycle plant. Therefore, industrial turbines can be used 
in a variety of configurations:  

 Simple cycle (SC) operation which is a single gas turbine producing 
power only 

 Combined heat and power (CHP) operation which is a simple cycle gas 
turbine with a heat recovery heat  exchanger which recovers the heat in 
the turbine exhaust and converts it to useful thermal energy usually in the 
form of steam or hot water 

 Combined cycle (CC) operation in which high pressure steam is gener-
ated from recovered exhaust heat and used to create additional power us-
ing a steam turbine (fig.2.1) 

The last combination produces electricity more efficiently than either gas or steam 
turbine alone because it performs a very good ratio of transformed electrical 
power per CO2 emission. CC power plants are characterized as the 21st century 
power generation by their high efficiency and possibility to operate on different 
load conditions by reason of the variation in consumer load. CC plants are highly 
complex systems but being available highly powerful processors and advanced 
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Fig. 2.1 Combined cycle power plant 

 

Fig. 2.2 Combined cycle power plant start-up operations 

numerical solutions, there is a great opportunity to develop high performance 
simulators for modelling energy systems in order to consider various aspects of 
the system. 

The start-up scheduling is as follows (fig.2.2). From zero to time t0 (about 1200 
sec) the rotor engine velocity of the gas turbine is set to 3000rpm. From time t0 to 
t1 the power load is set to 10 MW and then the machine keeps this regime up to 
time t2. All this initial sequence is fixed. From time t2 to t3 (about 3600 sec) the 
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machine must achieve a new power load set point which has to be set optimal and 
then the machine has to keep this regime up to time t4. The time lag t4 – t3 is vari-
able and during this interval the steam turbine starts with the rotor reaching the  
desired velocity. Then the turbines have to reach at time t5 the normal power load 
regime (270 MW for the gas turbine) according to two load gradients which are 
variable depending on the machine.  

In tables 2.1 and 2.2 we report the process control variables (input) and the out-
put variables to be monitored. 

Table 2.1 Input control variables 

Variable Meaning Operating range Unit measure 

X1 Intermediate power load set point [20, 120] MW 

X2 Intermediate waiting time [7500, 10000] Sec  

X3 Gas turbine load gradient [0.01, 0.2] MW/s 

X4 Steam turbine load gradient [0.01, 0.2] %/s 

Table 2.2 Output variables 

Variable Meaning Operating range Unit measure 

Y1 start-up time [11700, 29416] Sec 

Y2 fuel consumption [53000, 230330 ] Kg 

Y3 energy production [6.45*108, 4.56*109] KJ 

Y4 Pollutant emissions [12, 32] Mg*sec/Nm3 

Y5 thermal stress [8, 3939] - 

Therefore, the problem we are tackling has four inputs and five outputs and in 
order to optimise the overall start-up operations, the following objectives need  
fulfilling: 

 minimise time 
 minimise fuel consumption 
 maximise energy production  
 minimise pollutant emissions  
 minimise thermal stress 

3   Fuzzy Sets Definition 

In this paragraph we describe how, with the support of the process experts, we de-
fined the single fuzzy sets (tab. 3.1) over the output variables (tab. 2.2) and how 
we composed them in order to get a cost function ranging in the lattice [0,1]. 
Therefore, we got an index representing the global start-up performance (0 = bad, 
1 = excellent). 
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Table 3.1 Fuzzy sets 

Fuzzy  

set 

Membership 

Function μFi(yi) 

Variable Weight 

wi 

t c  Goal 

F1 1-Sigmoid Y1 0.2 8000 110000 Min 

F2 1- Sigmoid Y2 0.1 800 16200 Min  

F3 Sigmoid Y3 0.1 0.4*109 1.8*109 Max  

F4 1- Sigmoid Y4 0.3 2 25 Min  

F5 1- Sigmoid Y5 0.3 20 150 Min  

Where c and t are the parameters of the sigmoid function 

Sigmoid =

e t

xc−
+1

1
                                             (3.1) 

Therefore, the fuzzy sets have been composed through a weighted sum and the re-
sult is a fuzzy set whose membership function is 

μ(y1,y2,y3,y4,y5) = w1μF1(y1) + w2μF2(y2) + w3μF3(y3) + w4μF4(y4) + w5μF5(y5)  (3.2) 

This composition has been finally chosen because we found out that for this prob-
lem the intersection was too restrictive (only one objective with a low value is suf-
ficient to severely affect the whole performance) and the union was too lazy (only 
one objective with a high value is sufficient to have a high global performance). 
Thus, we have eventually applied the weighted sum operator, which is an interme-
diate composition between intersection and union, which gives a global perform-
ance proportional to the optimality degree of each single objective. 

The values of the weights wi has been given by the process experts according to 
the importance of the corresponding objectives. 

4   Experimentation 

Experimentation has been carried out on artificial data obtained by means of a 
software simulator carried out by AnsaldoEnergia1, a Finmeccanica company, 
which is the Italian leading thermoelectric power plants producer.  

The operational ranges of the 4 four control variables reported in tab.1 have 
been discretised in 11 steps, therefore we got a data set made of 114 = 14641 dif-
ferent start-up simulations. For each point we applied the proposed fuzzy approach 
and then we retrieved the point with the highest performance value. 

In the following tables we compare the solution used by the experts (Exp) to 
the optimal one (Opt) given by the proposed approach.   

                                                           
1 Reference: ivo.torre@aen.ansaldo.it 
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Table 4.1 Regulations comparison 

 X1 X2 X3 X4 

Exp 80 8500 0.037 0.017 

Opt 90 7500 0.077 0.052 

Table 4.2 Output comparison 

 Y1 Y2 Y3 Y4 Y5 Performance 

Exp 21070 143557 2.5*109 25 10 0.53 

Opt 14400 98700 1.6*109 22 38 0.84 

Nominal 
Variation 

-38% -25% -22% -15% +0.7% +0.31 

The nominal variation of the last row is calculated as 

ii

ii YYopt

minmax

exp

−
−

* 100                                         (4.1) 

where Yopti is the outcome of the optimal solution, Yexpi the outcome of solution 
given by human experts, maxi and mini are the maxima and minima operating 
range values of the five output variables (tab.2.2). 

As first glance, it is clear that from these results the overall start-up perform-
ance has been remarkably improved (from 0.53 to 0.84).  

In particular, the solution found cuts considerably down the start-up time  
(-38%), consumption (-25%) and emissions (-15%) keeping the thermal stress 
very low.  

This solution has been actually acknowledged by the experts as the optimal 
balance for the start-up problem also because it is not very far (tab.4.1) from the 
solution provided by the them. This is important because it is reasonable the opti-
mal solution to be near (in the input space) the one given by the experts.   

As final remark we want to point out that the solution found depends on the 
choice (table 3.1) of the weights wi in formula (3.2), therefore different choices of 
the weights will turn out into different scenarios and thus different solutions. As 
example, in the most trivial scenario (the one where all the wi =0.2) the result 
would be the following. 

Table 4.3 Optimal regulations for scenario wi =0.2 

X1 X2 X3 X4 

90 7500 0.097 0.052 
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Table 4.4 Result for scenario wi =0.2 

Y1 Y2 Y3 Y4 Y5 Performance 

13900 94600 1.55*109 22 38 0.78 

5   Conclusion 

In this paper we presented a study on the application of fuzzy sets for the overall 
optimisation of the combined cycle power plants start-up. Our method is based on 
the fuzzyfication of the output process variables which are afterwards properly 
combined in order to get a single value in the lattice [0,1] providing the effective-
ness (zero bad, one excellent) of the given solution (start-up regulations). 

In the problem we faced, human operators are able to optimise only one objec-
tive, the one which is the most critical (in combined cycle power plants this is the 
thermal stress), but the problem is multi-objective. Therefore the main novelty of 
the work is the proposed application of fuzzy sets in order to handle all the objec-
tives and thus to optimise the global start-up operations.  

We tested the methodology on a large simulated data set spanning all the input 
operating ranges and we found a solution (0.84) which remarkably improves the 
solution given by the process experts (0.53). The main reason for this is mainly 
due to the fact that the proposed approach keeps into account all the objectives and 
the solution found has been acknowledged by the experts to be the optimal bal-
ance among conflicting objectives. 

As future work, we are willing to compare the proposed approach to multi-
objective genetic algorithms. 
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Catalog Segmentation by Implementing 
Fuzzy Clustering and Mathematical 
Programming Model 

Amir Hassan Zadeh, Hamed Maleki, Kamran Kianfar,  
Mehdi Fathi, and Mohammad Saeed Zaeri* 

Abstract. This work is concerned with the fuzzy clustering problem of different 
products in j variant catalogs, each of size i products that maximize customer sat-
isfaction level in customer relationship management. The satisfaction degree of 
each customer is defined as a function of his/her needed product number that ex-
ists in catalog and also his/her priority. To determine the priority level of each cus-
tomer, firstly customers are divided to three clusters with high, medium and low 
importance based on his/her needed products list. Then, all customers have been 
ranked based on their membership level in each of the above three clusters. In this 
paper in order to cluster customers, fuzzy c-means algorithm is applied. The pro-
posed problem is firstly modeled as a bi-objective mathematical programming 
model. The objective functions of the model are to maximize the number of cov-
ered customers and overall satisfaction level results of delivering service. Then, 
this model is changed to a single integer linear programming model by applying 
fuzzy theory concepts. Finally, the efficiency of the proposed solution procedure 
is verified by using a numerical example. 

Keywords: Catalog Segmentation, Customer Clustering, Fuzzy C-means Algorithm. 

1   Introduction 

Nowadays, one of the business and marketing organizations goals is customer attrac-
tion. Catalog design has known as the most common way in customer attraction,  
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satisfaction, and retention cycle of customer relationship management [9]. Mean-
while one of the challenges that companies using catalogs face is the optimization 
problem of available products; this means by the catalog which products are covered 
and for which cluster of customers is designed. The catalog optimization has an ef-
fective role in satisfying customers’ requirements and company profitability. With 
the fast growing number of products suggested by retailers and electronic retailers 
alike, the design of one catalog that can include all products is not possible. In many 
cases, some customers are attracted by only a small portion of the products the com-
pany carries. Nowadays, the catalog design has changed as one of the competitive 
tools for marketing among companies. The latest Benchmark Survey on important 
Issues and Trends conducted by Catalog Age magazine in 2003 indicates that cata-
log companies that participated in the survey spent a mean 26% of their profits on 
marketing expenses and that print and postage costs account for nearly half of those 
expenses [1]. The number of catalogs that companies send to customers and poten-
tial buyers is also growing up at a fast pace [4].  

Efficiency and profitability of one catalog is evaluated by the number of avail-
able products of interest to customers that companies send to them. The compa-
nies seek optimum decision making on the customers clusters, not optimal 
decision making as individual [11]. In this problem, the need of a customer is sat-
isfied if at least the specified minimum number of products of interest to him/her 
is included in one of the catalogs.  

The classical catalog segmentation problem was introduced by Kleinberg et al. 
[7]. This problem consists of designing j catalogs, each of size i products that 
maximize the number of covered customers. This paper in different from previous 
studies in the way of defining the problem and also the solution method. Xu et. al. 
[12] tried to develop j catalogs with i products in order to maximize the overall 
number of catalog purchased. In his Model, the interest constraint is minimized and 
the profit constraint is maximized so that the profit of products purchased by cus-
tomers who have at least t interesting products in receiving catalogs is maximized. 
Amiri [1] presented a mathematical model that consists of designing j catalogs, 
each of size i products and the target is finding the maximum proportion of cos-
tumers covered by catalogs and maximizes the number of covered customers. But it 
is unrealistic to assign a crisp value for a subjective issue, especially when the in-
formation is vague or imprecise [5]. This is a main motivation of this study. In this 
paper, the authors modeled the catalog design problem as a fuzzy mathematical 
programming model and this is the main contribution of this research. Other contri-
bution of this research is considering of priority degree of customers. Efficiency of 
the proposed model has been verified through a numerical example. This method is 
quite novel in the area of catalog segmentation problems. In this model, we assume 
that customers and their product interests are identified. The key input data in order 
to implement catalog segmentation is the customer interest database that consists of 
the set of products which each customer is attracted in. The product interests of a 
customer can be gained either by aggregating all purchase transactions of the cus-
tomer or by obtaining his/her explicit preferences from a set of products.  

The remainder of the paper is organized as follows. In Section 2, we give the 
definition and formulation of the problem. Then, circumstance of the priority  
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degree determination on each customer and in section 4 clustering algorithm of 
fuzzy c-means is described briefly. In section 5, a bi-objective mathematical pro-
gramming model is proposed. This model has been changed to a single integer 
linear programming model by applying fuzzy theory concepts in section 6. After-
wards, a numerical example has been used for better understanding of the problem. 
Finally, section 8 has been addressed to present a general conclusion of the paper.   

2   Problem Definition 

Assume that customers and their product interests are known. The main input data 
for catalog segmentation is the customer interest database that contains the set of 
products that each customer is interested in. The product interests of a customer can 
be obtained either by aggregating all purchase transactions of the customer or by 
obtaining his/her explicit preferences from a set of products. The customer-oriented 
catalog segmentation problem consists of designing j catalogs, each of size i prod-
ucts that satisfy the defined objective function of the model at the best possible cir-
cumstance. It’s assumed the need of a customer is satisfied if at least the specified 
minimum number (t) of the products of interest to him/her is in one of the catalogs. 
In general, the customer catalog segmentation problem is a customer clustering 
problem where the task is to determine j clusters of customers where each cluster is 
defined by a set of interested products to the customers and each customer is appor-
tioned to a catalog that contains the largest number of products of interest to 
him/her [1],[3]. An appropriate clustering should meet two restrictions which each 
cluster should contain of i products and the needs of a customer can be covered 
only by a catalog which contains at least i products of interest to the customer. 

In this paper, the customers fuzzy clustering and the catalog segmentation problem 
are modeled as a bi-objective programming model and then are solved. In this model, 
first objective function shows the number of customers that we want to satisfy their 
needs through the catalogs set and second objective function implies the marginal 
utility results of allocating the catalogs to the customers. In order to build second ob-
jective function, at first it’s necessary that a priority degree is defined per customer.  

3   Determining Priority Degree of Each Customer 

In order to determine the priority degree of the customers, initially they are divided 
into three clusters with high, medium and low importance based on their needed 
products list. Because of fuzzy nature of the problem and the fact that each of the 
customers may partially belong to each of three clusters noted above, fuzzy c-means 
algorithm has been used for clustering the customers. More details related to this 
algorithm have been addressed in section 4. If mij show the membership degree of 
the customer i in cluster j and cj  show the importance coefficient of cluster j, the 
priority degree of the customer i will be calculated as the following equation:  

.
3

1
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j
iji cmp ∑

=

=  
(1) 
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4   Fuzzy c-Means Clustering Algorithm 

Fuzzy c-means (FCM) is a method of clustering which allows one piece of data to 
belong to two or more clusters [2]. This method is frequently used in pattern rec-
ognition. It is based on minimization of the following objective function: 
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Where m is any real number greater than 1, iju is the membership degree of ix in 

(delete the) cluster j, ix is the ith of d-dimensional measured data, jc  is the d-

dimension center of the cluster [6]. Fuzzy partitioning is carried out through an it-
erative optimization of the objective function shown above, with the update of 

membership iju and the cluster centers jc by: 
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This iterative process will stop when || U (k+1) - U (k) ||< δ .  

5   Proposed Mathematical Programming Model 

The following variables and indices are used in mathematical model definition. 
 

A. Sets and indices 
Customers’ index k=1, 2, …, N k 
Products’ Index i=1, 2, …, M i 
Catalogs’ index j=1, 2, …, T J 

B. Model parameters 

r Number of available products on each catalog 
t Minimum customer interest threshold (product number) 
pi Priority degree of customer ith 

C. Decision variables 

kx  1 if catalog k is chosen, otherwise 0. 

kjv  1 if need of customer k is covered by catalog j, otherwise 0.  

jiy  1 if catalog j includes product i, otherwise 0. 

kia  1 if customer k needs to product i, otherwise 0. 
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The mathematical programming model is presented as follows: 

1 k
k N
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∈

= ∑                                                     (5) 
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= ∑                                                (6) 
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The existing relations in the model can be described as follows:  
Objective function (Z1) maximizes the number of customers covered by the ca-

talogs. Objective function (Z2) maximizes overall satisfaction level results of the 
catalogs. Constraints (7) ensure that each catalog includes r products. Constraints 
(8) guarantee that the need of each customer should be satisfied by at least one 
catalog. Constraints (9) state that if the customer need is satisfied by a catalog, this 
catalog needs to be chosen. Constraints (10) impose the binary nature on sets of 
decision variables. Note that if the sizes of the catalogs are different, then the 
right-hand sides of constraints (7) should be set. As following, the above multi-
objective mathematical programming model will be changed to a single ILP mod-
el by applying decision making methods based on fuzzy theory. 

6   Fuzzy Multi-objective Decision Making (FMODM) 

In the recent decades, Fuzzy Multi-objective Decision Making (FMODM) meth-
ods are considered by researchers. In these methods, instead of using an optimiza-
tion criterion, several optimization criteria are used. Two major areas have 
evolved, both of which concentrate on decision making with several criteria: Multi 
Objective Decision Making (MODM) and Multi Attribute Decision Making [13].  
In order to model a multi objective problem on fuzzy method, function hi can be 
defined as follows:  
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In this function, value of )t(h i  implies the satisfaction degree of the decision 

maker from function ith for a specific value t. Mi and mi respectively represent 
maximum and minimum values of the function on space of the variable decisions.  
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To obtain values of Mi and mi , the problem should be solved by considering only 
objective function ith and model constraints. Following figure shows the satisfac-
tion degree of objective function ith.  

 

Fig. 6.1 Utility function related to decision variables 

Another one of applied functions that also used in this paper is as follows: 
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ri , Ri respectively represent at least satisfaction level and perfect satisfaction level 
of objective function ith. This is shown in Fig. 2: 

 

Fig. 6.2 Revised utility function 

In the next stage, the objective functions are changed to a unique utility  
function by using one of integration operators. In this paper, standard integration 
operator of max-min is used. We should point out that instead of the operator max-

min, each other combination of T-norms and S-norms can be used. The multi-
objective mathematical programming model can be changed to an ILP model as 
follows: 
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7   Numerical Example 

A supplier with 10 different products and 15 customers is considered. The sale 
price for each of these products is presented in table 7.1. In table 7.2. the products 
of interest to each customer and in addition value summation of the products of in-
terest to him/her are shown. 

Table 7.1 The prices of available products 

Product 1 2 3 4 5 6 7 8 9 10 
Price 4100 6200 5400 4700 5800 6900 4000 5200 3900 5000 

Table 7.2 The products of interest to each customer and their value summation 

Customer Interest products 
Value of inter-
est products 

Customer 
Interest prod-
ucts 

Value of inter-
est products 

1 1,10 9100 9 1,4,6,7,9 23600 
2 2,4 10900 10 2 6200 
3 1,3,4,5,7 24000 11 4,9 10600 
4 1,2,3,4,6,7,9,10 40200 12 1,2,5,7 20100 
5 2,9 10100 13 4,5,10 15500 
6 1,2,4,6,9 25800 14 5,6,7 16700 
7 3,5 11200 15 1,2,3,7 19700 
8 5,6,7,8 21900    

 
 

After clustering the customers by fuzzy c-means, the membership degree of 
each customer on each of three clusters was obtained as shown table 7.3. In the 
next stage, the priority of each customer was calculated according to (1) as  
table 7.4.  
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Table 7.3 The membership degree of the customers in each group 

Customer 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Low 0.99 1 0.02 0 1 0.06 0.99 0 0.02 0.93 1 0.03 0.58 0.39 0.05 
Medium 0.01 0 0.96 0 0 0.88 0.01 1 0.98 0.06 0 0.96 0.39 0.59 0.94 
High 0 0 0.02 1 0 0.07 0 0 0.01 0.01 0 0.01 0.03 0.03 0.01 

Table 7.4 The priority degree of each customer  

Customer 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Priority degree 1.04 1.02 4.98 9 1 5.04 1.04 5 4.98 1.35 1 4.9 2.77 3.58 4.85 

Assume that we want to design three catalogs which each of them include 5 dif-
ferent products. The results of solving the ILP model is given as table 7.5. 

Table 7.5 The results of solving the integer linear programming model 

Catalog number Available products in catalog 
1 1-2-4-6-9
2 2-5-6-7-8 
3 1-3-4-5-7 

If it’s given that at least necessary utility level for satisfying the customers need 
equals 75% of products needed by each customer, according to catalogs achieved 
from solving the mathematical programming model, the need of 13 customers are 
satisfied. Note the marginal utility degree is equal to 82%. To solve the above 
model, a PC with processor P4-2.4 GHz was used and integer linear programming 
problem was modeled and solved by using Lingo optimization software. 

8   Conclusion 

In the paper, we have studied the fuzzy clustering problem of different products in 
k variant catalogs, each of size r products that maximize the customer satisfaction 
level in customer relationship management. The proposed problem is firstly mod-
eled as a bi-objective mathematical programming model. Then this model is 
changed to a single integer linear programming model by applying the fuzzy the-
ory concepts. Finally, the efficiency of the proposed solution procedure is exam-
ined by using a numerical example. 
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Multi-Network-Feedback-Error-Learning with
Automatic Insertion

Paulo Rogério de Almeida Ribeiro, Areolino de Almeida Neto,
and Alexandre César Muniz de Oliveira

Abstract. This work is devoted to present a control application in an industrial pro-
cess of iron pellet cooking in an important mining company in Brazil. This work
employs an adaptive control in order to improve the performance of the conventional
controller already installed in the plant. The main strategy approached here is known
as Multi-Network-Feedback-Error-Learning (MNFEL). The basic idea in MNFEL
is the progressive addition of neural networks in the Feedback-Error-Learning (FEL)
scheme. However, this work brings innovation by proposing a mechanism of auto-
matic insertion of new neural networks in MNFEL. In this work, due to the unknown
mathematic model of the iron pellet cooking, the plant is simulated by a previously
learned neural model. In such simulation environment, the proposed method is com-
pared against conventional PID, FEL and MNFEL.

1 Introduction

Vale is one of the world’s largest mining companies with operations in production
and trade of iron ore, iron pellets, nickel, coal, bauxite and others [13]. Vale is a
company present in five continents which demand high quality products. Its plant in
São Luı́s, Brazil has a pelletizing plant. This plant adds some substances to the iron
ore and then puts it in pellet form. At this stage the pellets do not have consistent
structure, needing a final cooking. The process of cooking is performed by 21 burner
groups fed with oil, each one controlled by a Proportional-Integral-Derivative (PID)
controller. In general, they perform good, except after stoppage or resumption of the
process. In this case sometimes the automatic control is turned off, doing a manual
action.
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Vale needs to improve the control, however it does not want to remove the pre-
existing controller, PID is reliable and the removal increases costs, thus the solution
is to improve the control system. One strategy very interesting for this purpose is
called Feedback-Error-Learning (FEL) [4], it adds a subsystem in the control loop
system, thereby improving the performance.

The FEL improves the performance of control system adding a Neural Network
(NN) in a closed loop system [7, 12]. The FEL has an adaptive characteristic [8],
i.e. a NN is added to the control system and acts in harmony with the pre-existing
controller. The NN learns the inverse model of the controlled object [4]. FEL has
been widely used [7, 8, 12, 14].

Whenever the network’s error is not decreasing, one solution for example: restart
the train or change the learning rate. However, it spends a long time and not en-
sures the successful outcome. But [1] proposed the use of multiples neural network,
so when the network’s error does not decreases, other NN is added. The strategy
proposed in [1] for control is called Multi-Network-Feedback-Error-Learning (MN-
FEL), it is an improvement on FEL control strategy [2, 3].

This work is devoted to supply the MNFEL strategy with automatic insertion
of NN. That is very interesting because in original MNFEL the specialist knows
the best moment of add a new NN, however, this can take many time and require
the knowledge of the system. This pelletizing plant control has been explored in
[9, 11, 10] with FEL, PI-Fuzzy and MNFEL. In this paper the results with PID,
FEL, MNFEL and MNFEL with automatic insertion are compared.

Using FEL, the performance of control system is improved [7], MNFEL im-
proves the results obtained with FEL [2] and the MNFEL’s results with automatic
insertion are compared with all strategies. Among the 21 burner groups, the burner
group number 8 has been chosen for the experiments. It is believed that the results
can be easily extended to the others groups.

This paper is organized as follows. In Section 2, the pelletizing process is shown,
in order to better understand the production of pellets by the company. In Section 3,
the theoretical aspects of PID, FEL and MNFEL are presented. Section 4 brings
computational results, as well as a comparison between the control approaches. Fi-
nally, Section 5 presents the conclusion and directions for further works.

2 The Pelletizing Process

The pelletizing process is the agglomeration of ultrafine particles of iron ore and
additives, including lime, bentonite and other inputs for the production of pellets.
One of the important uses of the pellets is in the production of steel.

The production of iron pellets in Vale’s pelletizing plant in São Luı́s, Maranhão,
Brazil can be summarized by Figure 1. This is analyzed by all stages. After pellets
are fired, they are ready and will be marketed around the world.

The cooking of the pellet in Figure 1 is done in an indurate machine, the pellets
pass through the 21 burner groups. The temperatures are between 825.6 ◦C and 1350
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Fig. 1 Pelletizing process flowchart (Adapted from [13])

◦C. The fuel used to cook the pellets is mineral oil, whose purpose is to produce heat.
The cooking of the pellets is controlled by PID.

3 Control Strategies

3.1 Conventional Feedback Controller

One controller more used in industrial processes is the PID. The PID controller is
defined by so called PID gains: proportional, integrative and derivative.

In the control problem presented in this paper, the output of the controller is
an electrical signal, that activates a valve, expressing the level of openness (0% to
100%), through in which the oil goes. The plant’s output corresponds to a value of
temperature (◦C).

3.2 Artificial Neural Networks

The NNs are composed by a set of artificial neurons. The neural network-based
learning methods can be supervised or not [5]. The most common type of NN is the
Multilayer Perceptron (MLP), where the neurons are arranged in layers.

The layers can be: Input, Hidden and Output. In this technique of machine learn-
ing, there are two phases, training and execution. The training is characterized by
the modification of its parameters in order to learn the patterns of input provided
during the training, while the execution phase provides outputs with no changing in
its parameters for any data presented in input layer.

One of the most used algorithms for training MLP network is the so called Back-
propagation [5]. Its goal is to minimize the output error function of the NN. It makes
use of an input/output set, in which the network learns to do a mapping of input to
output. The algorithm has two phases: forward, that produces the output of the net-
work and backward, responsible for doing the backpropagation of error and only
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used in the training phase, attempting to minimize the NN output error by the gra-
dient descending method that confronts desired and obtained output.

3.3 Feedback-Error-Learning

FEL uses a CFC, eg a PID as a controller and a NN feeds or acting as a driver in
advance or feeds, so that stabilizes the plant and this improves the performance of
the control. The CFC can keep the system stable until the system acquires some
knowledge of the system in control.

The FEL uses a feedfoward NN as a feedfoward controller, the network online
learning a feedback controller actions. Some real-time iterations of the controller
process are used for the FEL neural network training, in which the strategy is to
learn what actions make the PID controller stable. After training, the feedforward
NN is able to drive in advance, improving the performance of the control.

This control strategy is based on studies about Central Nervous System [6]. There
are a set of signals, one is called teacher signal, while the other signals are only
input. Teacher signal is the error signal of NN, CFC’s output. The others are input
signals of network. The FEL scheme can be seen in Figure 2.

Fig. 2 Feedback-Error-Learning scheme

The weights are adjusted by backpropagation of CFC output running as output
error. Minimizing it, the network indirectly minimizes the output error of the plant,
and even if any component integrative, Ki

∫
e(t)dt, exists in CFC.

One can cite the advantage of the strategy that there is no removal of the existing
controller, thus avoiding unnecessary costs with personnel training, the NN is easily
coupled, thus, it has the adaptive characteristic [7].

3.4 Multi-Network-Feedback-Error-Learning

[1] proposed a strategy called Multi-Network-Feedback-Error-Learning (MNFEL),
that is similar the FEL strategy, but instead of employing just one NN, multiple
neural networks are progressively added to the control system.

The main objective of FEL strategy is acquire the inverse model of the plant,
however only one NN maybe cannot, the usual approach whenever that occurs is
restart the train. So, a new training is done, spending a long time, it does not ensures
the successful outcome and lose the previous training. In this new training, any
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parameters can be modify, however, there are many parameters, as a learning rate,
number of input units, hidden units, layers, input signals etc. The MNFEL strategy
avoids that, because the searching to minimum can be continued with other NN.

Another advantage of MNFEL strategy it is to combine multiple NN without a
coordinate, that is a hard task, the solution pointed in [1] [2] and [3] is to add only
one NN a time, so only one is training in each time. These training processes drive
the neural networks to follow the same way, because more than one training process,
at same time, can lead to oppositions ways, i.e., each other training cancellation. The
Figure 3 shows the MNFEL scheme.

Fig. 3 Multi-Network-Feedback-Error-Learning scheme

By Figure 3 only two networks are seen, but more ones can be combined. The
teacher signal of all is the same, CFC’s output. Each network added to the control
system works in cooperation with the others. That continuous training occurs be-
cause each NN has a different value of output error function, Equation 1 and 2 show
the error function for first and second, respectively. They are different since they are
not trained at the same time [3].

E(z) = z−MR(z)−G(Uc f c(z)+Un1(z)) (1)

E(z) = z−MR(z)−G(Uc f c(z)+Un1(z)+Un2(z)) (2)

where E(z) is the error of the plant, R(z) is the set point, G(z) is the transfer function
of the plant, Uc f c(z) is the control action of CFC, Un1(z) is the output of the first NN
and Un2(z) is the output of the second NN.

Whenever the new NN starting in the control system the output error of the plant
is different of before it be included. The aim in adding NN is to decrease the output
error of the plant, starting of the point previously reached by previous NN. In the
strategies that use multiple neural networks generally a coordinator component is
needed. MNFEL dispenses such component, even though, in MNFEL, the networks
do not conflict [2].

4 Results

The control strategies are now compared against previous Enterprise’s PID con-
troller, FEL strategy, MNFEL strategy and MNFEL with automatic insertion. The
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process of modeling the plant has been validated: Train and Generalization of plant’s
neural model [9, 10, 11]. All tests were realized in MatLab R©.

4.1 Automatic Insertion of Neural Networks

The conventional approach of using MNFEL strategy is to add manually the NN.
The specialist knows the best time to introduce a new NN in the control system.
However, until the arrival of this moment, a long time can be spending.

Therefore, this work presents an approach to do the automatic insertion of NN in
the control system for the MNFEL strategy. The approach is to analyze the Standard
Deviation (SD) of the error of the plant. The introduction of a new NN in the control
system can be given when the SD of error of the plant does not decline over a period
of time (few iterations) or until increase.

This metric is adopted because it measures the dispersion of data, so can analyze
the dispersion of the error of the plant during the training of the NN. If the dispersion
does not decline by a certain period of time (few iterations) or until the increase, it
is time to add another NN.

4.2 Performace’s Comparison

In that pelletizing plant control a considerable Overshoot is danger, because it burns
electronics apparatus of company and a small Rise Time is required after stoppage
or resumption.

The Figure 4 shows the results with automatic insertion, as a the Figure 5 shows
the same NN, however, manual. The best Rise Time obtained in both insertion,
automatic and manual, was MNFEL with 3 NN. The Overshoot in all strategies was
not dangerous. The Figures 6 and 7 are just a zoom of the Figures 4 and 5, the
purpose are show the Settling of all strategies and insertion.

Fig. 4 Automatic Fig. 5 Manual
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Fig. 6 Automatic - Settling Fig. 7 Manual - Settling

The NN configurations are: 20− 15− 1 (first), 40− 15− 1 (second) and 60−
15−1 (third) for neurons in input, hidden and output layers, respectively. The same
configurations were used in automatic and manual insertion. The network’s input
for all NN are a historical of signal error and one with actual set point, therefore,
the first receives a tapped delay line with 19 historical of signal error and one with
actual set point, the same form for the second and third [10, 11].

One NN is always added in the control system when the SD slowly to decreas-
ing, the Table 1 shows these values in initial epoch of the train, one and two itera-
tion after, one before penultimate, penultimate and last time of the train of NN. By
Table 1 whenever a new NN is added, so the SD turn to decrease soon.

Table 1 MNFEL Automatic: Standard Deviation of the error of plant

Strategy / Time Begin Begin+1 Begin+2 End-2 End-1 End
FEL 0.076491 0.076237 0.076021 0.075095 0.075091 0.075093

MNFEL with 2 NN 0.075078 0.075072 0.075067 0.075008 0.075008 0.075008
MNFEL with 3 NN 0.075006 0.075004 0.075003 0.074984 0.074984 0.074984

5 Conclusion

FEL is an efficient collaborative strategy to be used with the CFC whether it is not
desired to replace the CFC by non conventional strategies, but only improved it.
However the MNFEL can improve so much the results obtained with FEL.

This work was devoted to present an innovation in the MNFEL strategy, an
automatic insertion of neural networks. This mechanism of automatic insertion dis-
penses the specialist’s knowledge and can be very necessary in many industrial pro-
cess. Emphasis the use of SD not only say when add a new NN, but can help in the
architecture of NN, because if a new NN enter in the control system and does not
decrease the SD, can change the architecture and see the new result.
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For further works, it is planned to extend the comparison, including other non
conventional control strategies, as fuzzy control.
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An Optimized 3D Surface Reconstruction 
Method Using Spatial Kalman Filtering of 
Projected Line Patterns 

An-Qi Shen and Ping Jiang* 

Abstract. Real-time 3D surface reconstruction is a widely interested technique in 
the manufacturing industry. In this paper, an effective 3D surface reconstruction 
method using the active stereo with the projection of straight line patterns is pro-
posed. For the purpose of real-time applications, 3D surface reconstruction is 
achieved by using two simple line projections. A depth-map is obtained by 
searching the projected lines. The final 3D surface is constructed by applying a 
spatial Kalman filter to the measured depth-map. Because it uses very simple line 
projections and searches the robust line patterns, it can be a fast, reliable and cost 
saving 3D measurement in comparison with the sinusoidal fringes projection  
methods.  

1   Introduction 

As the increasing demand in industrial automation and 3D animation, 3D shape 
measurement has become an active research area. In order to facilitate stereo 
matching, active stereo is often adopted by industrial 3D modeling systems, where 
a single camera and structured light projection system is used. The actively pro-
jected patterns, such as sinusoidal fringes projection and coded pixel projection, 
make the correspondence matching fast and reliable.  

The sinusoidal fringes method with 4 phase shifted images can have reliable 
and accurate measurement [1, 2] but it relies on correct phase unwrapping, which 
becomes very difficult when discontinuous surface or occlusion is observed [9, 
10]. Furthermore, the realization of a highly aligned and reliable phase shifted si-
nusoidal projections are hard and expensive. Significant effort has been made to 
                                                           
*An-Qi Shen . Ping Jiang 
School of computing, informatics and media, University of Bradford,  
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achieve global unwrapping but all of them are with some restrictions [3, 4, 5]. The 
Gray code method and other binary codes methods [11, 12], even color code me-
thods [13], are also commonly used for 3D surface reconstruction. Usually they 
have less accuracy and can be fallible for different test environments and surface 
materials [14]. 

This paper presents a 3D surface measurement application for quality control 
of car-bodies produced by pressing machines. The shape of the produced car-
bodies can be changed due to the abrasion of the pressing tools. For the im-
provement of production quality of an automobile line, a fast and reliable 3D 
measurement system is developed. It takes two simple line projection images 
and detects only bright line patterns in the image. A spatial Kalman filter is 
used for 3D surface reconstruction based on the deformation of the line pat-
terns. Section 2 presents the system structure and algorithms of the method. 
Section 3 gives the implementation and experimental results. Conclusion is 
given in the last section. 

2   3D Measurement by Structured Light Projection 

2.1   System Structure 

In order to measure 3D shape, horizon-
tal and vertical lines are projected onto 
a reference plane Due to the tilt angle 
between the image plane and the refer-
ence plane, a rectangle in the image 
plane will be projected as a trapezoid 
due to the perspective projection. For 
simplification of image processing, we 
use two laser projectors mounted per-
pendicularly with their x directions in 
parallel with the reference plane. Each 
one projects a fixed number of horizon-
tal lines. With an overhead camera  
parallel to the reference plane as shown 
in Fig. 2.1, square grids on the refer-
ence plane can be easily observed by 
the camera. This configuration has two 
advantages for image processing over 
the traditional sinusoidal fringes with a 

single projector. First detection of binary line patterns is more robust than the 
continuous phase detection; second, searching parallel lines along x or y direc-
tion can determine equal depth positions quickly.  

 

Fig. 2.1 System structure with two lasers 
mounted perpendicularly for projecting 
lines and an overhead camera for captur-
ing images. 
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2.2   Height Calculation 

As we know, the straight lines projected onto a plane are still straight. But when 
projected onto an object with a certain height, they are deformed. Any deforma-
tion implies changes on height. Fig. 2.2 indicates how the height change can be 
calculated by the detection of the deformation of a light pattern.  

Point P denotes the exit pupil of the 
projector. Point C denotes the entrance 
pupil of the camera. Q is the original 
projected point without the object. Q’ is 
the new projected point due to presence 
of the object. β is the angles of the pro-
jector with respect to the vertical line. A 
camera is mounted in parallel with the 
reference plane. Consider the camera is 
located far enough from the object that 
the angle between the camera light axis 
and the vertical line can be omitted.  

The height hi,j at a point Qi,j can be 
calculated by the equation (2.1):  
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where βi,j is a constant at each pixel; x2, x1 are the coordinates of the projected 
points perpendicular to the projected line; ki,j is the scale factor from pixel distance 
to real world distance, which can be obtained  by calibration. Thus, the height hi,j 
can be determined by measuring the displacement in the image plane. 

2.3   Searching Lines 

Due the configuration in Fig. 2.1, the relative height along a line can be obtained 
by searching along the projected line and calculating displacements on x and y di-
rections. A line searching algorithm is developed for the purpose: 

Browse the whole image to find the intersection points and search lines along 
four directions using the search sequence shown in Fig. 2.3.  

The height hin,jn at any point Qin,jn on a line can be calculated as: 
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Loop until all intersection points are searched.  

 

 

 

Fig. 2.2 Illustration of height detection 
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Fig. 2.3 Start point is marked with green circle. Search lines marked red in four directions 
from this point. Current point is marked as 0. Try to find the next point on the same line at 
position marked from 1 to 10. 

2.4   Height Adjustment 

The relative heights of points on each line differ from different reference heights. 
All the lines in a connected region should be adjusted to ensure that a common ini-
tial height is taken as a reference. 

Find the first intersection point Qi0,j0, search along vertical line UP and DOWN. 
When reach another intersection point, and then search along horizontal line LEFT 
and RIGHT to ensure the relative heights on the horizontal line is based on this in-
tersection point on vertical line. Loop until all intersected horizontal lines are 
scanned. 

After the adjustment, the height of any point which can be routed from the first 
point Qi0,j0 is updated with a common reference height h0 of Qi0,j0. The collection of 
these points makes up a connection region in the image. At any point in the con-
nected region, the height can be calculated as: 
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3   3D Surface Reconstruction by a Kalman Filter 

Using the method described in the last section, we can get a rough height map for 
each region, which involves measurement noises, discrete errors from a camera 
and other uncertainties, if we assume all the noise obeys the Gaussian distribution. 
[6] Kalman filter can be used here to get a fine 3D measurement. 

The Kalman filter is a set of mathematical equations that provides an efficient 
computational (recursive) means to estimate the state of a process, in a way that  
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minimizes the mean of the squared 
error [8]. In terms of the 3D meas-
urement through projected lines, 
searching each line can give us a rela-
tive height estimate to a reference 
point. The intersection of two per-
pendicular lines means its height  
can be obtained by the combination 
of estimates from the four neighbors, 
which will be superior to any indi-
vidual. In this paper, a two dimen-
sional Kalman filter applying to the 
grids is developed for fusion of 
height estimates. 

In order to develop a Kalman filter 
to have the optimal estimate of the 

height, the system model can be assumed to be h0(k+1)=h0(k). The prior estimate 

from this model can be written as )(ˆ
00 khh =− , the prior variance 

is )()( kPkP =− . 

According to equation (2.3), h0 can be estimated from any of its neighbor hi. We 
have its measurement model:  
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where wi,0 with a distribution of N(0,R) is the estimate variance from hi to h0.  
The Kalman gain can thus be calculated as 

1))()(()( −−− += RkPkPkK                                (3.2) 

The posterior estimate from hi can be obtained as 
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After a certain times of iterative calculation, the height will get into a dynamic 
balance state around the true state within a desired tolerance. 

Therefore, equations (3.1)-(3.3) provide a set of equation for estimate of the 
height at each intersection point according to its neighbors. At the same time, this 
point is also the neighbor of its neighbors. So the adjustment can be spread from 
one point to the whole image map. Finally, it will reach a dynamic balance  
state around the original surface, which is an optimal surface based on all  
measurements. 

 

Fig. 3.1 For any intersection point Q0 and its 
neighbors Q1, Q2, Q3 and Q4, they have 
height estimate hi, i=0,..,4, and the associated 
uncertainty wi. 
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4   Implementation 

4.1   Sample Object 

The car-body is a large part with smooth sur-
face without steep. In order to measure the car-
body depth, a sample is selected, as shown at 
Fig. 4.1. The test is carrying out by using a 
mono camera with a resolution of 1600*1200 
pixels and a projected pattern of 50*50 lines. 

 
 

 

 
 a       b   c  d 

 
 e      f   g  h 

Fig. 4.2 (a) (b) line projection of the object. (c) (d) extracted thin lines. (e) height map cal-
culated after searching lines. (f) height map after adjusting height (g) constructed 3D sur-
face before applying Kalman filter. (h) constructed 3D surface after applying Kalman filter. 

Table 4.1 Total variance after different iterate times. The variance is keeping decreasing 
significantly. According to an image with the size of 1600*1200 pixels, consider the ac-
ceptable tolerance is 200 which is relevant to 0.01% of the whole image. 

Iterate times 1 2 3 4 5 6 7 8 

Total variance 723.8 996.5 209.3 203.5 65.3 65.3 42.2 40.3 

Table 4.2 Cycle time after applying 5 times Kalman filter iterate calculation in different 
size of image (unit: ms) 

Image size 640*480 800*600 1024*768 1600*1200

Image processing time 2021 3283 4852 7420 

Whole cycle time 4781 5961 7418 10142 

 

Fig. 4.1 Sample object 
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At widely common used image size 640*480, the whole cycle time is less than 
5s, which is half of the 4 phase shifted sinusoidal method. For the high accuracy, 
the whole cycle time is around 10s, while using 1600*1200 resolutions. 

4.2   Other Samples 

Use the same system setup and try to 
do the test on different objects, which 
have variant surfaces type and mate-
rials. We can see, this method can get 
their surface as well.  

5   Conclusion 

This paper presented an active stereo system for real-time 3D measurement, where 
simple line patterns are projected. From the lessons learnt from the experimental 
study, the advantages and disadvantages can be summarized below: 

Advantage 
1. It’s using simple and fixed light pattern which is easy established. 
2. Light pattern can be achieved by laser. It’s suitable for industry use for its high 

performance comparing with projector. 
3. It is robust for most system setup. No homographic transform is applied. 
4. Heights are adjusted in a small region. And the adjustment is only depended on 

its neighbors. No need to make global decision. 
5. Fast to reconstruct a 3D surface, according to the whole cycle time. 

Disadvantage 
1. Clear lines image required. Diffuse surface materials are not suitable.  
2. Isolated area will be independent to other areas due to lack of line connection. 
3. The accuracy of the heights depends on the number of lines. Because it requires 

high signal-to-noise ratio, the density of lines should not be too high. 
4. The image processing time is variable. For a complex object, it might take 

longer. 

 
  a 

 
  B 

Fig. 4.3. Reconstructed 3D surface on dif-
ferent objects 

Table 4.3 result of other objects in 
the image size of 1600*1200 after 5 
times iterate calculation 

Object a b 

Total variance  

before iteration
867.3 653.4 

Total variance 

after iteration 
92.1 67.2 

whole  

cycle time(ms) 
10410 8882 
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Decision Making and Quality-of-Information 

Paulo Novais, Maria Salazar, Jorge Ribeiro, Cesar Analide, and José Neves* 

Abstract.  In Group Decision Making based on argumentation, decisions are 
made considering the diverse points of view of the different partakers in order to 
decide which course of action a group should follow. However, knowledge and 
belief are normally incomplete, contradictory, or error sensitive, being desirable to 
use formal tools to deal with the problems that arise from the use of uncertain and 
even not precise information. On the other hand, qualitative models and qualita-
tive reasoning have been around in Artificial Intelligence research for some time, 
in particular due the growing need to offer support in decision-making processes, 
a problem that in this work will be addressed in terms of an extension to the logic 
programming language and based on an evaluation of the Quality-of-Information 
(QoI) that stems out from those extended logic programs or theories. We present a 
computational model to address the problem of decision making, in terms of a 
multitude of scenarios, also defined as logic programs or theories, where the more 
appropriate ones stand for the higher QoIs values. 

1   Introduction 

Commonly, knowledge and belief are incomplete, contradictory, or error sensitive, 
being desirable to use formal tools to deal with these problems [1,2]. Logic and 
Logic programs [3] have emerged as attractive knowledge representation formal-
ism and an approach to solving search problems. In the past few decades, many 
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non-classical techniques for modeling the universe of discourse and reasoning 
procedures of intelligent systems have been proposed [4, 5, 6]. A part from the 
need to treat the problem of uncertain information there exists a second need re-
lated to the problem of incomplete information. Logic Programming presents a 
powerful and attractive knowledge representation and reasoning formalism to 
solve search problems in environments with defective information. For example, 
Hommersom and Colleagues [7] work is a good example of quality evaluation us-
ing logic. They used abduction and temporal logic for quality-checking of medical 
guidelines, proposing a method to diagnose potential problems in a timeline,  
regarding the fulfillment of general medical quality criteria at a meta-level charac-
terization. They explored an approach which uses a relational translation to map 
the temporal logic formulas to first-order logic and a resolution-based theorem 
prover.  

The objective is to build a quantification process of the Quality-of-Information 
(QoI) that stems from a logic program or theory during an evolutive process that 
aims to solve a problem in environments with incomplete information. It is pre-
sented a model for group decision making with quality evaluation, along with the 
several stages of the decision making process in the context of a Group Decision 
Support System (GDSS) for VirtualECare [9]. 

2   The Computational Model 

With respect to the computational model it was considered an extension to the 
language of Logic Programming with two kinds of negation, classical negation, ¬, 
and default negation, not. Intuitively, not p is true whenever there is no rea-
son to believe p (close world assumption), whereas  ¬p requires a proof of the ne-
gated literal. An Extended Logic Program (ELP for short) [10], on the other hand, 
is a finite collection of rules of the form [4]: 

nmmm pnotpnotppq ++ ∧∧∧∧∧← ...... 11  

? p1 ∧ ... ∧ p m ∧ not p m +1 ∧ ... ∧ not p m + n  

where ? is a domain atom denoting falsity, and q  and every ip  are literals, i.e. 

formulas like a or a¬ , being a an atom, for 
0, Nnm ∈ . ELP introduces another 

kind of negation: strong negation, represented by the classical negation sign ¬. In 
most situations, it is useful to represent ¬A as a literal, if it is possible to prove 
¬A. In EPL, the expressions A and not A, being A a literal, are extended literals, 
while A or ¬A are simple literals.  

Every program is associated with a set of abducibles. Abducibles can be seen as 
hypotheses that provide possible solutions or explanations of given queries, being 
given here in the form of exceptions to the extensions of the predicates that make 
the program. To reason about the body of knowledge presented in a particular 
program or theory, set on the base of the formalism referred to above, let us con-
sider a procedure given in terms of the extension of a predicate called demo, using 
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ELP. This predicate allows to reason about the body of knowledge presented in a 
particular domain, set on the formalism referred to above. Given a question it re-
turns a solution based on a set of assumptions. This meta predicate (demo) will be 
defined as: A meta theorem-solver for incomplete information represented by the 
signature demo:T,V →{true,false}, infers the valuation V of a theorem T 
in terms of the truth values false (or 0), true (or 1) and unknown (with truth 
values in the interval ]0,1[), according to the following set of productions: 

demo(T, true) ← T. 
demo(T, false) ← ¬ T. 
demo(T, unknown) ← not T, not ¬ T. 

As a simple example, let us consider the following set of predicates, that stand for 
themselves: 

itch: Name x Value 
fever: Name x Value 
pain: Name x Value 

where the first argument denotes the name of the patient and the second one the 
truth value  (or degree of confidence) that one has on the former. The extension of 
predicate itch may now be given in the form (program 1): 

¬itch(X,Y) ← not itch(X,Y), not abducibleitch(X,Y). 

abducibleitch(X,Y) ← itch(X,⊥). 

itch(kevin,⊥). 

itch(john,1). 

abducibleitch(carol,0.6). 

abducibleitch(carol,0.8). 

? ((abducibleitch(X1,Y1) ∨  abducibleitch(X2,Y2)) ∧  ¬ (abducib-
leitch(X1,Y1) ∧  abducibleitch(X2,Y2))) 

Program 1. Extension of the predicate itch 

where the first clause denotes the closure of the predicate itch. In the second 
clause the symbol ‘ ⊥ ‘ stands for a null value, in the sense that it subsumes that Y 
may take any truth value in the interval [0,1]. The fourth clause denotes that the 
truth value of itch for the patient john is 1. The clauses five and six denote the 
fact that the truth value of itch for patient carol is either 0.6 or 0.8, or even 
both. The seventh clause stands for the invariant that implements the XOR opera-
tor, i.e. it states that the truth value of itch for the patient carol is either 0.6 or 
0.8, but not both.  
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The extension of predicate fever may now be given in the form (program 2): 
 

¬fever(X,Y) ← not fever(X,Y), not abduciblefever(X,Y). 

abduciblefever(X,Y) ←fever(X,⊥ ). 

fever(carol,⊥ ). 

fever(kevin,1). 

abduciblefever(john,0.50). 

abduciblefever(john,0.75). 

?((abduciblefever(X1,Y1) ∨  abduciblefever(X2,Y2)) ∧  ¬  
(abduciblefever(X1,Y1) ∧  abduciblefever(X2,Y2))) 

Program 2. Extension of the predicate fever 

The extension of predicate pain may now be given in the form (program 3): 

 
¬pain(X,Y) ← not pain(X,Y), not abduciblePain(X,Y). 

abduciblePain(X,Y)←pain(X, ⊥ ). 

pain(carol, ⊥ ). 

pain(kevin, 1). 

abduciblePain(john,0.3). 

abduciblePain(john,0.45). 

abduciblePain(john,0.57). 

Program 3. Extension of the predicate pain 

In program 3 the last three clauses denote the case where the truth value for 
pain for patient john is unknown,  although in the set  {0.3, 0.45, 0.57}. 

3   Quality-of-Information 

In decision making processes [9, 11] it is necessary to search only the most prom-
ising search paths. Each path must be tested on their ability to adapt to changing 
environments, to make deductions and draw inferences, and to choose the most 
appropriate course of action from a wide range of alternatives. The optimal path in 
an ELP context is the logic program or theory that models the universe of dis-
course and maximizes its Quality-of-Information (QoI) factor. Let i (i ∈ [1,m]) 
represent the predicates whose extensions make an extended logic program that 
models the universe of discourse, as it is given above in terms of the predicates 
itch, fever, and pain, where j (j ∈ [1,n])  denote the attributes of those 
predicates. Let xj ∈ [minj, maxj] be a value for attribute j. To each predicate is 
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also associated a scoring function Vij[minj, maxj] → [0,1], that gives the score 
predicate i assigned to a value of attribute j in the range of its acceptable values, 
i.e. its domain (for simplicity, scores are kept in the interval [0,1]).  

The Quality-of-Information (QoI) with respect to a generic predicate P can be 
analyzed in four situations and can be measure in the interval [0,1], when the in-
formation is positive and negative, when the information is unknown but can be 
selected from one or more values, and when the information is unknown but can 
be derived from a set of values, but only one can be selected. If the information is 
known (positive) or false (negative) the (QoI) for the predicate term under consid-
eration is 1. For situations where the value is unknown the QoI is given by: 

)0(0
1

lim >>== ∞→ N
N

QoI NP
 

For situations when the information is unknown but can be derived from a set of 
values, QoIP = 1/Card, where Card denotes the cardinality of the exception set for 
P, if the exception set is disjoint. If the exception set is not disjoint, the quality-of-
information is given by: 

Card
Card

CardP CC
QoI

++
=

L1

1

 

where Card
CardC is a card-combination subset, with Card elements. The next element 

of the model to be considered is the relative importance that a predicate assigns to 
each of its attributes under observation, i.e. wij stands for the relevance of attribute 
j for predicate i.  It is also assumed that the weights of all predicates are norma-
lized, that is: 

∑ =
=∀ n

j ijwi
1

1 , for all i. 

On the another hand, the predicate scoring function, when associated to a value 
x=(x1, …, xn) in a multi-dimensional space, it is defined in terms of its attribute 
domains in the form: 

∑ =
∗= n

j jj
i

j
ii xVwxV

1
)()(  

Therefore, it is viable to measure the QoI that occurs as a result of invoking a log-
ic program to prove a theorem (e.g. Theorem), by posting the Vi(x) values into a 
multi-dimensional space and projecting it onto a two dimensional one. For exam-
ple, for patient john, a logic program or theory P may be got in terms of the logic 
programs 1, 2 and 3 referred to above, being depicted in the form: 

¬itch(X,Y) ← not itch(X,Y), not abducibleitch(X,Y). 

itch(john,1). 

¬fever(X,Y) ← not fever(X,Y), not abduciblefever(X,Y). 

abduciblefever(john,0.50). 
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abduciblefever(john,0.75). 

?((abduciblefever(X1,Y1) ∨  abduciblefever(X2,Y2)) ∧  ¬  
(abduciblefever(X1,Y1) ∧  abduciblefever(X2,Y2))) 

 

¬pain(X,Y) ← not pain(X,Y), not abduciblePain(X,Y). 

abduciblepain(john,0.3). 

abduciblepain(john,0.45). 

abduciblepain(john,0.57). 

 
whose QoI is presented in Figure 1 

 

Fig. 1 A measure of the QoI for the Logic Program or theory P  referred to above 

4   Decision Making in VirtualECare 

The VirtualECare project embodies an intelligent multi-agent system aimed to 
monitor and interact with its users, targeted to elderly people and/or their relatives. 
The system is designed to have several services, beyond the health related ones. It 
will be connected not only to healthcare institutions, but also with user’s relatives, 
leisure centers, training facilities and shops, just to name a few [9]. 

The VirtualECare GDSS is a knowledge-driven Decision Support Systems 
(DSS) [8], that relies on a database (or knowledge base), and models representa-
tions of the world, following a proof-theoretical approach to computing, that ad-
dresses the truth value of a theorem to be proven in terms of the QoI of the terms 
that make the extension of a predicate or predicates under invocation [10]. 

Our approach of a VirtualECare GDSS follows Simon’s empirical rationality 
[12]. The Intelligence stage occurs continuously, as the GDSS interacts with other 
components of the VirtualECare system. Identified problems that call for an action 
triggers the formation of a group decision. This group formation is conducted in 
the pre-meeting phase, when a facilitator must choose the partakers. In order to 
form the “best” group one must evaluate the QoI on hand of possible participants, 
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and not about the participants themselves, registered in the knowledge base sys-
tem. The Design and Choice phases occur in the in-meeting stage. In the  
In-Meeting phase, the participants will be working in order to accomplish the 
meeting goals and to take de finest decisions. In order to accomplish this goal,  
the participants use a knowledge database and exchange information. Once again, 
the system must provide a measure of the QoI available. In the Post-Meeting 
phase it is important to evaluate the results achieved so far by the group, as well as 
how much each group member is acquit with the achieved results (satis-
fied/unsatisfied). 

 

Fig. 2. In-meeting stage with several iterations 

The in-meeting stage cycles through a set of iterations, similarly to the circular 
logic of choice of Nappeelbaum [13]. In Nappelbaum model a sharpening spiral of 
the description of the problem cycles through option descriptions, value judgments 
and instrumental instructions, towards a prescribed choice. We further extend this 
approach, in line with Jones and Humphreys model of the Decision Hedgehog 
[14]. Instead of constructing and prescribing the solution to the decision problem 
within a procedural context of a single decision path, we suggest the exploration 
of potential different pathways to develop contextual knowledge, enabling colla-
borative authoring of outcomes. 

In this way, the QoI is evaluated within each iteration, for every possible path-
way. The knowledge system is scanned for the needed information with a pre-
viously agreed threshold of the QoI being measured [10, 15]. If the QoI measure 
does not reach the necessary threshold, new information and/or knowledge is 
searched for and the process restarts. Figure 2 illustrates the situation where the 
quality threshold is only reached on a step-by-step process, attaining a point in 
time when the decision is made. In each iteration, we can use different approaches 
to generate alternatives and criteria, namely Idea Generation, Argumentation and 
Voting techniques, to support the decision-making process [8]. 
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Fig. 3 A measure of the QoI of a possible making decision scenario for the patient john 

Even when time compels the group to make a decision, well before the quality 
threshold had been reached, the evaluation of the QoI that drives the inference 
process is paramount, once it gives us a measure of the confidence that we put on 
the decision itself.  At any moment, we are faced with different making scenarios, 
each one with its proper QoI (Figure 1). For example, in Figure 3 (a) it is depicted 
the QoI for one scenario that evolve from programs 1, 2 and 3 with respect to the 
patient john, and in (b) the same representation but having now into consideration 
the predicates relevance. It is now possible to define an order relation over the dif-
ferent scenarios, in terms of its QoI; i.e the scenario (theory) to be selected is the 
one that presents the greatest truth value.   

5   Conclusions 

Qualitative models and qualitative reasoning have been around in Artificial Intelli-
gence research for some time, in particular due the growing need to offer support in 
decision-making processes. This area brings together research and evaluation 
projects in which healthcare decision-making plays a vital role. Indeed, decision-
making with healthcare implications spans a broad area, and is relevant at the na-
tional, regional, local, and patient levels, and in the public and private spheres. The 
main focus of our studies in this field is decision-making at the patient level; al-
though, as future work, we intend to study the problem at the organisational and so-
cietal levels.  Our work addressed the problem of group decision making, modeling 
it in terms of a multitude of scenarios, defined as logic programs or theories, being 
its selection based on its soundness, here measured in terms of their QoIs values.  
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The Gene Expression Programming Applied to
Demand Forecast

Evandro Bittencourt, Sidney Schossland, Raul Landmann,
Dênio Murilo de Aguiar, and Adilson Gomes De Oliveira

Abstract. This paper examines the use of artificial intelligence (in particular the apli-
cation of Gene Expression Programming, GEP) to demand forecasting. In the world
of production management, many data that are produced in function of the of eco-
nomic activity characteristics in which they belong, may suffer, for example, sig-
nificant impacts of seasonal behaviors, making the prediction of future conditions
difficult by means of methods commonly used. The GEP is an evolution of Genetic
Programming, which is part of the Genetic Algorithms. GEP seeks for mathematical
functions, adjusting to a given set of solutions using a type of genetic heuristics from
a population of random functions. In order to compare the GEP, we have used the
others quantitatives method. Thus, from a data set of about demand of consumption
of twelve products line metal fittings, we have compared the forecast data.

1 Introduction

Vollman et al [8] pointed out that the competitive environment is having contin-
uous changes, ranging from the technological planning to the strategic planning.
According to [6], the concurrency nature is moving from the classical battle among
companies to a supply chain contest. The supply chain is basically a set of installa-
tions connected by transportation routes.

In this scenario, the Supply Chain Management (SCM), a concept created by
Keith Oliver from Booz Allen Hamilton in 1982, is considered like the last mine to
be explored in order to increase the organizations competitive potentials.
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Thus, the keywords for the SCM’s effectiveness are ’integration’ and ’collabora-
tion’. This collaborative planning is, in fact, a process in which the manufacturing
and trade share information in the point of sales in order to prepare the joint estimate
of demand [2].

The forecast establishment, therefore, is one of the most important activities of
business management, and among them, the demand forecast is the main one, be-
cause, as states [7], is essential for strategic planning of sales, production and fi-
nances of any business.

2 Demand Forecasting’s Techniques

There are various techniques for forecasting, which can be divided into two groups
according to [7]: qualitative and quantitative. The qualitative techniques are based
on people’s opinion and judgment. The quantitative techniques use the data passed
in mathematical models to project future demand, and is also subdivided into two
groups: those based on time series and based on correlations.

3 Gene Expression Programming (GEP)

The genetic algorithm is an optimization process of complex functions which uses
the Darwinian selection process for the evolution and definition of the best results.
The genetic algorithm was originally proposed by J. Holland in the 70’s and pub-
lished by his students [3]. On the other hand, the genetic programming is an appli-
cation of the genetic algorithm, which aims to optimize not values, but mathematical
expressions.

Ferreira [4], proposed a new methodology, also known as the Gene Expression
Programming (GEP), which is, in fact, an evolution of genetic programming. The
word (chromosome) that defines a gene expression in GEP is divided into head,
which contains operators and variables; and tail, containing only variables.

The chromosomes can have a gene or more than one gene, and the result of
the generated expression is obtained by summing the expressions of each gene or
other pre-defined operation. The GEP defines two languages, one for the genetic
word called Karva, and another that defines a mathematical expression through an
expression tree.

The translation is carried out by defining an expression tree from left to right
in the various hierarchical levels according to the description of the genetic word.
The length of the chromosome depends on the tails’ calculation (t) according to
the definition of head’s length (h) and the maximum number of operators (n)
(Equation 1).

t = h(n−1)+ 1 (1)
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In GEP is also possible to create mathematical expressions with numeric constants
[4]. Thus, besides the mathematical operators, we can use an extra symbol, the in-
terrogation mark (?), in the operators set, which is related to an extension of the
chromosome containing the index of the used constant, called the Dc, in a group
of 10 constants which are formed randomly. The constants set also goes through a
mutation development during the evolution process.

The GEP heuristic follows a process similar to genetic algorithm for the chromo-
somes evolution that form the initial population.

3.1 Creation of Initial Population and Testing

Before the creation of initial population we define the operators set, the size of
the head, and the test values set. The process of creating the initial population’s
chromosomes happens in a random way. It is possible to form a chromosome with
one or more genes. In this case, the result of the expression is made from the sum
of the expressions represented by different genes or using another form of union,
multiplication or division of gene expressions. After creating the initial population,
each individual is expressed and executed from a given data set. With this result, the
fitness of each individual can be calculated.

The stopping test can be based on the maximum fitness value or in another value,
or even in a number of iterations (e.g. 1000 generations).

3.2 Selection, Elitism and Mutation

Each generation keeps up the best program, which not goes through the reproduction
process. For the reproduction, we use a form of selection that takes into account the
fitness value, or in other words, the program that has best fitness, has more chance
to serve as genetic material for the next generation.

In this work we will use the roulette method, where the fitness of each program
defines the segment of a roulette wheel, which can be larger or smaller. This segment
defines a given program after a random spin.

We can make changes at any chromosome point. Both in the head and the tail, we
should keep the condition of not using operations in the tail. The mutation rate varies
from 5 % to 20 %, where we must select, for each chromosome, a value between 1
to 3 mutation points [4].

4 Proposed Process and Initial Results

The proposed method is to compare the forecast demand through the GEP and other
quantitative techniques of twelve product line of metal fittings. An initial result for
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one of these products is presented in Table 1, the GEP is the best method considering
the sum of the error. The future demand was expected by GEP and other techniques
for trend based on data from the historical trend.

Table 1 Simulated demand (13-24 period) utilizing GEP and others methods

HDa FDb GEP LDc GTd ETe PT f SIg

ph vi p v v e j v e v e v e v e v e

1 23159 13 30704 25584 0.17 25352 0.17 24153 0.21 24086 0.22 24879 0.19 26586 0.13
2 27863 14 26236 25811 0.02 25516 0.03 24171 0.08 24098 0.08 25026 0.05 29399 0.12
3 19562 15 34881 26049 0.25 25680 0.26 24187 0.31 24109 0.31 25174 0.28 25538 0.27
4 27494 16 25746 26348 0.02 25845 0.00 24202 0.06 24119 0.06 25323 0.02 28079 0.09
5 24935 17 35026 26870 0.23 26009 0.26 24216 0.31 24128 0.31 25473 0.27 28973 0.17
6 27686 18 24954 29667 0.19 26173 0.05 24229 0.03 24137 0.03 25624 0.03 32158 0.29
7 18756 19 26266 25128 0.04 26337 0.00 24242 0.08 24146 0.08 25775 0.02 28031 0.07
8 17389 20 20542 19354 0.06 26501 0.29 24254 0.18 24154 0.18 25928 0.26 30919 0.51
9 23660 21 31108 25169 0.19 26665 0.14 24265 0.22 24161 0.22 26081 0.16 31995 0.03
10 22685 22 25342 25625 0.01 26830 0.06 24276 0.04 24169 0.05 26236 0.04 35606 0.41
11 29604 23 26508 25850 0.02 26994 0.02 24286 0.08 24176 0.09 26391 0.00 31111 0.17
12 28628 24 28835 26000 0.10 27158 0.06 24296 0.16 24182 0.16 26547 0.08 34390 0.19

Σ 1.31 Σ 1.35 Σ 1.76 Σ 1.79 Σ 1.39 Σ 2.45

a Historic Demand; b Future Demand ; c Linear Trend; d Geometric Trend ; e Exponential
Trend ; f Potential Trend ; g Seazonal Indices ; h period ; i value ; j error.
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Brain Magnetic Resonance Spectroscopy 
Classifiers 

Susana Oliveira, Jaime Rocha, and Victor Alves* 

Abstract. During the last decade, the Magnetic Resonance Spectroscopy modality 
has become an integrant part of the diagnostic routine. However, the visual inter-
pretation of these spectra is difficult and few clinicians are trained to use the tech-
nique. In this study, sixty-eight spectra obtained from twenty-two multi-voxel 
spectroscopies were classified using three well-known classification algorithms: 
K-Nearest Neighbors (KNN), Decision Trees and Naïve Bayes. The best results 
were obtained using NaïveBayes that presented an average balanced accuracy rate 
around 75%, although K-Nearest Neighbors presented very good results in some 
situations. The obtained results lead us to conclude that it is possible to classify 
magnetic resonance spectra with data mining techniques for further integration in 
a Clinical Decision Support System which may help in the diagnosis of new cases. 

1   Introduction 

Magnetic Resonance Imaging (MRI) is a medical imaging modality developed in 
the early 1970s. It was realized that magnetic field gradients could be used to local-
ize the magnetic resonance signal and to generate images that display magnetic 
properties, reflecting clinically relevant information [1]. Magnetic Resonance Spec-
troscopy (MRS) emerged from the physical discoveries of MRI as a new clinical 
tool in the 1990s. While MRI provides structural information, MRS provides quali-
tative information of a number of metabolites within the brain, and can also provide 
quantitative information if a reference of known concentration is used. These me-
tabolites reflect aspects of neuronal integrity, cell membrane proliferation or degra-
dation, energy metabolism and necrotic transformation of brain or tumor tissue. 
Hence, MRS is a non-invasive technique that can help in the diagnosis of different  
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Fig. 1 1H-Magnetic resonance spectrum appearing grey matter of a normal volunteer 

diseases, add information to imaging diagnosis and determine the tissue biochemi-
cal composition (metabolic profile) of a tumor. The spectrum has the general ap-
pearance of a plot of peaks along the x-axis, with the peak position depending on 
the resonant frequency of the associated metabolite (Fig. 1) [2]. 

During the last decade, the Magnetic Resonance Spectroscopy modality has  
become an integrant part of the diagnostic routine [3]. However, the visual inter-
pretation of these spectra is difficult and few clinicians are trained to use the tech-
nique [4]. When analyzing recent developments, it becomes clear that the trend is 
to develop new methods for computer decision-making in clinical practice [5]. 
Thus, the use of artificial intelligence tools has become widely accepted in medi-
cal applications to support patient diagnosis more effectively, especially in, the 
application classification systems [6]. 

Recent publications have described the use of classification methods to analyze 
magnetic resonance spectra. Bezabeh, et al. (2002) analyzed “the potential use of 
proton magnetic resonance spectroscopy in combination with an appropriate statis-
tical classification strategy in differentiating normal mesenchymal tissue from soft 
tissue sarcoma” and obtained good results. The classification was performed using 
Linear Discriminant Analysis (LDA) with the Leave-One-Out method. The statisti-
cal classification strategy gave much better results than the conventional analysis 
[7]. Siddall, et al. (2006) used a pattern recognition method to discriminate accu-
rately subjects with low back pain from control subjects based on MRS. They con-
cluded that MRS combined with an appropriate pattern recognition approach, was 
able to detect brain biochemical changes associated with chronic pain with a high 
degree of accuracy [8]. Luts, et al. (2007) studied the use of automated pattern rec-
ognition methods on magnetic resonance data with the goal to assist clinicians in 
the diagnosis of brain tumors. They used a multiclass classification system to assess 
the type and grade of a tumor. Moreover, they compared Least Squares Support 
Vector Machines (LS-SVMs) with LDA. They concluded that binary LS-SVMs 
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can be extended to a multiclass classifier system and that this classifier system can 
be of great help in the diagnosis of brain tumors [9]. Finally, García-Gómez, et al. 
(2009) predicted models of automatic brain tumor classification using cases ob-
tained in different centers. They concluded that the prediction of the tumor type of 
MRS is possible using classifiers developed from acquired data, in different hospi-
tals with different instruments under the same acquisition protocols [10]. 

In this study various feature extraction and classification algorithms will be as-
sessed. Our goal is to demonstrate that it is possible to classify magnetic resonance 
spectra with data mining techniques in order to use them in a Clinical Decision 
Support System (CDSS). This system will have the potential to help the physician 
in the diagnosis of new cases. 

2   Methods 

The spectra used in this study to obtain the classifiers were extracted from studies 
of patients previously diagnosed by a neuroradiologist. These studies were 
scanned by a “Siemens Magnetom Avanto 1.5T Magnetic Ressonance” at Hospi-
tal de Braga, following the same acquisition protocol (csi_se_135). This protocol 
was chosen since it is adequate for highly localized spectroscopy of the human 
brain, showing the main metabolites [11]. For each studied volunteer, two, three or 
four voxels with the same or a different pathology were used. The pathology was 
labeled as tumor, vascular, healthy and other. From the 22 multi-voxel spectro-
scopies used, we obtained 68 spectra (voxels). Of those, 36.8% were tumors, 
20.6% vascular, 25.0% healthy and 17.6% other. 

For each voxel, the following data was registered: patient number id, age, gen-
der, race, metabolite of reference (NAA), position (in ppm), integral and the ratio 
in relation to the NAA for N-acetyl aspartate (NAA), Creatine (Cr), Choline (Cho) 
and Creatine2 (Cr2) metabolites. Table 1 presents the minimum, maximum and 
mean values by pathology for each metabolite.  

Table 1 Minimum, maximum and mean by pathology and in general for the metabolites 

Pathology Values NAA Cr Cho Cr2 
Tumor Min./Max. 8.56/35.99 5.84/33.96 5.94/47.23 0.00/33.98 

 Mean 19.63 18.50 25.12 13.13 
Vascular Min./Max. 13.84/41.90 15.54/30.54 17.21/30.87 7.91/21.56 

 Mean 32.51 24.03 23.96 14.35 
Healthy Min./Max. 22.78/60.96 8.65/37.35 6.92/32.05 5.73/29.16 

 Mean 38.98 23.27 23.32 16.75 
Other Min./Max. 17.48/40.45 13.40/38.47 14.94/49.40 13.94/42.61 

 Mean 28.25 22.59 31.21 23.68 

 
NAA is considered a neuronal marker. As most brain tumors are of non neuronal 

origin, NAA is absent or greatly reduced. Compared with the normal brain, Cr is 
generally reduced in astrocytomas and is almost absent in meningiomas, schwan-
nomas and metastases. Cho reflects the metabolism of cell membranes [12]. 
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Two data selection techniques were applied on the NAA, Cr, Cho and Cr2 in-
tegral. Feature Selection (FS) was used to select relevant attributes since that the 
data set could contain irrelevant attributes to the mining task and the adding of 
irrelevant or distracting attributes often “confuses” data-mining algorithms [12]. 
Principal Component Analysis (PCA) was used to transform the original values 
onto a new set of uncorrelated features. These new features are linear combina-
tions of the original variables and they are ranked according to the variance they 
retain. Often the original data can be explained by a limited number of compo-
nents [13]. The spectra were classified using three well-known classification al-
gorithms: K-Nearest Neighbors (KNN), Decision Tree and Naïve Bayes. KNN 
classifies an unclassified sample based on the nearest k of a set of previously 
classified samples. The training samples are mapped into multidimensional fea-
ture space. This space is partitioned into regions by class labels. A point in the 
space is assigned to the class if it is the most frequent class label among the 
nearest training samples. Usually the L2-norm or Euclidean distance is used but 
other distances like Manhattan distance can also be used [14] [15]. Decision tree 
algorithms were originally intended for classification, but are powerful and 
popular for both classification and prediction. The attractiveness of tree-based 
methods is due largely to the fact that decision trees represent rules that humans 
can easily understand [16]. A decision tree consists of nodes where attributes are 
tested. The outgoing branches of a node correspond to all the possible outcomes 
of the test. At each node, the algorithm chooses the “best” attribute to partition 
the data into individual classes [11][17]. Naïve Bayesian classification is the 
popular name for a probabilistic classification based on the Bayesian Theorem 
[17] [18]. 

The models were evaluated using k-fold cross-validation, the initial data was 
randomly partitioned into k mutually exclusive subsets or “folds” each of  them 
with approximately equal size. One of the k subsets is used as the test set and the 
others k-1 subsets are used as training sets. This process is repeated k times until 
all k subsets become the test set. Subsequently, the average of a performance 
measure (e.g. accuracy) across all k trials is computed [19] [20].  For the evalua-
tion of the classifiers, a Balanced Accuracy Rate (BAR) was used. In a binary 
classifier A vs. B, the BAR is the average of the accuracy rate on the A and B 

classes ( i.e. 
1

2

aA

nA

+ aB

nB

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟  where nA and nB denote the number of cases of the two 

classes and aA and aB the number of well-classified cases. BAR is especially useful 
when two classes are imbalanced, i.e. when one of the classes is more representa-
tive than the other. 

3   Results and Discussion 

All classification models were evaluated using 5-fold cross-validation [20]. In 
KNN, k was varied between 1 and the number of samples of the smaller class di-
vided by the number of blocks. Euclidean metric was applied to calculate the  
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Fig. 2 Box-whisker plots of the performance (BAR) for each classification problem 

distance between the unclassified sample and the classified samples. In decision 
tree, the pruning strategy and information gain ratio as purity measure was used. 

Fig. 2 (a) shows the box-whisker plot of the performance for the tumor vs. vas-
cular vs. healthy vs. other pathology problem. 

The quality measures present modest values of confidence. This is due to the 
fact that some classification algorithms deal poorly with problems where the num-
ber of possible class values is high. If the spectrum was classified randomly, the 
classifier had 25% of probability to choose the proper class, since there are four 
classes. We obtained values around 48%, which is a good value for this problem, 
but not good enough for medical purposes. 

Any N-class classification problem can be transformed into several 2-class 
problems [21]. Fig. 2 (b) presents the box-whisker plot of the performance for the 
healthy vs. pathology classification, with 68 cases, of which 17 (25%) are healthy 
patients and 51 (75%) are patients with pathology. Fig. 2 (c) presents the box-
whisker plot of the performance for the tumor vs. other pathology classification, 
with 51 cases, of which 25 (49%) are patients with tumor and 26 (51%) are pa-
tients with other pathology. Fig. 2 (d) presents the box-whisker plot of the per-
formance for the patient with vascular pathology and patient with other pathology 
classification, with 26 cases of which 14 (54%) are patients with vascular pathol-
ogy and 12 (46%) are patients with other pathology. 

KNN presented the best results for the healthy patient vs. patient with pathol-
ogy classification. NaïveBayes presented the best results for the other two classifi-
cations. These results are much better than the classifier that distinguished the four 
classes. This happens because the difference between the values of the different 
metabolites is higher when they are distinguished between two classes. 
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Fig. 3 Box-whisker plot of the performance (BAR) of each data selection method 

Almost all worst results of the 2-classes problem classifiers were better than the 
best results of the 4-classes problem, which is quite obvious since a 4-classes 
problem is intrinsically more difficult than a 2-classes problem. So, the classifiers 
for 2-classes problems were able to resolve the classification problems with BAR 
values around or above 70%, depending of the classification problem.  

As mentioned before, the Feature Selection technique has the objective to reduce 
the dimension and the PCA to compress data. These techniques were applied before 
the data mining task. In Feature Selection, both forward and backward directions 
were chosen. In PCA the first principal components that explained 90% of the 
original values were chosen. Since the results of performance for the discrimination 
problems were distinct enough, it is more appropriate to analyze them separately. 

Fig. 3 (a) presents the box-whisker plot of the performance for each data selec-
tion method. The best results were obtained with Feature Selection in the backward 
direction. This seems to indicate that it isn’t necessary all the attributes to solve this 
discrimination problem because this procedure removes, at each step, the worst  
attribute remaining in the set. Fig. 3 (b), Fig. 3 (c) and Fig. 3 (d) show the perform-
ance results for the 2-classes problems. In all them, the Feature Selection in both di-
rections: forward and backward were the bests. The BAR average was always 
above 70%. This seems to show that, when the dimensionality is reduced, part of 
the irrelevant information to solve the discriminations problems is removed.  

Even thought there are several published studies where classification algo-
rithms were used to classify the spectra, such as, LDA [9] [22] [23], LS-SVM [9] 
[23], Decision Tree, KNN [24] and NaïveBayes [25], there is not yet a consensus 
on which are the best techniques for MRS data processing to be used for optimum 
classification [26]. In this study KNN, NaïveBayes and Decision tree classification 
algoritms were used. In all classification problems, NaïveBayes presented the best 
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BAR average (around 75%). With the exception of the 4-classes problem, the 
KNN classification method obtained a higher inter-quartile range. This fact con-
tributed for the reduction of BAR average since the inter-quartile range represents 
half of the samples. The Decision Tree presented the worst results. The recursive 
partitioning and the sequential nature of the decision tree can make it dependent of 
the observed data, and even a small change might alter the structure of the tree 
[27]. This could have been one of the reasons for its performance. 

4   Conclusions 

The use of KNN, Naïve Bayes and Decision Tree classifiers in identifying four 
types of patient’s spectra was evaluated. Initially the task to distinguish the four 
types simultaneously was analyzed and then in pair wise tasks (i.e. healthy vs. 
with pathology, tumor vs. other knowing that they are patients with pathology and 
vascular vs. other knowing that they are patients with pathology different from 
tumor). The best results were obtained by the classifiers in pair wise tasks.  

The 2-classes problems presented all BAR values around and above 70%. In 
contrast, the 4-classes problem never achieved values higher than 57%. This may 
be due to the fact that some algorithms deal poorly with problems where the num-
ber of possible class values is high. All N-class problems had similar behavior in 
relation to data selection. In all trials, Feature Selection in forward or backward di-
rection is a good option as data selection technique. This seems to indicate that the 
classifiers might not need all attributes in order to correctly discriminate. 

For further experiments, it would be necessary to collect more samples of each 
of the classified classes to perform further research with a more balanced popula-
tion of cases. Finally, the obtained results leads us to conclude that it is possible to 
classify magnetic resonance spectra with data mining techniques for further inte-
gration in a Clinical Decision Support System with the goal to help in the diagno-
sis of new cases. 
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A Bio-inspired Ensemble Model for Food
Industry Applications

Bruno Baruque, Emilio Corchado, and Jordi Rovira

Abstract. This paper presents a soft computing robust solution for the food indus-
try field with the aim of analysing the olfactory properties of Spanish dry-cured
ham. A novel topology preserving version of the Visualization Induced SOM (Vi-
SOM), based on the application of the Weighted Voting Superposition (WeVoS)
summarization algorithm, is presented in order to calculate the best possible visu-
alization of the internal structure of a datasets. The results obtained by this novel
model are compared with the ones obtained by its single version -ViSOM- and ver-
sus the well-known SOM and WeVOS-SOM. The results clearly demonstrate how
the WeVoS-ViSOM outperforms the rest of models.

1 Introduction

Soft computing has been successfully applied in many areas, such as biology, fi-
nance, and marketing [7]. In this study, soft computing techniques are apply to the
field of food industry, where, ensuring the taste and quality of end products is a
critical issue. The quality of these products depends in a complex way on many fac-
tors. In order to effectively control food taste and conditions, this research aims at
implementing a system that classifies the quality and taste of Spanish ham samples.
In this system we use soft computing techniques and exploit large amounts of data
collected throughout an “Electronic Nose” (or “e-nose”). This paper investigates
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requirements on soft computing techniques as topology preserving models and fu-
sion theory. Results of a preliminary case study show that soft computing is a
promising approach as part of early systems in food industry.

Topology preserving maps [3, 4] are often used for data visualization and in-
spection tasks. This interesting feature can assist human operators in classification
tasks, such as the one presented in this study relating to the olfactory properties
of Spanish dry-cured ham. Other features are pattern recognition and automated
classification, inherent to many of the unsupervised learning techniques, which are
especially relevant in the present application. These models are given enhanced sta-
bility in this study through the use of a novel ensemble summarization algorithm,
called Weighted Voting Superposition (WeVoS). A combination of an electronic de-
vice for the analysis of volatile compounds and a novel ensemble summarization
algorithm for topology preserving mapping algorithms is used to study a wide va-
riety of samples of Serrano Hams, in order to test whether this procedure is able
to discriminate, in an easy and reliable way, between hams with different olfactory
characteristics.

The rest of this paper is organized as follows: Section 2 and Section 3 present
the soft computing models used in this research. Section 4 outlines the obtain-
ing and pre-processing of the data of the industrial case study presented, while
Section 5 describes the experiments and results. Finally, Section 6 presents the con-
clusions and future lines of research.

2 Topology Preserving Maps and Quality Measures

2.1 The Self-organizing Map

Topology preserving mapping comprises a family of techniques with a common
target: to produce a low-dimensional representation of the training samples that
preserves the topological properties of the input space. From among the various
techniques, the best known is the Self-Organizing Map (SOM) algorithm [3, 4].
SOM aims to provide a low-dimensional representation of multi-dimensional data
sets while preserving the topological properties of the input space. The SOM algo-
rithm is based on competitive unsupervised learning; an adaptive process in which
the neurons in a neural network gradually become sensitive to different input cat-
egories, which are sets of samples in a specific domain of the input space [5]. The
update of neighbourhood neurons in SOM is expressed as:

wk(t + 1) = wk(t)+ α(t)η(v,k, t)(x(t)−wk(t)) (1)

where, x denotes the network input, wk the characteristics vector of each neuron; α ,
is the learning rate of the algorithm; and η(v,k, t) is the neighbourhood function, in
which v represents the position of the winning neuron (BMU) in the lattice, and k
the positions of the neurons in its neighbourhood.
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2.2 The Visualization Induced SOM

An interesting extension of this algorithm is the Visualization Induced SOM [9, 8]
proposed to directly preserve the local distance information on the map, along with
the topology. The ViSOM constrains the lateral contraction forces between neurons
and hence regularizes the inter-neuron distances so that distances between neurons
in the data space are in proportion to those in the input space, as it is expressed in
Eq. :

wk(t + 1) = wk(t)+ α(t)η(v,k, t)
[
(x(t)−wv(t))+ (wv(t)−wk(t))

dvk −�vkλ
�vkλ

]
(2)

where, dvk and�vk are the distances between neurons in the data space v and k on the
unit grid or map, respectively, and λ is a positive pre-specified resolution parameter.
It represents the desired inter-neuron distance -of two neighbouring nodes- reflected
in the input space.

The difference between the SOM and the ViSOM hence lies in the update of
the weights of the neighbours of the winner neuron as can be seen from Eq. 1 and
Eq. 2.

2.3 Measures for Assessing the Quality of a Map

This subsection presents some of the measures that have been proposed in literature
to compare the maps resulting of two different trainings. As any unsupervised learn-
ing technique, to obtain a definitive overall measure of the performance of the model
is a very complicated problem. In the case of the present study, two of the most sim-
ple of them have been used to analyze the outcome of the ensemble summarization
algorithm once applied to the ensemble of topology preserving models:

Classification Error: based on classifying each new sample as part of the class
that most consistently recognized the BMU for that sample [6]. In the case of the use
of the model for the practical purpose of the food industry suggested in this work,
the classification of samples is an interesting added feature.

Mean Square Quantization Error: computed by determining the average distance
of the test data set entries to the cluster centroids by which they are represented.

3 Ensemble Summary of Visualization Models

The idea behind the novel fusion algorithm, WeVoS, is to obtain a final map keep-
ing one of the most important features of these types of algorithms: its topological
ordering. WeVoS, which is presented in [1]; has been previously used in other prac-
tical applications [2]; but in this study is applied for the first time to the ViSOM and
in the field of the food industry.
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It is based on the calculation of the “quality of adaptation” of a homologous unit
of different maps, in order to obtain the best characteristics of the vector in each of
the units that make up the final map. This calculation is performed as follows:

Vp,m =
∑bp,m

∑M
i=1 bp,i

· ∑qp,m

∑M
i=1 qp,i

(3)

Briefly, the WeVoS algorithm functions in the following way: first of all an ensemble
of maps is trained. Then, the chosen quality/error measure is calculated for each of
the neurons in all the ensemble maps. The fused map is initialized by calculating the
centroids of the neurons in the same position of all the maps, that is, by calculating the
superposition of the ensemble. For each of the neurons in the fused map, the average
neuron quality as well as the number of total samples recognized in that position for
the ensemble maps are calculated. The weight of the vote for each neuron can be
calculated with this information by using Eq. 3. To modify the position of the neuron
in the fused map, the weights of each of the neurons in that position are fed to the final
map. The learning rate in each case will be the weight of the vote for that neuron. A
complete description of the WeVoS algorithm can be found in Algorithm 1.

Algorithm 1. Weighted Voting Summarization algorithm
Input: Set of trained topology-preserving maps: M1...Mn, training data set: S
Output: A final fused map: Mf us

1: Select a training set S = 〈(x1,y1) . . .(xm,ym)〉
2: train several networks by using the bagging meta-algorithm : M1...Mn

3: procedure WEVOS(M1...Mn)
4: for all map Mi ∈ Mn do
5: calculate the quality/error measure chosen for ALL neurons in the map
6: end for

� These two values are used in Eq. 3
7: calculate an accumulated total of the quality/error for each position Q(p)
8: calculate recognition rate for each position B(p).
9: for all unit position p in Mi do

10: initialize the fused map (Mf us) by calculating the centroid (wc) of the neurons of
all maps in that position (p)

11: end for
12: for all map Mi ∈ Mn do
13: for all unit position p in Mi do
14: calculate the vote weight (V p,Mi ) using Eq. 3.
15: feed the weights vector of neuron wp into the fused map (Mf us) as if it was

an input to the network.
The weight of the vote (V p,Mi ) is used as the learning rate (α).
The position of that neuron (p) is considered as the position of the BMU (v). � This

causes the neuron of the fused map (w∗
p) to approximate the neuron of the composing

ensemble (wp,m) according to the quality of its adaptation.
16: end for
17: end for
18: end procedure
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4 A Food Industry Application Case Study

Several Spanish hams of different qualities and origins were used in this case study.
The data sets consisted of measurements taken from seven types of Spanish dry-
cured ham from among the various brands available on the Spanish market. The
samples also included some that were tainted and/or that had a rancid/acidic taste.
The tainted samples were randomly taken from among all the different quality types
and origins of hams. The commercial brands of the hams in the samples were not
taken into account in this study. In this case the e-nose was used to measure the
odour of the ham samples. The data collected was presented to the ensemble summa-
rization algorithm of topology preserving maps, WeVoS-ViSOM, in order to achieve
a simple and reliable device for testing and analyzing the olfactory properties of the
hams.

The odour recognition process followed in this research may be summarized as
follows:

1. The sample is heated for a given time to generate volatile compounds in the head
space of the vial containing the sample.

2. The gas phase is transferred to a detection device which reacts to the presence of
molecules.

3. The differences in sensor reactions are recorded using statistical calculation tech-
niques to classify the odours.

The readings taken by each sensor are separated and stored in a simple database for
further study. In this study the analyzes are performed using an E-Nose α-FOX 4000
(Alpha M.O.S., Toulouse, France) with a sensor array of 18 metal oxide sensors.

After having obtained the readings for each sample of cut ham taken from the
18-sensor array in the electronic nose, they are stored in a database along with the
corresponding results of the sensory evaluation by the professional testers. These
results are normally more detailed, but were restricted in this initial study to three
possible values: “unspoilt”, “rancid/acid” and “tainted”. Thus, the final data set
consisted of readings taken from a total of 154 samples of ham, the readings on
each ham being composed of 18 different variables measured over three possible
categories.

5 Experimental Results

In order to analyze the validity of the idea of using the topology preserving maps as
a clearer way to present the results of the chemical analysis of the e-nose to a human
user, two types of experiments are presented in this research. In both experiments
we compare the single algorithms (SOM and ViSOM) with their ensemble summary
counterpart, as the final idea is to study the benefits of the use of an ensemble of
those algorithms.

After having obtained the readings for each sample of cut ham taken from the
18-sensor array in the electronic nose, they are stored in a database along with the
corresponding results of the sensory evaluation by the professional testers. These
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results are normally more detailed, but were restricted in this initial study to three
possible values: “unspoilt”, “rancid/acid” and “tainted”. Thus, our final data set
consisted of readings taken from a total of 154 samples of ham, the readings on
each ham being composed of 18 different variables measured over three possible
categories.

Figure 1 shows the ham data set as the map obtained by each of the topol-
ogy preserving models discussed: SOM, ViSOM and their ensemble counterparts:
WeVoS-SOM and WeVoS-ViSOM. Triangles represent unspoilt samples, squares
rancid/acid samples and circles tainted samples.

It is worth noting some interesting features in those maps. First of all, the WeVoS
algorithms help to obtain more compact maps. Comparing Fig. 1a and Fig. 1c and
also Fig. 1b and Fig. 1d it is easy to see that WeVoS models obtain maps with less
space (i.e. “dead neurons”) in the center of the figures, obtaining more compact and
clear maps, with less wasted blank space. Specially ViSOM and WeVoS-ViSOM

(a) Single SOM (b) Single ViSOM

(c) WeVoS-SOM (d) WeVoS-ViSOM

Fig. 1 Maps generated form both single models and the WeVoS calculated for both of them
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obtain clearer images than the SOM and WeVoS-SOM. For example, ViSOM mod-
els (Fig. 1b and Fig. 1d) are capable of identify a small group of “unspoilt” samples
-that are separated from the main group due to their special characteristics that can
be taken for “acid/rancid” samples- using 2 units, which is an improvement over
the Single SOM (Fig. 1a) -no units- and the WeVoS-SOM (Fig. 1c) -only one unit-.
Even between those two models, the WeVoS-ViSOM obtains a clearer map, consid-
ering that groups are more compact and clearly separated. Seeing the bottom of the
images, in the WeVoS-ViSOM (Fig. 1d) obtains much less messed groups for the
“tainted” and “acid/rancid” samples.

The second experiment consisted in using a fixed number for the size of the en-
semble of maps -5 maps- determined experimentally, while decreasing the number
of samples used to train them. The initial step experiment was performed with the
complete data set and in each progressive step the 1/5 of the original size of samples
were randomly chosen to be removed from the data set. This is done in order to
analyze which is the effect of the addition of instability to the data set by making it
more difficult to adapt to, as it contains less samples to train.

Being the topology preserving maps quite error tolerant algorithms, the effect of
reducing the number of samples does not have a clear effect in the calculated mea-
sures. This means that the data set does not include any outliers or noisy samples,
with very different characteristics from the rest. As there are no outliers present in
the data set, the decrease in the number of samples used does not really alter its
internal structure, so tests tend to be quite stable in every size of data set.

The classification error of the WeVoS models (Fig. 2a) is clearly lower compared
with the single algorithms regardless the size of the data set. For the Quantization
Error (Fig. 2b), the fact of having a lower size for the data set affects the error that
can be measured. In this case, although ViSOM and WeVoS-ViSOM obtain lower
error, they are not as clearly superior as in previous experiment. It is interesting
to see how the use of the WeVoS algorithm make the unstable algorithm of the

(a) Classification Error (b) MSQE

Fig. 2 Map quality measures when varying the number of data samples used to train the
ensemble
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ViSOM behave in a less unstable way. The measures, that exhibit a certain degree
of instability for single models, behave in a less variable way when measured for
the summarized ensembles using WeVoS.

6 Conclusions

In this paper a soft computing technique for presenting the results of a complex
chemical analysis, from a food industry case study; in a simple and understandable
way to a human expert has been presented and analyzed. The analysis steps include
the chemical analysis performed in a device designed for the pourpose and the pos-
terior analysis of the data collected by means of topology preserving maps. A sum-
marization algorithm for this type of topology preserving algorithms is presented
and used to add an extra fine tuning to the final results and the stability which they
mostly lack of. An analysis and comparison of the use of this algorithm with two
topologies preserving models is included, being this the first time that the algorithm
has been used in conjunction with the Visualization Induced SOM (ViSOM).

Some of the future work includes the application of the WeVoS algorithm to other
topology preserving models to test its performance in conjunction with the e-nose.
A more complete array of quality measures will be used in order to study in a more
detailed way the effect of the use of ensembles with these topology preserving mod-
els. Also, the use of some other ensemble algorithms such as boosting or leveraging
for the training of the ensembles will be explored.
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Implementation of a New Hybrid 
Methodology for Fault Signal Classification 
Using Short -Time Fourier Transform and 
Support Vector Machines 
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Joydeb Roychoudhury, and Ajith Abraham* 

Abstract. Increasing the safety of a high-speed motor used in aerospace application 
is a critical issue. So an intelligent fault aware control methodology is highly 
research motivated area, which can effectively identify the early fault of a motor 
from its signal characteristics. The signal classification and the control strategy with 
a hybrid technique are proposed in this paper. This classifier can classify the 
original signal and the fault signal. The performance of the system is validated by 
applying the system to induction motor faults diagnosis. According to our 
experiments in BLDC motor controller results, the system has potential to serve as 
an intelligent fault diagnosis system in other hard real time system application. To 
make the system more robust we make the controller more adaptive that give the 
system response more reliable. 
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1   Introduction 

Fault diagnosis is very important for safe operation and preventing rescue [1]. It is 
preferable to find fault before complete system failure. A system with incipient 
fault but it will lead to a system to a catastrophic failure causing downtime and 
large losses. Fault diagnostics is a kind of signal classification as far as its essence 
is concerned. Support vector machines (SVM) have a good generalization 
capability even in the small-sample cases of classification and have been 
successfully applied in fault detection and diagnosis [2][3]. SVMs [4-7] provide 
efficient and powerful classification algorithms that are capable of dealing with 
high-dimensional input features and with theoretical bounds on the generalization 
error and sparseness of the solution provided by statistical learning theory [4]. 
Classifiers based on SVMs have few free parameters requiring tuning, are simple 
to implement, and are trained through optimization of a convex quadratic cost 
function, which ensures the uniqueness of the SVM solution. Furthermore, 
SVM-based solutions are sparse in the training data and are defined only by the 
most “informative” training points.  

In control and automata theory, a state is defined as a condition. That 
characterizes a prescribed relationship of input, output and input to the next state. 
Thus knowledge of the state of a system gives better understanding through 
observation and we can subsequently take necessary steps for controlling the 
system, for example, stabilizing a system using state feedback. This implies that 
the current state of a system determines the future plan of action. So it becomes 
extremely important to devise some methodology by which the state of a system 
can be observed correctly within a stipulated time frame.  For example a 
particular state of a feedback control system cannot be observed directly due to 
its own compensator which is one of the limitations of the feedback controller. A 
separate hardware with very low observation latency period [6] is necessary to 
observe this unobserved state which is called a sub state or internal state directly 
related to the health of the system. In order to make system fault aware a sub state 
observer is conceived whose execution time of the event sequences (necessary 
for sub state observation) is much faster and due to this high speed execution and 
subsequent scheduling technique, it can observe the sub state behavior of a 
system and thus differentiate between two almost similar states with different 
end effects. 

In this paper, we proposed an incipient signal classification which is optimally 
separated by SVM and after classification of the signal or a optimal threshold value 
a controller strategy is implanted into a evolvable hardware which gives a hard and 
real time responsive or responsive system. 
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Fig. 1 A generic Scheme for signal classification and reactive system and their consequences 

The basic scheme of Signal classification is illustrated in figure 1. 

2   Principal of Operation Signal Classification 

2.1   Real Time Dynamic Continuous Signal Response 

Hard real time system is that system which has a critical time limit [10] or a reactive 
system where the system inputs are dynamically changes with time. Within that 
time duration the system has to response otherwise the system is going to a 
catastrophic loss or high probability for human death. The real time systems are 
basically two types one is reactive system and another is embedded system. A 
reactive system is always react with the environment (online aircraft valve signal 
monitoring from a actuator  signal) and another is embedded system which is used 
to control specialized hardware that is installed within a larger system (such as a 
microprocessor that controls anti-lock brakes in an automobile) In our system is 
more reactive with the environments. Here in our proposed system the online 
dynamic continuous signals is comes and we capture the signal and transform it and 
pass through into our classifier and take the decision. The EFSM model [6] does the 
real time operation within a few micro seconds. This makes the system first 
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responsive according to the decision of the output and the reactive system makes a 
more intelligent neuro adaptive system.  

2.2   Signal Preprocessing for STFT    

Signal classification is a major research area in the real time DSP, because of the 
real time operation the classification of signal is very crucial issue. Even the signal 
classification has lots of problem, so we prefer the STFT. Here we briefly review 
the chaos detector based on the STFT proposed in [9-10]. The short-time Fourier 
transform (STFT), or alternatively short-term Fourier transform, is a Fourier-related 
transform used to determine the sinusoidal frequency and phase content of local 
sections of a signal as it changes over time.  

( ) ( ) ( ) τττ τ
α

α

dewtxftSTFT fj Π−

−
∫ += 2,  (1) 

Where x(t) is signal of interest (in this paper, it is a voltage or a current from the 
BLDC motor), and w(τ) is the window function, where w(τ)=0  for ׀τ׀>T/2 and T is 
window width. In order to avoid complex-valued STFT, we use its squared 
magnitude ,i.e.,the spectrogram . As shown in figure 2 
 
 
 

 

2.3   Signal Classification of Using SVM 

Support vector machines (SVM) [10] have been widely used in the fault 
classification and diagnosis of machines in the past few years, especially in the fault 
diagnosis [11], for dynamic procedures such as the starting, the stopping, and the 
changing of working mode. SVM certainly outperform some other artificial 
intelligence methods because it is able to maximize the generalization performance 
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Fig. 2 Original Signal after the STFT transformed 
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of a trained classifier. This may not be easily achieved by using HMM or ANN, 
because ANN are prone to having a higher specificity and a lower sensitivity and 
HMM are prone to having a higher sensitivity and a lower specificity. SVM aims at 
the optimal solution in the available information rather than just the optimal 
solution when the sample number tends towards infinitely large. It has a good 
generalization when the samples are few, so it is especially fit for classification, 
forecasting and estimation in small-sample cases such as fault diagnosis, in most 
cases whose bottleneck problem is the lack of fault samples.  

Once the frequency is separated by STFT technique, then the signals are taken 
into the classification stage, here according to the maximized threshold value are 
calculated by SVM. Because that optimum threshold value is given to the state 
machine for taken into the real time decision processes. Depending upon the 
magnitude value the threshold values are set to a specific signal and the different 
signal magnitude are set to a different class. A signal which is exceed a specific 
threshold value it is classified as high risk and other which are not exceed is fallen 
into other class. This threshold value is set dynamically and depending upon the 
timed model components is already classified form the inputs.  

SVM [10], as well as neural networks, have been extensively employed to solve 
classification problems due to the excellent generalization performance on a wide 
range problem. In machine fault diagnosis, some researchers have employed SVM 
as a tool for classification of faults. For example, ball bearing faults [9], gear faults 
[10], condition classification of small reciprocating compressor, and induction 
motor [11]. In this paper, we also proposed a incipient faults identification in 
dynamic signal diagnosis system of induction motor based on start-up transient 
current signal using component analysis and SVM. 

In SVM, the original input space is mapped into a high-dimensional dot product 
space called a feature space, and in the feature space. SVM’ s have the potential to 
handle very large feature spaces, because the training of SVM is carried out so that 
the dimension of classified vectors does not have as a distinct influence on the 
performance of SVM as it has on the performance of conventional classifiers. That 
is why it is noticed to be especially efficient in large classification problems 
[12].This will also benefit in fault classification, because the number of features to 
be the basis of fault diagnosis may not have to be limited. Also, SVM-based 
classifiers are claimed to have good generalization properties compared to 
conventional classifiers, because in training the SVM classifier, the so-called 
structural misclassification risk is to be minimized, whereas traditional classifiers 
are usually trained so that the empirical risk is minimized. When a signal falls 
outside the clusters, it is tagged as a potential motor failure [13]. Since a fault 
condition is not a spurious event it can degrade the system, the postprocessor alarms 
the user only after multiple indications of a potential failure have occurred. In this 
way, the time duration modeling of the State machine is incorporated into the 
monitoring system and protects the reactive system by alarming on random signals 
that have been identified as in our system from the mixed signal the signal of 
interest has been separated from the injected fault signal, shown in the figure 3 (a) 
& (b). 
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3   Experimental Set Up and System Description  

We used the TMS120F2812, which is a 12-bit Fixed-point DSP of Harvard Bus 
Architecture. It has separated Data Bus and Program Bus. It also supports atomic 
operations, 12 x 12 bit MAC operations and fast interrupts response. It is able to 
control the motor easily with TMS120F2812 because it has two event managers, 
which include capture function, PWM function, and QEP (Quadrature -Encoder 
Pulse) function. Since it also supports variable serial port peripherals such as CAN, 
SCI, and SPI[16], it is possible to communicate with external device and exchange 
control signal and data. The prototype is designed with a control circuit based on the 
“MSK2812 Kit C Pro VS” (from Technosoft S.A.). Operating at a 190-MHz 
frequency, with double event-manager signals, increased internal memory, etc., this 
new kit offers all features needed for an advanced digital control implementation. 
All communication between the PC and the DSP board is done through the RS-192 
interface using a real-time serial communication monitor with download/upload 
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functions, debug and inspect facilities [14, 15]. PROCEV28x, graphical 
evaluation/analysis software for the specific peripherals is embedded in the 
TMS120F2812 DSP. 

4   Conclusions 

The experiments are done in the laboratory. In our proposed system the intelligent 
signal classifier classifies the original signal from the fault signal. At the first level, 
the classifier separates the signal by STFT methods, and the time duration based 
model classified the signal very smoothly as depicted in Figure 3. We believe that 
the system has potential to serve an intelligent fault diagnosis system in other hard 
real time system applications also. 
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Advances in Clustering Search

Tarcisio Souza Costa, Alexandre César Muniz de Oliveira,
and Luiz Antonio Nogueira Lorena

Abstract. The Clustering Search (*CS) has been proposed as a generic way of
combining search metaheuristics with clustering to detect promising search areas
before applying local search procedures. The clustering process may keep repre-
sentative solutions associated to different search subspaces. Although, recent appli-
cations have reached success in combinatorial optimisation problems, nothing new
has arisen concerning diversification issues when population metaheuristics, as evo-
lutionary algorithms, are being employed. In this work, recent advances in the *CS
are commented and new features are proposed, including, the possibility of keeping
population diversified for more generations.

1 Introduction

The Clustering Search (*CS) has been proposed as a generic way of combining search
metaheuristics with clustering to detect promising search areas before applying local
search procedures [1, 2]. This generalized approach is achieved both by the possibility
of employing any metaheuristic and by also applying to combinatorial and continuous
optimisation problems. Clusters of mutually close solutions hopefully can correspond
to relevant areas of attraction in the most of search metaheuristics, including EAs.
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Relevant search areas can be treated with special interest by the algorithm as soon as
they are discovered. The clusters work as sliding windows, framing the search areas
and giving a reference point (center) to problem-specific local search procedures.
Furthermore, the cluster center itself is always updated by incoming inner solutions.
The center update is called assimilation [1, 3].

This basic idea was employed to propose the Evolutionary Clustering Search
(ECS) early applied to unconstrained continuous optimisation [1]. Posteriorly, the
search guided by clustering was extended to a GRASP (Greedy Randomized Adap-
tive Search Procedure [4]) with VNS (Variable Neighborhood Search [5]), and ap-
plied to Prize Collecting Traveling Salesman Problem (PCTSP) [3]. Despite the
expected and desirable population convergence, it must occur in a controlled way,
avoiding diversification loss and, in consequence, a poor overall performance. *CS
has an inherent potential of controlling the convergence not explored yet: search
areas may be monitored not allowing oversearch in a promising area.

This paper is devoted to discuss the recent *CS applications in optimisation prob-
lems, focusing how its components were implemented for each application. Other
issue treated in this work is concerning population diversification. New features to
improve *CS are proposed at last. The remainder of this paper is organized as fol-
lows. Section 2 describes the concepts behind *CS’s components. Recent advances
in each component are described in sections 2.1, 2.2, 2.3 and 2.4, including the now
proposed diversification mechanism adequate for the approach improvement. The
findings and conclusions are summarized in section 3.

2 Clustering Search Foundations

The *CS attempts to locate promising search areas by framing them by clusters.
A cluster can be defined as a tuple G = {c,r,s}, where c and r are the center and
the radius of the area, respectively. The radius of a search area is the distance from
its center to the edge. There could exist different search strategies s associated to
the clusters. Initially, the center c is obtained randomly and progressively it tends to
slip along really promising sampled points in the close subspace. The total cluster
volume is defined by the radius r and can be calculated, considering the problem
nature. It is important that r must define a search subspace suitable to be exploited
by the search strategies s associated to the cluster.

For example, in unconstrained continuous optimisation, it is possible to define r
in a way that all Euclidean search space is covered depending on the maximum num-
ber of clusters [1]. In combinatorial optimisation, r can be defined as the number of
movements needed to change a solution into another. The neighborhood is function
of some distance metric related to the search strategy s [1]. *CS can be splitted off
in four independent parts: a search metaheuristic (SM); an iterative clustering (IC)
component; an analyzer module (AM); and a local searcher (LS).
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2.1 Search Metaheuristic

SM component works as a full-time solution generator, according to its specific
search strategy, a priori, performing independently of the remaining parts, and ma-
nipulating a set of |P| solutions. For example, early implementations of Evolutionary
Clustering Search (ECS) employ a real-coded steady-state genetic algorithm as SM
component in which a sampling mechanism in selection [1] or updating [1] is used
to fed the clustering process. Non-population approaches, as Variable Neighborhood
Search (VNS) [6], Simulated Annealing (SA) [7] and Greedy Randomized Adaptive
Search Procedure [8] have been employed as SM component to solve combinatorial
optimisation as well.

The VNS with Clustering Search (VNS-CS) always executes VND local search,
differently of the Greedy Randomized Adaptive Clustering Search GRACS, so
named in allusion to a special form to gather *CS with GRASP [8]. In the GRACS
the full-time solution generator is a greedy constructive phase, controlled by the
parameter α that indicates how greedy a given solution must be built. The improve-
ment phase of a typical GRASP may be computational costly. A supposed advantage
of the GRACS is rationally apply costly local search algorithms only to promising
areas, represented by cluster centers [8]. Figure 1 illustrates the structural differ-
ence between GRASP and GRACS. One can observe that the intrinsic improvement
mechanism of GRASP is called according the *CS’s criteria.

Constructive

phase

Improvement 

phase

stop

Constructive

phase

Improvement 

phase

stop

promissing

GRASP GRACS

end end

no

no

Fig. 1 Difference between GRASP and GRACS

2.2 Iterative Clustering

IC component aims to gather similar solutions into groups, maintaining a repre-
sentative cluster center for them. To avoid extra computational effort, IC is fed,
progressively, by solutions generated in each regular iteration of SM. A maximum
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number of clusters N C is an upper bound value that prevents an unlimited clus-
ter creation, initially. A distance metric, ℘, must be defined, allowing a similarity
measure for the clustering process. Solutions sk generated by SM are passed to IC
that attempts to group as known information, according to ℘. If the information is
considered sufficiently new, it is kept as a center in a new cluster, cnew. Otherwise,
redundant information activates the closest center ci (cluster center that minimizes
℘(sk,c j=1,2,···,)), causing an assimilation of the information represented by sk. Con-
sidering G j ( j=1,2,···) as all current detected clusters:

cnew = sk if ℘(sk,c j) > r j,∀G j, or (1)

c′i = ci ⊕β (sk � ci), otherwise. (2)

where ⊕ and � are abstract operations over ci and sk meaning, respectively, addition
and subtraction of solutions. The operation (sk � ci) means the difference between
the solutions sk and ci, considering the distance metric. A certain percentage, β ,
of this difference is used to update ci, giving c′i. According to β , the assimilation
can assume different forms: simple, crossover or path assimilations [2]. A maxi-
mum number of clusters, N C , is defined a priori. To cover all the search space,
a common radius rt must be defined, working as a threshold of similarity. For the
Euclidean space, for instance, rt has been defined as [1]:

rt =
xsup − xin f

2 · n
√|Ct |

(3)

where |Ct | is the current number of clusters (initially, |Ct | = N C , in general, about
20-30 clusters), xsup and xin f are, respectively, the known upper and lower bounds
of the domain of variable x, considering that all variables xi have the same domain.

For combinatorial optimisation, the threshold of similarity concerns the number
of moves need to change a solution in another considering a specific neighborhood
relationship. For the simple 2-swap neighborhood, commonly used in permutation
search spaces, rt has been defined as [8]:

rt = �λ ·N� (4)

where N is the permutation size and λ is the percentage of dissimilarity, in general,
about 0.9 has been set.

The assimilation process is applied over the closest center ci, considering the new
generated solution sk. According to β in Eq. 2, the assimilation can assume different
forms. The three types of assimilation, proposed in [1], are: simple, crossover and
path relinking. In simple assimilation, β ∈ [0,1] is a constant parameter, meaning
a deterministic move of ci in the direction of sk. Only one internal point is gen-
erated more or less closer to ci, depending on β , to be evaluated afterwards. The
greater β , the less conservative the move is. This type of assimilation can be em-
ployed only with real-coded variables, where percentage of intervals can be applied
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to. Crossover assimilation means any random operation between two candidate so-
lutions (parents), giving other ones (offsprings), similarly as a crossover operation
in EAs. In this assimilation, β is an n−dimensional random vector and c′i can as-
sume a random point inside the hyper plane containing sk and ci. Since the whole
operation is a crossover or other binary operator between sk and ci, it can be applied
to any type of coding or even problem (combinatorial or continuous one).

Simple and crossover assimilations generate only one internal point to be eval-
uated afterwards. Path assimilation, instead, can generate several internal points or
even external ones, holding the best evaluated one to be the new center. These ex-
ploratory moves are commonly referred in path relinking theory [9]. In this assimi-
lation, β is a η−dimensional vector of constant and evenly spaced parameters, used
to generate η samples taken in the path connecting ci and sk. Since each sample is
evaluated by the objective function, the path assimilation itself is an intensification
mechanism inside the clusters, allowing yet sampling of well-succeeded external
points, extrapolating the sk-ci interval. For combinatorial optimisation, path assimi-
lation has been chosen [6, 7, 8, 10], becoming the most popular of them. The more
distance ℘(ci,sk), the more potential solutions exist between ci and sk. The sam-
pling process, depending on the number of instance variables, can be costly, since
each solution must be evaluated by objective function.

For continuous optimisation, path relinking might be replaced by some kind of
direct search movement, as Hooke-Jeeves algorithm [11], in which, the best solu-
tion found in the activated cluster is set as new center. In this case, assimilation
must consider other inner points, besides ci and sk to proceed with the direct search
algorithm.

2.3 Analyzer Module

AM component examines each cluster, indicating a probable promising cluster or a
cluster to be eliminated. A cluster density, δi, is a measure that indicates the activity
level inside the cluster i. For simplicity, δi counts the number of solutions generated
by SM (selected or updated solutions in the EA case) [1, 10]. Whenever δi reaches a
certain threshold, meaning that some information template becomes predominantly
generated by SM, such information cluster must be better investigated to accelerate
the convergence process on it. In the EA case, the promising threshold has been set
according to the number of cluster, N C , and the number of generated individuals,
|Pnew|, at each SM iteration. Considering that each cluster should receive the same
number of individuals, a cluster i is promising whether:

δi >
N C

|Pnew| (5)

On the other hand, clusters with lower δi are eliminated, as part of a mechanism
that allows creating other centers of information, keeping framed the most active of
them. At the end of each generation, the AM performs the cooling of all clusters,



232 T.S. Costa, A.C.M. de Oliveira, and L.A.N. Lorena

resetting the accounting of δi. A cluster is considered inactive when no activity has
occurred in the last generation.

In EA fashion, premature convergence is an undesirable behaviour in which a
population converges too early, resulting in a suboptimal solution. In this context,
the individuals are concentrated in few search areas, not being able to generate off-
springs that are superior to their parents. Premature convergence may happen in case
of loss of diversification, i.e., every individual in the population become identical. In
early ECS applications, the clustering process did not affect the set of |P| solutions
in SM. In this work, a control of diversification is being proposed in order to avoid
premature or even undesirable convergence. By this new feature, the AM module
plays another important role in the ECS. It is responsible by detecting promising
areas, eliminating inactive clusters and avoiding overcrowded areas. Considering
the same basic idea of Eq. 5, a cluster i is overcrowded whether:

δi > κ
N C

|Pnew| (6)

where κ must be defined a priori, but satisfactory behavior can be reached setting
it to 0.5. The population cannot be updated with a new individual grouped in a
overcrowded cluster, interfering in the population diversification.

In the first experiment, an ECS, a steady-state real-coded genetic algorithm, sim-
ilar to [1], was run during 10 generations (about 200 updatings), for some test func-
tions, commonly found in literature as optimisation benchmark, as Rastrigin and
Langerman [12]. Figure 2 shows the first experiment with this two test functions.
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Fig. 2 Test functions after 10 generations: a) Rastrigin without and b) with diversification
control; c) Langerman without and d) with diversification control

The circles show active clusters framing search areas. The dots mean individuals
scattered along the promising areas. One can observe that mechanism to prevent
overcrowded clusters is effective against premature convergence since ECS keeps
population diversified. For example, in Figure 2a, one can note that with the same
number of generations, just one cluster is sufficient to cover all population without
diversification control, while several clusters are necessary to cover the population
with diversification control (Figure 2b).

The second experiment consists of applying the ECS to other test-functions
found in literature to analyze if the diversification control contributes to the al-
gorithm performance improvement. The test-functions used in this experiment are
showed in Table 1. A study about all of these functions can be found at [13].
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Table 1 Test-functions

function var opt xlow
i ;xup

i function var opt xlow
i ;xup

i
Ackley n 0 -15 ; 30 Goldstein 2 3 -2 ; 2

Griewank n 0 -600; 600 Easom 2 -1 -100;100
Schwefel n 0 -500;500 Shekel 10 4 -10,536 -10 ; 10

Rosenbrock n 0 -5,12;5,12 Langerman 5 -1,4 0;10
Rastrigin n 0 -5,12;5,12 Langerman 10 -1,4 0;10

Sphere n 0 -5,12;5,12 Michalewicz 5 -4,687 0; π
Zakharov n 0 -5 ; 10 Michalewicz 10 -9,66 0; π

Hartman 6 -3,322 0 ; 1

The results in Figure3 were obtained, in 20 trials, allowing ECS to perform up
to 500,000 objective function calls at each trial. For each test-function, the av-
erage of well-succeeded trials (hits), the average of gap (difference between the
best found solution and optimal one) and the average of objective function calls
were considered to verify the algorithm performance. The parameter κ was set
to {0.1,0.3,0.5,0.7,1.0,1.5,2.0}, respectively, where values above 1.0 allow over-
crowded cluster. It is expected that very low values (e.g 0.1 and 0.3) does not allow
overcrowded cluster, but the desirable convergence also is affected, causing a poor
performance of the ECS.

In Figure3, one can observe the behavior of the algorithm along the experiment,
varying κ . The best results concerning hits and gap were obtained for 0.5≤ κ ≤ 1.0,
while the best result regarding the number of function calls was obtained about
κ = 1.0. One can conclude that, as expected, the diversification control can improve
the ECS performance for continuous optimisation, depending on the equilibrium

Fig. 3 Performance results: hits, function calls and GAP for test-functions
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obtained during the evolutionary process. The lack of convergence prejudices the
algorithm behavior.

2.4 Local Searcher

At last, the LS component is an internal searcher module that provides the exploita-
tion of a supposed promising search area, framed by a cluster. This process can hap-
pen after AM having discovered a target cluster. The component LS has been imple-
mented by a Hooke-Jeeves direct search in continuous optimisation [1]. For com-
binatorial optimisation, costly algorithms as VND [6] and 2-Opt heuristic, which
explores several 2-Opt neighborhoods [8], have been employed. Given the pressure
of density, PD , responsable for controlling the sensibility of the component AM,
the component LS has been activated, at once, if

δi ≥ PD · N S

|Ct | (7)

3 Conclusion

This paper is devoted to discuss the recent applications of Clustering Search (*CS)
in combinatorial and continuous optimisation, as well as a new diversification con-
trol feature here proposed and validated. In a general way, *CS attempts to locate
promising search areas by cluster of solutions. In this work, the concepts behind
*CS’s components are presented, taking a special care with new ways of imple-
menting them. A new type of assimilation based on direct search algorithms is
suggested and a diversification mechanism is effectively proposed and validated
by performance analysis. The diversification control allowed to keep controlled the
convergence pressure in the cluster without damaging the overall performance. For
further work, it is intended to proposed a adaptive mechanism of control of the di-
versification and to apply new features for combinatorial optimisation.

Acknowledgements. The authors acknowledge CNPq for the support received in the re-
search project “ Logı́stica e Planejamento de Operações em Terminais Portuários”.
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WSAN QoS Driven Control Model for Building
Operations

Alie El-Din Mady, Menouer Boubekeur, and Gregory Provan

Abstract. Currently wireless based control systems lack appropriate development
methodologies and tools. The control model and its underlying wireless network
are typically developed separately, which can lead to unstable and suboptimal im-
plementations. In this paper we introduce a hybrid-based design methodology that
considers the performance parameters of the Wireless Sensor and Actuator Net-
work (WSAN) in order to develop an optimized control system tailored to the spe-
cific application environment and sensor network conditions. We first identify the
boundaries of the control parameters that maintain stable and optimal control model.
Within these boundaries, we determine the optimal WSAN Quality of Service (QoS)
parameters through a tuning process in order to reach to optimal Control/WSAN de-
sign as illustrated in the case study. The methodology has been illustrated through a
distributed lighting control developed using our hybrid/multi-agent platform.

Keywords: Hybrid System, Multi-agent System, Building Automation, WSAN,
PPD-Controller.

1 Introduction

Nowadays, networked wireless devices are widely used in many applications, such
as habitat monitoring, object tracking, fire detection and modern building. In par-
ticular, buildings equipped with Building Management Systems (BMS) often use a
large wireless/wired sensor network. Creating distributed sensor network applica-
tions for such systems face numerous challenges in scaling, delays associated with

Alie El-Din Mady · Menouer Boubekeur · Gregory Provan
Cork Complex Systems Lab (CCSL), Computer Science Department,
University College Cork (UCC), Cork, Ireland
e-mail: {mae1,m.boubekeur,g.provan}@cs.ucc.ie

E. Corchado et al. (Eds.): SOCO 2010, AISC 73, pp. 237–247.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010



238 A. El-Din Mady, M. Boubekeur, and G. Provan

data collection and energy consumption, which can lead to unstable systems [1], [2]
(i.e., continuously oscillating around the set points), this instability might also be
due to the performance tradeoffs between the control and wireless networks when
designing the distributed controller. Further, the different requirements of different
services place many challenges on centralized control solutions; for example, in
lighting control, reaction times are anticipated within fractions of a second, whereas
in HVAC control, the process dynamics is much slower and the sampling/actuation
time is much larger.

Control systems and communication networks are typically designed using dif-
ferent platforms and principles. Control theory requires accurate, timely and loss-
less feedback data; however, random delays and packet loss are generally accepted
in communication networks, particularly in wireless networks. Therefore, the per-
formance of the control model relies on the network performance, due to the dis-
tribution and communication-based control. From the control perspective, the more
knowledge the controller has about the system, the better the control performance
can be designed to tolerate communications problems. Additional knowledge about
the system can be obtained by increasing the number of sensors or sending sensor
measurements more frequently. However, this increases the communication burden
on the network and the network may become congested. The congestion results in
longer delays and more packet losses, which degrade the control performance.

As a metric for measuring relative optimality of control performance, we have
used the Mean Square Error (MSE). In terms of user comfort, this metric reflects the
user’s dissatisfaction in relation to the preferred set point. Moreover the degradation
of the QoS at the network level may reduce user comfort; for example, a communi-
cation delay may delay reaching the optimal set point (i.e. light luminance). Second,
packet losses may cause false alarms or a failure to capture real alarm data.

The objective of our work is to provide a Control/WSAN design methodology
that examines the tradeoffs in optimising the building control in relation to user
comfort, safety and reliability. These factors are dependent on optimal control pa-
rameters and enhanced WSAN QoS [3]. As shown in Fig. 1, we start by identifying
the boundaries of the control parameters that maintain stable and optimal control
model. Within these boundaries, we determine the optimal WSAN QoS parameters
through a tuning process to reach to optimal Control/WSAN design as illustrated in
the case study.

Fig. 1 Design Methodology

Our research extends prior work in the
area, e.g., [4], by exploring the impact of
the control performance on the WSAN
and vice versa. [4] provides a cross layer
methodology to link the standard design
layers of an Open System Interconnec-
tion (OSI). This methodology ignores the
performance of the WSAN and fails to
consider linking the performance evalua-
tion of the different layers which may improve control performance but degrade that
of the other layers. We have selected the Medium Access Control (MAC) protocol
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and the Link technique design; we do not consider the network layer because the un-
derlying example uses a point-to-point linking technique. The impact of changing
the correlated parameters on both control performance and the WSAN QoS has been
considered, with priority given to the objectives of the application, as represented
by the control requirements.

Two tuning phases have been considered in the proposed methodology. The first
considers tuning control performance to get the best correlated parameter values;
for this we calculate the parameter variation boundaries. The second one deals with
the WSAN QoS; for this we explore the search population within the boundaries
provided previously, to determine the optimal Control/WSAN configuration.

The remainder of the paper is organized as follows: Section 2 introduces a new
control strategy, called the Parameterised Predictable Distributed (PPD) control strat-
egy, its WSAN model and the scenario specification considered. In Section 3, the
hybrid/multi-agent model for the PPD-Controller is explained. The refined approach
for the Control/WSAN-correlated parameters is provided in Section 4. The exper-
imental results for our case study are provided in Section 5 and finally Section 6
highlights our conclusions and plans for future work.

2 Parameterizable/Predictable Distributed Controller

This section introduces our new Parameterizable and Predictable Distributed con-
troller (PPD-Controller) for automated lighting systems. The PPD-Controller offers
a distributed solution and aims to increase the control reliability, scalability, resource
sharing and concurrency. In this section, we briefly describe the scenario specifica-
tion, the control strategy and the WSAN model.

2.1 Scenario Specification

We consider an open office area with typical architecture, as shown in Fig. 2. It con-
tains 10 controlled zones; each zone contains one artificial light, one light sensor and
one Radio-Frequency Identification (RFID) receiver. There are 4 windows/bindings
on the right and left boarders of the open area and a fix number of predefined person
positions.

Fig. 2 Model Specification

For the lighting model we consider integrat-
ing blinding and lighting controls. In order to
enhance the efficiency of the resulting control
model, an optimization technique has been im-
plemented as it selects the light luminance and
blind position depending on the user prefer-
ences and the power consumed due to the ar-
tificial light and the blinding actuators.

As a summary, the lighting control scenario
behaves as follows:
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1. The user can switch on/off the automatic lighting system for several zones, or for
all the system through a technician.

2. The users provide their preferences (light luminance and blinding position).
3. A person is tracked in each zone using for example RFID, his preferences are

ignored whenever he leaves his zone.
4. A local optimization engine receives the user preferences and sends back the

optimal settings.
5. The controller controls the artificial light and the blinding actuators in order to

reach the user preferences considering the daylight luminance and the light inter-
ferences coming from the adjacent zones.

2.2 Control Strategy Description

Fig. 3 shows the model of a local controller and its interactions with the environ-
ments. The preference solver receives the user preferences for each zone, sends the
optimal light luminance and blinding position back to the optimization engine. This
latter uses Genetic Algorithm/Simulated Annealing (GASA) algorithm [5] in order
to calculate the optimal actuation settings, it sends them back to the PI-Controller.
The PI-Controller, is used to predict the next actuation setting for the lighting level
in a close loop fashion [6] using Eq. 1. It actuates the artificial light and the blinding
position according to the optimum settings. Whenever preferences change, the opti-
mization step is updated; otherwise, the PI-Controller actuates relying on the exter-
nal light and the light interference. The Light/Blinding Occlusion Preference Solver
agent is used to provide the intermediate solution between several luminance/glare
preferences in the same controlled zone. It applies a Low Pass Filter (LPF) in order
to prevent exceeding a predefined threshold (700 Lux for luminance and 100% for
the blinding position). The control equations are given by:

A(t + 1) = A(t)+ θ (1)

U(t) = A(t)+ E(t)+ I(t)

θ =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

γ − β
ρ

, ∀ U(t)−S(t) > ε

β
ρ
− γ, ∀ S(t)−U(t) > ε

0, ∀ |S(t)−U(t)| ≤ ε ,

where A(t) is the actuation setting for light/blinding actuators, E(t) is the daylight
intensity (Lux), I(t) is the interference light intensity (Lux), U(t) is the sensed light
intensity (Lux), S(t) is the optimal preference settings, ε is the luminance level
produced from a single dimming level (70 Lux), β is the maximum light intensity
error (700 Lux), γ is the minimal light intensity error (0 Lux) and ρ is the total
number of dimming levels (10 levels).
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Fig. 3 Control Model

2.3 WSAN Modelling for the PPD-Controller

In order to evaluate the WSAN performance for the PPD-Controller, we have mod-
elled the WSAN using the VisualSense tool [7]. We have also considered the Tyndall
[8] sensor node as a reference for the model parameters. The Time Division Multi-
ple Access (TDMA-based) MAC protocol [9] is used in the contention-free period,
which leads to a free collision probability. Fig. 4(a) shows the WSAN model used
for evaluating 4 zones (1, 3, 4, 5) (Fig. 2). The PPD-Controller in zone 3 has been
selected to be evaluated as it constitutes the bottleneck in the model, since it is the
most heavily used due to its communication with the other 3 controllers (1, 4, 5),
their RFIDs and sensors. In relation to the WSAN performance, the following QoS
metrics [10] have been identified: Channel T hroughput, Controller Duty Cycle,
Bu f f er Size, Response Time(Delay), and Sensorbattery Li f eTime.

When modelling the WSAN for PPD-Controller, we distinguished four models:
Communication channels model: 2 channels are considered for the wireless com-

munication, one channel for light sensors and the local controllers (Zigbee band, i.e.
2.4 GHz) and other for the RFIDs (RF band, i.e., 324 MHz). The power propagation
factor in the communication channels is 1

4Πr2 , where r is the distance between the
transmitter and the receiver, and the loss probability in each channel is 2%.

Light sensor model: The sensor sends the Lux measured value and the sensor
ID to the controller using a fixed sampling rate and frequency offset, as shown in
Fig. 4(c). The sensor coverage area is 3 meters (distributed in sphere area) and its
power transmission is 0.1 watt/m2. In order to show the effect of the battery dis-
charging on the sensor transmission range, we have assumed that the range is de-
creasing by 0.1 meter each event that follows Poisson distribution with mean time
equals to 20 times the sensor sampling rate.

RFID model: The RFID detection range is 1.5 meter and its power transmission
is 0.1 watt/m2. As shown in Fig. 4(d), the RFID sends its ID with a fixed sampling
rate and frequency offset. Moreover, the movement of the RFID is modelled as a sin
wave sampled every 0.3 minute.

Controller/Receiver model: In this model, shown in Fig. 4(b), we have considered
the received packets number, buffer size and the controller duty cycle. However, the
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(a) PPD WSAN Model (b) Local Controller Model

(c) Light Sensor Model (d) RFID Model

Fig. 4 WSAN Model

controller service time is fixed per received packet. The communication between the
neighbouring controllers also uses the sensor channel.

3 Design and Model for PPD-Controller Using Hybrid Platform

In order to simulate the lighting system and evaluate its performance, the system
and its environment have been modelled using the Charon toolset [11]. The Charon
toolset provides a platform to create a hybrid/multi-agent system, using a hierarchy
framework. Based on Charon’s use of agents to specify control entities, in the PPD-
Controller, we use an agent for the global controller, which sends configuration pa-
rameters to the local controllers. Two other agents model the environments (external
light and presence). For each zone, 4 agents are used: RFID, light sensor, blinding
controller and local controller. As mentioned earlier, the global controller sets the
configuration parameters for the local controllers, e.g., it activates/deactivates some
controllers (e.g. blinding controller) or some functions inside a controller (e.g. man-
ual or automatic). The local controller contains 2 subagents, one of which is used
to receive and calculate the light interferences coming from the adjacent zones. The
agent also predicts light interferences using Linear Prediction Coding (LPC) algo-
rithm [12], based on the preferences history when starting of the scheduling flow.
The other agent is used to send the actuation values and trigger the optimization
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engine. Each agent contains the modes describing its behaviour. There are two main
environments for the lighting system, the daylight and the person movement envi-
ronments. In order to verify the behaviour of the PPD-Controller, both environments
have been modelled using hybrid systems, as the daylight model has continuous be-
haviour while the presence model has discrete behaviour. In the daylight model,
five periods have been modelled as a first order differential equation with a constant
slope (using linear hybrid automata [13]). During the first and last four hours of the
day, the daylight slope and luminance are equal to zero, while during the second
four hours the slope is equal to 100, which means that the maximum intensity in the
day is 4000 Lux. In the next eight hours the slope is equal to zero and then goes to
-100 in the following four hours, in order to reach zero luminance again at the end
of the day. The light intensity that comes to the controlled zone is a percentage of
the daylight intensity; this percentage relies on the dimensions of the window. In
this model, 8% of the daylight is considered as the external light coming into the
controlled zone [6].

We model occupant movements in the controlled zone using a deterministic dis-
tribution with respect to the time of day. In the first and last seven hours of the day,
no one is in the zone; from 7:00 to 10:00 AM people arrive successively; during the
next seven hours occupants enter or exit with a 50% probability; and finally, over
the next two hours people leave individually.

4 Control/WSAN Refinement Approach

As stated earlier, in modern buildings, distributed controllers over large wire-
less/wired sensor/actuator network face the challenge of achieving good WSAN
performances while designing the control application. The case where both control
and WSAN models are designed separately may lead to unstable and suboptimal
implementations. In this research work we assume a high correlation between the
performance parameters of both control and WSAN models. For example, if the
WSAN has received many requests at a certain moment, this will lead to either de-
lay in responding to the next request (in order to serve all the buffered requests) or
dropping some requests which will create unexpected behaviour in the environment.
In this section we explain our approach for an integrated design of both control and
WSAN.

Fig. 5 WSAN/Control Evaluation Algorithm
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Fig. 5 shows the flowchart of the approach:

1. We start by identifying the correlated parameters Pi which mutually affect both
WSAN QoS and the control performance.

2. Initialize the Pi with acceptable values Pi(0).
3. With the assumption that the control performance has higher priority, evaluate

the control performance (MSE) according to the initial parameters.
4. Increase/decrease Pi with a (delta) step using Gradient Descent algorithm and

remove the inconsistent solutions, as will be explained later.
5. Evaluate the MSE according to Pi( j), which indicates the value for Pi at instance

j.
6. Repeat step 5 untill getting the acceptable control performance, and hence iden-

tify the boundaries [ai,bi] for each parameter Pi.
7. Evaluate the QoS of the WSAN within the identified boundaries [ai,bi].
8. Repeat step 7 untill the QoS equals a predefined criteria for WSAN.

Through studying the correlated parameter space of the PPD-Controller/WSAN,
we have identified that the Sensor Sampling Period (SSP), Controller Sampling
Period (CSP) and Controller Service Time (CST) are the correlated parameters
Pi ⊆{SSP,CSP,CST}. However, other parameters may affect the WSAN or the con-
trol separately; for example, the sampling period for the RFID affects the WSAN
QoS but it does not affect the controller. As it is handled by the controller in an
event-based model, the controller considers only the occupant presence and not the
frequency of the sampling period. Relying on the aforementioned Pi, we can con-
clude that Pi( j) depends mainly on the control strategy, as in the centralized control
model, Pi( j) will have different values than the PPD control model (i.e high SSP
and CSP, and low CST).

5 Experimental Results

The proposed methodology has been used to design the PPD-Controller presented
in Section 2 and its underlying WSAN model for the zones 1, 3, 4 and 5. We used
a Gradient Descent algorithm to identify the direction for improvement. In order to
optimize the solution space, we defined two design constraints to determine Pi( j)
and eliminate the inconsistent combinations that do not match these constraints.
The first constraint considers that CSP is used to exchange the actuation values, the
controller can then detect the interference coming from other zones. In this case,
the controller changes its actuation value only when it receives a new sensed value
from the sensor, i.e., CSP ≥ SSP. The other constraint expresses the fact that the
controller should be the fastest component in the design, this means that CST <
min{CSP,SSP}.
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5.1 Control Refinement

The main metric used for evaluating the control performance is the MSE, calculated
using Eq. 2. The MSE indicates user dissatisfaction, i.e., it indicates how the actu-
ated values deviate from the preferred ones. As a starting configuration, for Pi we
have chosen Pi(0) = {15min,15min,0.5min}, which corresponds to a typical system
settings. The Gradient Descent algorithm is then used in order to identify the next
values for Pi.

As shown in Table 1, when Pi(1) = {20min,20min,0.5min}, which indicates an
increase in SSP and CSP, the controller performance degraded. However when SSP
and CSP are decreased, Pi(1) = {10min,10min,0.5min}, the control performance
improved. Therefore, the improvement is achieved by decreasing the initial value.
Accordingly, the search population considered for control performance evaluation
is P1( j) = P2( j) = {15min,10min,5min,0.6min} and P3( j) = {0.5min}. Note that
P1( j) and P2( j) are stopped at 0.6 min according to the pre-defined constraint stipu-
lating that the controller is the fastest system component (P3( j)). At the start SSP is
equal to CSP according to the pre-defined constraint, CSP ≥ SSP, we explore then
the search space while evaluating the MSE to identify the optimal point correspond-
ing to the Minimum MSE (MMSE).

After evaluating the control performance for all the search population identi-
fied previously, we found out that the MMSE is at Pi( j) = {0.6min,5min,0.5min};
however, when Pi( j) = {0.6min,10min,0.5min}, the performance is improved over
the previous evaluated point, and hence the controller’s optimal point is Pi( j) =
{0.6min,5min,0.5min}. Accordingly, the boundaries for SSP is [a1,b1] =]0.5,0.6],
CSP is [a2,b2] = [0.6,5] and CST is [a3,b3] = [0,0.5].

MSE =
∑N

a=1
∑M

k=1(Ua(k)−Sa(k))2

M

N
, (2)

where N is the total number of zones, M is the total number of samples.

Table 1 Controller Performance

Pi( j) MSE (Lux)

{20, 20, 0.5} 52.53

{15, 15, 0.5} 40.13

{10, 10, 0.5} 39.17

{5, 5, 0.5} 36.48

{0.6, 0.6, 0.5} 35.64

{0.6, 5, 0.5} 34.32

{0.6, 10, 0.5} 45.89
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5.2 WSAN Refinement

When studying the WSAN, assuming that SSP and CSP are fast enough, the most
effective QoS metric for the user comfort is Response Time, as it reflects how much
time is needed to serve an update detected by the light sensor or the neighbourhood
controller. It appears that the CST is not affected by the WSAN QoS, since it is
linked with the MAC layer switching, which implies timing constraints. In explor-
ing the impact of the CST on the WSAN QoS, we selected the stopping WSAN
criteria based on the Response Time metric. Assuming that the required criterion
for the WSAN evaluation is Response Time = CST , we modify the CST within
the boundaries obtained at the control refinement stage, as shown in Table 2. The
table shows the search space and the corresponding WSAN QoS metrics, includ-
ing Channel Throughput, Controller Duty Cycle, Buffer Size, Response Time and
Battery Life Time.

Table 2 WSAN QoS

Pi( j) Channel Throughput Controller Duty Cycle Buffer Size Response Time Battery Life Time

{5, 5, 0.5} 1.4 packet/min 70% 7 packets 1 min 79.64 days

{0.6, 5, 0.5} 5.67 packet/min 100% 367 packets 183.5 min 76.47 days

{0.6, 5, 0.4} 5.69 packet/min 100% 319 packets 127.6 min 76.47 days

{0.6, 5, 0.3} 4.63 packet/min 100% 148 packets 39 min 76.47 days

{0.6, 5, 0.2} 5.5 packet/min 100% 65 packets 9.4 min 76.47 days

{0.6, 5, 0.1} 5.73 packet/min 57.3% 5 packets 0.1 min 76.47 days

In relation to the sampling period (SSP, CSP), it is obvious that the slower
the period, the better is WSAN QoS. We have thus chosen the higher values from
the control (SSP, CSP) boundaries (SSP = 0.6, CSP = 5). We can conclude that the
optimal point matching the Control/WSAN requirements is Pi( j) = {0.6,5,0.1} and
moreover it shows a good improvement in the Control Duty Cycle and the Buffer Size
metrics. However the Battery Life Time and Channel Throughput have almost the
same effect. It is obvious that the selection of the design points presents a tradeoff
between battery life and user comfort (reflected by sampling period). If we consider
increasing the SSP to 5 min, we should expect Response Time = 2×CST and a
slightly worse control performance, as depicted in Table 1.

6 Conclusion

In this article, we have provided within our hybrid/multi-agent platform a refinement
methodology for improving the Control/WSAN performance within the building
automation domain. Such an improvement plays a key role in guaranteeing proper-
ties such as safety, accuracy, stability and reactiveness, which greatly impact user
comfort. The developed methodology can configure the Control/WSAN-correlated
parameters, and thereby reach an efficient configuration. The approach has been
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tested on an PPD-Controller used for lighting systems and the impact of chang-
ing the correlated parameters on both control performance and the WSAN QoS has
been considered. At this stage, we prioritise the objectives of the application, as
represented in the control requirements.

As future work, we intend to apply our methodology to Heating, Ventilating, and
Air Conditioning (HVAC) system, as this presents more interesting challenges in
relation to user comfort and control stability. We also aim to deploy a demonstration
of the developed system in the Environmental Research Institute (ERI) building,
which is the ITOBO Living Laboratory [14]. The benefit of cross-layer modelling
for distributed control constitutes an important research topic that we also intend to
pursue in future work.

Acknowledgements. This work was funded by Science Foundation Ireland (SFI) grant
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Intelligent Hybrid Control Model for Lighting
Systems Using Constraint-Based Optimisation

Alie El-Din Mady, Menouer Boubekeur, Gregory Provan,
Conor Ryan, and Kenneth N. Brown

Abstract. Lighting systems consume a considerable proportion of total energy bud-
gets, particularly for retail and public-office applications, and hence their optimi-
sation can save considerable amounts of energy. This paper proposes an intelligent
control strategy to operate the office luminance in order to enhance user comfort
and reduce energy consumption. The strategy is applied to an open office scenario,
where the controller and the environments are modelled using a hybrid/multi-agent
platform. The developed controller uses a constraint-based optimisation technique
to compute the optimal settings. We describe the different modelling steps, including
the optimisation technique, and outline the simulation results and potential energy
benefits of the proposed controller.

Keywords: Hybrid System, Multi-agent System, Building Automation, Constraint-
Based Optimisation.

1 Introduction

An intelligent building incorporates a Building Management System (BMS) which
aims to optimise energy usage while trying to optimise user comfort. One major
energy consumer in buildings is lighting, which can account for up to 30% of total
energy waste in some retail and public offices [1]. This energy inefficiency is due to
a lack of energy-efficient lighting controllers.
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The aim of our research is to define a methodology for efficient modelling and
integration of building management system services, in particular lighting and Heat-
ing, Ventilating, and Air Conditioning (HVAC) systems. We assume that build-
ing automation models can be represented using hybrid systems models [2], since
hybrid systems can represent both the discrete-valued and continuous differential-
equation-based relations essential for such models.

In this paper we show how we can use component-based hybrid systems to model
and simulate an intelligent lighting controller. The developed lighting system tracks
the presence of people in the different controlled areas and allows users to express
preferences for interior lighting levels. The control system accommodates such pref-
erences for all occupants within a zone, by optimising a global preference/energy
function using a constraint-based optimiser to compute the optimal light luminance
levels specified by the user preferences, and the power consumed by the artificial
light and the blinding actuators. The centralized controller then maintains this set-
point by adjusting window blinds to control the exterior light levels, and by dimming
the interior lights.

The remainder of the paper is organized as follows: Section 2 introduces our mod-
elling platform and describes the system scenario specification, the control strategy
and the corresponding hybrid modelling for the control and its environments. The
constraint-base optimisation technique is explained in Section 3. Section 4 outlines
the simulation results. Finally, we conclude the paper in Section 5.

2 Hybrid Modelling for Intelligent Lighting System

We now apply our design methodology to develop an intelligent controller for a
lighting system. In this section we introduce our modeling framework, describe the
scenario specification for the lighting system model, the control strategy and finally
the corresponding hybrid modelling.

2.1 Hybrid Platform for Building Control

Building systems are a perfect example of hybrid systems, where continuous and
discrete dynamics must be used for modelling. For example, heat dissipation and
luminosity follow a continuous dynamics whereas presence detection is a discrete
nature. In our work we show how we can use a component-based hybrid-systems
modelling framework to generate models for simulation and verification.

To implement the hybrid systems for building models, we using the CHARON
tool [3]. We assume that we can create/redesign a system-level model by compos-
ing components from a component library [[4], [5]]. We call a well-defined model
fragment a component. We assume that each component can operate in a set of
behaviour-modes, where a mode M denotes the state in which the component is op-
erating. For example, a pump component can take on modes nominal, high-output,
blocked and activating.
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Our ongoing research work consists of developing an integrated platform for in-
telligent control of building automation systems. This platform provides, among
other features, predictability, reconfiguration, distribution and building energy
optimisation.

The system design flow starts by defining relevant scenarios to be operated within
the building. These scenarios are defined using the Unified Modelling Language
(UML) [6]. The UML models are interpreted using specific models for simulations
and analysis purposes. At this level we allow an optimisation loop to optimise the
model at an early stage of the development. When the simulation gives satisfac-
tory results, the models are auto-translated into embeddable code to be deployed
over a distributed sensor/actuator network [7]. The integration process is performed
through the implementation of a model-/service-based middleware [8] platform al-
lowing components connection and data exchange. All the different components of
the architecture collaborate with the requirements module.

The main features of our platform will be illustrated through an example of
a lighting system for an office area. This example illustrates the combination
of discrete-event behaviour (presence detection, light actuation levels) and hy-
brid properties for the luminosity control, i.e., where both discrete and continuous
aspects are considered.

2.2 Scenario Specification

We have adopted the architecture shown in Fig. 1(a) for our work. We focus on
an open office area, which contains 6 controlled zones, where each zone contains
one artificial light and one light sensor. One Radio-Frequency Identification (RFID)
receiver is used to cover the whole area; there is one window/binding in the left
boarder of the conceded area and a fix number of predefined person positions. For
the lighting model we integrate blinding and lighting controls. In order to enhance
the efficiency of the resulting control model, an optimisation technique has been
implemented, as explained in Section 3.

Window /Blinding B ulb L ight Sensor

R FID  Detector Area of Interest

Ambient Area

Zone 1 Zone 2 Zone 3

Zone 4 Zone 5 Zone 6

(a) Model Specification

User

Enter/Exit
Controlled Zone

L ight

Set the L ight
L evel

Determination of
the Person

Coordinates

Determined Using
Centralized Controller

e.g. using R FID

<<extends >>

<<extends>>

Turn On/Off for
the Automa tic

Control

Available through the
technician  person

Provide
L uminance
Preference

<<extends >>

Provide  Blinding
Occlusion
Preference

<<extends >>

(b) UML Use-case

Fig. 1 Lighting System Specification
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As a summary, the lighting control scenario, as described in Fig. 1(b), behaves as
follows:

1. The user can switch on/off the automatic lighting system for several zones, or for
all the system through a technician.

2. The users provide their light luminance preferences.
3. A person is tracked in each zone using RFID, and his preferences are considered

wherever he is located.
4. An optimisation engine receives the user preferences and sends back the optimal

settings.
5. The controller controls the artificial light and the blinding actuators in order to

reach the user preferences considering the daylight luminance and the light inter-
ferences coming from the adjacent zones.

2.3 Control Strategy Modelling

Fig. 2 shows the agents of the control model and its interactions with the environ-
ment agents. The controller follows the following scenario in order to control the
light intensity:

Persons
Environmen t

External L ight
Environmen t L ight Sensor

Optimisation
Engine

L ight
Actuation

Blinding
Actuation

L uminance
Preferences

Centralized  Controller

Optimal L ight
+ Optimal Blinding

Position

Sensed L ight Intens ity

L ight
Interference

Pe
rs

on
 I

D

L ight level Blinding
Position

Controller
S (t) A(t+1)

A(t)

E (t)

I( t)

U(t)

PI-Contr oller 1 PI-Contr oller 6

R efinement Controller

Fig. 2 Control Model

1. The optimisation engine receives the user preferences for each person and its
position, sends the optimal light luminance and blinding position back to the
refinement controller in order to refine the actuation values using a PI-Controller.

2. The refinement controller actuates the artificial light and the blinding position
accordingly, then goes to 1 if the preference has been changed or a significant
change in the sensed light occurs otherwise the PI-Controller actuates relying on
the external light and the light interference changing.

The PI-Controller is used to predict the next actuation setting for the lighting dim-
ming level in a close loop fashion [9] using Eq. 1. The PI-Controller has two main
status, first is unstable when the difference between the sensed light intensity and
the optimal one is greater than 70 Lux (one light actuation level), and secondly, is
stable, if the difference is less than or equal to 70 Lux.
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A(t + 1) = A(t)+ α (1)

U(t) = A(t)+ E(t)+ I(t)

α =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

�U(t)−S(t)
ε

�×−ε, ∀ U(t)−S(t) > ε

�S(t)−U(t)
ε

�× ε, ∀ S(t)−U(t) > ε

0, ∀ |S(t)−U(t)| ≤ ε

Where, A(t) is the actuation setting for light/blinding actuators, E(t) is the daylight
intensity (Lux), I(t) is the interference light intensity (Lux), U(t) is the sensed light
intensity (Lux), S(t) is the optimal preference settings and ε is the luminance level
produced from a single dimming level (70 Lux).

2.4 Hybrid Modelling

In the Charon modelling shown in Fig. 2, two types of agent have been used to
model the control- and environment agents.

Control Agents : One main agent is used for the refinement controller, such that
one subagent is used to refine the actuation values in each zone using a PI-Controller
as depicted in Fig. 3(c). Another agent is used to call the optimisation engine; it
follows the behavioral mode depicted in Fig. 3(b). This agent is triggered whenever
the user preferences change or a significant change in the sensed light is observed.
Finally, the sensor agent has been modelled as shown in Fig.3(a), as it updates the
internal light value every sampling period, based on the actuation value, the light
interference and the daylight light coming to the sensor. It considers an intensity
attenuation factor of 1/r2, where r is the distance from the light source to the sensor.

Three environment agents have been used to verify the control behaviour as
following:

Person Movements : One agent is used to model a person’s movements. This
agent uses a Markov chain to model the person presence in the zones using a Phase-
type Distribution [10]. As shown in Fig. 4, λ is the transition probability between
each zone and the ambient area. The time consumed (t) in each zone follows Eq. 2.
Fig.3(e) shows the hierarchal hybrid automata for the Markov chain model. When a
person moves from his zone (current zone) to the next zone, the model goes to the
deeper level in order to reflect his transition to the other zones. If the user moves to
the absorption state, that means he goes out of the controlled area.

f (t,λ ) = 1− e−λ t (2)

Daylight Intensity : In the daylight model shown in Fig. 3(d), five periods have been
modelled as a first order differential equation with a constant slope using linear
hybrid automata [11]. During the first and last four hours of the day, the daylight
slope and luminance are equal to zero, while during the second four hours the slope
is equal to 100 which means that the maximum intensity in the day is 4000 Lux. In
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the next eight hours the slope is equal to zero and then goes to -100 in the following
four hours in order to reach zero luminance again at the end of the day. The light
intensity that comes to the controlled zone is a percentage of the daylight intensity;
this percentage relies on the dimensions of the window. In this model, 8% of the
daylight is considered as the external light coming into the controlled zone [9].

Window Blinding Occlusion : One Charon agent is used to model the blinding
occlusion as an algebraic equation. It calculates the daylight percentage coming to
the controlled zone as a linear proportion from the blinding position as following

alge{ExternalIndoorLight ==
ExternalLight*(BlindAct/TotalControlLevels)}

SensorSample( )
write analog real Sensorclock;
write discrete real SamplingRate;

diff { d(Sensorclock)==1}
inv { Sensorclock <= SamplingRate}

Defult

Sensorclock > SamplingRate

Sensorclock = 0;
InternalL ight = ExternalIndoorL ight/ ExtDistance +

L ightA ctuation1/Distance1 +
L ightA ctuation2/Distance2 +
L ightA ctuation3/Distance3 +
L ightA ctuation4/Distance4 +
L ightA ctuation5/Distance5 +
L ightA ctuation6/Distance6;

true

Sensorclock = 0;
InternalL ight = ExternalIndoorL ight/ ExtDistance +
      L ightA ctuation1/Distance1 + L ightA ctuation2/Distance2 +
      L ightA ctuation3/Distance3 +  L ightA ctuation4/Distance4 +
      L ightA ctuation5/Distance5 +  L ightA ctuation6/Distance6;

(a) Sensor Model

SolverPhase(real rate)

write analog real SolverClock;

diff { d(SolverClock)==1}
inv { SolverClock <= rate}

Defult

true
SolverClock = 0;

SolverPhase(real rate)

write analog real SolverClock;

diff { d(SolverClock)==1}
inv { SolverClock <= rate}

BlindUpdate == ture || NewMovement == ture
& &SolverClock > 0.01

SolverClock = 0;
Call(Solver);
Update the user perferances;

BlindUpdate != ture || NewMovement != ture & &
SolverClock > 0.01

SolverClock = 0;

true
SolverClock = 0;

(b) Solver

IPphase(real rate)
write analog real PIclock;

diff { d(PIclock)==1}
inv { PIclock <= rate}

Defult

true
PIclock = 0;

IPphase(real rate)
write analog real PIclock;

diff { d(PIclock)==1}
inv { PIclock <= rate}

(AbsDiff(OptimalLightCo,Inter nalLightCo)<=0.07 ||
L ightA ctuationCo <= 0) & &  PIclock > 0.0001

PIclock = 0;

(OptimalL ightC o >= InternalL ightC o + 0.07) & &
PIclock > 0.0001

PIclock = 0;
L ightA ctuationCo = L ightA ctuationCo + 0.07*
round((OptimalL ightC o - InternalL ightC o)/0.07);

(OptimalL ightC o + 0.07 < InternalL ightC o & &
(LightActuationCo - 0.07 * round((Inter nalLightCo -
OptimalLightCo)/0.07)) >=0) & &  PIclock > 0.0001

PIclock = 0;
L ightA ctuationCo = L ightA ctuationCo - 0.07 *
round((Inter nalLightCo - OptimalLightCo)/0.07);

(OptimalL ightC o + 0.07 < InternalL ightC o & &
(LightActuationCo - 0.07 * round((Inter nalLightCo -

OptimalLightCo)/0.07)) < 0) & &  PIclock > 0.0001
PIclock = 0;
L ightA ctuationCo = 0;

true

PIclock = 0;

(c) PI-Controller

Defult

duringDay =DayL ight( )
write analog real ExternalL ight;
write analog real clock;

diff {  d(ExternalL ight) == 0 }
diff { d(clock)==1;}
inv {  clock >= 0.08 & &  clock <= 0.16 }

Dark(darktime)
write analog real ExternalL ight;
write analog real clock;

diff { d(clock)==1;}
alge { ExternalLight==0}
inv {  clock <= darktime }

sunRise = L ighted( lightFactor)
write analog real ExternalL ight;
write analog real clock;

diff {  d(ExternalL ight) == lightFactor;}
diff { d(clock)==1;}
inv {  clock <= 0.04 }

Dark(darktime)
write analog real ExternalL ight;
write analog real clock;

diff { d(clock)==1;}
alge { ExternalLight==0}
inv {  clock <= darktime }

clock >= 0.16

true
clock = 0;

clock >= 0.24
clock = 0;

evening = WeakL ighted( lightFactor)
write analog real ExternalL ight;
write analog real clock;
diff {  d(ExternalL ight) == -lightFactor }
diff { d(clock)==1;}
inv {  clock <= 0.20 }

clock >= 0.04

clock >= 0.08

clock >= 0.20

(d) Daylight Model

NeighbourZone( )
write analog real ZClock;
write discrete real ZTime;

diff{d(ZClock)==1}
inv{ZClock <=  ZTime}

Defult

CommanArea()
write analog real ZClock;

alge{ ZClock==0}

NeighbourZone( )
write analog real ZClock;
write discrete real ZTime;

diff{d(ZClock)==1}
inv{ZClock <=  ZTime}

NeighbourZone( )
write analog real ZClock;
write discrete real ZTime;

diff{d(ZClock)==1}
inv{ZClock <=  ZTime}

NeighbourZone( )
write analog real ZClock;
write discrete real ZTime;

diff{d(ZClock)==1}
inv{ZClock <=  ZTime}

NeighbourZone( )
write analog real ZClock;
write discrete real ZTime;

diff{d(ZClock)==1}
inv{ZClock <=  ZTime}

computeP robability(L amda,
0,1,2,3,4)==3

ZClock=0;
ZTime = R esidenc eTime(0.2)/100000;
CurrentZone = nie4;

ZClock >=  ZTime

computeP robability(L amda,
0,1,2,3,4)==4

ZClock=0;
ZTime = R esidenc eTime(0.2)/100000;
CurrentZone = nie5;

ZClock >=  ZTimetrue

ZTime = R esidenc eTime(0.2)/100000;

computeP robability(L amda,
0,1,2,3,4)==1

ZClock=0;
ZTime = R esidenc eTime(0.2)/100000;
CurrentZone = nie2;

ZClock >=  ZTime

computeP robability(L amda,
0,1,2,3,4)==0

ZClock=0;
ZTime = R esidenc eTime(0.2)/100000;
CurrentZone = nie1;

ZClock >=  ZTime

computeP robability(L amda,
0,1,2,3,4)==2

ZClock=0;
ZTime = R esidenc eTime(0.2)/100000;
CurrentZone = nie3;

ZClock >=  ZTime

NeighbourPos(int nie1, int nie2,
int nie3, int nie4, int nie5)

write analog real R Clock;
private analog real ZClock;
private discrete real ZTime;
write discrete int CurrentZone;

diff{d(R Clock)==1}

OwnPos()
write analog real R Clock;
diff{d(R Clock)==1}

Absorption()
write analog real R Clock;

alge{ RClock==0;}

Defult

computeP robability(L amda1, 1, 2)!=1
& &R Clock >= Time

R Clock=0;
Time =ResidenceTime(Lamda1)/10000;
CurrentZone = own;

computeP robability(L amda3, 1, 2)==1 ||
computeP robability(L amda2, 1, 2)==2 ||
computeP robability(L amda4, 1, 2)==2

& &R Clock >=  T ime
R Clock=0;
Time =ResidenceTime(Lamda2)/10000;

true

CurrentZone = 0;

true
R Clock=0;
Time =ResidenceTime(Lamda1)/100;
CurrentZone = own;

computeP robability(L amda1, 1, 2)==1
& &R Clock >= Time

R Clock=0;
Time =ResidenceTime(Lamda2)/10000;

computeP robability(L amda2, 1, 2)==1
& &R Clock >=  T ime

R Clock=0;
Time =ResidenceTime(Lamda1)/10000; computeP robability(L amda4, 1, 2)==1

& &R Clock >=  T ime
R Clock=0;
CurrentZone = 0;

(e) Person Movements

Fig. 3 Linear Hybrid Automata Models
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Fig. 4 Markov Chain for Person Movements

3 Constraint-Based Optimisation

The purpose of the optimisation engine is to compute settings for the lights which
optimise both the energy use and the occupant satisfaction levels. The computa-
tion is based on the inferred external sunlight and the stated occupant preferences,
and uses an idealised model of the domain. The derived settings together with the
preferences are sent to the controller as initial actuator settings. The controller then
controls the lighting around these initial values. When the occupants change, or
the actuated levels diverge significantly from the initial values, the problem is re-
specified to the optimisation engine, which re-computes and issues new settings.

We model the building environment, the actuated lights and their effect on the
environment as a Constraint Optimisation Problem. A constraint problem [12] con-
sists of a set of variables, a domain of possible values for each variable, a set of
constraints over the assignment of values to variable which restrict the values that
may be assigned simultaneously, and an objective function over the assignments. A
solution is an assignment of one value to each variable, such that no constraint is
violated. An optimal solution is one with the highest objective value. Solutions may
be obtained by any suitable method, including backtracking and logical reasoning,
mathematical programming, or local search.

The variables in our model include the setpoints of the actuated lights, the blind-
ing level, the lux levels at the zone sensors, and the lux level of the external light.
The domains for the light setpoints are the 11 integer values from 0 (off) to 10 (full
power) and the domain for the blinding is the 5 integer values from 0 (fully closed)
to 4 (fully open). The constraints relate the actuation values to the lux levels (and so
in our model the setpoints are decision variables, the external light is a constant, and
the sensed lux levels are dependent variables). We assume that each light source con-
tributes a fraction of its luminance to each zone, using the same underlying model in
the simulator. A solution is then a set of actuation points and lux levels such that the
constraints are satisfied. When the optimisation model is activated, the controller
passes it the actuation values and the sensed lux levels for the current state; from
this, we can infer the current value of external light.

We associate with each individual occupant a preference curve, which associates
a degree of satisfaction from 0 to 1 with each possible lux level. These preference
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curves may be explicitly stated by the occupant, or learned from their actions. We
then create a preference curve for each zone, by averaging the preference curves of
the occupants in each zone. From this zone preference curve we can determine the
overall preferred lux level in each zone. For a candidate solution (i.e. tuple of actua-
tion points), we can extract the value of the sensed lux level for each occupied zone,
and compute the deviation between the preferred and sensed levels. In addition, for
each actuation setting, we can compute the power required to achieve it, and we
then combine these two measures as a weighted sum to get the objective value of
the solution. Fig. 5 shows the complete process, including the inference of the ex-
ternal light. Our aim is then to search through the space of possible assignments to
find the one which maximises the objective value. We do this using backtracking
search interleaved with constraint propagation, using the min-dom and min-value
variable and value selection heuristics. The model is implemented in and solved
with CP-Inside [13]. We find the optimal in, on average, 250 milliseconds.

Mode/P reference
Database

Optimisation  Engine

Actuator Energy Cost

Preference
Averager

Actuators

Sensor Model

Objective
Function

Zones

Daylight/B lind
Model

Control System
L ux Deviation

Actuator L ux

Daylight L ux

Actuator L ux

L ux
R anges

Actuation
Model

Occupant
Preferences

Solution

Occupant
L ocations

Current L ighti ng State

Fig. 5 Opimisation Process

Note that the optimisation model
is not an accurate control model.
It is a simplified model of actu-
ators and of their effect on the
environment, and it assumes the
actuation is perfect, the propaga-
tion of light is uniform, and that
the sensors are perfect. It also does
not account for small variations in
the external light. Instead, from the
optimal solution we derive the in-
tended lux levels for each zone, and
pass them to the controller as the
target lux levels. The values for the
lights are passed as initial settings, and the controller then controls the actuated
lights in order to achieve the target lux levels. The controller thus handles the in-
accuracies in the actuation and sensing, and any small variations in external light.
When the controller changes the set points of the lights to such an extent that a light
is 2 or more set points away from its initial setting, we assume that the external light
has changed, and so we re-state the problem to the optimiser, which computes a new
set of intended lux levels and a new initial settings for the lights. Similarly, when
we detect that an occupant has left, arrived, or changed position, we again pass this
new problem to the optimiser.

4 Simulation Results

The Charon model described earlier and its environment have been simulated using
the Charon simulation tool-set. In this section we provide the simulation results and
evaluate the power saving comparing to a typical control technique used in building
automation.
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4.1 Lighting Control

In order to observe the control- and the environment behaviour, Fig. 6(e) shows the
external light coming to the controlled area and how it is affected by the blinding
occlusion changes of Fig. 6(f) (5:06 - 5:24pm and 7:24-7:54 pm) and the clouds
move (11:36am-4:54 pm). However, Fig. 6(c) shows the person movements among
the zones and their effect on the optimal light that calculated by the optimisation
engine for each zone, as depicted in Fig. 6(b).

To evaluate the control strategy, we consider 2 zones: the first one (Zone 1) is
highly affected by the daylight whereas the other one (Zone 6) is less affected. Re-
garding internal light in Zone 1 (shown in Fig .6(a)), when there is no presence in
zone 1, the internal light is affected only by the external light and the interferences
from the neighbour zones. However when a person comes inside, internal light 1
gets actuated to reach the optimal light decided by the optimiser. Zone 6 follows the
same routine, but with reduced daylight influence; for example at 9:42 pm, when
zone 6 is unoccupied, internal light 6 equals to 82 Lux which mainly comes from
the light interference.

4.2 Energy Saving

In order to evaluate the potential energy efficiency of the proposed control strategy,
we have considered a typical control strategy used in building automation as base-
line for comparison. The base-line model uses Passive Infrared (PIR) sensor for
presence detection in order to switch on the artificial light to a predefined luminance
level. In our case, we consider 350 Lux as the optimal light in the entire zone since
it is almost the average optimal intensity requested as in Fig. 6(b). Due to the fact
that energy consumption has a linear relation with the consumed Lux over time, we
have compared the consumed Lux in each case as shown in Fig. 6(d). The results
show that the proposed control strategy reduces energy consumption by 42% in
comparison to the baseline model.

5 Conclusion

In this article we have proposed a hybrid/muti-agent model for an intelligent auto-
mated lighting system. The control strategy maintains user comfort through system-
atically tracking occupants in each zone in order to integrate their preferences. The
control system incorporates a constraint-based optimiser that computes the optimal
setting, thereby optimising energy usage while providing adequate user comfort.
The simulation results shows that the proposed controller saves around 42% of the
energy consumption compared to a standard baseline control strategy.

As future work, we intend to deploy a demonstration of the developed system in
the Environmental Research Institute (ERI) building, which is the ITOBO Living
Laboratory [14].
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(a) Internal Light (b) Optimal Light

(c) Persons Movement (d) Energy Consumption

(e) External Light (f) Blinding Actuation

Fig. 6 Model Simulation Results
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Costa, Ângelo 55
Costa, Tarcisio Souza 227
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González-Álvarez, David L. 39, 71
Gutierrez, Miguel 103

Herrero, Álvaro 9
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