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Preface

The CAiSE series of conferences, started in 1989, provides an established ve-
nue in the information systems engineering area for presenting and exchanging
results of design-oriented research in information systems. The 22nd CAiSE con-
ference, held in Hammamet, Tunisia, during June 7-11, 2010, continued this tra-
dition. The theme of CAiSE 2010 was Information Systems Evolution. Modern
information systems are the result of the interconnection of systems of many
organizations, are running in variable contexts, and require both a lightweight
approach to interoperability and the capability to actively react to changing re-
quirements and failures. In addition, users of information systems are becoming
more and more mobile and ubiquitous, requiring the system to adapt to their
varying usage contexts and goals. The evolution of an information system should
be a continuous process rather than a single step, and it should be inherently
supported by the system itself and the design of the information system should
consider evolution as an inherent property of the system. The papers selected
for CAiSE 2010 focus on this theme from various perspectives, from require-
ment engineering and conceptual modeling, to process and services modeling
and analysis, to themes such as security, quality, management and applications
in information systems.

The first two days consisted of pre-conference workshops and events on busi-
ness process modeling, modeling methods, requirements engineering, organiza-
tional modeling, interoperability and cooperation, ontologies, governance, empi-
rical research in process-oriented systems, and domain engineering. In addition,
in a doctoral consortium the PhD students could present and discuss their re-
search plans and in the CAiSE Forum position papers on innovative research
projects which are still at a relatively early stage and short papers describing
innovative tools and prototypes were presented.

Two invited speakers discussed the role of modeling in modern search com-
puting systems, which enable end users to perform exploratory search processes
over multi-domain data sources available on the Web, and of the impact of IT sy-
stems on the use of the earth’s resources, discussing design issues for IT systems
themselves and for systems to manage resources, such as for instance electri-
cal power in homes and enterprises, water delivery and distribution, and traffic
management.

We thank all Program Committee and Program Board members and all ad-
ditional reviewers who were essential in making this once again an excellent con-
ference, contributing their time and effort. Each submission was reviewed by at
least three reviewers. The Program Board members acted as assistant Program
Committee Chairs and coordinated on-line discussions among the reviewers. The
Program Board and Program Committee members met in January 2010 in Mi-
lan, Italy, to select papers based on the reviews and on-line discussions. Out of
299 submitted papers, 39 were accepted for the main conference.



VI Preface

We also thank everyone involved in this process. In particular, we are grateful
to the General Chairs and to all Local Organizers for managing the complex
coordination involved in organizing a conference, the Workshop and Tutorial
Chairs, the Forum Chairs, the Doctoral Consortium Chairs, and extend our
thanks to the sponsors who made the event financially feasible. Finally, we thank
the participants both from academia and industry and we hope that their active
participation in the CAiSE conference was inspiring for their research and a
good support to industrial innovation.

June 2010 Barbara Pernici
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Evaldas Lebedys
Maria Lencastre
Pei Li
Matthias Lohrmann
Marcia Lucena
Linh Thao Ly
Dewi Mairiza
Azzam Maraee
Sergio Mascetti
Slim Mesfar
Stefano Montanelli
Joao Mourinho
Kreshnik Musaraj
Henriqueta Novoa
Nurmuliani
Martin F. O’Connor
Marc Oriol
Sietse Overbeek
Matteo Palmonari
Michael Pantazoglou
Linda Pareschi
Cristhian Parra
Olivier Pivert
Stanislav Pokraev
Artem Polyvyanyy
Michael Predeschly
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Search Computing Systems 

Stefano Ceri and Marco Brambilla 

Politecnico di Milano, Dipartimento di Elettronica ed Informazione, 
V. Ponzio 34/5, 20133 Milano, Italy 

{ceri,mbrambil}@elet.polimi.it 

Abstract. Search Computing defines a new class of applications, which enable 
end users to perform exploratory search processes over multi-domain data 
sources available on the Web. These applications exploit suitable software 
frameworks and models that make it possible for expert users to configure the 
data sources to be searched and the interfaces for query submission and result 
visualization. We describe some usage scenarios and the reference architecture 
for Search Computing systems. 

Keywords: Search Computing, software engineering, search engine, software 
architectures, Web information systems. 

1   Introduction 

Throughout the last decade, search has become the most adopted way to access in-
formation over the Internet. Users are asking for queries that are more and more en-
gaging for search engines, in several senses: the user search activity assumes the form 
of an interaction process instead of a single query; the single query itself becomes 
more complex (in terms of amount and extension of information the user asks for);  
and the information to be retrieved is often hidden in the so called "deep Web", which 
contains information perhaps more valuable than what can be crawled on the surface 
Web. 

Different classes of solutions have emerged to cover this information need: gen-
eral-purpose search engines; meta-search engines that query several engines and build 
up a unified result set; vertical search engines that aggregate domain-specific informa-
tion from a fixed set of relevant sources and let users pose more sophisticated queries 
(e.g., finding proper combinations of flights, hotels, and car rental offers).  

However, an entire class of information needs remains to be supported: the case in 
which a user performs a complex search process [2], addressing different domains, 
possibly covered by distinct vertical search engines. For example, a user may wish to 
find a place where an interesting event occurs, that has good weather in a given pe-
riod, with travel and accommodation options that match given budget and quality 
standards, maybe with close-by trekking opportunities. This kind of search can be 
performed by separately looking for each individual piece of information and then 
mentally collating partial results, to get a combination of objects that satisfies the 
needs, but such procedure is cumbersome and error prone.  
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We define search computing applications [4], as the new class of applications 
aimed at responding to multi-domain queries, i.e., queries over multiple semantic 
fields of interest, by helping users (or by substituting to them) in their ability to de-
compose queries and manually assemble complete results from partial answers. The 
contribution of this paper is to provide an overview of search computing system, 
comprising a description of the user roles and of the system architecture and deploy-
ment strategy. 

Our work is coherent with the current trend in service-oriented architectures 
(SOA). Proposals for service specification include WSDL, UML models, and ontolo-
gies (WSMO and OWL-S). Service registration is based on UDDI and its variants, 
portals like XMethods.com and RemoteMethods.com, systems like Woogle, 
Wsoogle.com, Web Service Crawler Engine [1], and others. A large set of languages 
and tools address service orchestration too (e.g., BPMN, WS-BPEL, XPDL). The 
SeCo Project is focused on the integration of search services, i.e. services producing 
ranked and chunked output, allowing consumers to halt the, when enough results are 
available. Research projects with comparable goals include: Microsoft Symphony, 
which enables non-developers to build and deploy search-driven applications that 
combine their data and domain expertise with content from search engines[7]; Google 
Squared (www.google.com/squared) and Fusion Tables (tables.googlelabs.com), 
which produce tabular results of searches over web and proprietary information re-
spectively; Kosmix (www.kosmix.com), a general-purpose topic discovery engine, 
which responds to keyword search by means of a topic page. All these proposals miss 
several significant features with respect to SeCo, including: join of results, cost 
awareness, definition and optimization of query plans, and others. 

2   The Search Computing Framework 

A Search Computing application supports users in asking multi-domain queries; for 
instance, “Where can I attend a scientific conference close to a beautiful beach reach-
able with cheap flights?”. Search Computing proposes a configurable software archi-
tecture that supports any multi-domain query. The main idea is to delegate domain-
neutral computation to a generic architecture, which is then configured with domain-
dependent information to obtain the desired Search Computing application.  

Search computing applications have several distinguished aspects: 

• Data sources are usually heterogeneous and distributed; they must be made avail-
able to the search computing application as search services that respond to input 
queries by returning ranked results, possibly chunked into sub-lists. 

• Multi-domain queries are answered by selecting a subset of the data sources, by 
individually extracting their responses, and then by joining the responses thereby 
building combinations that collectively constitute the results of the query; this is a 
special case of Web service selection and orchestration, where novel algorithms 
are needed for joining results sets. This implies that queries can be addressed 
only through complex orchestration algorithms, which must scale properly. 
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• Combined and ranked results must be presented to the user for inspection and 
query refinement, with an exploratory approach that allows augmenting complex 
results with new findings. This, together with the desired wide adoption of the 
applications by the user, requires scalability of the platform with respect to the 
number of users and of requests per user. 

• Finally, search computing applications are especially effective for improving the 
visibility and economical value of so-called long-tail content, which can be used 
to produce highly customized search solutions. This entails the need of extreme 
scalability of the platform with respect to the number of registered services. 

Figure 1 shows an overview of the Search Computing framework, constituted by 
several sub-frameworks. The service mart framework provides the scaffolding for 
wrapping and registering data sources. Data sources can be heterogeneous (examples 
are: a Web site wrapper, a Restful data source, a WSDL web service, a YQL data 
source, a materialized source, etc.); registration requires a standardization of their 
interface, so to comply with a service invocation protocol. A service mart is defined 
as an abstraction (e.g., Hotel) of one or more Web service implementations (e.g., 
Bookings and Expedia), each capable of accepting queries and of returning results, 
possibly ranked and chunked into pages. Registration metadata describes the service 
mart signature and connection information. A connection is defined as an input-output 
relationship between pairs of service marts that can be exploited for joining them 
(e.g., the declaration that the output city of the Hotel service mart can be used as an 
input destination to the Trip service mart). The user framework provides functionality 
and storage for registering users, with different roles and capabilities. The query 
framework supports the management and storage of queries as first class citizens: a 
query can be executed, saved, modified, and published for other users to see. The 
service invocation framework masks the technical issues involved in the interaction 
with the service mart, e.g., the Web service protocol and data caching issues.  

 
 

Query Manager

Application
Configuration

Tool

Service
Repository

Query
Repository

Liquid Queries
UIService

Registration
Tool

User data
repository

Query Planner

Execution Engine

Service Invocation
Framework .

ServiceMart Framework

Query Framework

Query Plan
Refinement

Tool

Expert
user

Service
publisher

End
user

SeCo
expert

Controldependencies (uses)

Data flows (queries, results)
Services

Queries

Execution plans

Query
results

Orchestration

Se
rv

ic
e

m
gm

t.

Q
ue

ry
m

gm
t.

D
at

a
re

tr
ie

va
l

Service calls

Service call results

Queries & results

Read &
write

Read &
write

Cache

Cache

Cache

Cache

Cache

Client
application

Queries & results

Cache

Internal API

User Framework
Cache

Read &
write

External API (REST) Application
Repository

Read &
write

U
se

rm
gm

t.

Legend

  

Fig. 1. Overview of the Search Computing framework 
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The core of the framework aims at executing multi-domain queries. The query 
manager takes care of splitting the query into sub-queries (e.g., "Where can I attend a 
scientific conference?"; "Which place is close to a beautiful beach?"; "Which place is 
reachable from my home location with cheap flights?") and bounding them to the 
respective relevant data sources registered in the service mart repository (in this case, 
conferences could be retrieved using Eventful.com, places close to a beach using 
Yelp.com, flights information using Expedia); starting from this mapping, the query 
planner produces an optimized query execution plan, which dictates the sequence of 
steps for executing the query. Finally, the execution engine actually executes the 
query plan, by submitting the service calls to designated services through the service 
invocation framework, building the query results by combining the outputs produced 
by service calls, computing the global ranking of query results, and producing the 
query result outputs in an order that reflects their global relevance. 

To obtain a specific Search Computing application, the general-purpose architec-
ture of Figure 1 is customized by users, supported by appropriate design tools. 

3   Search Computing Users  

The development of Search Computing applications involves users with different 
roles and expertise: 

• Service Publishers: they are in charge of implementing mediators, wrappers, or 
data materialization components, so as to make data sources compatible with the 
service mart standard interface and expected behavior; they register service mart 
definitions within the service repository, and declare the connection patterns us-
able to join them.   

• Expert Users: they configure Search Computing applications, by selecting the 
service marts of interest, by choosing a data source supporting the service mart, 
and by connecting them through connection patterns. They also configure the 
user interface, in terms of controls and configurability choices for the end user.  

• End Users: they use Search Computing applications configured by expert users. 
They interact by submitting queries, inspecting results, and refining/evolving 
their information need according to an exploratory information seeking approach, 
which we call Liquid Query [3].  

The development process steps lead to the final application accessed by the end user. 
The Liquid Query interface, instantiated during the application configuration phase, 
supports the “search as a process” paradigm, based on the continuous evolution, ma-
nipulation, and extension of queries and results; the query lifecycle consists of itera-
tions of the steps of query submission, when the end user submits an initial liquid 
query; query execution, producing a result set that is displayed in the user interface; 
and result browsing, when the result can be inspected and manipulated through ap-
propriate interaction primitives, which update either the result set (e.g., re-ranking or 
clustering the results) or the query (e.g., by expanding it with additional service marts 
or requesting for more results). This approach to development takes into account the 
trend towards empowerment of the user, as witnessed in the field of Web mash-ups 
[5]. Indeed, all the design activities from service registration on do not ask to perform 
low-level programming.  
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4   Search Computing Architecture  

Given the aim of providing users with an efficient Search Computing framework and 
the expected amount of services, users and methods to solve multi-domain search 
queries, the adoption of a distributed paradigm is a natural consequence. This entails 
dealing with the common challenges of a distributed system, e.g. heterogeneity, scal-
ability, concurrency, failure handling and transparency.  

With this objective in mind, we have designed the architecture in Figure 2 in terms 
of logical layers: 

• The service layer offers facilities to wrap and expose existing services. 
• The execution & mart layer physically orchestrates the query execution plan by 

means of an engine component and provides the service mart abstraction through 
a repository and an invocation environment. 

• The query layer translates the high-level query description over service marts into 
an optimized execution plan over service implementations. Queries and opti-
mized plans are stored in a repository for subsequent reuse. 

• The application layer provides a REST API to submit queries, an application 
repository to store application-specific data (such as UIs’ definitions) and liquid 
query support. The latter enables a fluid user interaction thanks to client-side data 
management and to asynchronous communications with the SeCo back-end.  

• The tools layer transversely provides design, management and interaction facili-
ties to the levels of the proposed architecture. 
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Fig. 2. Logical architecture and deployment diagram 
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The architecture is deployed in accordance with the scalability and performance re-
quirements. We use a service-oriented architecture built on shared spaces within a 
grid computing framework (Space-Based Architecture). The power of spaces comes 
from not having to separate various parts of an application into discrete physical run-
times [8]. We organize the deployment in three separate tiers (Fig. 2): 

• The service tier consists of the processing nodes providing access to registered 
services.  

• The client tier consists of client machines locally running the liquid query UI, 
which is offered as a JavaScript component running inside Web browsers. 

• The engine tier represents the query engine, which is invoked by clients and 
executes Search Computing queries over registered services.  

The deployment of the engine tier exploits a high-end application server. In order to 
achieve scalability and high-performance, a load balancer distributes the execution 
load over a set of available processing units. A grid manager is in charge of the moni-
toring of the infrastructure, providing the instantiation and the recovery of grid  
containers according to a predefined Service Level Agreement (SLA). Finally, grid 
containers host processing and storage units and communicate by means of a tuple 
space. We adopt Gigaspaces XAP [6], a scalable, high-performance, reliable data grid 
implementation, supporting multiple clustering topologies to provide a clustered in-
memory data repository (cache and application data), a fast message bus and a  
distributed platform for running the application’s code. 
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Information technology is so pervasive that estimates of its power usage show that 
data centers, locations where computing systems are densely packed consume some 
2% of available power in mature economies. Other estimates show that an additional 
8% or so of power is consumed by IT systems which reside in offices and homes, 
while assessments of power used consumer devices such as mobile phones and PDA’s 
combined with other household appliances while charging or not deployed can add 
another 6-8% of total power consumption. As computing power densities have in-
creased from a few tens of watts per square foot to hundreds of watts per square foot 
considerable attention has been applied to the management of power in IT systems.  

Efforts to deal with these power densities includes compute and storage system re-
designs to allow power to be controlled and  managed,  techniques to monitor and 
understand the distribution of thermal energy in data centers and the beginning of the 
integration of the grid to the IT based power demands of the data center. 

Inasmuch as managing IT based power is an important issue, the same IT can  
be used to help manage the planet’s resources such as electrical power in homes  
and enterprises,  water delivery and distribution to agriculture and industry, flooding 
and sewage control, road traffic management and road charging, logistics and  
manufacturing processes and many other activities which use resources and generate 
waste. 

In many situations where resources are used in cities, their usage is barely meas-
ured. For example the delivery of electrical power to homes is rarely measured more 
than once a month. Once the bill is submitted, the consumer has no real idea where 
the energy is spent and has no ability to plan how to manage that power. An even 
more critical issue within electrical power distribution networks is the identification 
of faults, where very little monitoring of the distribution networks results in irate 
customers being the only source of information as to the location and timing of faults. 
Similarly water usage by industrial, agricultural and enterprise customers and con-
sumers is not usually monitored at any detailed level and issues such as leakage and 
contribute to waste and inefficiency. 

Once these resource delivery systems become instrumented along with the corre-
sponding consuming systems, the resulting data can be used to manage resources 
much more efficiently. This talk will address the nascent domain of resource man-
agement systems which combine the fields of data acquisition, distribution, modeling 
optimization and decision support and begin to allow automated systems to manage 
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resources within a city. Examples of the use of these integrated systems for traffic 
management in cities, energy management in data centers, water management in ur-
ban and suburban areas, carbon management in the distribution of goods and other 
situations will be shown. These will be shown to demonstrate the importance of mod-
els and their integration into the operation of these instrumented systems.  The scope 
of resource reduction, while maintaining the same levels of service, will show the 
range of saving which are possible and descriptions of the IT architectures which 
enable this combination of data flow, models and decisions to be made will be  
provided. 
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Abstract. For enterprises it has become crucial to check compliance
of their business processes with certain rules such as medical guidelines
or financial regulations. When automating compliance checks on pro-
cess models, existing approaches have mainly addressed process-specific
compliance rules so far, i.e., rules that correspond to a particular pro-
cess model. However, in practice, we will rather find process-independent
compliance rules that are nevertheless to be checked over process models.
Thus, in this paper, we present an approach that enables the instantiation
and verification of process-independent compliance rules over process
models using domain models. For this, we provide an intuitive visualiza-
tion of compliance rules and compliance rule instances at user level and
show how rules and instances can be formalized and verified at system
level. The overall approach is validated by a pattern-based comparison
to existing approaches and by means of a prototypical implementation.

1 Introduction

In many application domains, business processes are subject to compliance rules
and policies that stem from domain specific requirements such as standardiza-
tion or legal regulations [1]. Ensuring compliance of their business processes is
crucial for enterprises nowadays, particularly since auditing and certification has
become a competitive edge in many domains. Examples include certified family-
friendly enterprises being more attractive to prospective employees or clinics
proving a certain standard of their audited treatments to patients. Since process
models are the common way to represent business processes, business process
compliance can be ensured by verifying process models to be installed in process-
aware information systems against imposed compliance rules. Tab. 1 summarizes
quality compliance rules imposed on the software development process depicted
in Fig. 1.
� This work was done within the SeaFlows project, which is funded by the German

Research Foundation (DFG).
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Table 1. Examples of compliance rules for software development

c1 Goals have to be defined before starting the development.

c2 Each test activity has to be documented.

c3 After the development freeze, no further development activities shall take place.

c4 Before carrying out a second usability test, a necessity check after the first us-
ability test is necessary.

c5 The testing has to be followed by an approval and the integration. Additionally,
no changes shall take place between the approval and the integration.

So far, existing approaches mainly focus on checking process-specific compli-
ance rules that correspond to certain process models [1,2,3]. One example is rule
c1 (cf. Tab. 1) over process model P (cf. Fig. 1) referring to process activities
define goals and start of development phase. However, in practice, com-
pliance rules are often specified in a more general manner and not specifically in
correspondence with a particular process model. Rule c2, for example, refers to a
general test activity and not to a functional test as present in the software
development process depicted in Fig. 1. Nevertheless, for quality assurance, it
could be desired to verify c2 over the development process. Thus, in order to
support a broad spectrum of realistic compliance rules, we must enable the veri-
fication of both, process-specific and process-independent compliance rules over
process models.
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Fig. 1. Abstracted software development process (in BPMN notation)



Design and Verification of Instantiable Compliance Rule Graphs 11

Connected with supporting process-independent compliance rules, it is also
necessary to enable the definition of compliance rules at different design levels. At
user level an intuitive, high-level representation of compliance rules is desirable.
Contrary, at system level, it must be possible to conduct automatic verification
of process models against compliance rules. For this, it is necessary to instantiate
compliance rules over a particular process model and to equip them with formal
semantics for later verification.

In this paper, we present an approach for checking process-independent com-
pliance rules over process models. This is achieved by instantiating these compli-
ance rules over a particular process model using a domain model. The resulting
compliance rule instances can be verified separated from each other. This en-
ables individual compliance reports as well as individual solutions in case of
compliance violations. Furthermore, we show how compliance rules can be de-
fined at different design levels. At user level, compliance rules are specified using
an intuitive visualization based on graph structures. At system level compliance
rule graphs are equipped with formal semantics based on First Order Logic and
execution traces. The latter guarantees for independence of a particular process
meta model. The overall approach is validated by a pattern-based comparison
to existing approaches, by a general discussion on the co-existence of compliance
rules and process models, and by means of our prototypical implementation.

Sect. 2 discusses the compliance rule instantiation approach. Sect. 3 focuses
on the design of instantiable compliance rule graphs. Their counterpart formal-
ization is presented in Sect. 4. A validation of our approach is provided in Sect.
5. We close with a related work discussion in Sect. 6 and a summary in Sect. 7.

2 Compliance Rule Instantiation

Fig. 1 depicts the process model of a slightly abstracted software development
process that we discovered within several practical student projects at Ulm Uni-
versity. As discussed in Sect. 1, several compliance rules might be imposed on
the development process for quality and efficiency reasons (cf. Tab. 1). The basic
challenge is now to check whether the process complies to these compliance rules
or not. Additionally, in case of violations the system should yield helpful user
feedback in precisely reporting the reason for the problem.

Compliance rules are generally defined at different abstraction levels rang-
ing from rather abstract business policies to specific definitions [1]. To support
different levels of abstraction for compliance rules, we enable the use of do-
main models. Based on these, compliance rules can be instantiated for certain
processes. Note that domain models are demanded in many applications [4].
Moreover, we may also benefit from existing ontologies such as in the healthcare
domain [5]. Take for example compliance rules c2 and c4 (cf. Tab. 1): both refer
to test activities, where c2 is general and c4 more specific (usability test).
Fig. 2 shows an extract of the domain model belonging to the development pro-
cess. A test can be more specifically modeled as a usability or functional
test, where usability test can additionally distinguished into usability
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walkthroughs, usability questionnaires, or usability think aloud. A
development might be either a system development or a GUI development.

Without any further knowledge, compliance rule c2 cannot be evaluated over
development process P since P does not contain any test activity. In fact, c2
can only be evaluated by instantiation over P using the corresponding domain
model as depicted in Fig. 2. Based on the domain model, the general test activ-
ity referred to by c2 can be instantiated by three more specific testing activities
contained within P (i.e., usability walkthrough, usability questionnaire,
and functional test). This results in three compliance rule instances c21 , c22 ,
and c23 derived from c2 (cf. Tab. 2). The usability walkthrough and the
functional test are both documented according to the control flow of P. Thus,
c21 and c22 are satisfied. However, the usability questionnaire is not docu-
mented within P what violates instance c23 .

We see that by using instantiation the verification of c2 over P becomes pos-
sible. However, which benefits are offered by maintaining c2 and instantiating
it ”on demand” instead of replacing c2 by its instances c21 , c22 , and c23 for P
and the corresponding domain model? The different advantages become evident
when looking at the modeling, maintenance, and evolution of compliance rules
on the one side and compliance checking for process models on the other side as
depicted in Fig. 3.

First of all, for more complex domain models and processes, without instan-
tiation, the number of compliance rules might dramatically increase resulting
in huge effort for compliance rule modeling and maintenance. Moreover, sup-
porting high-level compliance rules and compliance rule instantiation eases the
evolution of compliance rules. Imagine, for example, that compliance rule c2 has
to be adapted (e.g., due to changes in the quality policies) such that each test
activity not only has to be documented but also has to be approved. In this
case, if the strategy to explicitly model all compliance rule instances of c2 was

Table 2. Compliance rule instances for c2, cf. Tab. 1

c21 The functional test has to be documented.

c22 The usability walkthrough has to be documented.

c23 The usability questionnaire has to be documented.
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applied, c21 , c22 , and c23 would have to be individually modified in order to in-
tegrate the change. By contrast, following the approach proposed in this paper,
only high-level rule c2 has to be modified resulting in modified high-level rule
c’2. c’2 then can be reinstantiated and checked for relevant process models.

Moreover, checking compliance at instance level results in fine-granule feed-
back on individual violations of rule instance (cf. Fig. 3). In turn, fine-granule
feedback enables fine-granule treatment of compliance rule instance violations.
Let us assume, for example, that c2 is only of recommendation nature (i.e.,
enforcement level low). Since c23 is violated over process model P, the process
designer might decide to completey ignore c2. However, since c21 and c22 are
actually fulfilled, he might prefer to ignore c23 instead of c2.

Altogether, using compliance rule instantiation as proposed in this paper, we
achieve minimal effort for compliance rule modeling and maintenance on the
one hand, but enable individual compliance checks and corresponding reports
for compliance rule instances on the other hand.

3 Instantiable Compliance Rule Graphs

The next challenge is to design instantiable compliance rules in a way that they
can be easily understood by users. This task includes representation of (high-
level) compliance rules as well as of compliance rule instances. We found that at
both levels, graphs provide an intuitive visualization that can be equipped with
formal semantics and verified at system level later on (cf. Sect. 4).

Process-independent Compliance Rules. To support process-independent
(i.e., high-level) compliance rule graphs and as well as their instantiation over
particular process models, a data model as depicted in Fig. 4 is needed: a process
model consists of a set of nodes distinguished by their node id to which activities
are assigned. An activity is assigned to activity types. An activity type may
be the sub-type of another activity. For example, the activity type usability
walkthrough is a sub-type of the activity type usability test (cf. domain
model in Fig. 2).
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When looking at compliance rules c1 to c5 (cf. Tab. 1), it can be observed that
compliance rules mostly reflect certain patterns. Typically, compliance rules re-
quire the occurrence and/or the absence of certain activities (occurrence/absence
patterns). For c1, for example, activity define goals should occur before start-
ing the development. By contrast, for c3 further development activities should
be absent if activity development freeze has taken place. Furthermore, it can
be observed that the occurrence or absence of certain activities is often condi-
tional upon the occurrence or absence of other activities. Thus a compliance rule
mostly comprises a triggering part (denoted as antecedent pattern) and a con-
sequence pattern. To be able to instantiate process-inpdedendent compliance
rule graphs later on, each node of a rule graph is associated with an activity
type from the domain model (cf. Fig. 4). Directed edges connecting the nodes
represent predecessor relations.

Based on these observations compliance rules c1 to c5 can be described by
compliance rule graphs as depicted in Fig. 5. Compliance rule graph c1, for ex-
ample, states that the execution of activity start of development process
has to be directly or indirectly preceded by the execution of the activity define
goals. Compliance rule graph c5 states that the execution of activity end of
testing has to be succeeded by an execution of approval and integration. Be-
tween these two executions, however, no execution of the change process must
occur. Note that compliance rule graphs might also contain data information as
data object Test for c2. How to integrate and evaluate such data information
into compliance rules is subject to our future research.
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Process-specific Instantiation of Compliance Rules . Generally, it must
be possible to define compliance rule graphs independent of a particular process
model. For later verification, however, it is necessary to instantiate independent
compliance rule graphs over process models.

The instantiation of compliance rule graphs is accomplished by “binding”
antecedent compliance rule nodes to nodes of the process model (reflected by
their node ids) with the associated activity type. Instantiation of compliance
rule c2 (cf. Fig. 5) over process model P (cf. Fig. 1) using the domain model
as depicted in Fig. 2, for example, results in three compliance rule instances as
depicted in Fig. 6. Visualizing compliance rules that way, the user is able to
locate exactly, which occurrences of a compliance rule are relevant, which are
satisfied, and which are violated.
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Compliance rule instance c21 Compliance rule instance c22 Compliance rule instance c23
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Fig. 6. Process-specific compliance rule instances

4 Formalization and Verification of Compliance Rules

The graphical compliance rule notation provides for more intuitive modeling
of compliance rules since it hides formal details from the user. However, as we
will show in this section, each compliance rule graph corresponds to a logical
formula with defined semantics. The latter is necessary to enable the verification
of processes against imposed compliance rules.

4.1 On Formalizing Compliance Rules

We opted for first-order predicate logic (FOL) to formalize compliance rules
for several reasons. The use of a general and expressive logic such as FOL en-
ables the extension of our approach in order to support further types of com-
pliance rules not supported so far (e.g., authorization or organizational model
compliance rules). Moreover, FOL allows for the definition of the antecedent-
consequence-structure of compliance rules in a straight-forward and elegant
manner. The nodes of compliance rule graphs are mapped to variables while
properties of compliance rule graph nodes and the relations between nodes are
mapped to corresponding predicates in a FOL formula. Due to lack of space
we abstain from a complete definition here, but rather informally describe the
structure in the following. The general structure of a compliance rule is as
follows.
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Structure 1 (Compliance rule). Let AT be the set of activity types of the
domain. Then, a compliance rule is of the following form:

[true | antecedentOccurrencePatterns | antecedentAbsencePatterns |
antecedentOccurrencePatterns ∧ antecedentAbsencePatterns]
→
consequence ∨ consequence ∨ · · · ∨ consequence

consequence :=
[consequenceOccurrencePatterns | consequenceAbsencePatterns |
consequenceOccurrencePatterns∧ consequenceAbsencePatterns]

In Struct. 1 the antecedent is either empty (i.e., the compliance rule is always
activated) or consists of an antecedent pattern. The latter can be composed from
occurrence patterns defining the occurrences of activity executions that activate
the compliance rule. Compliance rule c2 (cf. Fig. 5), for example, is activated by
the occurrence of an activity execution associated to the activity type test while
compliance rule c4 is activated by a more complex occurrence pattern (namely
the sequence of two activity executions). The antecedent pattern may also con-
sist of absence patterns defining the absence of particular activity executions.
This allows for refining the occurrence pattern by putting additional conditions
on the absence of activity executions (for example, to express patterns such as “if
no approval takes place between the end of development and the integration”).
If the antecedent of a compliance rule applies, one of the rule’s consequence pat-
terns must also apply in order to satisfy the rule. Each consequence pattern, in
turn, may consists of occurrence as well as absence patterns and corresponding
relations. Compliance rule c3 (cf. Fig. 5), for example, has a consequence ab-
sence pattern in its consequence part while the consequence part of compliance
rule c5 is composed from both consequence occurrence and consequence absence
patterns.

The formula for compliance rule c2 is given below. It expresses that each
activity execution associated to the activity type test has to be followed by
an activity execution associated to the activity type documentation with the
same results data object. This is a process-independent compliance rule, since
it only references to activity types from the domain model (cf. Fig. 2).

Compliance rule c2
∀t(ActivityT ype(t, test)→∃d : (ActivityT ype(d, documentation)∧Pred(t, d)∧
results(t) = results(d)))
Based on the development process (cf. Fig. 1), we can identify the process nodes
that are associated to the activity types referenced in the formula (namely test
and documentation). The formula for c2 can be adapted accordingly by refering
to activity executions associated to particular nodes in the process.

Process-specific compliance rule c2
∀t(ProcessNode(t, 7) ∨ ProcessNode(t, 9) ∨ ProcessNode(t, 12)→
∃d : (ActivityT ype(d, documentation) ∧ Pred(t, d) ∧ results(t) = results(d)))
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Based on this, we obtain the resulting compliance rule instances of c2 as
follows.

c21 : ProcessNode(t, 7)→ ∃d : (ActivityT ype(d, documentation) ∧ Pred(t, d) ∧
results(t) = results(d))
c22 : ProcessNode(t, 9)→ ∃d : (ActivityT ype(d, documentation) ∧ Pred(t, d) ∧
results(t) = results(d))
c23 : ProcessNode(t, 12)→ ∃d : (ActivityT ype(d, documentation)∧Pred(t, d)∧
results(t) = results(d))

4.2 Interpretation of Compliance Rules

So far we showed that compliance rules are represented by FOL formulas. To
round up the formalization of compliance rules, we also have to provide formal
semantics for these formulas. The formal semantics has to be defined over an
adequate logical model, that serves as interface between the compliance rule
perspective and the process perspective. To support a variety of business process
models, the logical model must be independent of a particular process meta-
model. As discussed in our previous work in [6,3,7] execution traces are a suitable
logical model since they are applicable to any process meta-model with formal
execution semantics.

Generally, depending on their particular purpose, execution traces comprise
different kinds of information. At minimum, execution traces store information
on the execution of activities for a particular process instance (e.g., start, end, or
start/end events for activity executions). Additional information might comprise
actor assignments, input or output data, and timestamps (see, for example, the
MXML execution traces used in ProM [8]). In the context of this paper, it is
important to be able to instantiate compliance rules over process models. Thus,
within execution traces, it should be possible to distinguish between concepts
such as nodes and activities (cf. data model in Fig. 4). Thus, we define an ordered
execution trace σ over a process model P as follows:

σP := <e1, . . . , ek> with

ei ∈ {Start(activity, node, timestamp), End(activity, node, timestamp)} where

– activity denotes the activity event ei is associated with
– node denotes the process node an activity is associated with
– timestamp represents an abstract timestamp

For our formal interpretation of compliance rules, we need the activity-oriented
view σ′

P of event-based execution traces σP . σ′
P represents the ordered activity

executions in σP :

σ′
P := <a1, . . . , am> with

ax = (activityx, nodex, startT imex, endT imex), x = 1, .., m with ∃ei, ej ∈ σP :

– ei = Start(activityx, nodex, startT imex),
– ej = End(activityx, nodex, endT imex),
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– i < j and �el ∈ σP : i < l < j and el = End(activityx, nodex, . . . ) and
– ∀ar, ap : r < p⇒ startT imear < startT imeap

Based on the notion of execution traces and activity executions we can provide a
default interpretation of compliance rules as follows. The interpretation relates
the predicates in the compliance rule formula to activity executions in the ex-
ecution trace. In the following, we focus on correct execution traces (e.g., each
start event has a corresponding end event).

Definition 1 (Interpretation of compliance rules). Let AT be the set of
activity types of the domain model. Let σ′=<a1, . . . , am> be an activity-oriented
view of an execution trace. Then, the interpretation over σ′ over AT is a tuple
Iσ′=<Dσ′ , dσ′> with:
Dσ′ is the domain of the interpretation Iσ′ with Dσ′ := {a1, . . . , am}
Let further Nσ′ = {n|∃a = (activitya, nodea, startT imea, endT imea) ∈ Dσ′ :
n = nodea} be the set of process nodes associated to activity executions in σ′.
dσ′ is a function interpreting the predicates ActivityT ype, ProcessNode, and
Pred1 over σ′as follows:

– dσ′(ActivityT ype) 	→ {(a, A), a = (activitya, nodea, startT imea, endT imea)
∈ Dσ′ , A ∈ AT | activitya = A ∨ activitya is a subtype of A}

– dσ′(ProcessNode) 	→ {(a, n), a = (activitya, nodea, startT imea, endT imea)
∈ Dσ′ , n ∈ Nσ′ | n = nodea}

– dσ′(Pred) 	→ {(a, b), a = (activitya, nodea, startT imea, endT imea)
∈ Dσ′ , b = (activityb, nodeb, startT imeb, endT imeb) ∈ Dσ′ | endT imea <
startT imeb}

Based on Def. 1 compliance rule formulas can be interpreted over execution
traces. Def. 2 provides the formal criteria necessary for compliance verification.

Definition 2 (Satisfaction of compliance rules). Let P be a process model
and let Σ′

P be the set of all activity-oriented views on execution traces of P (i.e.,
all traces P is able to produce). Let further σ′

P ∈ Σ′
P be one activity-oriented

view of an execution trace of P .
We say σ′

P satisfies c (notation: σ′
P |= c) if and only if:

Iσ′
P
|= c.

We say P satisfies c (notation: P |= c) if and only if:
∀σ′

P ∈ Σ′
P holds σ′

P |= c.

To illustrate the formal semantics defined above, consider again compliance rule
c5 (cf. Fig. 5) and the development process (cf. Fig. 1). Based on the execution
traces that the development process can produce, Def. 1 can be applied to verify
the development process against c5. Informally, the straight-forward way to verify
compliance rules corresponds to reachability analysis as applied for checking the
soundness of process models [9]. In all execution traces of the process, there is an
1 Constants in a compliance rule formula (i.e., node identifiers in compliance rule

instances) are mapped to themself and hence, are ommitted in the interpretation.
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occurrence of end of testing (node 14). Hence, compliance rule c5 is activated
in all executions of the development process. After end of testing, either the
upper (case 1) or the lower split branch (case 2) is executed. In the first case,
the corresponding execution trace contains the execution of the approval (node
15), directly followed by the execution of the integration (node 18). Hence, this
trace satisfies c5. In the second case, the change process (node 16) is executed
after the approval (node 15). However, another approval activity (node 17) is
executed afterwards, that is directly followed by the integration. According to
the interpretation from Def. 1, c5 is also satisfied in the second case.

5 Discussion and Validation

Generally, different scenarios of integrating business processes and compliance
rules are conceivable. At the one side of the spectrum, all relevant compliance
rules might be integrated (as far as possible) within the process model. This
might be achieved by a multitude of partly nested alternative branchings. Full
merging of rules into process models could be desirable for scenarios with simple
process models and compliance rules that are mandatory for all process models.
However, this approach has also several drawbacks. The first one is the possibly
enormous complexity of the resulting process models in case of a multitude
of compliance rules imposed on them. This can be compared to approaches
for process configuration and variants, keeping all variants or rules within one
model. As research has discussed, for many scenarios, this approach quickly
leads to overly complex process models that cannot be understood by users
any longer [10]. In addition, from our practical examples, we know that often
not all compliance rules are mandatory, but rather have a suggesting character.
Examples include medical guidelines that might be overruled by the doctor at
any time. However, if all compliance rules are ”hard-wired” within the process
models, this optional character gets lost.

On the other side of the spectrum, we could also think of representing process
models and compliance rules entirely as rules, for example within rule engines
such as ILOG JRules or by using declarative approaches such as ConDec [11].
Aside from the fact that declarative process description can be covered by our
approach, it cannot be neglected that in practice, most process models are de-
scribed and automated using graph-based notations. Specifically, in practice, we
will often find a coexistence of business process (models) and compliance rules
imposed on them. Another reason for this coexistence is that compliance rules
might be introduced after the process model has been designed and enacted.

For these reasons, we mainly aim at supporting the coexistence of process
models and compliance rules which complies to approaches that aim at bal-
ancing flexibility and control by combining imperative and declarative process
description [12]. However, since our logical model is based on execution traces
(cf. Sect. 3), SeaFlows can also deal with pure process-model-based and declar-
ative scenarios. In the latter case, execution traces are a suitable representation
of process instances defined by following the imposed constraints [13].
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5.1 Pattern-Based Validation

We collected recurring compliance rule patterns from literature and modeled
them using the SeaFlows compliance rule formalism. Many pattern-based ap-
proaches [14,15,13] base their patterns on patterns collected by Dwyer and
Corbett [16]. Simple (particularly binary) patterns, such as global scope pres-
ence, global scope absence, after scope absence, before scope absence, response,
and precedence can be modeled similarly to some of the compliance rules from
Fig. 5 (e.g., compliance rule c3 corresponds to after scope absence). Hence, we
omit the illustration of these patterns due to space limitations. Three advanced
patterns [14,16] are depicted in Fig. 7. The response with absence rule states that
A must be followed by an occurrence of C without B occurring in the meantime.
The precedence with absence rule states that C must be preceeded by A such
that no B occurs in between. The after scope precedence chain states that the
sequence A. . . B must occur between S and a succeeding occurrence of C.

In constrast to approaches based on a limited set of patterns and respective
combinations thereof using the logical conjunction (cf. Sect. 6), the SeaFlows
approach is compositional. It allows for modeling compliance rules with an

B

A C

Response with absence Precedence with absence

C

B

A S

After scope precedence chain

C

A B

Fig. 7. Advanced compliance rule patterns [14]

Fig. 8. The SeaFlows graphical compliance rule editor
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antecedent and a consequence part. The modeled compliance rule graphs can
be automatically mapped to logical formulas (cf. Sect. 4).

5.2 Technical Validation

Fig. 8 shows the SeaFlows compliance rule editor. It allows for separately mod-
eling the antecedent and consequence patterns of compliance rules (depicted in
separate boxes). The SeaFlows editor is integrated into the AristaFlow BPM
Suite that is based on ADEPT [6]. Each compliance rule node can be assigned
an activity type from the AristaFlow Activity Repository. The latter also pro-
vides the activity types used to model processes and serves as domain model in
our implementation. For convenient compliance rule modeling, the SeaFlows ed-
itor allows for modeling parametrized recurring compliance rules patterns. If the
user wants to model a compliance rule with the same structure, he may apply
the parametrized compliance rule pattern.

6 Related Work

Many approaches have been proposed in literature to model compliance rules. We
focus on approaches for modeling compliance rules over the occurrence and order-
ing relations of activity executions within a process with the goal of process ver-
ification. Existing approaches range from rather informal annotations of process
models with compliance rules, over formal languages, to visual patterns.

To enable the verification of processes against imposed compliance rules, the
latter have to provide formal semantics. This requirement is met by compliance
rules specified in formal languages. Among the formal languages proposed for
compliance rule modeling, we often come across temporal logics such as linear
temporal logic (LTL) or computational tree logic (CTL) [17]. Both are frag-
ments of first-order logic (FOL). Due to its linear time semantics, which is more
suitable in the business process context [18], LTL has been clearly prefered over
CTL which has branching time semantics. Albeit its expressiveness to model
compliance rules with regard to the occurrence and ordering relations of activ-
ities, pure LTL has limitations when it comes to the incorporation of context
conditions within compliance rules. This is due to the fact that one cannot di-
rectly address a particular state in LTL. Hence, to ensure the extendability of our
approach, we opted for the formalization in FOL. The formal contract language
(FCL), designed to specify business contracts, can also be applied to model com-
pliance requirements [19,20]. However, FCL is based on a rather state-oriented
than activity-oriented paradigm. In general, it requires certain skills to model
compliance rules using a formal language which might be an obstacle to the
practical application of corresponding approaches.

Due to the difficulties of modeling compliance rules using formal languages in
practice, many approaches from literature suggest visual notations to hide the
formal details from the modeler. In [18], Liu et al. propose a graphical business
property specification language (BPSL) that is based on linear temporal logic.
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BPSL provides visual notations for logical operators. In addition, it defines dedi-
cated operators for recurring logical patterns. In contrast to our approach, BPSL
does not support the explicit structure of antecedent and consequence patterns
within a compliance rule.

Other approaches aim at establishing a set of recurring compliance rule pat-
terns. The patterns are either given visually [21,14,11] or are organized in some
kind of a pattern ontology [15,22,12]. Generally, these patterns are based on
property patterns collected by Dwyer and Corbett [16]. Each pattern, in turn,
can be mapped to a logical formula (e.g., in LTL). This enables the formal veri-
fication. Clearly, establishing set of rule patterns recurring in a business domain
is an effective approach to facilitate compliance rule modeling. This can also
be accomplished with our compliance rule language. Although the rule patterns
can usually be combined using the logical conjunction, a fixed set of patterns
can still be too restrictive for particular application scenarios. In these case,
compositional approaches such as our approach are advantageous.

7 Summary and Outlook

We presented an approach to support the design and verification of compliance
rules at different abstraction levels ranging from high-level, process indepen-
dent rules to rules specified over particular process models. The main challenge
was to enable the verification of process models against process-independent
compliance rules. We solved this by introducing the mechanism of compliance
rule instantiation using domain models and showed that instantiation results in
many advantages such as easening design, mainenance, and evolution of compli-
ance rules as well as fine-granule compliance reports. Moreover, we introduced
an intuitive visualization of compliance rules and instances together with their
formal semantics based on FOL and execution traces. Finally, we showed the
feasability of our approach based on a pattern-based validation and by means
of our powerful prototype. In future work, we will equip compliance rule graphs
with operational semantics to enable more efficient compliance checking. In ad-
dition, we will further investigate on runtime issues. At runtime when process
instances are created from process models and executed, the compliance with
imposed compliance rules may change [7]. That is why it can become necessary
to monitor the compliance during process execution.
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Abstract. We identify the success factors of collaborative modeling of business 
processes by a qualitative analysis of the experiences of participants in group 
modeling sessions. The factors and their relations form a preliminary theoretical 
model of collaboration in modeling that extends existing models. The insights 
from this guided the improvement of a group modeling method and tool support 
which are in turn relevant outcomes of the design part of this study. We show in 
field experiments that the new method outperforms the conventional one. 

1   Introduction 

The purpose of this paper is to identify factors of a modeling method that have an 
impact on the quality of the model and the modeling process. For this purpose we 
draw on the existing literature on electronic collaboration and extend and refine the 
factor models that can be found there. To do this, we study collaborative modeling 
sessions and interview the participants to elicit possible factors. As we assume that 
participants can make valid assertions about modeling we have to show whether these 
factors are indeed relevant. We did so by incorporating them into a modeling method 
and accompanying tool to see whether using the factors really improves collaborative 
modeling. In detail we proceed as follows. 

We describe the results from 4 case studies and eight controlled field experiments 
conducted at four organizations. The aim of the case studies is to find factors that 
determine the success of business process modeling sessions. This is done ex post 
with the help of semi-structured interviews with the participants of such sessions. The 
details of that procedure and its results are described in section 4. We identify eleven 
factors and their relations in the areas facilitation, motivation, group & team, and 
support. The factor model is provided in section 5. 

The sessions were done to improve a process modeling method and a supporting 
tool. Method development was driven by the success factors (6.2). Section 6 also 
shows the lessons we learnt with respect to the necessity of a co-evolution of method 
and tool and the current status of the process modeling method. 

The field experiments aim to validate the tool-supported method by comparing it to 
the conventional method used in many organizations. This is done by a quantitative 
analysis of questionnaire data. The results are reported in section 7. The factor model 
itself is not validated but as the factors controlled method development, the validation 
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of the latter is an indication of the usefulness of the factor model. In the following two 
sections we describe related research and the research approach that we have taken. 

2   Related Research 

One relevant area is that of electronic meeting systems (EMS). They are computer 
systems designed to support electronic meetings (also called group support systems). 
Some collaboration factors were identified in the Focus Theory of Group Productivity 
[1] that refers to cognitive processes in group members. EMS’s have been found to 
decrease the demand for attention and increase productivity.  

The proponents of electronic meeting support claim that EMS’s have a positive ef-
fect on the outcome of meetings. There is general consent to that but there is some 
debate as to the conditions for successful EMS use. Most researchers think that an 
EMS has a moderating impact on the process, which then improves the output [2]. We 
agree and put the focus of our research on the modeling process. 

There are two mechanisms by which EMS’s can make a difference over face-to-
face meetings: anonymity and simultaneity. The former means that utterances can-
not be attributed to their originator. It is assumed that this will lead to additional ideas 
that people would otherwise not have felt comfortable to share. Simultaneity means 
the possibility of all team members to utter their ideas at the same time. In conven-
tional meetings only one person can speak at a time which leads to air time fragmen-
tation and thereby to a loss of ideas. 

Both anonymity and simultaneity are supposed to moderate group process gains 
(such as more objective idea evaluation, learning from others, etc.) and process losses 
(such as air time fragmentation, production blocking, conformance pressure, free 
riding, evaluation apprehension, etc.). These process characteristics are assumed to 
determine outcome factors such as efficiency, effectiveness, satisfaction, consensus 
and so on [3]. 

Experimental results were inconclusive [4] but case and field studies showed the 
contributions of EMS’s in reducing meeting time and increasing meeting productivity 
[5]. The application of EMS’s to group modeling has also been studied [6-8] with 
similar results. 

The problem with EMS’s is that they only support divergent processes but process 
modeling also requires convergent processes such as filtering and integrating alter-
natives. These aspects are addressed in the COMA approach (COllaborative Modeling 
Architecture). 

Another closely related research area that can contribute success factors is that of 
model or modeling quality. E.g. [9] suggests that modeling is a mapping procedure 
where specific choices for the representation of reality have to be made along the 
way. We consider modeling rather as a social construction process, though, which 
offers many more choices. [10] proposes to the use of cognitive mapping techniques 
as a quality factor. So the method itself can also be a factor. We have restricted our 
attention on the factors within a method. This way we can engineer in the long term 
an optimal method instead of making a choice between arbitrary given methods. 
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3   Research Methodology 

Process modeling (or modeling, for short) is a collaborative activity that involves a 
number of stakeholders possessing the required knowledge about the process or goals 
of the organization. Although modeling is in principle always collaborative we call it 
collaborative modeling because we want to stress the importance of a true and close 
collaboration of the participants in group modeling (we come back to this later). In 
this section we present the theories that have an impact on collaborative modeling and 
the approach we have taken to conduct the research. 

3.1   Relevant Theories 

As modeling is a collaborative activity it is natural to first take a look at the literature 
that deals with collaboration in general. In the section on related research we have 
already pointed out the major works that deal with this topic. But here we consider 
only such literature that provides some theoretic framework for explaining the factors 
that determine the quality of collaboration. 

An early milestone of collaboration was the work of Osborn on brainstorming [11]. 
He claimed that the critical factors for successful idea creation are quantity of ideas 
(divergent production), absence of criticism (to stimulate ideas), encouragement of 
unusual ideas (out of the box), and idea combination. Although these factors seem 
logical enough, subsequent research has not found clear evidence that brainstorming 
provides better ideas than other techniques. This ‘contradiction’ was solved by [12, 
13] who found that the advantages were thwarted by production blocking, evalua-
tion apprehension, and social loafing.  

Production blocking means that a person that explains his idea distracts other group 
members from producing own ideas. Evaluation apprehension [14] means that par-
ticipants are reluctant to share their ideas because they fear social punishment. Social 
loafing refers to a group member spending little effort relying on others.  

One of the most elaborated theories on collaboration is Focus Theory by Briggs 
[1]. It studies the individual effort a participant spends on collaboration assuming 
that it can be spent on communication, deliberation, and information access, but not at 
the same time. Productivity in one area therefore limits the effort that can be spent on 
the others. The overall productivity depends on high productivity in all three areas 
which constitutes a kind of a vicious circle. Briggs did intensive behavioral research 
to concretize the factors that have an impact on individual effort.  

In short his model relates the factors perceived difficulty of task, desired certainty 
of success, perceived effort required, perceived effort available, self efficacy, desire 
for goal, individual effort and group productivity. Briggs mentions some motivational 
factors that are important for successful collaboration: desired certainty of success and 
desire for goal. These intrinsic output-oriented factors are not sufficient for successful 
process modeling, though, as the output (model) is not desirable for the participants. 

We have therefore turned our attention to the literature in psychology dealing with 
collaboration. There a distinction is made between intrinsic and extrinsic motivation, 
i.e. motivation that originates in us and motivation that is imposed on us by people in 
our environment. In our study we consider both of them. In our study we have also 
elicited further factors and classified them. 
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Another source of knowledge that for our research is Consensus Building Theory 
[15]. It specifies a few basic rules for collaboration that should lead to consensus, 
which is of particular importance in process modeling. Among them are the use of a 
professional and neutral facilitator, the presence of representatives of all stakeholders 
and the existence of ground rules to guide participants (i.e. a method). 

3.2   Research Approach 

Our research mainly follows the principles of design science and combines it with 
action research [16, 17] to study the collaborative creation of process models. Design 
science is a framework that emphasizes the development and improvement of artifacts 
in cycles, in our case a method and a tool.  

The development of the artifacts was based on business needs derived from an empiri-
cal studies and applicable knowledge from theory [18, 19]. Validation and further im-
provement of the artifacts was studied in [20] in the form of a comparative experiment.  

The purpose of this paper is not so much the relevance cycle which is documented 
in [18, 20], but the rigor cycle, i.e. the contributions to the knowledge base. These 
contributions take on the form of important factors and the way they are related to 
each other. The general factors in e-collaboration were derived from relevant theories 
as outlined in 3.1. Special factors for e-collaboration in modeling were derived from a 
qualitative analysis of an interview study (see 3.3, 4) and confirmed in quantitative 
comparative experiments (see 7). The result is a qualitative model of these factors. 

3.3   Data Gathering 

The data was collected in four case studies that were carried out in a sequential order 
so that the lessons learned in one could be used to adapt the methodology and/or tool 
before going into the next one (design cycle). The cases were done (in this order): at a 
large psychiatric hospital (PH), a large insurance company (IC), a medium-sized bio-
engineering laboratory (BL), and a large public administration (PA). In total we did 5 
modeling sessions lasting between 0.5 and 1.5 days. We did a to-be model for all 
cases except IC, and an as-is model for PH and IC. The teams had between 7 and 12 
participants that usually worked in groups of two. 

Data was gathered in the form of ex-post qualitative interviews with participants 
that were normally performed directly after the respective session but not later than on 
the morning after. The interviews were semi-structured but we allowed interviewees 
to elaborate on a point or to mention other issues. We also asked questions that came 
to our mind while listening to the respondents. All 37 interviews were conducted by 
the same researcher. The major questions were: 

• Which factors are relevant to achieve a good model? 
• Which factors are relevant for making modeling worthwhile? 
• Which factors are relevant for making the output more desirable? 
• What are the advantages of COMA over conventional modeling? 
• What are the advantages of conventional modeling over COMA? 

The answers from the respondents were coded and specific factors were taken up in 
the list of relevant factors when they were mentioned by at least half of the group 
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members in a least 3 of the 5 sessions. We grouped the factors into facilitation, moti-
vation, group & team, and support factors. For further details see section 4. 

4   Data Analysis 

The interview data was analyzed as described above. The resulting factors have been 
categorized into 4 categories: facilitation factors, motivation factors, group & team 
factors, and support factors. The following sections are devoted to each category and 
discuss the results from the interview in the light of relevant theories. 

4.1   Facilitation Factors 

Consensus building theory mentions that the facilitator has a significant impact on the 
collaboration output. He should therefore be professional and neutral. Professionalism 
can easily be ensured by hiring a consultant who does that work on a daily basis. But 
that does not automatically ensure that he is neutral, even if he has been recruited 
externally, i.e. not within the targeted organization. Facilitator bias is always present 
because the facilitator has to translate the input from the participants into a process 
model. His perceptions will therefore influence the way in which the model is built. 

With conventional techniques such as brown paper this can hardly be avoided as 
they leave the overall responsibility for the model to the facilitator who consequently 
plays a role that is too dominant. Reducing facilitator dominance can be achieved by 
participant involvement in model building. This also frees facilitator resources that 
to be used elsewhere and removes the facilitator bottleneck that prolongs modeling 
sessions. But according to conventional wisdom this is impossible because modeling 
requires a highly skilled modeling expert. 

Our experience in the cases has shown the contrary to be true. Unskilled people 
can develop complex business process models after having played a modeling game 
for about an hour. These models are not always 100 % perfect but they usually require 
very little re-working, mostly to fix poorly structured layouts. 

From this we conclude that facilitation has to be seen from a different perspective: 
the facilitator should not elicit knowledge and transform it into a model, but he should 
rather support people in modeling themselves and help them with the integration of 
the different views. This approach was tested in many cases and was rated by the 
participants as being both a better way of modeling and delivering a better result (see 
section 7). 

4.2   Motivation Factors 

A fundamental problem with collaborative modeling is the fact that participants of 
such an exercise have no intrinsic motivation for the result itself. Most people are not 
interested in the model and do not see a need for it. But extrinsic motivation implies 
the risk of shirking (i.e. underperforming when not noticed). Consequently intrinsic 
motivation seems more promising, but instead of on the model we have to focus on 
the modeling process. Motivation for modeling is therefore a key factor. A powerful 
intrinsic motivation is that of gaming. The use of gaming for modeling has already 
been suggested by [21]. 
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People gladly do a tough job if it comes in the disguise of a game. Think of PC 
gamers who spend days and nights without monetary reward just to reach the next 
level. In terms of the modeling process we therefore need to increase the motivation 
for modeling with the help of gaming elements. We have done so by introducing a 
competition that consists of scoring models followed by the nomination of a winner 
(i.e. the best model). In practice this means that models are not only developed by 
participants but the “players” also score one another. 

The latter can also be interpreted as a form of extrinsic motivation. In psychology 
this is called social comparison. If I know that I will be judged by my peers I will put 
much more effort into model development because nobody wants to be a loser. 

4.3   Group and Team factors 

For practical reasons and to improve group productivity, the whole group is split into 
teams of 2. For the whole group it is paramount that members have complementary 
knowledge. The obvious reason for this is that it increases the overall unique process 
knowledge of the team and hence the richness of knowledge they can contribute to the 
model. Together the group members should possess all required knowledge. 

But there is also a more subtle mechanism at work that requires the division into 
smaller, complimentary teams. Team members with complimentary, but overlapping 
knowledge are likely to have some conflicting views on the process. Solving these 
conflicts with the help of a constructive dialogue between two team members is much 
easier than in the larger group where the air time is much more fragmented, which 
prolongs conflict resolution. There is also a higher risk for the conflict to escalate 
when even more different opinions collide. 

In short, minor conflicts are solved more effectively and efficiently in a small team 
and will then not escalate to the group level. Fundamental problems will surface to the 
group level in the consolidation phase, which is the forum where problems of this 
kind need to be addressed. This facilitates consensus building. 

But dividing a group into small teams is not only a way of introducing two conflict 
handling layers to speed up the modeling process. Discussions in a small team also 
stimulate the team’s creativity (four eyes see more than two) and thereby the richness 
and quality of their proposal and of the integrated model. 

Another important factor is the degree of participation. It indicates the relative 
number of group members that are actually active in a session. A higher degree raises 
model quality by making models richer but lowers consensus by adding views. 

4.4   Support Factors 

When it comes to the support we mainly think of some computerized tool that can 
increase the motivation for modeling and the model quality. We have found four areas 
in which support is needed. They are discussed in the following sub-sections. 

Modeling support 
First of all we have to take a look at modeling itself. If participants are supposed to 
model we obviously need some computerized tool support for them as a number of 
paper versions could hardly be integrated in a structured way. This means that the tool, 
called COMA, has to provide a model editor that is simple enough to allow unskilled 
modelers to draw their business processes without the need for major education. 
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We have used a reduced version of the activity diagrams of UML that provides 
only the most basic elements: activities, simple flows, decision points, parallel  
processes, actors (as swim lanes), and notes (for comments and issues). Any other 
modeling language (e.g. the Business Process Modeling Notation, BPMN) would 
work just as well as long as the participants are not drowned in too many features of 
the language. 

In a simple modeling game that goes through all the steps of the modeling proce-
dure but uses a simple process known to everybody (getting cash from a teller  
machine) we make the participants acquainted with the language, the tool and the 
procedure. They learn them as a side-effect while trying to win the prize for the best 
model (in some cases we actually handed out a small prize, in others the winners were 
just applauded). 

Competition support 
Just telling the participants that a winner will be nominated is not enough as an incen-
tive. If, for example, a jury would determine the winner, or perhaps even the facilita-
tor himself, the decision process is not transparent for the participants and they might 
think that other factors than model quality would influence the decision. This easily 
leads to a situation of discouragement.  

A jury would also be hard to find because the experts in that domain already sit 
around the table. The facilitator is the worst judge because he typically possesses no 
knowledge whatsoever about the targeted process (which otherwise is a plus because 
it makes him more neutral). 

We have therefore decided to introduce a scoring of each model proposal by the 
other modeling teams. After the complete scoring round of all proposals the facilitator 
shows the whole group the average scores of all teams as bars of different sizes and 
numbers. This is an exciting moment for the teams as they get to know their own 
scores and how they relate to the others. 

Being judged by their own peers (often colleagues) makes them put as much effort 
into the modeling as they can, and that is precisely what we want to achieve: the best 
possible effort by all group members. Nobody can hide behind more active group 
members as everybody has to deliver a model and every model is scored. 

The result of the scoring round, which usually takes ten minutes, is not only a win-
ning team but also a winning model. This will be the basis for all further development 
as the highest overall score clearly indicates that this model has the strongest support 
and therefore the best chance of creating consensus. It cannot be taken as the final 
version, though, as some details might still be missing or misrepresented. This needs 
to be settled in a consolidation step. 

Communication support 
Verbal communication is essential in modeling [22] as the process of creating a semi-
formal representation is embedded in a natural language conversation about this rep-
resentation. If the modeling session is organized as a workshop with all participants 
being in the same room at the same time, most of the conversation can take place in 
the usual face-to-face manner. 

If the group members are physically distributed but still working synchronously, the 
face-to-face talk can be replaced by a video or teleconference. But many organizations 
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prefer the modeling work to be done off-line (asynchronously) so that the involved 
employees can do the work at a time that is convenient for them. If the participants are 
managers it is also very difficult to find empty time slots that coincide in everybody’s 
agenda. This delays modeling work unnecessarily. 

There is thus a need for asynchronous communication support. Such technologies 
do exist, of course, in the form of email or even voicemail but the conversation is 
related to a specific part of a particular model so the communication support has to be 
linked to the modeling support. 

Information access support 
According to focus theory information access is one of the three building blocks of 
collaboration. Collaborative modeling therefore also needs to give participants access 
to vital information. The most important information is of course stored in the model 
itself, but open issues expressed in natural language are also relevant information. 

Both kinds of information should be accessible via a collaborative modeling tool to 
facilitate distributed and asynchronous work. This means that model proposals of one 
team can be opened by other teams to look at but also to reuse elements from other 
models in your own. When it comes to open issues the collaborative modeling tool 
has to provide a function that allows participants to log written comments with respect 
to another team’s proposal they are currently reviewing. 

This is further elaborated in section 6.2. 

5   An Initial Model of Factors in Collaborative Modeling 

If we summarize the findings from the empirical study we arrive at the factor model 
that is shown in Fig. 1.  

 

Fig. 1. Our model of collaboration factors in modeling 
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Please note that the model is not a general collaboration model but restricted to the 
specific case of collaborative modeling. It is an extension of the existing models that 
are connected via the variables Individual effort and Group productivity, which are 
present in all of them. In our case the latter consists of model quality and consensus, 
which are both important products of the modeling process. 

It should be noted that the factor model is the result of qualitative research. The 
model needs to be validated in a quantitative study that also determines the strength of 
the links between the factors. Nevertheless, the results from the qualitative study have 
allowed us to draw some interesting conclusions and to develop a modeling method 
and tool that make use of the identified factors in order to improve the modeling proc-
ess as well as its result, the model. 

6   Lessons Learned 

The lessons that we learned from the case studies and interviews about the relevant 
success factors provided valuable input for the development of a modeling method 
that incorporates these factors. If the elicited factors do have an impact on the quality 
of modeling and the model then this should lead to a more successful method also. 
The following sub-sections describe how the method and tool were developed and 
section 7 compares it to the most common existing method. 

6.1   Co-evolution of Method and Tool 

The first lesson was that the modeling method strongly depends on modeling steps 
that some tool can support. But the development of the tool is of course also driven by 
the requirements of the method. The latter is the normal way of developing methods 
and tools. But the former needs explanation. Why should the tool drive the method? 
The reason is that certain method steps cannot be performed (or not efficiently) with 
conventional tools but require sophisticated tool support that can only be provided by 
a computerized tool. They might therefore be excluded from the method. 

But it is precisely these additional or modified steps that make the method superior 
to others as seen in a study comparing the COMA method to the conventional method 
based on brown paper. This is shown in section 7. 

The conclusion we can draw from these experiences is that the development of 
method and tool are so closely related that you cannot separate the one from the other. 
Instead the design of both artifacts is done together. We call this co-design or co-
evolution of method and tool. 

We see the tool as an inseparable part of the method which means that an empirical 
evaluation of only one is not possible. We have therefore set up an experiment to 
compare the COMA method + tool against the conventional method and tool (brown 
paper). This is described in section 7. 

6.2   Towards a Collaborative Process Modeling Method 

Another important lesson told us that the new factors we have identified make it nec-
essary to develop a method that exploits these factors in order to improve both the 
modeling process itself (in terms of participant satisfaction) and its result (the model). 
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The method has been developed in a design cycle where we started with the con-
ventional method and an existing modeling tool (UML Pad). We added, modified or 
extended steps in the method that we thought would implement a certain factor. At the 
same time we introduced the corresponding functionality in the tool. To check this we 
have used the modified method and tool in action research to test whether it works 
and to get feedback on the implemented factor, e.g. Did the motivation for modeling 
increase? This procedure was iterated factor by factor and so far we have reached a 
modeling method that contains 7 steps. Modeling is done in teams of 2 people. Each 
team has a computer with the COMA tool (factor support). This tool basically offers 
three tabs: One for editing your own model; one with the latest version of the group 
model; and one that allows you to open models by other teams. The facilitator is 
equipped with the same tool running in facilitator mode and being connected to a 
beamer that projects the screen content on a blank wall that is visible to everybody. 

 
Step 0: 
Introduce participants to the COMA method and tool by playing a simple game of 1-2 
hours. Instructions for the game can be found on the Internet, both for the participants 
and the facilitator (anonymized). The facilitator divides the whole group into compli-
mentary teams of two supported by the responsible process or change manager that 
knows the group members (factor complimentary teams). 
 
Step 1:  
Collect activities (as-is) or brainstorm for them (to-be) (similar to the conventional 
method). Each team of two participants enters into the model editor an activity box for 
each activity labeled with the name of the activity using the usual form verb + noun. 
The time for this step is set in advance by the facilitator who also explains the scope 
(where does the process start and end) and the granularity (how detailed should the 
model be, e.g. in terms of a rough upper limit for the number of activities). At the end 
of the time the teams post their models, i.e. they make a proposal. The facilitator 
checks that all teams have made their proposals (factor degree of participation). 
 
Step 2: 
Score the activity model (factor competition). Each team opens the proposals of each 
other team, one by one and gives a score on a scale from 0 to 10. The facilitator has to 
specify the scoring criterion: E.g. compare the other model with your own model 
w.r.t. completeness assuming a score of 5 for your own. At the end the facilitator will 
show the average scores of all teams on the big screen. The model with the highest 
score is chosen and becomes the new version of the group model. 
 
Step 3:  
Consolidate the best proposal (factor integration). In this step the best proposal is 
adapted according to input from the participants. This is similar to model elicitation in 
conventional sessions but the facilitator here has already an almost finished model 
available and can concentrate on fine-tuning it. The model is visible on the big screen 
(and also the facilitator’s changes) and participants can discuss in the large group to 
resolve remaining issues. In most cases there is little work left to do. 
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Step 4: 
Structure the activities (similar to the conventional method). The teams copy the final 
set of activities into their editors and add the control flow and swim lanes (for actors). 
The facilitator has to set an appropriate time when the teams post their proposals. 
 
Step 5: 
Score the process models (factor competition). This step proceeds exactly as step 2 
but the scoring criterion might be different depending on the particular situation. For 
an as-is model completeness and correctness are appropriate even here. 

Step 6: 
Consolidate the best process model (factor integration). This step proceeds as step 3. 
The facilitator helps solve critical issues and improving the layout. 

We have now described the method and which of the factors led to which of the 
steps being affected. What remains to be shown is whether this new method, although 
it worked very well in the design cases, does really outperform the conventional way 
of producing models. This is done in the next section. 

7   Comparative Experiments 

We have carried out comparative experiments at IC that involved 8 groups with a 
total of 83 members. In each experiment we had the same group model equally sized 
parts of the same process. The morning session was performed using COMA; in the 
afternoon the conventional approach was used. This order was chosen to avoid that 
better scores for COMA could be attributed to the learning curve. Immediately after 
the afternoon session each participant had to fill out a questionnaire that asked for a 
ranking of COMA and conventional method with respect to 12 quality categories 
concerning both the model and the modeling process. 

The COMA sessions at IC were performed as described above. 
The conventional sessions at IC proceeded as follows. The major tools used are a 

big brown paper attached to the wall and a number of differently colored post-it notes. 
In the beginning the facilitator asked the participants for the roles that are involved in 
the business process and made a swim lane for each of them on the brown paper.  

He then asked the group members to name the steps (activities) in the process and 
wrote each one down on a post-it note that was attached to an empty space on the 
brown paper, i.e. not in a particular swim lane. When all activities had been named 
the facilitator would take one note after the other and ask the participants in which 
swim lane it belongs. It was fixed there in an arbitrary position. 

After having placed all notes the facilitator elicited the order of activities starting 
from the first step. He drew an arrow from an activity to its successor and he also 
introduced decision points where necessary. As the notes were not ordered within a 
swim lane the resulting diagram became messy and consolidation of the model proved 
often to be a difficult and time-consuming task. 

After the session and off-line, the facilitator entered the diagram into a professional 
modeling tool and sorted the activities as well as the arrows to get a readable layout. 
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The quality categories for our study are based on the ones used in a similar study 
[23]. They have been adapted to reflect the differences between system dynamics 
models and business process models. 

The respondents had to check the approach that they experienced as superior in 
each of the quality categories. The conventional method was coded as 0, COMA as 1. 
We performed the non-parametric χ2-test to find out whether there is a significant 
surplus of 0’s or 1’s in the respective category.  

The χ2-statistic measures the fitness of an observed frequency with a theoretical 
distribution, in our case a uniform distribution with 2 outcomes (50% 0’s and 50% 
1’s) if the outcome is random. For a degree of freedom of 1 (2 outcomes) and a sig-
nificance level of 5%.the critical value is 3.84. If χ2 is lower than that the outcome is 
random, otherwise it is significant. 

The result is shown in Table 1 and Table 2. BP means ‘business process’.  

Table 1. χ2 for the first six of twelve quality categories 

 

More 
Insight 
into BP 

Quicker 
Insight 
into BP 

Better Commu-
nication 

Better 
Shared 
View 

Quicker 
Shared 
View 

More  
Commitment 

χ2 6.373 0.301 0.301 24.398 0.976 0.590 

Table 2. χ2 for the second six of twelve quality categories 

  
Quicker 
Commitment 

Stronger 
Influence 

More  
Ownership 

Better 
Result 

Better Way 
Of Working 

More 
Progress 

χ2 0.108 41.940 18.325 22.277 28.928 11.578 

 
Significant results are highlighted in bold. Some them also reach a significance of 

1%. Out of the 12 quality categories COMA achieves a significant improvement in 7. 
The improved categories are: 

• More insight into the business process 
• A better shared view 
• A stronger influence of individuals on the result 
• A stronger feeling of ownership of the model 
• A better result (model) 
• A better way of working 
• More progress in modeling 

In the other categories COMA scored equally well as the conventional method. 

8   Conclusions 

We set out to identify the relevant factors for successful modeling in the area of busi-
ness process modeling. We did so by performing four case studies and collecting 
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qualitative data on the factors by means of semi-structured interviews. While these 
factors and their relations also form important insights in themselves, the major rea-
son for looking for them was for the purpose of guiding the design of artifacts that 
support group modeling. 

In a design cycle we therefore developed a business process modeling method and 
a supporting tool. Both were employed in action research in many cases, amongst 
them the ones of this study, to ensure continuous improvement. To see whether the 
current artifacts really represent an improvement over existing methods we performed 
field experiments. In each we used the same modeling group and the same business 
process to ensure that the modeling method is indeed the only different factor. To 
exclude a learning curve bias we always conducted the COMA session first. 

In seven out of twelve quality categories COMA significantly outperformed the 
conventional method, while there were no differences in the other five. This also 
lends credence to the factor model, which we used in building the artifacts. Neverthe-
less, the factor model cannot be considered validated knowledge yet as a quantitative 
study has to prove the strength of the identified links. 
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Abstract. Traditionally, process mining has been used to extract mod-
els from event logs and to check or extend existing models. This has
shown to be useful for improving processes and their IT support. Pro-
cess mining techniques analyze historic information hidden in event logs
to provide surprising insights for managers, system developers, auditors,
and end users. However, thus far, process mining is mainly used in an of-
fline fashion and not for operational decision support. While existing pro-
cess mining techniques focus on the process as a whole, this paper focuses
on individual process instances (cases) that have not yet completed. For
these running cases, process mining can used to check conformance, pre-
dict the future, and recommend appropriate actions. This paper presents
a framework for operational support using process mining and details a
coherent set of approaches that focuses on time information. Time-based
operational support can be used to detect deadline violations, predict the
remaining processing time, and recommend activities that minimize flow
times. All of this has been implemented in ProM and initial experiences
using this toolset are reported in this paper.

1 Introduction

Processes are everywhere. Organizations have business processes to manufacture
products, provide services, purchase goods, handle applications, etc. Also in our
daily lives we are involved in a variety of processes, for example when we use our
car or when we book a trip via the Internet. More and more information about
these processes is captured in the form of event logs. Contemporary systems,
ranging from copiers and medical devices to enterprise information systems and
cloud infrastructures, record massive amounts of events. These events can be
used to make processes visible. Using process mining techniques it is possible
to discover processes [2,5]. Moreover, event logs can be checked to assess con-
formance/compliance with respect to defined processes and process models can
be modified and extended using process mining techniques. This provides the

B. Pernici (Ed.): CAiSE 2010, LNCS 6051, pp. 38–52, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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insights necessary to manage, control, and improve processes. Process mining
has been successfully applied in a variety of domains ranging from healthcare
and e-business to high-tech systems and auditing.

Despite the success of process mining, a limitation is that existing techniques
are rarely used in an operational setting. Process mining is mainly used in an
offline setting where historical information is analyzed without considering the
running cases, i.e., instances of the process that have not completed yet. The goal
of this paper is to demonstrate that process mining techniques can be used for
operational decision support. Based on process models, either discovered through
process mining or (partly) made by hand, we can (a) check, (b) predict, and (c)
recommend. We can “replay” a running case on the process model and check
whether the observed behavior fits. The moment the case deviates, an appropri-
ate actor can be alerted. The process model based on historic data can also be
used to make predictions for running cases, e.g., it is possible to estimate the
remaining processing time and the probability of a particular outcome. Similarly,
this information can be used to provide recommendations, e.g., proposing the
activity that will minimize the expected costs and time.

This paper presents a general framework for operational decision support. It
shows that process mining is not limited to the “Past” but can also be used
for the “Present” and “Future”. To make this concrete, we present a new set
of approaches for time-based operational support implemented in our process
mining tool ProM [1]. These approaches center around an annotated transition
system that contains time information extracted from event logs. The annotated
transition system can be used to check (time) conformance while cases are be-
ing executed, predict the remaining processing time of incomplete cases, and
recommend appropriate activities to end users working on these cases.

In the remainder, we first present our framework for operational decision
support. Then we describe a concrete application of the framework aiming at
time-based operational support, its implementation in ProM, and some initial
experiences. Finally, we discuss related work and conclude the paper.

2 Framework for Operational Support

To position the results presented in this paper, we first introduce the classical
form of process mining typically done offline. Starting point for process mining
is the so-called event log. An event log consists of a set of traces. Each trace is a
sequence of events corresponding to a particular case. Note that a case represents
one process instance, i.e., one run of the process/system. Each event refers to
a task and typically also has a timestamp. Moreover, additional data elements,
information about resources, event types, etc. may be attached to events. For
example the trace 〈A10

John , B15
Mary , C25

Mary , D33
Pete〉 could represent a case for which

four tasks are executed A, B, C, and D. Each event also has a timestamp
and a reference to a resource. For example A10

John refers to the execution of A
by John at time 10. An example of a log consisting of three cases would be:
L = {〈A10

John , B15
Mary , C25

Mary , D33
Pete〉, 〈A12

Ivan , C16
Joe , C

24
Mary , B31

John〉, 〈A14
John , E18

Chris ,

D44
Joe〉}.
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Fig. 1. Overview of classical forms of process mining: discover, check, modify, and
extend
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Fig. 2. Overview of the process mining spectrum distinguishing between the active use
of partial traces and passive use of completed traces

As Figure 1 shows there are three types of process mining. First of all, there
are various techniques for process discovery [2,5]. These techniques aim at ex-
tracting models (for example Petri nets, EPCs, UML ADs, BPMN models) from
event logs.1 Secondly, there are techniques for conformance checking [16]. These
techniques compare the log and the model, measure the “fit”, and highlight de-
viations in the models. In a model with a fitness of 0.88, 88% of the events in
traces can be “replayed” using the model while 12% of the events can not be
“replayed” using the model.2 In the model, it could be highlighted that a par-
ticular task happened 343 times without being enabled according to the model.
Finally, there are techniques to modify or extend the model. Based on an analy-
sis of the event log there could be suggestions to change the model, e.g., to make
it better fitting. Moreover, an existing model just describing the control-flow
could be extended with temporal aspects extracted from the event log. This way
bottlenecks are highlighted and the extended model can be used for simulation
purposes [17].

The techniques just mentioned have in common that they focus on offline anal-
ysis. This means that only full traces are being considered, i.e., completed cases
that were handled in the past are used. Moreover, process mining is used only in
a passive manner not directly influencing the running cases. As Figure 2 shows,
one can also use process mining in an online setting. Now the focus is on partial

1 Note that the Petri net model shown in Figure 1 was obtained by applying the α-
algorithm [5] to the event log shown on the left-hand side of the figure. This is for
illustration purposes only; in this paper we present a generic approach and do not
favor a particular representation or discovery technique.

2 There are various definitions of fitness [16], but this conveys the basic idea.
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Fig. 3. Overview of operational support

traces, i.e., cases that are still running and did not yet complete. For these cases,
the active use of process mining is interesting, e.g., to check the last step exe-
cuted, to predict the future of a case, and to recommend the next task to be exe-
cuted. The right-hand side of Figure 2 shows the classical forms of process mining
(discover, check, modify, and extend) already mentioned in Figure 1. These fo-
cus on the model rather than the traces or the log, i.e., the result is reported as a
(partially) new model or annotations of an existing model. The left-hand side of
Figure 2 shows other types of analysis focusing on the traces in the log rather than
the model. The third dimension shown in Figure 2 shows the aspect the analysis
is focusing on, e.g., time, costs, logic (routing), quality, etc.

The most likely combinations are highlighted using a ✔. Note that most of the
passive forms of process mining focus on the model rather than traces. There
is one exception (see the ✔in the bottom-left cell). When doing conformance
checking one compares a model and an event log. The deviations can be high-
lighted in the model as discussed before. However, the deviations can also be
shown in the event log, i.e., parts of completed traces that do not fit into the
model are highlighted in the log.

In this paper, we focus on the active use of process mining involving partial
traces corresponding to cases that did not complete yet. As shown in Figure 2,
we identify three types of actions related to such running cases: (a) check, (b)
predict, and (c) recommend. We refer to these actions as operational support as
they aim at influencing the process while it is running.

Figure 3 illustrates the three types of operational support. Starting point is
some model and a partial trace. Note that the model is typically learned using
classical process mining techniques. The partial trace refers to a case that is
running. The left-hand side of Figure 3 shows a partial trace 〈A, B〉. Note that
we abstract from timestamps, resources, data, etc. For this case, we know that
A and B occurred, but we do not know its future. Suppose now that the partial
trace 〈A, B〉 is not possible according to the model. In this case, the operational
support system would generate an alert. Another possibility would be that B
took place three weeks after A while this should happen within one week. In
such a case another notification could be sent to the responsible case manager.
Such scenarios correspond to the check action mentioned before. Figure 3 also
illustrates the goal of predictions. Given the current state of a case, the model
is used to make some kind of prediction. For example, given the 〈A, B〉 trace it
could be predicted that the remaining processing time is ten days. This prediction
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Table 1. A fragment of an event log

case id task trans. resource timestamp
1 check complete admin 2009-01-01 11:55:25

advertise complete admin 2009-01-15 14:03:18
inspect complete admin 2009-01-28 16:56:53
decide complete admin 2009-02-02 09:08:03

2 check complete admin 2009-01-01 09:36:21
process complete admin 2009-01-15 14:19:59
decide complete admin 2009-01-20 17:47:13

. . . . . . . . . . . . . . .

would be based on historic information both in the partial trace and in the
event log used to learn the model. Predictions are not restricted to time, but can
also refer to costs, probability of a particular outcome, resource availability, etc.
Closely related to predictions are recommendations. The main difference is that
recommendations suggest the next action based on possible continuations of the
case. Based on the model, one can try all possible actions and see which one
would lead to the best (predicted) performance. Note that recommendations are
not only used for determining the next task, but also for allocating resources to
work-items or for timing a particular action.

The process mining framework ProM aims to support the whole spectrum
shown in Figure 2. Earlier versions of ProM focused mainly on passive forms of
process mining [1]. In the new version of ProM, we aim to also support operational
decision making in a generic manner. The basic idea is that some operational
system, e.g., a workflow management system, business process management sys-
tem, or other Process-Aware Information System (PAIS), sends partial traces to
ProM as shown in Figure 3. ProM then does the appropriate checks, generates
predictions, or sends recommendations while using models derived from event
logs (or alternatively use manually created models).

3 Application of the Framework to Time-Based
Operational Support

To illustrate that process mining is not limited to passive/offline analysis, we will
use a small event log of a process for handling requests of citizens for building
permits. Using this example, we present new process mining techniques that
cover the whole process mining spectrum. Our example process contains five
tasks: (1) check for checking whether the requested building permit is compliant
to the regulations, (2) advertise for advertising the requested permit in the local
newspaper for a period of 30 days, (3) inspect for inspecting the construction site,
(4) process for handling requests that are not compliant with the regulations,
and (5) decide for deciding whether to issue or decline the permit. Table 1 shows
a fragment of the log. Each line in the event log of this process corresponds to
an event related to one of the five mentioned tasks. For each event, information
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Fig. 4. Architecture of our system to support users based on time information in logs

about the task name, event type, resource that triggered the event and the
timestamp is available. Moreover, each event is associated to one case, i.e., a
single permit request. For example, Table 1 shows events of two cases containing
four and three events, respectively. Note that, for the purpose of simplicity, in
the remainder of this paper we will use only the task name to refer to one event.

In the remainder of this section we will use this log to show how process min-
ing techniques can be used for discovering, extending, checking, predicting and
recommending in the context of execution times of processes. Figure 4 shows
this example and the functionalities of the ProM tool that we will use in this
paper. We start with describing existing procedures (i.e., ProM plugins) for dis-
covering a transition system from an event log [3] and for extending a transition
system with time information from an event log (i.e., time annotations) [4] in
sections 3.1 and 3.2, respectively. The generated transition system and time an-
notations can be used to provide useful information about active processes. For
this purpose, we have implemented the Time-based Operational Support (TOS)
Client and Service. The TOS Client can be used by any PAIS to request tem-
poral information about active processes. The TOS Service uses the transition
system and its time annotations to generate information about active processes
and sends them to the TOS Client. The TOS Client sends the partial trace (i.e.,
all events executed until the moment of request) and currently enabled tasks
of the running case when requesting the information from the TOS Service.
The TOS Service generates three types of information about the current case.
First, the TOS Service checks whether the elapsed time of the current case is
within certain temporal boundaries calculated based on elapsed times of earlier
completed cases visiting the same state (cf. Section 3.3). Second, Section 3.4
describes how the TOS Service can predict the remaining execution time based
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1. check,adv,insp,dec
2. check,insp,adv,dec
3. check,proc,dec
4. check,adv,insp,dec
5. check,adv,insp,dec
6. check,proc,dec
7. check,insp,adv,dec

{}
1,2,3,4,5,6,7

{check}
1,2,3,4,5,6,7

{check,adv,insp}
1,2,4,5,7

{check,adv,insp,dec}
1,2,4,5,7

{check,insp}
2,7

{check,adv}
1,4,5

{check,proc}
3,6

{check,proc,dec}
3,6

Fig. 5. A transition system constructed from an event log with seven traces

on the past processes. Finally, in Section 3.5 the possibility to recommend the
enabled events that, based on historic information, are most likely to lead to
minimal execution times is described.

3.1 Discovering a Transition System from History

An approach that uses various abstractions for discovering a transition system
from an event log is described in [3]. The advantage of this process mining tech-
nique is that it is very flexible as it allows for a wide range of abstractions,
i.e., the discovered model can be tailored towards the needs of the analyst. A
transition system is a triplet (S, E, T ) where S is the set of states, E is the
set of event (transition) labels, and T ⊆ S × E × S is the transition relation
describing how the system can move from one state to another. For example,
Figure 5 shows a ProM screen of a transition system mined from our event log
with seven traces containing events referring to tasks check, advertise, inspect,
process and decide. The transition system has eight states (S = {s1, s2, . . . , s8}),
five event labels (E = {check, advertise, inspect, decide, process}) and eight tran-
sitions (T = {(s1, check, s2), (s2, advertise, s3), (s2, inspect, s6), (s2, process, s7),
(s3, inspect, s4), (s6, advertise, s4), (s7, decide, s8), (s4, decide, s5)}).

The transition system in Figure 5 is mined from the event log using two types
of abstractions [3]. First, an event abstraction is used when considering which
event information is relevant. For example, the transition system shown in Fig-
ure 5 is mined using the event abstraction that considers only the task name
and ignores the event type, resource and timestamp. Second, a state abstraction
is used when it comes to how a sequence of events is ‘replayed’ on the tran-
sition system. For example, the transition system shown in Figure 5 is mined
using the “set state abstraction” that considers only which tasks were executed
and ignores the execution order and frequency. The tags connected to states in
Figure 5 show two types of state-related information. First, the set abstraction
for the state is shown in the upper line. For example, state s4 refers to a trace
prefix that contains tasks check, advertise and inspect in any order. Second,
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the bottom line shows which traces are replayed in which state. For example,
traces 1, 2, 4, 5 and 7 all visit state s4: traces 1, 4 and 5 after executing
sequence 〈check, advertise, inspect〉 and traces 2 and 7 after executing sequence
〈check, inspect, advertise〉. It is important to note that this state considers all
traces where these three tasks were executed, regardless of the order.

3.2 Extending the Transition System with Time Information

Event logs can also be used to enrich models with information about past execu-
tions. An approach for annotating a transition system with time information from
an event log is described in [4]. This procedure starts by replaying each trace of
the event log on the transition system, and collecting three types of time informa-
tion extracted from the trace for each visited state. First, the time elapsed from
the beginning of the trace is assigned to the state as the difference between the
timestamp of the current event and the timestamp of the first event in the trace.
Second, the remaining time until the end of the trace is assigned to the state as
the difference between the timestamp of the last event in the trace and the times-
tamp of the current event. Finally, the sojourn time, the time that the trace spent
in this state is assigned to the state as the difference between the timestamp of
the next event in the trace and the timestamp of the current event.

Figure 6 shows how elapsed, remaining and sojourn times are collected from
the building permits event log and transition system in Figure 5. Note that the
actual time data extracted from the event log refers to milliseconds, but for the
reasons of simplicity displayed time data is rounded to days. Because s1 is the
initial state, elapsed and sojourn times for all traces are zero and remaining times
are equal to the total execution times at s1. The elapsed (remaining) times in the
initial state s1 correspond to remaining (elapsed) times in the two final states s5
and s8. This is expected, because the remaining time in the initial state must be
equal to the elapsed time in the final state for each trace. For example, trace 1
has a total duration time of 68 days. The elapsed, remaining and sojourn times
for this trace are shown as the first elements for the states that this trace visits: s1,
s2, s3, s4 and s5. While the remaining time value decreases from 68 in state s1 to
zero in state s5, the elapsed time increases from zero in s1 to 68 in state s5. Note
that, in each of these states, the sum of elapsed and remaining time is equal to the
trace’s total execution time. For example, the sum of elapsed and remaining times
for trace 1 in each of the visited states is 68 days. The sum of sojourn times in all
states one trace visits is equal to the total duration of that trace. For example, the
sum of sojourn times for trace 1 is 0 + 6 + 39 + 23 + 0 = 68 days.

The collected time information can be used to annotate each state with statis-
tical data for elapsed, remaining and sojourn times: average, standard deviation,
etc. In this paper we focus on elapsed and remaining time annotations. We have
used time information in our example event log to annotate the transition system
mined from this log (cf. Figure 5). Figure 7 shows the ProM screen with elapsed
and remaining times in days and hours. For example, the average elapsed time
in state s3 is 9 days and 15 hours and average remaining time in state s2 is 39
days and 1 hour.
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4. check,adv,insp,dec
5. check,adv,insp,dec
6. check,proc,dec
7. check,insp,adv,dec
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Fig. 6. Collecting elapsed (e), remaining (r) and sojourn (s) times for the transition
system from Figure 5

3.3 Checking Running Cases

The elapsed time annotations can be used to check how fast currently running
cases are being executed when compared to past cases. The procedure for check-
ing a particular running case is as follows:

1. Replay the partial trace of the case under consideration on the transition
system and identify the current state of the case under consideration.

2. Calculate the a time interval for the elapsed time in the current state. The
time interval sets upper and lower bounds. There are many ways to define
such a time interval. Here, three simple approaches are considered:
– all elapsed times seen in the past: [min, max],
– a pre-defined deviation from the average elapsed time: [μ − C, μ + C],

where μ is the average elapsed time and C is a constant, and
– standard deviation from the average elapsed time: [μ−C ∗ σ, μ + C ∗ σ],

where μ is the average elapsed time, C is a constant and σ is the standard
deviation.

3. Calculate the elapsed time of the case under consideration as the difference
between timestamps of the first and the last event in its partial trace.

4. Check the execution speed of the running case: if the elapsed time of the case
is under, within or above the time interval, then the case is considered to be
slower, as fast as, or faster than processes executed in the past, respectively.

5. Alert interested parties (e.g., employees who work on the running case, the
manager, etc) if the case is too fast or too slow.

Consider, for example, a situation where inspectors processing permit requests
want to be alerted by their TOS Clients if it takes them too long to process a
particular request. Assume that the time bounds are set by the time interval
[μ− 2 ∗ σ, μ + 2 ∗ σ]. Further, assume that an inspector is currently working on
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(a) elapsed times

(b) remaining times

Fig. 7. Time annotations based on Figure 5 in ProM

a request (i.e, running case) with the partial trace 〈check, advertise〉 where tasks
check and advertise were executed on 26/10/2009 and 26/11/2009, respectively.
The procedure for checking the elapsed time based on the annotated transition
system shown in Figure 6 is as follows:

1. Replaying this partial trace on the transition system leads to state s3.
2. The time interval [μ−2∗σ, μ+2∗σ] is calculated for the elapsed time in state

s3. As Figure 7(a) shows, average elapsed time in this state is μ= 9 days
and 15 hours and standard deviation is σ= 4 days and 3 hours. Therefore,
the time interval for elapsed times in this state is [1d9h,17d21h].

3. The elapsed time of the current case is 31 days (time between execution of
tasks check and advertise).

4. The elapsed time of the active process is above the upper bound set by the
time interval.
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Fig. 8. Checking the elapsed time of a running case with partial trace 〈check, advertise〉

5. Figure 8 shows the alert popping up in the TOS Client. The considered case
is substantially slower than cases from the past. In addition to the alert
itself, additional information about the running case and the used statistics
are included to interpret the warning.

3.4 Predicting the Future of Running Cases

The remaining time annotations created from past cases can also be used to pre-
dict the remaining execution time of the running cases. The prediction procedure
for one running case is simple:

1. Replay the partial trace of the case under consideration on the transition
system and identify the current state of the case under consideration.

2. Take the average or median value of the remaining time annotations in the
current state as the prediction for the remaining execution time of the case
under consideration.

3. Notify interested parties about the predicted remaining time.

Assume, for example, that the inspectors working on building permits want to
be informed by their TOS Clients regarding the expected remaining processing
time. Consider, for example, a situation where a client who submitted a building
permit request (for which the partial trace is 〈check〉) is interested how much
longer it will take to get the final decision. By using the remaining time annota-
tions shown in Figure 7(b), the prediction for this running case can be generated
in the following way:

1. Replaying this partial trace on the transition system leads to state s2.
2. The predicted remaining execution time based on the average of the remain-

ing times in state s2 is 39 days and 1 hour.
3. Figure 9 shows how the result presented by the TOS Client.
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Fig. 9. Predicting the remaining time of a running case with partial trace 〈check〉

3.5 Recommending the Next Step for Running Cases

The remaining time annotations of a transition system can also be used to rec-
ommend steps that lead to shortest execution times in past cases. In addition to
the partial trace of the running case, this procedure also uses the set of enabled
events in the case to recommend which one of them should be executed:

1. For each enabled event, identify the state in which the transition system
would be if this enabled event would indeed be executed in the running case
using the following two steps: (a) Create a new trace by extending the partial
trace of the running case with the enabled event under consideration; and
(b) Replay the new trace in the transition system to identify the state to be
assigned to this event.

2. Create an ordered list of recommendations by sorting enabled events in the in-
creasing order of average remaining times annotated to assigned states: the
state assigned to the first recommended event has a shorter (or equal)predicted
remaining time than the state assigned to the second recommended event, etc.

3. Inform interested parties about the recommendations.

Consider, for example, a situation when inspectors working on a building per-
mit request (i.e., running case) with partial trace 〈check〉 would like to get the
recommendation whether to execute events advertise.start or inspect.start next
(i.e., enabled tasks) in order to process this request as quickly as possible. Based
on the remaining time annotations shown in Figure 7(b), the recommendation
is generated in the following way:

1. Transition system states are assigned to enabled events advertise.start and
inspect.start by extending the partial trace of the running case: (a) State
s3 is assigned to advertise.start because replaying trace 〈check, advertise〉
on the transition system leads to state s3; and (b) State s6 is assigned to
inspect.start because replaying trace 〈check, inspect〉 on the transition system
leads to state s6.

2. The list of recommended events contains advertise.start or inspect.start,
where advertise.start has higher priority than advertise.start or inspect.start,
because the state s3 has a shorter predicted remaining time (i.e., 35 days
and 6 hours) than the state s6 (i.e., 42 days and 16 hours).

3. Figure 10 shows how the recommendations are shown by the TOS Client.
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Fig. 10. Recommending the next step for a running case with partial trace 〈check〉

4 Related Work

Lion’s share of process mining research has been focusing on passive forms of pro-
cess mining such as process discovery [2,5,3,6,8,9,12]. These serve as a basis for
learning good models, but are not the focus of this paper. Conformance checking
is typically also done in an off-line fashion [16] while the extension of models into
full-fledged simulation models is also not used in an operational sense [17]. See
www.processmining.org for more pointers to process mining literature.

There have been some initial attempts to support operational decision making
using process mining techniques or simulation. In [18] both techniques are com-
bined in the context of YAWL and in [10] non-parametric regression is used to pre-
dict completion times. A recommendation service that uses historic information
for guiding the user to select the next work item has been implemented in ProM
[19] and it is related to case-based reasoning [21]. A recommender for execution of
business processes based on the Product Data Model (PDM) is presented in [20].

The framework has been tested using a set of plug-ins related to time-based
operational support. This approach is most related to the flexible mining ap-
proach in [3] and the prediction approach in [4]. However, in this paper we
present an overarching approach, and a generic implementation that does not
just support prediction, but also time-based conformance checking and time-
based recommendations.

There are various approaches to run time support in the context of world wide
web. Some examples are monitoring based on business rules [13], BPEL [7], event
calculus [14], etc. Other examples are the various types of recommender systems
that support users in their decision-making [15,22]. These systems generate rec-
ommendations based on the user’s preferences/behavior and are becoming an
essential part of e-commerce and information seeking activities. Similar ques-
tions are also studied in the context of intrusion detection [11].

The main contribution of this paper is that it provides a framework for posi-
tioning the various types of process mining (cf. Figure 2 on page 40) and details
the aspect of operational support for running processes in a generic manner.
This view is supported in the new version of ProM.

www.processmining.org
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5 Conclusions

In this paper, we focus on the application of process mining to operational de-
cision making. We presented a generic framework and described a set of ProM
plug-ins for time-based operational support. The approaches are based on tran-
sition systems annotated with time information. These are used to check the
timely execution of cases, predict the completion time of cases, and recommend
the best steps to minimize the overall flow time. This serves as an example for
a much larger set of possible techniques for operational support. In the future,
we would like to add more techniques (not only related to time, but also costs,
quality, compliance, etc.) and apply them actively in selected domains (most
likely hospitals and municipalities). Note that the application of new techniques
requires a tight integration with existing information systems.
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Abstract. A conceptual framework for the automatic discovery of de-
pendencies between data quality dimensions is described. Dependency
discovery consists in recovering the dependency structure for a set of
data quality dimensions measured on attributes of a database. This task
is accomplished through the data mining methodology, by learning a
Bayesian Network from a database. The Bayesian Network is used to
analyze dependency between data quality dimensions associated with
different attributes. The proposed framework is instantiated on a real
world database. The task of dependency discovery is presented in the
case when the following data quality dimensions are considered; accu-
racy, completeness, and consistency. The Bayesian Network model shows
how data quality can be improved while satisfying budget constraints.

Keywords: Data quality, Bayesian networks, Data mining.

1 Introduction

In the last two decades, research and practical efforts to improve data quality
did not recognize, with the exception of a few works (e.g., logical interdependence
analysis [1], tradeoff analysis [2,3,4,5,6] and data dependency analysis [7]), the
relevance of studying and analyzing potential dependencies among data quality
dimensions, namely, correlations and reciprocal influences among them. To give
an example, data that are up-to-date (thus having a low currency) have a high
chance to be incorrect too.

Nowadays, the issue of data quality and of dependencies among quality di-
mensions is gaining more and more importance in the life of organizations. For
example, concerning those Information Systems used for decision-making and
problem solving in business, i.e., Decision Support Systems (DSSs) and Manage-
ment Information Systems (MISs), it is well known [8] that their effectiveness is
strictly related to the quality of information resources involved in the decision
making process. Making correct decisions is clearly dependent on the quality
of data used [9]; however, complete knowledge regarding the quality of data
cannot be gained without knowing what the existing relationships are among
data quality dimensions. In fact, as shown in the following examples, dimensions
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can be strictly related to each other and dependencies among them can play an
important role in a decision making process:

– Accuracy and Timeliness : often the information becomes better over time,
i.e., more accurate. However, it is also possible that for a given context, the
information becomes less relevant and critical over time [2]. Consider an air
traffic control center which receives data from several controller stations.
To regulate air traffic, the traffic control center has to cope with uncertain
data. Thus, the decision process must balance the delay in receiving more
accurate data of airplane positions and the critical period of time in which
an “effective” decision must be made to regulate traffic;

– Consistency vs Completeness: often the information is based on incomplete
but consistent data or on complete but less consistent data [4]. A classic
situation concerns human resource data in which different evaluators (i.e.,
data sources), provide information regarding a particular employee. Those
evaluators could have used different attributes to characterize an employee
and could have evaluated him over a potentially extended time period. In a
scenario where the goal is to promote one out of several employees to a posi-
tion in senior management, the decision process can use different strategies;
it can use all available data even though some items are inconsistent, or only
use recent data obtained by a common evaluator.

Therefore, taking into account data quality dependencies is a basic ingredient
for rationale decision making and activity planning. Moreover, the knowledge
of data quality dependencies can also be extremely important for improvement
activities; in fact, it contributes to: i) diagnose which is the most probable cause
of the bad quality for the considered data quality dimensions and thus helps to
identify error sources in an Information System; ii) select the most effective data
quality improvement strategy, i.e., the one which maximizes data quality when
we are subject to budget constraints. Finally, since the quality of data quickly
degenerates over time1, a complete “knowledge” of quality issues represents a
fundamental set of quality requirements in those (Evolution) Information Sys-
tems [11] in which the capability to actively react to organization changes must
also take into account data quality problems2.

This paper presents the Dependency Discovery in Data Quality (D3Q) frame-
work which extends, from bivariate to multivariate, the data-driven analysis in
[7]. As shown in Fig. 1, the D3Q framework is a flexible component that can be
added as an extra layer to whatever data quality assessment solution is available.
It provides a “comprehensive” data quality knowledge for supporting improve-
ment activities. The results provided by the assessment activities (Assessment
Knowledge (AK)), are exported into the Dependency Discovery Model (DDM)

1 Experts say that 2% of the records in a customer file become obsolete in a month
because customers die, divorce, marry and move [10].

2 Data entry errors, systems migrations, and changes to source systems, generate
bucket loads of errors. Thus, the knowledge of the cause-effect structure helps to
diagnose what the error sources are.
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Fig. 1. The D3Q framework

which feeds the Dependency Discovery Algorithm (DDA) implemented by a data
mining algorithm to provide the Dependency Knowledge (DK). The assessment
activity plays a critical role for an “effective” discovery of dependencies, since the
benefit of the proposed approach is directly influenced by the results obtained
during the assessment phase. This paper focuses on the data quality dependency
discovery, while assessment that received much attention from the data quality
community is not discussed. The interested reader can refer to [12] for a rich
and comprehensive survey on data quality assessment methodologies and tech-
niques. Bayesian Networks have been used to implement the DDA component.
The D3Q framework has been tested on a real world database, namely the Ital-
ian Social Security Contributors’ Anagraph database, which is assessed along
the three most important data quality dimensions, i.e., syntactic accuracy, com-
pleteness, consistency, and the most adopted metrics3. However, it is worthwhile
to mention that it can be applied to any given number and type of data quality
dimensions.

The rest of the paper is organized as follows. Section 2 describes the D3Q
framework together with its main components, i.e., the DDM and the DDA.
Section 3 reports on the instantiation of D3Q framework to the selected database,
namely the Italian Contributors’ Anagraph database. This section describes the
main features of the Italian contributors’ anagraph database, the related assess-
ment activities and the results of a rich set of numerical experiments concerning
the task of D3Q. The last section is devoted to conclusions and directions for
further research.

2 The D3Q Framework

The proposed framework aims to discover the dependency structure of the as-
sessed data quality dimensions for a set of attributes belonging to a target
database. In this paper the authors focus their attention on the case where the
data quality dimensions are described by means of binary variables, i.e., (true,

3 In [12], about 70% of the reviewed methodologies use syntactic accuracy, and about
60% adopt the NULL value as a completeness measure. Moreover, these dimensions
and the associated metrics are also part of the ISO/IEC 25012:2008 - SQuaRE -
Data Quality Model [13], in which they appear in the first three positions of the list
of dimensions belonging to the model.
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false). However, it is possible to extend the proposed approach to include the case
where the data quality dimensions are represented through discrete multi-value
and/or continuous variables.

2.1 The Dependency Discovery Model

The Dependency Discovery Model receives the results of the data quality assess-
ment component in input in order to build the corresponding learning dataset
LDDDM , i.e., the dataset used to discover the dependency structure of the as-
sessed data quality dimensions. To clarify how the DDM is used to solve the
D3Q problem and how the LDDDM is obtained, we need to introduce several
quantities. Let X = {xi, i = 1, ..., N} be the set of instances of a database con-
sisting of M attributes A = {A1, ..., AM} on which K data quality dimensions
D = {d1, ..., dK} have been assessed. Furthermore, let the data quality dimension
dj for the attribute Al be described by means of a binary variable Y(l,j). Then, for
the instance xi we have that Y

(i)
(l,j) = true in the case where the value of the at-

tribute Al for the instance xi, Al(xi), is correct w.r.t the data quality dimension
dj . The DDM(X) = {Y i

(l,j)(X) | i = 1, ..., N, l = 1, ..., M, j = 1, ..., K} model
consists of N realizations of M ·K binary variables Y(l,j). The learning dataset
LDDDM (X) (hereafter LD(X)) is obtained exploiting the results provided by
the assessment component.

2.2 The Dependency Discovery Algorithm

The Dependency Discovery Algorithm is implemented through a Bayesian Net-
work (BN) which exploits the information stored using the DDM, i.e., the learn-
ing dataset LDDDM , to discover the dependency structure. Bayesian Networks
(BNs) implement an optimal trade-off between complexity and interpretability
when we have to cope with highly dimensional domains. BNs are an alternative
to rule based models. BNs differ from rule based models in three ways: i) instead
of modeling the knowledge of the domain expert, they model the domain; ii)
instead of using a non-coherent uncertainty calculus tailored for rules, they use
classical probability calculus and decision theory; iii) instead of replacing the ex-
pert, they support her/him. The main problem of rule based models is coherence.
Indeed, rule based models do not deal properly with uncertainty which naturally
arises for the following reasons; observations may be uncertain, the information
may be incomplete, the relations in the domain may be of a non-deterministic
type. A way to incorporate uncertainty in rule based models is to extend the
production rule to include the concept of certainty for both the left and the
right part of the rule. The rule based model must be extended with new infer-
ence rules, which shall ensure a coherent reasoning under uncertainty. However,
it is not possible to capture reasoning under uncertainty with inference rules.
Inference rules are context free; while coherent reasoning under uncertainty is
sensitive to the context in which the certainties have been established [14].

A BN B consists of n discrete random variables X1, ..., Xn and an underlying
Directed Acyclic Graph (DAG) G = (V, E), where V is the set of vertices while
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E is the set of directed links. Each random variable is uniquely associated with
a vertex of the DAG. The BN model B is fully specified by means of the DAG
G, together with a set of conditional probability tables P (Xi|pa[Xi]), i = 1,
..., n, where pa[Xi] denotes the parents of node Xi, i.e., the set of variables
which directly influence the random variable Xi. The main characteristic of the
BN model B is that the joint probability distribution for the random vector
(X1, ..., Xn) can be represented through the following factorization:

P (X1, ..., Xn) =
n∏

i=1

P (Xi|pa[Xi]). (1)

In the case where the random variable Xi has no parents (no directed links ori-
ented towards the node associated with Xi), P (Xi|pa[Xi]) is simply its marginal
probability P (Xi). One of the interesting features of BNs is that one can infer
conditional variable dependencies by visually inspecting the DAG and exploit-
ing the concept of conditional independence [15]. Another interesting aspect is
that many algorithms are available for learning their structure from data [16].
The main structural learning algorithms, namely PC and NPC [17], are based
on making dependence tests that calculate a test statistic which is asymptoti-
cally chi-squared distributed when assuming (conditional) independence. If the
test statistic is large for a given independence hypothesis, the hypothesis is
rejected; otherwise, it is accepted. The probability of rejecting a true indepen-
dence hypothesis is given by the level of significance. Heckerman [17] provides
a full discussion of how the Bayesian estimation approach can be exploited to
construct BNs from data. It is worthwhile to mention that inference and learn-
ing algorithms are available for multi-valued and continuous random variables.
However, for multi-valued random variables the complexity grows exponentially
with the number of parents for each node. While for continuous random vari-
ables, inference and learning are restricted to gaussian and conditionally gaussian
distributions.

3 Dependency Structure Discovery

This section is devoted to present the Italian Social Security Contributors’ List
database together with the corresponding BN model, learnt from the available
learning dataset. The BN model is queried to show how it can be used for
inference on data quality dimensions dependency. A simple example illustrating
how the BN model could be exploited for data quality improvement is given.

3.1 Italian Social Security Contributors’ List

The Italian Social Security Contributors’List (ISSCL) database, maintained by
the Italian social security administration, contains data related to Italian con-
tributors on social security for retirement funds. The ISSCL database consists
of the following six attributes; Social Security Number/Value Added Tax Num-
ber, Juridical/Physical Person Name, Street, ZipCode, Country, and Region. A
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portion of the ISSCL database, containing 1,483,712 records, is used; while for
privacy reasons, only the following three attributes (M = 3): ZipCode, Country,
and Region, have been included in the dataset X. Three data quality dimensions
(K = 3) have been considered: namely accuracy, completeness and consistency.
The (syntactic) accuracy has been assessed by using a comparison function,
which computes the distance between the value v of a given attribute and the
true values belonging to a domain look-up table. A relevant example of compari-
son function is offered by the Edit distance [18]. Through the DDM we addressed
only exact matching by means of binary variables. However, it is worthwhile to
mention that it is possible to use a threshold value to deal with approximate
matching. The assessment of the completeness dimension is based on i) the close
world assumption [19], which states that only the values actually present in a
relation, and no other values, represent true facts of the real world, and ii) the
relational data model with NULL values. The consistency, which is defined as
the logical coherence of different information [20], has been assessed by finding
the violations of semantic rules. A semantic rule is defined over data items (a set
of), where the items can be either tuples (e.g., xi) of relational tables or records
belonging to a given file. In regard to X, the following business rule is applied:

IF ZipCode(xi) = z THEN (Country(xi) = u AND Region(xi) = v), (2)

which means that if, for a given tuple xi, the attribute Zip equals z, then the
values of Country (u) and Region (v) are univocally determined by means of a
domain look-up table.

3.2 Bayesian Network Learning and Inference

The meanings of the binary random variables: CO-acc, CO-com, RE-acc, RE-
com, ZIP-acc, ZIP-com and Cons, belonging to the learning dataset LD(X),
are described in Table 1. It is worthwhile to mention that the variable Cons
refers to the triplet of attributes (Country, Region, ZipCode) and measures the
consistency of the entire tuple by using the business rule (2). The BN model-
ing tasks, structural learning and inference, have been accomplished by using
Hugin Ver. 6.3. The structural learning tasks, performed by using PC and NPC
with the value of the Level of Significance parameter set to 0.01, resulted in the
same BN model (Fig. 2). The BN model represents the dependency structure of

Table 1. Variables for the ISSCL dataset

Name Meaning
CO-acc Country accuracy
CO-com Country completeness
RE-acc Region accuracy
RE-com Region completeness
ZIP-acc ZIP code accuracy
ZIP-com ZIP code completeness

Cons tuple consistency



Dependency Discovery in Data Quality 59

the assessed data quality dimensions for the considered subset of attributes in
a compact and efficient way. The model summarizes qualitative and quanti-
tative knowledge extracted from the considered database. These two kinds of
knowledge are the basic elements of the DK component in Fig. 1. The qualita-
tive knowledge is associated with the graph component of the BN model, i.e.,
the DAG; while the quantitative knowledge is obtained through the inferential
process over the nodes of the BN model.

QuaLitative Knowledge (QLK) is read from the DAG by exploiting the
property of the Markov blanket of a node, i.e., the set of its parents, children
and nodes with which it shares children. Indeed, the Markov blanket property
states that a node is independent from the rest of the BN’s nodes when the state
of its Markov blanket is known.

Example 1. An example of qualitative knowledge extracted from the analyzed
database is as follows: the variable Cons is conditionally independent from the
variables ZIP − com, CO− com and RE− com, given the variables ZIP − acc,
CO − acc and RE − acc. This means that whenever the states of the variables
ZIP-acc, CO-acc, and RE-acc are known, the knowledge about the state of one or
more of the following variables ZIP-com, CO-com and RE-com brings no infor-
mation about the variable Cons. Conditional independence is symmetric. Thus,
the variables ZIP-com, CO-com and RE-com are conditionally independent from
the variable Cons, given the variables ZIP-acc, CO-acc and RE-acc.

Comments. The above example makes explicit what is known from theory, i.e.,
the completeness property is a necessary condition for the accuracy property. In
fact, we can evaluate the syntactic accuracy of a value only in the case where we

Fig. 2. BN model of the ISSCL dataset
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have some information to assess. Therefore, it is also true that a value which is
not complete is also not accurate. Notice that, a missing value does not always
represent an error of completeness. For instance, in a table of employees that
has a column for the name of the employeers’s manager, that value will be
missing for the president of the company. In this case, no value is applicable for
the president and therefore, no information can be assessed along the accuracy
dimension. However, in this scenario, the NULL value can be seen as complete
information (in referring to the semantic expressed by the employees table) but
also accurate, though we have no information to assess.

Example 2. A second example of qualitative knowledge, which refines what pre-
sented through Example 1, is as follows. Cons is conditionally independent from
CO − com and RE − com given the variables ZIP − com and RE − acc, while
it is not conditionally independent from CO − acc and ZIP − acc.

Comments. The above example enforces the statement we provided about the
completeness property as a necessary condition for the accuracy property. In
fact, Cons becomes conditionally independent from ZIP − com, CO− com and
RE−com, if we already have some accuracy values for ZIP −acc, CO−acc and
RE − acc, i.e., we had some values (complete information) on which to perform
activity assessment along the accuracy dimension.

QuanTitative Knowledge (QTK) is accessed through the inferential process
applied to the BN model. The inferential process allows to quantify multivariate
relationships between data quality dimensions, i.e., to quantify how data quality
dimensions relate to each other and impact on each other. The inferential process
includes the computation of the most probable configuration of the BN model,
the computation of the posterior distribution for a set of nodes when some
evidence is available, as well as the computation of the most probable cause
for the available evidence. This last type of inferential instance is known as BN
diagnosis and is particularly useful for selecting the correct inspection policy
when dealing with decision making under uncertainty. By inspection policy we
mean the process through which we acquire information on the BN variables to
discover what the cause of the available evidence is.

Example 3. The first information extracted from the BN model depicted in Fig. 2
concerns the most probable joint assignment of the states for the variables, i.e.,
the most probable configuration of a database record. This joint assignment is
(CO-acc=true, CO-com=true, RE-acc=true, RE-com=true, ZIP-acc=true, ZIP-
com=true, Cons=true), and it occurs with probability 0.743995. Thus, the prob-
ability that a tuple belonging to the considered database is affected by at least one
data quality problem equals 0.256005.

Comments. The above example shows how the QTK easily answers simple but
important questions, such as: “What is the probability that a tuple belonging
to the database is wrong?”. From a business point of view, if we consider the
following example, the relevance of the answer becomes clear. In fact, referring
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Table 2. Posterior probability P (RE − acc, RE − com|CO − acc, CO − com)

(CO-acc, CO-com) (RE-acc, RE-com) P (RE − acc, RE − com|CO − acc, CO − com)
(true,true) 0.964357
(true,false) 0.000000

(true,true) (false,true) 0.035640
(false,false) 0.000003
(true,true) 0.963785
(true,false) 0.000000

(false,true) (false,true) 0.036213
(false,false) 0.000002
(true,true) 0.399998
(true,false) 0.000000

(false,false) (false,true) 0.600000
(false,false) 0.000002

Table 3. Posterior probability P (CO − acc, CO − com|RE − acc, RE − com)

(RE-acc, RE-com) (CO-acc, CO-com) P (CO − acc, CO − com|RE − acc, RE − com)
(true,true) 0.962532
(true,false) 0.000000

(true,true) (false,true) 0.037464
(false,false) 0.000004
(true,true) 0.961879
(true,false) 0.000000

(false,true) (false,true) 0.038064
(false,false) 0.000057
(true,true) 0.962522
(true,false) 0.000000

(false,false) (false,true) 0.037476
(false,false) 0.000002

to a generic selling process which uses customer information to perform transac-
tions, it is possible to estimate the probability of process failure exploiting the
probability of a (customer) tuple being wrong.

Example 4. Table 2 and Table 3 report two examples of the computation of the
posterior distribution for a set of nodes when some evidence is available. Indeed,
Table 2 (Table 3) reports the posterior probability distribution of accuracy and
completeness for the attribute Region (Country) depending on the accuracy and
completeness for the attribute Country (Region). Therefore, from Table 2 we
discover that the probability for Region to be jointly accurate and complete (RE-
acc=true, RE-com=true) decreases from 0.964357, when Country is jointly ac-
curate and complete (CO-acc=true, CO-com=true), to 0.399998, when Country
is neither accurate nor complete (CO-acc=false, CO-com=false). Furthermore,
from Table 3 we discover that the probability for Country to be complete but not
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accurate (CO-acc=false, CO-com=true) increases from 0.037464, when Region is
jointly accurate and complete (RE-acc=true, RE-com=true), to 0.038064, when
Region is complete but not accurate (RE-acc=false, RE-com=true).

Comments. The QTK allows the following considerations: i) if Country is com-
plete and accurate then Region tends to be accurate; ii) if Country is not complete
and therefore not accurate, the quality of Region significantly decreases; and iii)
the probability for Country being complete but not accurate is slightly affected
by the accuracy of Country, given that Country is complete. In fact, a possible
case for i) is to suppose that a sales employee is registering information about a
new customer who lives in “Castelfiorentino” in the province of “Florence” and
that he/she is able to correctly type “Castelfiorentino” since he/she knows this
place; then there is a high probability that he/she correctly inputs the associated
Region “Florence”. Analogous cases can be found for ii) and iii).

Example 5. The last instance of the inferential process, i.e., BN diagnosis, is
probably the most interesting one. Suppose we are concerned with the most prob-
able cause of the inaccuracy for the attribute Region, i.e., we want to discover
which data quality dimension/s for which attribute/s is associated with the in-
accuracy of attribute Region. While the prior marginal probability for each vari-
able, is reported in Table 4, the BN model is queried with the following evidence
RE-acc=false to compute the posterior probability for the remaining variables
CO-acc, CO-com, RE-com, ZIP-acc, ZIP-com and Cons (Table 5). The poste-
rior probability of the variable Cons equals 1. This is obvious when recalling the
definition of tuple consistency implemented through the business rule (2). The
most probable single cause for the inaccuracy of the attribute Region is the in-
accuracy for the attribute Country (P (CO − acc = false|RE − acc = false) =
0.038065), the second most probable single cause is the inaccuracy for the at-
tribute ZipCode (P (ZIP−acc = false|RE−acc = false) = 0.028000) while the
third most probable single cause is the incompleteness for the attribute ZipCode
(P (ZIP −com = false|RE−acc = false) = 0.000624) and so on. However, ac-
cording to posterior probability values listed in Table 5, CO-acc=false is about one
and a half times more probable than ZIP-acc=false, which in turn is about fifty
times more probable than ZIP-com=false. Therefore, it is very likely that by in-
specting the attribute Country, we find it to be accurate, i.e., CO-acc=true. Then,
we can think that the next two data quality dimensions to inspect are the accuracy
and the completeness for the attribute ZipCode. However, this is not the correct
database inspection policy. Indeed, we must introduce the new evidence into the
BN model to compute the new posterior probability for the non evidenced vari-
ables Cons, ZIP-acc, ZIP-com, RE-com and CO-com (Table 6). Under the new
evidence (RE-acc=false,CO-acc=true), we deduce that the attribute ZipCode is
complete, i.e., P (ZIP − com = false|RE− acc = false, CO− acc = true) = 0.

Comments. The BN diagnosis process suggests what the right inspection policy
is to discover the cause of the observed evidence, lack of data quality. From a
data quality analyst point of view, this can be a useful instrument for discovering
cause-effect patterns in order to identify the most relevant sources of errors.
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Table 4. Prior probability

Variable P (V ariable = false)
CO-acc 0.037487

CO-com 0.000003
RE-acc 0.035663

RE-com 0.000004
ZIP-acc 0.168496

ZIP-com 0.000022
Cons 0.256005

Table 5. Posterior probability for the evidence [RE − acc = false]

Variable P (V ariable = false|RE − acc = false)
Cons 1.000000

CO-acc 0.038065
ZIP-acc 0.028000

ZIP-com 0.000624
RE-com 0.000113
CO-com 0.000057

Table 6. Posterior probability for the evidence [RE − acc = false, CO − acc = true]

Variable P (V ariable = false|RE − acc = false, CO − acc = true)
Cons 1.000000

ZIP-acc 0.013515
RE-com 0.000113
CO-com 0.000057
ZIP-com 0.000000

3.3 Data Quality Improvement

The DK component

– assists the data quality expert in discovering which the most probable sources
of non quality are. An example is described in [7], in which a positive associ-
ation between the timeliness of the Standard & Poor’s (S&P’s) and Moody’s
data sources has been discovered. This association was caused by an inap-
propriate loading process for the considered data sources; the loading pro-
cess, responsible for feeding the internal database by using the S&P’s and
Moody’s data sources, was not updated with the same frequency as that of
the external bond rating data provider;

– allows the selection of the most effective improvement activity. If the syn-
tactic accuracy of Y depends on the syntactic accuracy of X , then it could
be the case that improving the quality of Y will result in a quality improve-
ment for X , while improving the quality of X does not necessarily bring an
improvement of the quality for Y ;

– implements the correct process for decision making; it avoids redundant ac-
tivities to be performed and thus minimizes the improvement costs.
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To clarify how the DK can be used to improve data quality lets us present the
following simple example. Assume we want to maximize the probability of Con-
sistency for the ISSCL database. Suppose, for any attribute belonging to the
database, we can force the accuracy to hold true. However, to force accuracy to
be true an amount of money has to be paid, where the amount of money depends
on the attribute to act on. Furthermore, it is usual to impose an upper bound on
the budget to maximize the probability of Consistency. The amount of money re-
quired to force accuracy on the three attributes of the ISSCL database is reported
in Table 7, while the budget for each tuple of the database is set to 2.20e. If
the accuracies for the considered attributes are assumed to be independent, then
the probability of Consistency could be maximized by means of a simple ranking
procedure. Indeed, we can compute the conditional probability of Cons to be true
when the accuracy for the considered attribute is set to true. These conditional
probability values are ranked in Table 8. Information in Table 7 and in Table 8 al-
low to conclude that the solution which maximizes the probability of Consistency
consists of forcing ZIP-acc=true and CO-acc=true. This solution costs 1.50e+
0.60e= 2.10e< 2.20e, which satisfies the budget constraint, while enforcing also
RE-acc=true further maximizes the probability of Consistency but violates the
budget constraint (1.50e+ 0.60e+ 0.40e= 2.50e> 2.20e). However, this solu-
tion (ZIP-acc=true,CO-acc=true) results in a probability of Consistency equal
to 0.926090 (P (Cons = true|ZIP − acc = true, CO − acc = true) = 0.926090),
as computed through inference on the BN model. Thus, it is not the opti-
mal solution which is obtained from the BN model to be (ZIP-acc=true,RE-
acc=true). This solution is both feasible (1.50e+ 0.40e= 1.90e< 2.20e) and
optimal P (Cons = true|ZIP − acc = true, RE − acc = true) = 0.933681).

The above example emphasizes the importance of knowing the structure of
dependency between data quality dimensions when concerned with decision mak-
ing under uncertainty. The knowledge of the dependency structure between the
ZIP-acc, ZIP-com, RE-acc, RE-com, CO-acc, CO-com and Cons data quality
dimensions allows to efficiently and effectively improve the data quality of the
considered database.

Table 7. Costs to enforce accuracy for the ISSCL database

Attribute Cost

ZipCode 1.50e
Country 0.60e
Region 0.40e

Table 8. Sorted conditional probabilities P (Cons = true|V ariable = true)

Variable P (Cons = true|V ariable = true)
ZIP-acc 0.894757
CO-acc 0.772971
RE-acc 0.771509
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4 Related Work

The analysis of dependencies between data quality dimensions has been mainly
investigated in terms of tradeoff. An example of such an approach is presented in
[2], where the authors investigate how the improvement of the timeliness dimen-
sion negatively affects the accuracy dimension. The paper presents a theoretical
framework to select the most appropriate changes to data managed in infor-
mation systems. An accuracy-timeliness utility function figures prominently in
the analysis, while in the case when it is not possible to determine the utility
function, the authors describe how to identify a suitable approximation. A sim-
ilar framework, that allows the systematic exploration of the tradeoff between
completeness and consistency is presented in [4]. The relative weight (impor-
tance) of completeness and consistency to the decision maker is an input to the
analysis. In order to examine the tradeoff the authors explore various facets of
the two dimensions that produce analytical expressions for the measurement ac-
tivity. The utility of various combinations of completeness and consistency, for
fixed and variable budgets, provides guidance to evaluate the appropriate trade-
off of these factors for specific decision contexts. The main difference between
the frameworks presented in [2,4] and our approach, is that D3Q does not limit
to a tradeoff between two dimensions but addresses multi-variate dependencies.
Moreover, in [2,4], the user must provide: i) a weight, that represents the impor-
tance of a dimension versus another dimension, and ii) a functional relationship,
that defines the binding between the dimensions involved4. Instead, the D3Q
is able to learn such information (probabilities) directly from the data. In [5],
a practical case of tradeoff among timeliness and other generic data quality di-
mensions in the context of the Bureau of Labor Statistics Covered Employment
and Wages is described. The goal is to determine if data quality decreases as a
result of receiving data earlier than the current due date. No significant quality
deterioration is detected. Although this work describes a real case where depen-
dencies play an important role, a general framework is not provided. In [21] a
rigorous and pragmatic methodology for information quality assessment, called
AIMQ, is presented. The AIMQ methodology consists of three components: i)
a model representing what information quality means to information consumers
and managers; ii) a questionnaire for measuring information quality along the
dimensions; iii) analysis techniques for interpreting the assessments gathered by
the questionnaire. The results of the proposed methodology highlight the fact
that information quality is a single phenomenon where dimensions are not in-
herently independent. The table of correlations among dimensions, calculated
on the basis of answers, is reported in the paper. The AIMQ methodology shows
how knowledge on dependencies can be exploited to offer a comprehensive qual-
ity solution; however, the approach we presented here is more powerful than the
one based on correlation [21]. In [1], within the context of business scenarios,

4 When the user cannot provide such functional relationship, the framework suggests
the use of generic families of functions to approximate the required true functions;
but still, functional parameters must be provided by the user.
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a set of logical interdependencies among dimensions is presented. The authors
define a taxonomy for data quality dimensions composed of direct and indirect
attributes. Direct attributes represent the main dimensions which directly influ-
ence the results of business operations when a change in their values occurs. The
indirect attributes determine and also contribute to the direct attributes; hence
indirectly influence the results. The D3Q could be used in a complementary way
with [1] to evaluate if such logical interdependencies are satisfied in a real sce-
nario and, therefore, allowing to validate such taxonomy. Finally, a data-driven
tool for data quality management is described in [22] which suggests rules and
identifies conformant and non-conformant records. The authors focused on the
discovery of context-dependent rules, namely conditional functional dependen-
cies (CFDs), i.e., that hold only over a data portion. The tool outputs a set of
functional dependencies together with the context in which they hold. To avoid
returning an unnecessarily large number of CFDs a set of interest metrics are
evaluated, and comparative results using real datasets are reported.

5 Conclusions

A framework to discover the dependency structure between data quality di-
mensions is described. The Dependency Discovery Algorithm uses the learning
dataset, compiled by the Dependency Discovery Model, to learn the BN model
for the data quality dimensions assessed on a real world database. The BN
model implements the Dependency Knowledge component. Accuracy, complete-
ness, and consistency are assessed on three attributes of the Italian Social Secu-
rity Contributors’s List database. The framework is general while the obtained
BN model is context dependent, i.e., it depends on the specific database which
has been analyzed. The obtained results allow to conclude that BNs

– provide the database analyst with an intuitive and efficient representation
of the dependency structure between data quality dimensions;

– allow consistent evaluation of the data quality level associated with each
tuple of the database to be certified;

– allow to compare alternative data quality improvement strategies, to perform
costs/benefits analysis and thus to implement optimal decision making.

Directions for future work concern the evaluation of the proposed approach on
a richer set of data quality dimensions and on a larger number of attributes. It
is relevant to study how BNs can be exploited to develop effective data qual-
ity improvement strategies in an information system, by implementing a trade-
off between the cost of non quality and the budget available for data quality
improvement.
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Abstract. Duplication of data across systems in an organization is a
problem because it wastes effort and leads to inconsistencies. Researchers
have proposed several technical solutions but duplication still occurs in
practice. In this paper we report on a case study of how and why dupli-
cation occurs in a large organization, and discuss generalizable lessons
learned from this. Our case study research questions are why data gets
duplicated, what the size of the negative effects of duplication is, and
why existing solutions are not used. We frame our findings in terms of
design rationale and explain them by providing a causal model. Our find-
ings suggest that next to technological factors, organizational and project
factors have a large effect on duplication. We discuss the implications of
our findings for technical solutions in general.

Keywords: Data duplication, design rationale, field study.

1 Introduction

Data duplication is the phenomenon that two or more systems store and maintain
representations of the same real-world fact. For example, two systems may store
a list of all the countries in the world and their names; one system may have
them in a database table and the other in a file, or the character sets in which
they are stored may differ, or the database schemas. All these cases are examples
of data duplication, because different data represent the same real-world facts
and are separately maintained (not replicated). Data duplication is an important
problem in practice, because it leads to wasted effort to keep the duplicated data
consistent, errors due to inconsistencies in data and effort to correct those errors.

Current published solutions to data duplication view it as a technical problem,
which can be solved for example by ensuring connectivity between systems over
a network, by transforming data to a different syntax, or by matching data based
on formally defined semantics [10]. Many solutions focus on automating the task
of finding out which records in one or more information systems represent the
same real-world facts. For example, some approaches match records based on
the similarity of their contents [1,3,16], or on the similarity of their relations
with other records [2]. A recent proposal uses Bayesian networks to represent
evidence for possible object matches [6]. Some approaches try to match defini-
tions in ontologies [8,14] and others use schema matching techniques [11]. Data
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duplication is often cited as one of the major problems ERP systems can solve,
but integration with existing systems poses its own risks [13].

Despite this plethora of technical solutions, data duplication and its associ-
ated problems still exist in practice. One explanation for this is that different
databases can only be merged when they share an institutional world, for exam-
ple because they must interoperate in a value chain or because they report to a
common regulator [4]. In all other cases, data will remain duplicated. However,
this does not explain why data is duplicated within one (large) organization, i.e.
one institutional world. And unless we have such an understanding, we cannot
predict with reasonable certainty what technical solutions would be effective.

In order to understand the problem of data duplication better, in section 4
of this paper we will analyze a case study in-depth. This will yield an improved
understanding of the causes of duplication and the size of its effects. We de-
scribe our findings in the form of Reusable Rationale Blocks, which are tables
that summarize the arguments for and against different design options. We then
generalize our findings in the form of a cause/effect graph showing hypotheses
about the causes of data duplication, and finally speculate about organizational
and technical solutions to avoid duplication and to mitigate its negative effects.

2 Case Context

The organization in which we have performed this case study is a large not-for-
profit organization in The Netherlands with a strong international presence. It
employs about 3000 workers in The Netherlands and 2000 abroad.

During the study period the first author worked as a consultant for the or-
ganization. He was involved in application portfolio management, which deals
with improvements in the information systems in place in the organization. The
results of this study in a different form were used to shape these improvements.

3 Research Design

In our case study we try to answer the following research questions:

Q1. Why does data get duplicated?
Q2. (a) What are the negative effects of this, and (b) how costly are they?
Q3. (a) How can the negative effects of duplication be avoided, (b) what role
can existing technical solutions play in this, and (c) why are available technical
solutions not used in our case?

We started by mapping hypothesized causes and effects of cross-system data
duplication in the form of a cause/effect graph based on literature, anecdotes by
stakeholders in the organization, and our own experience. This graph shows what
organizational and technical factors lead to duplicated maintenance of data, and
problems this duplication causes (the final version is shown in figure 1). These
cause-effect relations were hypotheses in our research, i.e. we expected them to
be confirmed or falsified in this particular case.



70 W. Hordijk and R. Wieringa

In the second phase we quantified the problem by counting inconsistencies in
a number of data sets in several systems, and by estimating the effort involved
in various activities needed due to duplication of data, such as duplicate entry,
checks and corrections. In some cases the effort was recorded, in others person-
nel could give an estimate. This quantification underscores the importance of
mitigating data duplication.

The third phase is more exploratory and involves searching for the mechanisms
through which duplication is brought about. The unit of investigation was the
individual decision, made in a project, to integrate a system under design with
another system using particular technology, or not to integrate it. We assume
that such decisions are made under bounded rationality, that is, decision mak-
ers make rational decisions given the limited information and time they have
available [12]. This means that we needed to find the argumentation actually
used in past projects. To be able to compare those arguments, we will present
them in the form of reusable rationale blocks (RRBs). RRBs [5] are a simple
technique to present advantages and disadvantages of options to solve a problem
in a generalized table format so that they can be reused across similar problems.
We have derived the argumentations from project documentation and interviews
with the original stakeholders.

From the RRBs of individual projects we can see that some arguments are
more important than others, depending on the context of the project. These
context factors should appear as causes in the cause/effect graph created in the
first phase. The arguments as represented in the RRBs are the mechanisms by
which those context factors increase duplication. That way the rationale blocks
both validate and explain the cause/effect graph. From the rationale blocks we
will derive an improved cause/effect graph in the fourth phase.

In the fifth phase we analyze the generalizability of the results from the pre-
vious phase. Though our results come from a single organization, the research
design is a multiple case design with multiple embedded units of research [17]
and we can make a case for analytical generalization, also called “accumulation
of knowledge” by realist methodologists [9]. In our case we intend to accumulate
design-oriented knowledge that is true in sufficiently many cases without claim-
ing to be true always in all cases. Practical knowledge often accumulates at this
intermediate level of generalization [15].

The sixth phase consists of deriving practical solutions from our findings for
organizations to minimize cross-system data duplication and to mitigate its neg-
ative effects. We will also discuss in which contexts the technical solutions pro-
posed so far could contribute to the mitigation of the problem.

4 Results

4.1 Initial Cause/Effect Graph

A workshop was held in July 2009 with 10 representatives from the organizations
IT department, not for the purpose of this research but to identify problems and
solutions concerning application integration. The workshop was organized by the
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first author together with another consultant, and attended by system maintain-
ers, programmers, designers, an enterprise architect and a senior manager from
the organization. From the results of the workshop the first author has drawn
an initial cause/effect graph.

4.2 Identifying Duplicate Data

We have created a matrix matching systems against the data stored in those
systems, and from it we have identified the following data objects which are
used in at least three systems. We have only counted systems where the data
were maintained by users, not systems which merely store a copy of data which
they automatically receive from another system.

– Countries, including their names, sometimes in different languages, and coun-
try codes such as from ISO 3166 and national standards.

– Nationalities occur in some of the systems storing countries.
– Employees, sometimes with specific information such as phone numbers,

sometimes only with their account name for authorization purposes.
– Organizational units
– Foreign offices, a generic name for operations of the organization in other

countries. There are about 150 of them. Some systems store only a subset
because their business processes apply to specific types of offices.

– Contacts, a generic name for all kinds of external parties, including persons
and other organizations that the organization deals with. Many systems
have their own subset of contacts, but there is overlap, e.g. when a contact
occurs in the financial system, a CRM system and someones email contacts
directory.

4.3 Quantification of the Problem

We have counted the number of inconsistencies among systems concerning sev-
eral of the data sets listed above by manually comparing database dumps from
the systems and then estimated the wasted effort caused by this. We give the
results for inconsistencies between countries tables and we give estimates of the
effort wasted by duplication in general.

Inconsistencies in Country Lists. We compared the countries tables with
the ISO 31661 standard, for which the Dutch Language Union2 provides official
Dutch country names. In table 1 we list the inconsistencies per system and per
type as percentage of the total number of countries. Inconsistencies are classified
as ’unmatched’ countries, where a country is missing from either the system or
the standard, or ’spelling’ where the spelling of the name differs. We have also
estimated the size of the user groups and the usage frequency. We can make
some observations on this data.
1 http://www.iso.org/iso/country_codes.htm
2 http://taalunieversum.org/taalunie/

http://www.iso.org/iso/country_codes.htm
http://taalunieversum.org/taalunie/
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Table 1. Inconsistencies in countries tables per system as percentage of total number
of countries

System Introduction Users Frequency Unmatched Spelling Total

System 1 1-1-1997 5000 daily 4% 8% 12%

System 2 1-1-1998 20 daily 8% 12% 20%
System 3 1-4-2001 20 daily 7% 6% 13%

System 4 1-8-2001 500 5x per year 50% 5% 55%

System 5 1-8-2002 20 daily 14% 9% 23%
System 6 1-1-2003 500 daily 8% 26% 33%

System 7 1-10-2003 5000 daily 4% 3% 7%

System 8 1-1-2004 10 ad hoc 8% 13% 21%
System 9 1-10-2006 30 daily 11% 19% 30%

System 10 1-1-2007 5000 ad hoc 7% 6% 13%

System 11 1-1-2007 500 daily 14% 14% 28%
System 12 1-7-2007 500 1x per year 9% 23% 32%

System 13 1-6-2008 10 ad hoc 10% 21% 31%

Some systems have many unmatched countries. This can be explained because
these systems only need specific subsets of countries, e.g. only those in which
the organization has offices, or because countries have ceased to exist, such as
Yugoslavia or the USSR, but have not been removed from a system. This may
not be a problem for users of a system itself, but does pose problems when trying
to integrate data from multiple systems, such as for reporting.

Spelling differences are remarkably frequent. Spelling issues arise often with
respect to geographical names, but when analyzing the data we found that many
of these inconsistencies were simple typing errors.

There is no relation between the age of a system and the number of inconsis-
tencies, though we will see some evidence in subcases 3 and 4 in paragraph 4.4
that systems built on older technological platforms are harder to integrate. We
do observe that generally systems with larger user groups have fewer inconsisten-
cies than less-used systems. This can probably be explained because much-used
systems receive more corrections at the request of their users.

Effort due to Duplication. In System 4, data about foreign offices are period-
ically aggregated from several other systems for financial and policy evaluation
and prediction. These data are exported from other systems as MS Excel files,
after which some manual polishing and formatting is done and the files are im-
ported in System 4. Examples of this ’polishing’ are removing negative numbers
and checking total amounts after importing files. This process happens 5 times
per year and takes an estimated total of 16 person-hours of all workers involved
each time. This estimate was given by the application maintenance staff.

System 12 is a reporting system in which data from a large number of other sys-
tems are brought together to create management overviews of foreign operations.
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Table 2. Integration effort per system

System Integration effort

System 1 Inconsistencies in data cause users to request corrections through service desk

System 4 File export/import, communication between maintainers, data checks, manual
corrections (estimate 16 hrs per time, 5 times per year)

System 5 Effort is hidden in large effort for periodical data consolidation

System 6 Changes in countries via service desk
System 9 Changes in countries via service desk. Manual corrections in output by users.

System 11 Manual maintenance of translation tables for systems to exchange data with.

System 12 Reporting takes 4 person-months per year.

Partly because of differences in reference data (such as countries) in the source
systems, creating these reports takes a lot of manual effort. The recurring effort
for producing these reports is 4 person-months.

Table 2 lists qualitative and some quantitative data about effort spent on
manual integration of data between systems. The total waste of effort adds up
to several person-months per year.

4.4 Identifying Mechanisms That Cause Duplication

If we want to build a system without duplicating the effort to maintain the data,
then the first thing we need to do is find out whether there is a source system to
get the data from. The data in the source system must be of sufficient quality to
serve the processes of the target system. Quality attributes of the data on which
integration options have influence are (adapted from [7]):

– Accuracy: the degree to which data correctly reflect an external truth.
– Completeness: the degree to which data reflect an entire external truth.
– Timeliness: the speed with which data are adapted to changes in an external

truth.

When a source system with suitable data quality is found, there are some options
to integrate the data between the source and target system. Each of these possi-
bilities has advantages and disadvantages which the project must weigh against
the success criteria that the stakeholders apply to this project. This can make
it logical for a project to deliver an isolated system, that duplicates data stored
elsewhere too, even if that is disadvantageous for the organization as a whole.

– Manual re-typing of the data. This is flexible and no investment is needed
but takes a lot of effort and usually leads to many typing errors.

– Manually exporting and importing files. Also very flexible and takes a small
project investment but still costs effort, and errors still occur, especially
when manual “improvements” to the data are necessary.

– Automatically exchanging files. Takes a slightly bigger investment. Errors
still occur, e.g. due to incomplete files.
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Table 3. RRB showing the general pros and cons of integration options. ++ is very
good value and - - a very bad value for the stakeholder, respectively.

Stake- Quality Impor- Manual Manual Autom. DB Messag-
holder attribute tance typing files files link ing

Project; Owner Project investment
(+ is lower)

+ ++ + - - - - -

Project Project risk (+ is
lower)

+ ++ + - - - - -

Owner; Maintenance
team

Independence of
other systems

+ ++ + - - - -

Owner; User Business process
flexibility

+ ++ + - - - - -

User; Manager Data integration
effort (+ is lower)

++ - - - + + +

User Data accuracy ++ - - - + + +
User Data timeliness ++ - - - - - + +

Maintenance team Maintainability + + - - + ++

– Database link to the source system. The investment is often smaller than
with file export/import but the solution is less flexible because the source
system cannot change its data structure without breaking the target system.
The data are always up to date but the target system will depend for its
availability on the source system and the network.

– Messaging, e.g. using web services. This option takes the largest investment
but it is more flexible than a database link and more reliable and flexible
than file exchange.

Together with professionals from the organization we have identified general
quality attributes for these options. This general knowledge was codified in the
form of a RRB in Table 3. It should be read as follows: all else being equal, the
data integration effort will be worst (= highest) when manual typing is chosen
and best when one of the automated options is chosen; data integration effort
will usually matter more to stakeholders than the initial investment. We do not
claim that the RRB of Table 3 is true in all cases but we do claim that this
analysis method can be used in similar cases too, and will often contain very
similar decision rationales.

We have identified four decisions in past projects to integrate systems in
a certain way by interviewing the original stakeholders and reviewing project
documentation. We have investigated how the context factors of a specific project
shape the arguments that feed into the decision and lead to different outcomes.
These arguments, represented below by means of RBBs, will be used to derive
and corroborate hypotheses about causes and effects of data duplication. We
aggregate the hypotheses into a causal effect graph in Figure 1 and Table 6.

We have noticed in this phase that most project decisions are not documented
with their associated rationale (and sometimes not at all). This makes it essential
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for case study research to have access to original stakeholders, which has driven
our choice of cases.

Subcase 1. System 11: Countries. When system 11 was under development,
architects have actively looked for a suitable source system for countries and
nationalities. Documentation describes why systems 5 and 6 cannot deliver data
with the required quality. Other source systems have not been considered, and
architects involved in the process indicate that it was unknown at the time that
other systems also stored country tables. The decision was made to give System
11 its own countries table. This case leads to hypothesis H1: lack of knowledge
about the architectural landscape of the organization is a contributing factor to
data duplication by increasing the cost of search for potential source systems.

When systems 5 and 6 turned out not to have the desired data quality, the
project first tried to request from the respective owners of those systems to im-
prove the data and then share it. The owners of both systems responded in a
tactful way that they did not see this as their task. This teaches us that for
systems to integrate their data an organization first needs to establish the orga-
nizational responsibilities and capabilities to maintain and provide data with the
right quality. We postulate two hypotheses. H2: poor or unknown data quality in
potential source systems leads to data duplication. H3: Unwillingness to establish
organizational dependencies leads to data duplication.

Subcase 2. System 11: Currencies. At the same time when designing system
11, the system needed data about which currencies can be used in countries in
the world and spot rates of those currencies against the euro. The currencies
are updated about as often as countries themselves, but spot rates change daily.
System 6 is a natural source for these data because it is an ERP system used for
financial administration throughout the organization. It can be trusted to have
accurate data about currencies and rates. This is consistent with hypothesis H2.

Table 4 shows the advantages and disadvantages of integration options be-
tween systems 6 and 11, adapted from Table 3 to the specific context factors
of this project. We use the table to detect how variations in context factors for
individual projects determine which option is best in individual decisions.

System 11 is a relatively new system built on a modern development platform
and uses messaging between its own components. That makes the project in-
vestment and the project risk for the option ‘messaging’ lower. The same holds
for ‘automated file transfer’, with which the maintenance team of system 6 has
broad experience. We postulate hypotheses H4: availability of integration infras-
tructure decreases the chance of data duplication by decreasing the relative cost
of integration.

The development of system 11 was a very large project of which this partic-
ular integration formed only a small part. This reduces the importance of the
project investment. H5: High pressure on a project increases the chance of data
duplication by increasing the importance of project risk and project investment.

For the business process of system 11 it is important that currencies and
rates are received correctly each day. This increases the relative importance of
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Table 4. Pros and cons of integration options for currencies in System 11; differences
with Table 3 in brackets

Stake- Quality Impor- Manual Manual Autom. DB Messag-
holder attribute tance typing files files link ing
Project; Owner Project investment

(+ is lower)
(-) ++ + (-) - (-)

Project Project risk (+ is
lower)

+ ++ + (-) - (-)

Owner; Maintenance
team

Independence of
other systems

+ ++ + - - - -

Owner; User Business process
flexibility

+ ++ + - - - - -

User; Manager Data integration
effort (+ is lower)

(+++) - - - + + +

User Data accuracy (+++) - - - + + +

User Data timeliness (+++) - - - - (+) + +

Maintenance team Maintainability + + - - + ++

accuracy and timeliness. Because the rates only change daily and automated
files are suitable for daily transfers, the automated files option gets a + for
timeliness. Because of the large amount of data to be transferred each day, data
integration effort is relatively important. H6: high-volume data is less susceptible
for duplication than low-volume data, because the data integration effort is higher.

In Table 4 we can see that the three automated options are still viable.
Database link was not chosen because it leads to tight coupling between the sys-
tems. Messaging was favored over automated file transfer because it was thought
to lead to more maintainable systems.

Subcase 3. System 4: Countries and financial data. System 4 is used to
make budgets and to evaluate the financial performance of the organization as a
whole. It receives financial information from system 6, the ERP system, and the
countries list in system 6 is good enough for system 4, so system 6 is a viable
source system. The advantages and disadvantages of the options to connect these
systems are listed in Table 5.

System 4 is an old system built in MS Access, which does not offer standard
messaging technology, just like the ERP system 6. Use of messaging is only
possible with a large investment in technology and would incur considerable
risk to a project. This corroborates hypothesis H4: availability of integration
infrastructure decreases duplication.

There are plans to rebuild system 4 with .NET technology to a web-based
system. This means that any investment in system 4 in the short term should be
profitable in a short time. This increases the relative importance of the quality
attribute ’Project investment’.

The data collected in system 4 and its business rules change slightly from year
to year. These changes typically are agreed upon shortly before a new version



Rationality of Cross-System Data Duplication: A Case Study 77

Table 5. Pros and cons of integration options for system 4; differences with Table 3
in brackets

Stake- Quality Impor- Manual Manual Autom. DB Messag-
holder attribute tance typing files files link ing
Project; Owner Project investment

(+ is lower)
(++) ++ + - - - (- - -)

Project Project risk (+ is
lower)

+ ++ + - - - (- - -)

Owner; Maintenance
team

Independence of
other systems

+ ++ + - - - -

Owner; User Business process
flexibility

(++) ++ + - - - - -

User; Manager Data integration
effort (+ is lower)

(+) - - (-/+) + + +

User Data accuracy ++ - - (-/+) + + +

User Data timeliness (+) - - - - - + +

Maintenance team Maintainability + + - - + ++

of the system goes live. This sometimes makes it necessary to manually change
the contents of files transferred from system 6 to system 4. This increases the
relative importance of the quality attribute ‘Business process flexibility’. This
leads to H7: required flexibility in business processes can lead to data duplication.

Data integration between these systems is performed by employees who have
been doing this for almost 10 years now. They know exactly what to do and
for what kinds of errors to check. For the systems architecture this means that
the option of manual file transfer scores better on the quality attributes ‘Data
integration effort’ and ‘Data accuracy’. We propose H8: expertise in maintaining
duplicated data keeps duplication in place by minimizing its drawbacks.

Data timeliness is less important for this integration because the whole process
happens only 5 times per year. Under these specific circumstances, manual file
transfer has the optimal balance between project investment and integration
effort. This motivates H9: frequently updated data is less likely to be duplicated
than data which is less frequently updated.

Subcase 4. System 12: Reporting data. System 12 is a system in which
large amounts of data about the organizations foreign offices are aggregated into
management information. Before this system was developed there was a lot of
uncertainty about how and in what formats source systems would be able to de-
liver their data. For those reasons, business process flexibility and independence
of other systems were very important. This corroborates hypotheses H2: poor
or unknown data quality increases duplication, and H7: required flexibility in
business processes can lead to data duplication.

The amount of data was not too large to make manual checks and corrections
unfeasible. The reports from the system were only needed once per year. This
decreases the relative importance of Data integration effort, Data timeliness and
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Maintainability. This corroborates H6: high-volume data is duplicated less often,
and H9: more frequently updated data is duplicated less often.

The resulting rationale table for system 12 is very much like that for system
4 in Table 5, and for reasons of space we omit the specific table for system 12.
For the integration of data into system 12, manual file transfer was chosen for
much the same reasons as for system 4.

4.5 Lessons Learned

Based on the hypotheses described in the cases above we have adapted the cause-
effect graph drawn at the start of our project. The result is shown in figure 1.

H1. Architecture 
landscape 
unknown

H2. Poor/unknown 
data quality

Cross-system data 
duplication

H5. Project 
pressure

H3. Organizational 
dependencies 
unwanted

H11. Duplicate 
data entry effort

H10. Data inconsistencies

H13. Errors in 
reports

H12. Effort to produce 
correct reports

H7. Required 
flexibility 

H4. Lack of 
infrastructure

H6. Data 
volume

H8. Data 
maintenance 
expertise

H9. Data 
update 
frequency

Fig. 1. Final Cause/Effect graph. Nodes are observable phenomena, marked with the
hypotheses in which they play a role; arrows are positive influences

The nodes in Figure 1 are marked with the hypothesis numbers in which they
play a role. In Table 6 we summarize the hypotheses with their evidence.

4.6 Generalizability

It is not possible to find in one case study arguments for generalization to all
other cases. But it is possible to indicate which claims could be generalized to
an interesting set of other cases. We claim that our results are generalizable to,
and therefore reusable in, situations where the same mechanisms are in place as
in our case study.

4.7 Solutions

Solutions to the problems around data duplication consist of a mix of orga-
nizational, technical and project management elements, just like the problems
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Table 6. Hypotheses and their evidence

Hypothesis Evidence

H1: lack of knowledge about the ar-
chitectural landscape of the organiza-
tion is a contributing factor to data
duplication by increasing the cost of
search for potential source systems

Observation in Subcase 1. In the other subcases,
source systems were found, but the search effort
spent is unknown. Intuitive and matches anecdotal
evidence from other organizations.

H2: poor or unknown data quality
in potential source systems leads to
data duplication

In subcase 1, data was maintained for a specific busi-
ness process and did not meet the quality require-
ments of another process. In subcase 4, quality of
available data was not known at design time, which
led to duplication. In subcase 2 good data quality
enabled integration. Intuitive and matches anecdo-
tal evidence from other organizations.

H3: Unwillingness to establish orga-
nizational dependencies leads to data
duplication

In Subcase 1, a potential data supplier was unwilling
to maintain data at a higher quality than needed for
their own process. Seems organization-dependent.

H4: availability of integration infras-
tructure decreases duplication.

In subcase 2, messaging infrastructure was available.
In subcase 3 it was not; it would have made mes-
saging a more likely option. Intuitive and matches
anecdotal evidence from other organizations.

H5: High pressure on a project in-
creases the chance of data duplica-
tion by increasing the importance of
project risk and project investment

Observed only directly in subcase 2. In other sub-
cases we can see that investments for improvement
are not made until other major changes to systems
are necessary. Seems organization-dependent.

H6: High-volume data is less suscep-
tible for duplication than low-volume
data, because the data integration ef-
fort is higher

Observed in subcase 2 (high volume) and subcase 4
(also high, but outweighed by other context factors).
Intuitive and matches anecdotal evidence from other
organizations.

H7: Required flexibility in business
processes leads to data duplication

In subcases 3 and 4, required flexibility led to dupli-
cation. Seems organization-dependent.

H8: expertise in maintaining dupli-
cated data keeps duplication in place
by minimizing its drawbacks

Observed in subcase 3. Seems organization-
dependent.

H9: frequently updated data is less
likely to be duplicated than data
which is less frequently updated

Observed in subcases 3 and 4 (low frequency) and
subcase 2 (high frequency). Intuitive and matches
anecdotal evidence from other organizations.

H10: Data duplication leads to incon-
sistencies between data sets

Observed and quantified for countries and offices
in paragraph 4.3. Intuitive and matches anecdotal
evidence from other organizations.

H11: Duplication costs extra effort to
maintain data in multiple systems

Observed and quantified in paragraph 4.3. Intuitive
and matches anecdotal evidence from other organi-
zations.

H12: Due to inconsistencies between
data, making reports with data from
multiple systems takes more effort

Observed and quantified in paragraph 4.3. Intuitive
and matches anecdotal evidence from other organi-
zations.

H13: Inconsistencies between data
sets cause errors in reports

Anecdotal evidence. Intuitive and matches anecdo-
tal evidence from other organizations.
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themselves do. In this paragraph we speculate about solutions and their merits.
Since this is not the main topic of this research effort, the solutions are presented
only briefly.

To combat the lack of information about the application landscape we need
a well-documented architecture landscape (solution S1), including information
about what data is stored in which system. This documentation should be kept
up to date and be accessible to projects.

The problem of systems only catering for their own business processes is
hard to beat. One solution could be to establish an organizational entity that is
responsible for maintaining data for the entire organization (S2). This has been
done at several organizations where properly maintaining large quantities of data
is important. This opens the extra opportunity to supply such data to other
parties for added benefit. Another solution would be to add the responsibility
for maintaining a particular data set to a department, along with the capabilities
(people, budget) to fulfill that responsibility (S3). This is easier to do in some
organizations than in others.

The relative importance of long term, organization-wide quality attributes
should be increased at the cost of short-term, project-only interests. One possible
way to achieve this is by adding an architect to the project team who gets paid
by the IT organization instead of the system owner (S4). Another way is to
use an architecture review process in which the designed system is reviewed by
organization architects against criteria which reflect long term interests (S5).

Even if data is still being maintained in multiple systems, the problems that
come with inconsistencies between the data sets can be minimized by agreeing on
standards for the data and on procedures to check data against the standard (S6).
For example, if our organization would agree on using the ISO 3166 standard
for countries and all systems were up to date then integrating other data which
uses countries as reference data would be much easier.

Central investments in infrastructure, e.g. for messaging, can decrease the
project investment needed to provide an optimal solution which would otherwise
be too expensive and too risky for a project (S7).

After all these organizational problems have been solved, the technological
solutions listed in section 1 become viable. Data warehouse technology (S8) can
make reporting easier, thus decreasing the reporting effort and reporting er-
rors. A project to introduce a data warehouse in the organization is currently
starting. First, however, inconsistencies in the data fed into the data warehouse
from different systems must be reconciled. Entity linkage technologies (S9) and
ontologies (S10) can help with that. These technologies are useful to integrate
large amounts of data, but to start using them a considerable investment in
skills will be needed. That means they are most useful in environments where
the cost of manual integration and the risk posed by inconsistencies outweigh the
investment in new technologies, that is, in situations where either the volume of
the data are large, errors are very dangerous or expensive, or new technologies
are easily integrated. Our organization does not have any of these characteris-
tics. The volume of data in our organization is such that low-tech solutions are
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adequate to solve the inconsistencies, and the organization has a policy of using
only proven technology and not be technically innovative. This means that for
our organization the risk associated with introducing new technologies outweighs
the potential benefits.

Solutions S1, S2, S5, S6, S7 and S8 have been reported to the organization
and are currently under review. Possible solutions for example involve changes
to existing systems, to infrastructure, to procedures or to organizational struc-
tures. At the time of writing, these proposed changes are being considered in the
organizations application and project portfolio management processes.

5 Discussion, Conclusions and Future Work

We have performed a series of historical case studies in a single organization.
The external validity of such a research design is always questionable. The initial
theory in the form of the cause/effect graph, the general rationale table and the
information about individual cases were all taken from the organization under
investigation. In paragraph 4.6 we have reflected on the generalizability of the
results in the cause/effect graph of Figure 1.

We have provided quantitative results about the problems caused by data
duplication. The data about the causes of data duplication is mostly qualitative
in nature. At present this is the best we can do, and given the current state of
the research we think that even such qualitative results are a contribution to the
advancement of theory in this field.

Table 3 with its advantages and disadvantages of integration options is not
meant to represent a general truth about relative preferences of these options:
we do not claim that messaging for example is always better than database
links; rather we have shown that these preferences are situation-dependent. The
methodology of rationale blocks, however, can be reused as an intuitive tool for
decision support, rationale documentation and as a research method to investi-
gate the sensitivity of option preferences to context factors, as we have done. It
is a pragmatic approach which stakeholders can quickly understand. Discussions
in the course of our investigation immediately centered on the pros and cons of
options, not about the notation technique or methodology. Rationale tables al-
low arguments for individual decisions to be reused in other situations. We have
shown that the decision to integrate or not to integrate systems can often be
explained using arguments that are rational from the standpoint of the decision
maker.

Our results show that organizational, technical and project factors can cause
data duplication across systems in an organization. We have suggested a set
of mitigation strategies to reduce data duplication and to decrease its negative
effects. These can be used by organizations to get projects to give higher priority
to organization-wide long term interests and to deliver better integrated systems.

Future work should include repeating this research in other organizations and
evaluation of the performance of the introduced solutions.

We thank the anonymous reviewers for their helpful suggestions for improving
this paper.
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Abstract. Several techniques have been developed to extract and inte-
grate data from web sources. However, web data are inherently imprecise
and uncertain. This paper addresses the issue of characterizing the un-
certainty of data extracted from a number of inaccurate sources. We
develop a probabilistic model to compute a probability distribution for
the extracted values, and the accuracy of the sources. Our model consid-
ers the presence of sources that copy their contents from other sources,
and manages the misleading consensus produced by copiers. We extend
the models previously proposed in the literature by working on several
attributes at a time to better leverage all the available evidence. We also
report the results of several experiments on both synthetic and real-life
data to show the effectiveness of the proposed approach.

1 Introduction

As the Web is offering increasing amounts of data, important applications can be
developed by integrating data provided by a large number of data sources. How-
ever, web data are inherently imprecise, and different sources can provide con-
flicting information. Resolving conflicts and determining what values are (likely
to be) true is a crucial issue to provide trustable reconciled data.

Several proposals have been developed to discover the true value from those
provided by a large number of conflicting data sources. Some solutions extend
a basic vote counting strategy by recognizing that values provided by accurate
sources, i.e. sources with low error rates, should be weighted more than those
provided by others [10,12]. Recently, principled solutions have been introduced to
consider also the presence of sources that copy from other sources [6]. As observed
in [1], this is a critical issue, since copiers can cause misleading consensus on false
values. However, they still suffer some limitations, as they are based on a model
that considers only simple (atomic) data. Sources are seen as providers that
supply data about a collection of objects, i.e. instances of a real world entity,
such as a collection of stock quotes. Nevertheless, it is assumed that objects are
described by just one attribute, e.g. the price of a stock quote. On the contrary,
data sources usually provide complex data, i.e. collections of tuples with many
attributes. For example, sources that publish stock quotes always deliver values
for price, volume, max and min values, and many other attributes.

B. Pernici (Ed.): CAiSE 2010, LNCS 6051, pp. 83–97, 2010.
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Existing solutions, focused on a single attribute only, turn out to be rather
restrictive, as different attributes, by their very nature, may exhibit drastically
different properties and evidence of dependence. This statement is validated by
the observation that state-of-the-art algorithms, when executed on real datasets
lead to different conclusions if applied on different attributes published by the
same web sources.

Source 1
volume min max

AAPL 699.9k 90 150
GOOG 1.1m 380 545
YHOO 125k 21 48

Source 2
volume min max

AAPL 699.9k 90 150
GOOG 1.1m 380 545
YHOO 125k 21 48

Source 3
volume min max

AAPL 699.9 90 150
GOOG 1100.0k 381 541

YHOO 125.0k 21 44

Source 4
volume min max

AAPL 699.9k 91 150
GOOG 1100.0k 381 541

YHOO 125.0k 21 44

True values
volume min max

AAPL 699.9k 90 150

GOOG 1100.0k 380 545

YHOO 125.0k 21 48

Fig. 1. Three sources reporting stock quotes values.

This behavior can be caused by two main reasons: lack of evidence (copiers
are missed) or misleading evidence (false copiers are detected). In Figure 1 we
make use of an example to illustrate the issues: four distinct sources report
financial data for the same three stocks. For each stock symbol are reported
three attributes: volume, min and max values of the stock. The fifth table shows
the true values for the considered scenario: such information is not provided in
general, in this example we consider it as given to facilitate the discussion.

Consider now the first attribute, the stock volume. It is easy to notice that
Source 1 and Source 2 are reporting the same false value for the volume of GOOG

(errors are in bold). Following the intuition from [6], according to which copiers
can be detected as the sources share false values, they should be considered as
copiers. Conversely, observe that Source 3 and Source 4 report only true values
for the volume and therefore there is not any significant evidence of dependence.
The scenario radically changes if we look at the other attributes. Source 3 and
Source 4 are reporting the same incorrect values for the max attribute, and
they also make a common error for the min attribute. Source 4 also reports
independently an incorrect value for the min value of AAPL. In this scenario
our approach concludes that Source 3 and Source 4 are certainly dependent,
while the dependency between Source 1 and Source 2 would be very low. Using
previous approaches and by looking only at the volume attribute, Source 1 and
Source 2 would been reported as copiers because they share the same formatting
rule for such data (i.e., false copiers detected), while Source 3 and Source 4 would
been considered independent sources (i.e., real copiers missed).

In this paper, we extend previous proposals to deal with sources providing com-
plex data, without introducing any remarkable computation efforts. We formally
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describe our algorithms and give a detailed comparison with previous proposals.
Finally, we show experimentally how the evidence accumulated from several at-
tributes can significantly improve the performance of the existing approaches.

Paper Outline. The paper is organized as follows: Section 2 illustrates related
work. Section 3 describes our probabilistic model to characterize the uncertainty
of data in a scenario without copier sources. Section 4 illustrates our model for
analyzing the copying relationships on several attributes. Section 5 presents the
result of the experimental activity. Section 6 concludes the paper.

2 Related Work

Many projects have been active in the study of imprecise databases and have
achieved a solid understanding of how to represent uncertain data (see [5] for
a survey on the topic). The development of effective data integration solu-
tions making use of probabilistic approaches has also been addressed by several
projects in the last years. In [8] the redundancy between sources is exploited to
gain knowledge, but with a different goal: given a set of text documents they
assess the quality of the extraction process. Other works propose probabilistic
techniques to integrate data from overlapping sources [9].

On the contrary, so far there has been little focus on how to populate such
databases with sound probabilistic data. Even if this problem is strongly
application-specific, there is a lack of solutions also in the popular fields of data
extraction and integration. Cafarella et al. have described a system to popu-
late a probabilistic database with data extracted from the Web [4], but they do
not consider the problems of combining different probability distributions and
evaluating the reliability of the sources.

TruthFinder [12] was the first project to address the issue of discovering true
values in the presence of multiple sources providing conflicting information. It is
based on an iterative algorithm that exploits the mutual dependency between
source accuracy and consensus among sources. Other approaches, such as [11]
and [10], presented fixpoint algorithms to estimate the true values of data reported
by a set of sources, together with the accuracy of the sources. These approaches
do not consider source dependencies and they all deal with simple data.

Some of the intuitions behind TruthFinder were formalized by Dong et al. [6]
in a probabilistic Bayesian framework, which also takes into account the effects
related to the presence of copiers among the sources. Our probabilistic model is
based on such Bayesian framework and extends it to the case with sources that
provide complex data. A further development by the same authors also considers
the variations of truth values over time [7]. This latter investigation applies for
time evolving data and can lead to identify outdated sources.

3 Probabilistic Models for Uncertain Web Data

In our setting, a source that provides the values of a set of properties for a
collection of objects is modeled as a witness that reports an observation. For
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example, on the Web there are several sources that report the values of price,
volume, dividend for the NASDAQ stock quotes. We say that these sources are
witnesses of all the cited properties for the NASDAQ stock quotes.

Different witnesses can report inconsistent observations; that is, they can pro-
vide inconsistent values for one or more properties of the same object. We aim at
computing: (i) the probability that the observed properties of an object assume
certain values, given a set of observations that refer to that object from a col-
lection of witnesses; (ii) the accuracy of a witness with respect to each observed
property, that is, the probability that a witness provides the correct values of
each observed property for a set of objects. With respect to the running exam-
ple, we aim at computing the probability distributions for volume, min and max
values of each observed stock quote, given the observations of the four witnesses
illustrated in Figure 1. Also, for each witness, we aim at computing its accuracies
in providing a correct value for volume, min and max property.

We illustrate two models of increasing complexity. In the first model we as-
sume that each witness provides its observations independently from all the
other witnesses (independent witnesses assumption). Then, in Section 4, based
on the framework developed in [6], we remove this assumption and consider also
the presence of witnesses that provide values by copying from other witnesses.
The first model is developed considering only one property at a time, as we
assume that a witness can exhibit different accuracies for different properties.
More properties at a time are taken into account in the second model, which
considers also the copying dependencies. As we discussed in the example of
Figure 1, considering more properties in this step can greatly affect the results
of the other steps, and our experimental results confirmed this intuition, as we
report in Section 5.

For each property, we use a discrete random variable X to model the possible
values it assumes for the observed object. P(X = x) denotes the prior probability
distribution of X on the x1, . . . , xn+1 possible values, of which one is correct,
denoted xt, and the other n are incorrect. Also, let ẋ denote the event X = x =
xt, i.e. the event “X assumes the value x, which is the correct value xt”. The
individual observation of a witness is denoted o; also, v(o) is used to indicate
the reported value. The accuracy of a witness w, denoted A, corresponds to the
conditional probability that the witness reports xt, given ẋ; that is: A = P (o|ẋ),
with v(o) = xt.

In the following we make several assumptions. First, we assume that the values
provided by a witness for an object are independent on the values provided for
the other objects (independent values assumption). Also, we assume that the
value provided by a witness for a property of an object is independent of the
values provided for the other properties of the same object, and that the accuracy
of a witness for a property is independent of the property values (independent
properties assumptions). Finally, for the sake of simplicity, we consider a uniform
distribution (then P(X = x) = 1

n+1 , ∀x), and we assume that the cardinality of
the set of values provided by the witnesses is a good estimation for n (uniform
distribution assumption).
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Given an object, the larger is the number of witnesses that agree for the
same value, the higher is the probability that the value is correct. However, the
agreement of the witnesses’ observations contributes in increasing the probability
that a value is correct in a measure that depends also on the accuracy of the
involved witnesses. The accuracy of a witness is evaluated by comparing its
observations with the observations of other witnesses for a set of objects. A
witness that frequently agrees with other witnesses is likely to be accurate.

Based on these ideas of mutual dependence between the analysis of the con-
sensus among witnesses and the analysis of the witnesses accuracy, we have
developed an algorithm [3] that computes the distribution probabilities for the
properties of every observed object and the accuracies of the witnesses. Our al-
gorithm takes as input the observations of some witnesses on multiple properties
of a set of objects, and is composed of two main steps:

1. Consensus Analysis: based on the agreement of the witnesses among their
observations on individual objects and on the current accuracy of witnesses,
compute the probability distribution for the properties of every object
(Section 3.1);

2. Accuracy Analysis: based on the current probability distributions of the ob-
served object properties, evaluate the accuracy of the witnesses (Section 3.2).

The iterations are repeated until the accuracies of the witnesses do not signifi-
cantly change anymore.

3.1 Probability Distribution of the Values

The following development refers to the computation of the probability distribu-
tion for the values of one property of an object, given the observations of several
witnesses, and the accuracies of the witnesses with respect to that property.
The same process can be applied for every object and property observed by the
witnesses.

Given a set of witnesses w1, . . . , wk, with accuracy A1, . . . , Ak that report a

set of observations o1, . . . , ok our goal is to calculate: P
(
ẋ
∣∣∣ k
∩

i=1
oi

)
; i.e. we aim

at computing the probability distribution of the values an object may assume,
given the values reported by k witnesses.

First, we can express the desired probability using the Bayes’ Theorem:

P
(
ẋ
∣∣∣ k
∩

i=1
oi

)
=

P
(
ẋ
)
P

(
k
∩

i=1
oi

∣∣∣ẋ)
P

( k
∩

i=1
oi

) (1)

The events ẋj , with j = 1 . . .n + 1, form a partition of the event space. Thus,
according to the Law of Total Probability:

P
(

k
∩

i=1
oi

)
=

n+1∑
j=1

P
(
ẋj

)
P

(
k
∩

i=1
oi

∣∣∣ẋj

)
(2)
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Assuming that the observations of all the witnesses are independent,1 for each
event ẋ we can write:

P
( k
∩

i=1
oi

∣∣∣ẋ)
=

k∏
i=1

P
(
oi

∣∣∣ẋ)
(3)

Therefore:

P
(
ẋ
∣∣∣ k
∩

i=1
oi

)
=

P
(
ẋ
) k∏

i=1
P

(
oi

∣∣∣ẋ)
n+1∑
j=1

P
(
ẋj

) k∏
i=1

P
(
oi

∣∣∣ẋj

) (4)

P (ẋ) is the prior probability that X assumes the value x, then P (ẋ) = P(ẋ) =
1

n+1 ; P (oi|ẋ) represents the probability distribution that the i-th witness reports
a value v(oi). Observe that if v(oi) = xt (i.e. the witness reports the correct
value) the term coincides with the accuracy Ai of the witness. Otherwise, i.e. if
v(oi) �= xt, P (oi|ẋ) corresponds to the probability that the witness reports an
incorrect value. In this case, we assume that v(oi) has been selected randomly
from the n incorrect values of X .

Since P (oi|ẋ) is a probability distribution:∑
v(oi) �=xt

P (oi|ẋ) = 1−Ai.

Assuming that every incorrect value is selected according to the uniform prior
probability distribution, we can conclude:

P (oi|ẋ) =

{
Ai , v(oi) = xt

1−Ai

n , v(oi) �= xt

. (5)

Combining (4) and (5), we obtain the final expression to compute P
(
ẋ
∣∣∣ k
∩

i=1
oi

)
.

3.2 Witnesses Accuracy

We now illustrate the evaluation of the accuracy of the witnesses with respect to
one property, given their observations for that property on a set of objects, and
the probability distributions associated with the values of each object computed
as discussed in the previous section.

Our approach is based on the intuition that the accuracy of a witness can be
evaluated by considering how its observations for a number of objects agree with
those of other witnesses. Indeed, assuming that a number of sources indepen-
dently report observations about the same property (e.g. trade value) of a shared
set of objects (e.g. the NASDAQ stock quotes), these observations unlikely agree
by chance. Therefore, the higher are the probabilities of the values reported by
a witness, the higher is the accuracy of the witness.
1 This assumption is a simplification of the domain that we will remove later by

extending our model to deal with witnesses that may copy.
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We previously defined the accuracy Ai of a witness wi as the probability
that wi reports the correct value. Now, given the set of m objects for which
the witness wi reports its observations oj

i , j = 1 . . .m, and the corresponding

probability distributions Pj(ẋ|
k
∩

q=1
oj

q), computed from the observations of k

witnesses with the equation (4), we estimate the accuracy of wi as the average
of the probabilities associated with the values reported by wi:

Ai =
1
m

m∑
j=1

Pj

(
X = v(oj

i ) |
k
∩

q=1
oj

q

)
(6)

where v(oj
i ) is the value of the observation reported by wi for the object j.

Our algorithm [3] initializes the accuracy of the witnesses to a constant value,
then it starts the iteration that computes the probability distribution for the
value of every object (by using equations (4) and (5)) and the accuracy of wit-
nesses (equation (6)).

4 Witnesses Dependencies over Many Properties

We now introduce an extension of the approach developed in [6] for the analysis
of dependence among witnesses that removes the independent witnesses assump-
tion. The kind of dependence that we study is due to the presence of copiers:
they create “artificial” consensus which might lead to misleading conclusions.

As we consider witnesses that provide several properties for each object, we
model the provided values by means of tuples. We assume that a copier either
copies a whole tuple from another witness or it does not copy any property at all
(no-record-linkage assumption). In other words, we assume that a copier is not
able to compose one of its tuple by taking values (of distinct properties) from
different sources. Otherwise, note that a record-linkage step would be needed to
perform its operation, and it would be more appropriate to consider it as an
integration task rather than a copying operation.

As in [6], we assume that the dependency between a pair of witnesses is
independent of the dependency between any other pair of witnesses; the copiers
may provide a copied tuple with a-priori probability 0 ≤ c ≤ 1, and they may
provide some tuples independently from other witnesses with a-priori probability
1− c (independent copying assumption).

Under these assumptions, the evidence of copying could greatly improve by
considering several properties, since it is much less likely that multiple values
provided by two witnesses for the same object coincide by chance.

4.1 Modeling Witnesses Dependence

In order to deal with the presence of copiers, in the following we exploit the ap-
proach presented in [6] to modify the equations obtained with the independency
assumption.
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Let Wo(x) be the set of witnesses providing the value x on an object and let Wo

be the set of witnesses providing any value on the same object, the equation (3)
can be rewritten as follows:

P
( k
∩

i=1
oi

∣∣∣ẋ)
=

∏
w∈Wo(x)

Aw

∏
w∈W0−Wo(x)

1−Aw

n
=

∏
w∈Wo(x)

n · Aw

1−Aw

∏
w∈Wo

1−Aw

n

(7)
Among all the possible values x1, . . . , xn+1, assuming as before a uniform a-priori
probability 1

n+1 for each value, the equation (2) can be rewritten as follows:

P
( k
∩

i=1
oi

)
=

n+1∑
j=1

P
( k
∩

i=1
oi

∣∣∣ẋj

)
P (ẋj)=

1
n + 1

n+1∑
j=1

∏
w∈Wo(xj)

n · Aw

1−Aw

∏
w∈Wo

1−Aw

n

The probability that a particular value is true given the observations (equa-
tion (4)), denoted P (x), can be rewritten as follows:

P (x) = P
(
ẋ
∣∣∣ k
∩

i=1
oi

)
=

P
( k
∩

i=1
oi

∣∣∣ẋ)
1

n+1

P (
k
∩

i=1
oi)

=

∏
w∈Wo(x)

n·Aw

1−Aw

n+1∑
j=1

∏
w∈Wo(xj)

n·Aw

1−Aw

The denominator is a normalization factor, it is independent of Wo(x) and it
will be denoted ω to simplify the notation.

For taking into account the witnesses’ dependency, it is convenient to rewrite
P (x) = eC(x)

ω where C(x) is the confidence of x, which is basically the probability
expressed according to a logarithmic scale:

C(x) = lnP (x) + lnω =
∑

w∈Wo(x)

ln
n · Aw

1−Aw

If we define the accuracy score of a witness w as:

A′
w = ln

n ·Aw

1−Aw

it arises that we can express the confidence of a value x as the sum of the accuracy
scores of the witnesses that provide that value for independent witnesses:

C(x) =
∑

w∈Wo(x)

A′
w

We can now drop the independent witnesses assumption; to take into account
the presence of copiers the confidence is computed as the weighted sum of the
accuracy scores:

C(x) =
∑

w∈Wo(x)

A′
wIw
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where the weight Iw is a number between 0 and 1 that we call the probability of
independent opinion of the witness w. It essentially represents which “portion” of
the opinion of w is expressed independently of the other witnesses. For a perfect
copier Iw equals to 0, whereas for a perfectly independent witness Iw equals to 1.

Iw can be expressed as the probability that a value provided by w is not
copied by any other witness:

Iw =
∏

w′ �=w

(1− cP (w→ w′))

where P (w → w′) is the probability that w is a copier of w′, and c is the a-priori
probability that a copier actually copies the value provided.

Next, we will discuss how to compute a reasonable value of P (w → w′) for a
pair of witnesses.

4.2 Dealing with Many Properties

In [6] it is illustrated a technique to compute the probability P (w1 → w2) that
w1 is copier of w2, and the probability P (w1⊥w2) that w1 is independent of w2
starting from the observations of the values provided by the two witnesses for
one given property.

Intuitively, the dependence between two witnesses w1 and w2 can be detected
by analyzing for which objects they provide the same values, and the overall
consensus on those values. Indeed, whenever two witnesses provide the same
value for an object and the provided value is false, this is an evidence that the
two witnesses are copying each other. Much less evidence arises when the two
have a common true value for that object: those values could be shared just
because both witnesses are accurate, as well as independent.

We consider three probabilities, P (w1⊥w2), P (w1 → w2), P (w2 → w1), cor-
responding to a partition of the space of events of the dependencies between two
witnesses w1 and w2: either they are dependent or they are independent; if they
are dependent, either w1 copies from w2 or w2 copies from w1. P

(
w1⊥w2

∣∣Φ)
=

P
“
Φ

˛̨
w1⊥w2

”
P

`
w1⊥w2

´

P
“
Φ

˛̨
w1⊥w2

”
P

`
w1⊥w2

´
+ P

“
Φ

˛̨
w1 → w2

”
P

`
w1 → w2

´
+ P

“
Φ

˛̨
w2 → w1

”
P

`
w2 → w1

´

Here Φ corresponds to
k
∩

i=1
oi, i.e. the observations of the values provided by the k

witnesses, and namely, oi corresponds to the observation of the tuples provided
by the witness wi on the object.

The a-priori knowledge of witnesses dependencies can be modeled by consider-
ing a parameter 0 < α < 1, and then setting the a-priori probability P

(
w1⊥w2

)
to α; P

(
w1 → w2

)
and P

(
w2 → w1

)
are both set to 1− α

2 .2

2 A similar discussion for P
(
w1 → w2

∣∣Φ)
, and P

(
w2 → w1

∣∣Φ)
is omitted for space

reasons.
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The probabilities P
(
Φ
∣∣w1⊥w2

)
, P

(
Φ
∣∣w1 → w2

)
, P

(
Φ
∣∣w2 → w1

)
can be

computed with the help of the independent values assumption: the values inde-
pendently provided by a witness on different objects are independent of each
other.

For the sake of simplicity, here we detail how to compute, given the assump-
tions above, and considering our generative model of witnesses, P

(
Φ
∣∣w1⊥w2

)
,

i.e. the probability that two independent witnesses w1 and w2 provide a cer-
tain observation Φ in the case of two properties denoted A and B for which
they respectively exhibit error rates3 of εA

1 , εB
1 , εA

2 , εB
2 . A similar develop-

ment would be possible in the case of witnesses providing more than two
properties.

Given the set of objects O for which both w1 and w2 provide values for
properties A and B, it is convenient to partition O in these subsets: Ott ∪Otf ∪
Oft∪Off ∪Od = O. For objects in Ott∪Otf ∪Oft∪Off , w1 and w2 provide the
same values of properties A and B, whereas for objects in Od the two witnesses
provide different values for at least one property. In the case of objects in Ott,
the witnesses agree on the true value for both properties; for objects in Otf they
agree on the true value of A and on the same false value of B; similarly for Oft

they agree on the same false value of A and on the true value of B; finally, in
the case of Off they agree on the same false values for both properties.

We first consider the case of both witnesses independently providing the same
values of A and B and these values are either both true or both false. According
to the independent properties assumption, wi provides the pair of true values
for A and B with probability (1 − εA

i )(1 − εB
i ), and a particular pair of false

values with probability εA
i

nA

εB
i

nB
, with nA (respectively nB) being the number of

possible false values for the property A (resp. B). Given that the witnesses are
independent, and there are nA · nB possible pairs of false values on which the
two witnesses may agree, we can write:

P (o ∈ Ott|w1⊥w2) = (1− εA
1 )(1 − εA

2 )(1− εB
1 )(1− εB

2 ) = Ptt

P (o ∈ Off |w1⊥w2) = εA
1 εA

2
nA

εB
1 εB

2
nB

= Pff

A witness wi independently provides a true value of A and a particular false
value for B with probability (1− εA

i ) εB
i

nB
(similarly for P (o ∈ Oft|w1⊥w2)):

P (o ∈ Otf |w1⊥w2) = (1− εA
1 )(1− εA

2 ) εB
1 εB

2
nB

= Ptf

P (o ∈ Oft|w1⊥w2) = (1− εB
1 )(1 − εB

2 ) εA
1 εA

2
nA

= Pft

All the remaining cases are in Od:

P (o ∈ Od|w1⊥w2) = 1− Ptt − Ptf − Pft − Pff = Pd

3 The error rate ε of a witness with respect to a property is the complement at 1 of
its accuracy A with respect to the same property: ε = 1 − A.
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The independent values assumption allows us to obtain P
(
Φ
∣∣w1⊥w2

)
by mul-

tiplying the probabilities and appropriately considering the cardinalities of the
corresponding subsets of O:

P
(
Φ
∣∣w1⊥w2

)
= P

|Ott|
tt · P |Otf |

tf · P |Oft|
ft · P |Off |

ff · P |Od|
d .

Now we detail how to compute P
(
Φ
∣∣w1 → w2

)
, but we omit P

(
Φ
∣∣w2 → w1

)
since it can be obtained similarly. Recall that, according to our model of copier
witnesses, a copier with a-priori probability 1− c provides a tuple independently.
In this case, we can reuse the probabilities Ptt, Pff , Ptf , Pft, Pd obtained above
for independent witnesses with weight 1−c. However, with a-priori probability c, a
copier witness w1 provides a tuple copied from the witness w2 and hence generated
according to the same probability distribution function of w2. For instance, w2
would generate a pair of true values with probability (1−εA

2 )(1−εB
2 ). Concluding:

P (o ∈ Ott|w1 → w2) = (1− εA
2 )(1 − εB

2 )c + Ptt(1− c)
P (o ∈ Off |w1 → w2) = εA

2 εB
2 c + Pff (1 − c)

P (o ∈ Otf |w1 → w2) = (1− εA
2 )εB

2 c + Ptf (1− c)
P (o ∈ Oft|w1 → w2) = (1− εB

2 )εA
2 c + Pft(1− c)

For the remaining cases, we have to consider that since the witnesses are provid-
ing different values for the same object, it cannot be the case that one is copying
the other.

P (o ∈ Od|w1 → w2) = (1− Ptt − Ptf − Pft − Pff )(1 − c)

Again, the independent values assumption allows us to obtain P
(
Φ
∣∣w1 → w2

)
by multiplying these probabilities raised to the cardinality of the corresponding
subset of O.

5 Experiments

We now describe the settings and the data we used for the experimental evalua-
tion of the proposed approach. We conducted two sets of experiments. The first
set of experiments was done with generated synthetic data, while the second set
was performed with real world data extracted from the Web.

For the following experiments we set α=0.2 and c=0.8.

5.1 Synthetic Scenarios

The goal of the experiments with synthetic data was to analyze how the algo-
rithms perform with sources of different quality.

We conducted two sets of experiments EXP1 and EXP2 to study the perfor-
mances of the approach with different configurations as summarized in Figure 2.
In the two sets there are three possible types of sources: authorities, which pro-
vide true values for every object and every attribute; independents, which make
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#authorities #independents #copiers A

EXP1 0 8 10 0.1 - 0.9
EXP2 1 7 10 0.1 - 0.9

Fig. 2. Configurations for the synthetic scenarios

mistakes according to the source accuracy A; copiers, which copy according to
a copying rate r from the independents, and make mistakes according to the
source accuracy A when they report values independently. The experiments aim
at studying the influence of the varying source accuracies and the presence of an
authority source (notice that the authority is not given: the goal of the experi-
ments is to detect it).

In all the experimentswe generated sourceswithN =100 objects, eachdescribed
by a tuple with 5 attributes with values for all the objects; the copiers copy from an
independent source with a frequency r=0.8. In all the scenarios each copier copies
from three independents, with the following probabilities: 0.3, 0.3, 0.4.

In order to evaluate the influence of complex data, for each of these configu-
rations we varied the number of attributes given as input to the algorithm with
three combinations: 1, 3, and 5 attributes. We remark that our implementation
coincides with the current state of the art when only one attribute is consid-
ered [6]. To highlight the effectiveness of our algorithm, we also compared our
solution with a naive approach, in which the probability distribution is computed
with a simple voting strategy, ignoring the accuracy of the sources.

To evaluate the performance of the algorithms we report the Precision (P),
i.e. the fraction of objects on which we select the true values, considering as
candidate true values the ones with the highest probability.

Results. The results of our experiments on the synthetic scenarios are illus-
trated in Figure 3. For each set of experiments we randomly generated the
datasets and applied the algorithms 100 times. We report a graphic with the
average Precision for the naive execution and for the three different executions of
our approach. We used in fact executions of MultiAtt(1) with only one attribute
given as input, executions of MultiAtt(3) with three attributes, and executions
of MultiAtt(5) with five.

From the two sets it is apparent that the executions with multiple attributes al-
ways outperform the naive execution and the one considering only one attribute. In
the first set EXP1, MultiAtt(3) and MultiAtt(5) present some benefits compared
to previous solutions, but are not able to obtain excellent precision in presence of
high error rates. This is not surprising: even if MultiAtt(3) and MultiAtt(5) are
able to identify perfectly what sources are copiers, there are 8 independent sources
reporting true values with a very low frequency and for most of the objects the evi-
dence needed to compute the true values is missing. The scenario radically changes
in EXP2, where an authority exists and MultiAtt(5) is able to return all the cor-
rect values even for the worst case, while MultiAtt(3) and MultiAtt(1) start signif-
icantly mixing dependencies at 0.8 and 0.5 error rates, respectively.
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Fig. 3. Synthetic experiments: MultiAtt(5) outperforms alterative configurations in all
scenarios

It is worth remarking that our algorithm does not introduce regressions with
respect to previous solutions. In fact, we have been able to run all the synthetic
examples in [6] obtaining the same results with all the configurations of MultiAtt.
This can be explained by observing that in those examples the number of copiers
is minor than the number of independent sources and MultiAtt(1) suffices for
computing correctly all the dependencies. In the following, we will show that
real data are significantly affected by the presence of copiers, but there are
cases where considering only one attribute does not suffice to find the correct
dependencies between sources.

5.2 Real-World Web Data

We used collections of data extracted from web sites about NASDAQ stock
quotes.4 All the extraction rules were checked manually, and the pages were
downloaded on November 19th 2009.5

The settings for the real-world experiments are reported in Figure 4, which
shows the list of attributes we studied. Among hundreds of available stock quotes
we have chosen the subset that maximizes the inconsistency between sources.

It is worth observing that in this domain an authority exists: it is the offi-
cial NASDAQ website (http://www.nasdaq.com). We ran our algorithm over the
available data and we evaluated the results considering the data published by
that source as the truth. The experiments were executed on a FreeBSD machine
with Intel Core Duo 2.16GHz CPU and 2GB memory.

To test the effectiveness of our approach we executed the algorithm consider-
ing one attribute at a time, considering all the 10 possible configurations of three
attributes, and, finally, considering five attributes at the same time. In Figure 5.a
are reported the average of the precisions obtained over the five attributes by
these configurations. The worst average precision (0.39) is obtained considering
only one attribute at a time: this is due to the lack of clear majorities in the

4 We relied on Flint, a system for the automatic extraction of web data [2].
5 Since financial data change during the trading sessions, we downloaded the pages

while the markets were closed.
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Attribute #sites %null #symbols #objects

last price 39 0.3 544 250
open price 34 16.09 568 250

52 week high 34 16.59 531 250
52 week low 34 16.59 487 250

volume 39 1.98 1259 250

Fig. 4. Settings for the real-world experiments

(a) (b)

Fig. 5. Real-world experiments results

setting and the consequent difficulty in the discovery of the dependencies. We
obtained interesting results considering the configurations of three attributes.
In fact, it turned out that some configurations perform significantly better than
others. This is not surprising, since the quality of the data exposed by an at-
tribute can be more or less useful in the computation of the dependencies: for
example, an attribute does not provide information to identify copiers if either
all the sources provide the correct values or all the sources provide different val-
ues. However, it is encouraging to notice that considering all the five attributes
we obtained a good precision (0.84). This shows that even if there exist at-
tributes that do not contribute positively (or provide misleading information),
their impact can be absorbed if they are considered together with the good ones.

Figure 5.b reports the average precision scores for the three configurations
compared with their execution times (the average in the cases with one and
three attributes). It can be observed that the execution times increase linearly
with the number of attributes involved in the computation, with a maximum of
16 minutes for the configuration with five attributes.

6 Conclusions and Future Work

We developed an extension of existing solutions for reconciling conflicting data
from inaccurate sources. Our extension takes into account complex data, i.e.
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tuples, instead of atomic values. Our work shows that the dependence analysis
is the point in which the state-of-the-art models can be extended to analyze
several properties at a time. Experiments showed that our extension can greatly
affect the overall results.

We are currently studying further developments of the model. First, we are
investigating an extension of the model beyond the uniform distribution assump-
tion. Second, we are studying more complex forms of dependencies such as those
implied by integration processes that include a record linkage step.
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Abstract. As service-based Internet systems get increasingly complex they be-
come harder to manage at design time as well as at runtime. Nowadays, many
systems are described in terms of precisely specified models, e.g., in the context
of model-driven development. By making the information in these models ac-
cessible at runtime, we provide better means for analyzing and monitoring the
service-based systems. We propose a model-aware repository and service envi-
ronment (MORSE) to support model access and evolution at both design time and
runtime. MORSE focuses on enabling us to monitor, interpret, and analyze the
monitored information. In an industrial case study, we demonstrate how compli-
ance monitoring can benefit from MORSE to monitor violations at runtime and
how MORSE can ease the root cause analysis of such violations. Performance and
scalability evaluations show the applicability of our approach for the intended use
cases and that models can be retrieved during execution at low cost.

1 Introduction

In the Internet of services, systems get increasingly complex. Often it is hard to manage,
analyze, and monitor such complex service-based systems at runtime. This is, (1) the
complexity of service-bases systems needs to be mastered and (2) requirements that are
imposed on such systems have to be monitored.

For various reasons, many systems (cf. [1,2]) and requirements (cf. [3,4]) today are
modeled with precisely specified and detailed models. One of these reasons is the in-
creasing use of model-driven development (MDD) [5] that helps to master the com-
plexity of systems during development. Management, analysis, and monitoring results
could be improved by making the information in the precisely specified models accessi-
ble at runtime. We propose a repository-based approach, in which the MDD models of a
service-based system and its system requirements can be used at runtime to interactively
interpret or analyze the monitored information.

As an illustrative case for system requirements, consider compliance to regulations:
A business information system needs to comply with regulations, such as Basel II [6]
or the Sarbanes-Oxley Act (SOX) [7]. Runtime monitoring of service-based business
processes can be used to detect violations of such regulations at execution time. If a

B. Pernici (Ed.): CAiSE 2010, LNCS 6051, pp. 98–112, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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violation is detected, a report can be generated and a root cause analysis started. In
order to trace back from process instances that have caused a violation to the model
elements that have driven the execution of those instances, information described in
models of the system needs to be queried.

In addition, service-based systems not only require read access to the models, but
also write access. In the compliance management case, for example, once a root cause
analysis indicates a problem in a model, the developer should be able to (1) open the
respective model for modification, (2) perform the modifications on-the-fly, and (3) add
the new model version to the running system so that newly created model instances can
immediately use the corrected, evolved version.

In this paper, we propose to address these issues using an architecture and soft-
ware environment called the Model-Aware Repository and Service Environment
(MORSE) [8]. MORSE supports the tasks of the MDD life cycle by managing MDD
artifacts, such as models, model instances, and transformation templates. Models are
first-class citizens in MORSE, and they can be queried, changed, and updated both at
design time and runtime. That is, the models in the repository can be used by the gen-
erated service-based system (e.g., the compliance monitoring infrastructure) via Web
services to query and change the models while the system runs. Thanks to its generic,
service-based interfaces, MORSE can be integrated in various monitoring and analysis
infrastructures. We have evaluated our prototype using exhaustive performance and
scalability tests to validate the applicability of the approach in practice.

This paper is structured as follows: In the next section we will give a motivat-
ing example and illustrate the monitoring architecture employed for our approach. In
Section 3 we present MORSE the Model-Aware Repository and Service Environment
and describe how Internet-based systems can be enhanced with traceability informa-
tion for monitoring and analyzing these systems. Next, in Section 4 we illustrate our
work with a case study. Performance and Scalability evaluations are then presented in
Section 5. Section 6 compares our approach to related work, and in Section 7 we con-
clude and refer to future work.

2 A Model-Aware Service Environment in Compliance Monitoring
and Analysis

First we outline a concrete example motivating the need for a model-aware repository
and service environment for monitoring and analysis purposes. We consider the prob-
lem of monitoring and analyzing business processes to identify compliance violations.
In particular, we focus on a monitoring infrastructure that observes a business IT system
while it is running business processes modeled, for instance, as BPEL [9] processes. Us-
ing a dedicated model for compliance concerns, the system knows about how to identify
violations. A simple example of a compliance rule is the four eyes principle, which re-
quires that a single operation in a business process must be performed by two different
actors. If the monitoring infrastructure observes a violation of a compliance concern, it
reports it to the user via a compliance dashboard.

Upon the detection of a violation, the user typically wants to understand which pro-
cess has caused the violation and why. Hence, the user should access the process model
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that has caused the violation. However, sometimes the process model is not the only
relevant information or not the root cause of the violation. Other models linked to the
process model might carry the answer to the violation; hence, they must be accessed,
too. Examples are the model specifying the compliance rule that has been violated or
the models of the processes that have invoked the process leading to the violation.

Finally, once the root cause has been identified, it is likely that the user will fix
the affected models. Then, the corrected models should from then on be used for new
instances of the business processes. Here, a transparent versioning support is crucial, as
it is typically not possible to automatically migrate running process instances from one
model to another. Old model versions must be supported as long as instances of them
are running, unless the execution of such instances is halted.

To enable using models at runtime as described in this scenario, we propose the
following runtime features:

Model-aware repository and service environment. The repository contains all mod-
els of the system. These can be queried and changed via service-based interfaces at
runtime (see also Figure 2).

Eventing infrastructure. In our approach, the code setting up the emission of events
is generated via MDD from process and compliance models. That is, the process
engine is instrumented to emit events, such as process started, process ended, or
process activity entered. Each of these events includes a unique identifier to the
model artifact, such as process model P or activity A in the process model P , that
is the source of the event.

Monitoring infrastructure. A monitoring infrastructure is required to continuously
observe and analyze emitted events to check compliance. Runtime requirements-
monitoring systems, such as proposed by Feather et al. [10] and Skene and Em-
merich [3], can be integrated with MORSE and used for the compliance checking.
If a violation occurs, the model responsible for the violation can easily be identified
using the identifier contained in the event(s) that caused the violation.

In the MORSE repository, the various models are linked via relationships. Hence, the
root cause of the violation can be determined by traversing these relationships. For in-
stance, a process model can be annotated in different models exogenously with compli-
ance concerns, and the monitoring infrastructure needs to resolve what concern has been
violated. To do so, another service-based request is sent to the repository for retrieving
the compliance concerns that annotate the source model. In a number of interactive
steps, the root cause of a violation can be detected.

Figure 1 shows the application of our approach for our illustrative case study in an
event-driven architecture [11] for compliance monitoring combining both online moni-
toring (on-the-fly analysis of events at runtime) and offline monitoring (analysis of audit
trails and event logs) in an service-oriented environment. Online monitoring and on-the-
fly event analysis is necessary to react as quickly as possible to violations. However, not
all violations of compliance in service-based Internet systems can be determined online
(consider, e.g., long-running processes). Such violations typically require offline anal-
ysis such as an investigation of the event history.

Figure 1 shows a representative example of a monitoring infrastructure combining
the two monitoring approaches with MORSE: The execution of services and business
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Fig. 1. MORSE Combined with an Online and Offline Monitoring Infrastructure

processes emits events, which provide information about the concrete execution of ser-
vices and process instances. Events are, therefore, emitted by the business process en-
gine and by the instrumented services and published via a central enterprise service bus
(ESB). The ESB provides publish/subscribe support for events consumed by the moni-
toring components. In the proposed architecture, the event log component is subscribed
to any event that is relevant for monitoring and further processing. Additional process
execution data (e.g., data that is not carried with events, such as engine-internal events)
are stored in a dedicated audit trail.

Starting from the event log and the audit trail, the analysis components such as the data
warehouse (that stores all execution data), the extract/transform/load (ETL) procedures
(that are responsible for extracting the data needed for the compliance analyses from the
event log and the audit trail, transform them into the data format of the data warehouse,
and load them into the warehouse), and the compliance governance Web user interface
(UI), which includes a compliance governance dashboard for human users.

Processes and compliance concern models are stored in the MORSE repository and
deployed onto the compliance monitoring infrastructure for execution, monitoring, and
analysis. Specifically, the process engine and instrumented services query the model-
aware repository for process models and eventing instructions. Eventing instructions are
automatically generated from the compliance concerns in the repository. The runtime
compliance monitoring component and the ETL procedures query the repository for
process models and compliance concern models for compliance evaluation. Finally, the
user of the compliance governance UI creates and modifies models and compliance
concerns on-the-fly, directly working on the MORSE repository.

3 Model-Aware Repository and Service Environment

The integration of MORSE into the compliance governance infrastructure with its on-
line and offline monitoring features poses a variety of requirements to its model man-
agement capabilities. As most stringent we specifically highlight the following:
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– It is necessary to store, deploy, maintain and evolve process and service models as
well as compliance annotations (expressed via dedicated DSLs) in a way that al-
lows one to keep consistent relationships among these artifacts, which are typically
subject to change over time. For instance, it is necessary to be able to associate a set
of compliance rules to a process model and to correctly maintain such association
even after the modification of the process model or the addition, modification or
deletion of individual compliance rules.

– For the online analysis of compliance violations, it is necessary to be able to drill
down from high-level process models down to individual activities or event anno-
tations, associated with the process model. It is therefore necessary that the repos-
itory is aware of the hierarchical composition of process definitions and that each
element in the model can be properly indexed. Given a violation of a compliance
rule in a process instance, it might, for example, be necessary to retrieve the pro-
cess definition and to drill down to the specific activity that caused the violation, in
order to understand how to mitigate future violations.

– Finally, given its use at runtime of the monitoring infrastructure, fast response times
and high query throughput are paramount. Individual compliance rules associated
with a given process model might, for instance, be queried at each instantiation of
the process, in order to set up the runtime compliance monitoring module (based
on complex event processing [11]).

MORSE supports the above compliance governance scenario (and similar cases) in that
it suitably addresses these requirements, going beyond simple file system based model
management. In particular, the main features of MORSE that simplify the development
of the monitoring infrastructure include:

– The MORSE repository stores and manages models, model elements, model in-
stances, and other MDD artifacts. It offers read and write access to all artifacts at
runtime and design time. Moreover, it stores relationships among the MDD arti-
facts, e.g., model-relationships such as instance, inheritance, and annotation rela-
tions (for details see also Figure 5 in [8]).

– Information retrieval (i.e., the querying of models) is supported for all MDD arti-
facts and relationships via service-based interfaces, which ease the integration of
MORSE into service-oriented environments (for details see also Table I in [8]). For
reflectively exploiting the relationships of MDD artifacts, the MORSE information
retrieval interface provides various methods, too. An example of such a reflective
relationship access is to retrieve all model instances for a model. By traversing the
relationships and exploiting properties, complex queries can be constructed in an
interactive, stepwise manner.

– The MORSE repository provides versioning capabilities not only to the artifacts,
but also to their relationships. This way, models can be manipulated at runtime of
the client system with minimal problems regarding maintenance and consistency.
New versions and old versions of the models can be maintained in parallel, so that
old model versions can be used until all their model instances are either deleted or
migrated to the new model version.
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Figure 2 shows the internal architecture of MORSE that can be used by various clients
via its Web service interfaces. The models are created by human modelers using model-
ing tools. Using admin clients, MDD projects in the MORSE repository can be created.
Import clients allow the modelers to add models, model elements, and model relation-
ships, or to provide them in a new version.

The model repository is the main component of MORSE and has been designed
with the goal to abstract from specific technologies. Thus, while concepts are taken
from, e.g., UML [12], and also version control systems such as Subversion [13],
MORSE is particularly agnostic to specific modeling frameworks or technologies. The
model repository itself has been realized with technologies such as Eclipse Modeling
Framework (EMF) [14], Teneo [15], EclipseLink [16], PostgreSQL [17], and Apache
CXF [18].

CSource source = Singletons.FACTORY.createCSource();

source.setDescription(”SOX Sec.409”);

CRisk risk = Singletons.FACTORY.createCRisk();

risk.setDescription(”Penalty”);

risk.setImpact(EnumWeight.HIGH);

risk.setProbability(EnumWeight.LOW);

CRequirement requirement = Singletons.FACTORY.createCRequirement();

requirement.setDescription(”Rapid publication of Form 8−K”);

CRequirementService requirementService = new CRequirementWSProxy(requirement);

requirementService.create();

requirementService.addSources(source);

requirementService.addRisks(risk);

Listing 1. Populating MORSE with Instances of Compliance Domain Concepts
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MORSE can also generate Web services for domain concepts that are expressed in
EMF models. This is, for every concept a service is generated with basic create, re-
trieve, update, delete and query operations. For the different relations between con-
cepts appropriate add and remove operations are generated in addition for associating
and deassociating role instances.

Besides these service implementations, MORSE provides developers with Java
libraries that are distributed using a Maven [19] repository. Listing 1 shows an ex-
ample from a script that populates MORSE with instances of compliance domain
concepts using the generated libraries. In the example a compliance source that relates
to SOX Section 409 as well as a compliance risk are associated with a compliance
requirement.

3.1 The MORSE Approach for Service-Based Internet Systems

Our approach applies MDD to generate services and process code, deployment artifacts,
and monitoring directives. Usually, in MDD there are no backward or traceability links

<process name=”ReportIntrusion”>

<extensions>

<extension mustUnderstand=”yes”

namespace=”http://xml.vitalab.tuwien.ac.at/ns/morse/traceability.xsd”

/>

</extensions>

<import importType=”http://www.w3.org/2001/XMLSchema”

namespace=”http://xml.vitalab.tuwien.ac.at/ns/morse/traceability.xsd”

location=”http://xml.vitalab.tuwien.ac.at/ns/morse/traceability.xsd”

/>

<morse:traceability

build=”56810150−5bd8−4e8e−9ec5−0b88a205946b”>

<row query=”/process[1]”

queryLanguage=”urn:oasis:names:tc:wsbpel:2.0:sublang:xpath1.0”>

<uuid>6338b114−3790−4566−a5c4−a35aa4efe41b</uuid>

<uuid>cd2865e2−73a7−4c8d−8235−974057a40228</uuid>

<uuid>4bcf3d70−9c23−4713−8602−3b64160c45e8</uuid>

<uuid>c568c290−e03e−46c8−9a9a−d7afde80cc3a</uuid>

</row>

<row query=”/process[1]/sequence[1]/receive[1]”>

<uuid>354b5161−dfab−44ef−9d52−3fb6a9d3411d</uuid>

</row>

<row query=”/process[1]/sequence[1]/invoke[3]”>

<uuid>7d32b4f4−4f63−4223−8860−db213f7e0fe1</uuid>

</row>

</morse:traceability>

<sequence>

<!−− ... //−−>

</sequence>

</process>

Listing 2. BPEL Process with an Extension for MORSE Traceability
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in the sense that the generated source code “knows” from which model it has been
created. For correlating model instances or code at runtime with source models or model
instances, respectively, traceability of model transformations is essential.

To achieve traceability, models (as the output of the generator) can hold a reference
to their source models. As MDD artifacts in MORSE repositories are identifiable by
Universally Unique Identifiers (UUIDs) [20], MORSE annotates the destination models
with the UUIDs of the models. The generator can automatically weave references to
these UUIDs into the generated source code or configuration instructions, so that the
corresponding models can be identified and accessed from the running system. Please
note, that UUIDs are transparently created and used in the MORSE repository (e.g.,
the create operation returns the assigned UUID). Particularly, a user or developer (cf.
Listing 1) does not necessarily have to specify UUIDs for interacting with MORSE.

The code in Listing 2 shows a generated BPEL process that contains traceability
information as a BPEL extension. The executing BPEL engine emits events for, e.g.,
the process activities that contain matching UUIDs. Finally, the events are processed by
the monitoring infrastructure.

4 Case Study: Compliance to Regulations

Let us consider an industrial case study in which MORSE has been applied: A US credit
card company that wants to comply with Section 409 (Real Time Issuer Disclosures) of
SOX [7]. Section 409 requires that a publicly traded company discloses information re-
garding material changes in the financial condition of the company in real-time (usually
meaning “within two to four business days”), see also Figure 3. Changes in the financial
condition of a company that demand for disclosure are, for example, bad debts, loss of
production capacity, changes in credit ratings for the company or large clients, mergers,
acquisitions, or major discoveries.

For the case of the credit card company, we consider the following reference sce-
nario regarding the change in the financial condition: security breaches are detected in
the company’s IT system, where personal information about customers might get stolen
or lost. The business process in the lower part of Figure 3 shows a possible practice
that the company may internally follow to react to a detected intrusion. After an initial
assessment of the severity of the intrusion, the company immediately starts the neces-
sary response action to mitigate risks and prevent similar future intrusions. After the
response, if personal information got lost or stolen, the disclosure procedure is started.
As detailed in the process, the actual disclosure is performed by filing a so-called Form
8-K report, a specific form used to notify investors and the U.S. Securities and Exchange
Commission (who is in charge of controlling the compliance with SOX).

Note that full compliance with Section 409, of course, requires that all business prac-
tices in the company are compliant; the case of stolen or lost personal information rep-
resents only one out of multiple business practices in the credit card company that are
subject to Section 409 of SOX.

The sole implementation of the compliant business process does not yet guarantee
compliance: failures during process execution may happen (e.g., due to human errors,
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Fig. 3. SOX Example

system failures, or the like), and the preparation and publication of the Form 8-K might
be delayed, erroneous, or even forgotten. Awareness of such problems is of utmost im-
portance to the company, in order to be able to react timely and, hence, to assure busi-
ness continuity. In this regard, the ability to perform root cause analyses to understand
the reason for specific compliance violations is needed.

We assume that the monitoring infrastructure in Figure 1 is used throughout the
architecture and that MDD is used to make sure, all models are placed in the MORSE

repository, and the UUIDs are used in all events emitted in the system. The MORSE

repository can be used to support creating reports and running root cause analyses by
making all MDD artifacts accessible at runtime. Once the cause of a violation has been
understood, the developers of the company should be able to redesign the MDD artifacts
(e.g., the business processes) to avoid similar violations in the future.

Figure 4 illustrates the interplay of MORSE, the monitoring infrastructure, and the
compliance governance Web UI when dealing with compliance violations. All mod-
els are placed in the MORSE repository. A model of a business process is annotated
by compliance models. They relate to a certain regulation or specify details for an im-
plementation. In our example, a ComplianceConcern annotates the process and a
PublishDeadline annotates the process activity Publish Form 8-K. These anno-
tation models will be retrieved and evaluated by the monitoring infrastructure for de-
tecting violations during runtime. From MORSE, the business process is automatically
deployed on a business process engine (1). The business process engine emits various
events such as when a process is initialized or when an activity is invoked or com-
pleted (2). These events contain the corresponding UUIDs and are intercepted by the
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monitoring infrastructure, which requests the compliance rules related to the intercepted
events from MORSE (3).

Validation then takes place in online or offline operation mode (4). In case of a vio-
lation (i.e., Form 8-K has not been published within two business days according to the
PublishDeadline), it is signaled in the dashboard. To present meaningful information
to the user of the dashboard, the models responsible for the violation are retrieved from
the MORSE repository and shown to the user (5). That is, the monitoring infrastructure
first requests the original MDD artifact by UUID and then explores its relationships.
Particularly, a compliance concern model instance that relates to the process or process
activity can be identified and displayed for adequate feedback towards the user (6).

The user can now analyze the violation by traversing the models and/or performing
additional queries. That is, the dashboard or the user consults the repository for resolv-
ing and identifying the root cause of the violation. In our example, the root cause lies
in the sequential structure of the control flow of the process. The user can now improve
the responsible model so that new processes may not violate the compliance concern
any longer (7). In our example, the business expert improves the process so that in-
dependent tasks are executed in parallel. As a result the execution becomes faster and
fewer violations occur. Using the MORSE versioning capabilities, the new model can
be added to the repository, and used in MDD generations henceforth.

5 Performance and Scalability Evaluation

For determining how many queries per second can be processed by the MORSE reposi-
tory, we have conducted runtime performance and scalability tests on our prototype as



108 T. Holmes et al.

0 5 10 15 20

5
10

15
20

25
30

ld(n(Models) [])

ld
(Q

ue
ry

 E
xe

cu
tio

n 
T

im
e 

[m
s]

)

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

R² = 0.991 
 y = 0.05 x² + 0.36 x + 3.38

●

●

●

●
● ●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

y = 0.05 x² + −0.64 x + 13.38

4xIntel Xeon 3.20GHz 
 Ubuntu 8.04 (2.6.24−23−server #1 SMP Wed Apr 1 22:14:30 UTC 2009 x86_64 GNU/Linux)
 PostgreSQL 8.3.7 
 OpenJDK 64−Bit Server VM (build 1.6.0_0−b11, mixed mode)

( 17 , 16.04 )

●

n(Queries) = n(Models)
1024 Queries

Fig. 5. MORSE Performance and Scalability

shown in Figure 5. We measured the execution time for queries (ordinate) of a repository
containing a given number of models (abscissa) and found polynomial execution time
(R2 > 0.99). For example, to interpret Figure 5, a MORSE repository with up to 217

(131 072) models can process at least 15 queries (≤ (216.04/1024/103)−1) within one
second. This means, performance and scalability is far better than what is needed in
scenarios similar to our case study that work with long-running process instances which
emit events only from time to time.

Thus, models can be retrieved during execution at a low cost, especially when as-
suming typical Web service invocation latency. Limitations of our prototype and hard-
ware arise with increased number of models, process instances, and events that trigger
lookups, e.g., huge MORSE repositories with more than ≈ 217 models cannot perform
106 lookups per day (arising, e.g., from 102 processes with 102 instances each that
generate 102 events per day each). Further scalability, however, can be achieved using
clusters and caches.

6 Related Work

In our approach we assume that a monitoring infrastructure is used throughout the archi-
tecture for observing and analyzing runtime events (cf. Section 2). While such monitor-
ing infrastructure can be integrated with MORSE and used for the compliance checking,
our work particularly focuses on relating to models, the monitored systems have been
generated from. Thus, our work makes such models accessible at runtime. Note, that not
only, e.g., process models but also compliance concern models are managed by MORSE.
This allows for the novel and direct linkage and correlation of model-driven system and
requirements models. In this section we refer and relate to work in the areas of runtime
requirements-monitoring and model management in form of model repositories.



Monitoring and Analyzing Service-Based Internet Systems 109

Feather et al. [10] discuss an architecture and a development process for monitoring
system requirements at runtime. It builds on work on goal-driven requirements engi-
neering [21] and runtime requirements monitoring [22].

Skene and Emmerich [3] apply MDD technologies for producing runtime require-
ments monitoring systems. This is, required behavior is modeled and code is generated
for, e.g., the eventing infrastructure. Finally, a meta-data repository collects system data
and runs consistency checks to discover violations. While in our work we also show-
case the generation of code for the eventing infrastructure (see Section 3), our approach
assumes an existent monitoring infrastructure. In case of a violation the MORSE ap-
proach not only allows us to relate to requirement models but also to the models of the
monitored system.

Chowdhary et al. [4] present a MDD framework and methodology for creating Busi-
ness Performance Management (BPM) solutions. This is, a guideline is described for
implementing complex BPM solutions using an MDD approach. Also, with inter alia
the specification of BPM requirements and goals the framework provides runtime sup-
port for (generating) the eventing infrastructure, data warehouse, and dashboard. The
presented approach allows for the monitoring and analysis of business processes in re-
spect of their performance. Thus, similarly to our approach, compliance concerns such
as quality of service concerns as found in service level agreements can be specified
and monitored by the framework. Besides the monitoring of business processes and
service-based systems in general, our approach particularly focuses on also relating to
conceptual models of the systems from the runtime, not only their requirements. As a
consequence, the system and end-users can directly relate to the MDD artifacts of a
system in case of a violation. This allows for the subsequent reflection, adaptation, and
evolution of the system. In contrast, the BPM solution supports compensation, i.e., the
execution of business actions according to a decision map.

Another model-based design for the runtime monitoring of quality of service aspects
is presented by Ahluwalia et al. [23]. Particularly, an interaction domain model and an
infrastructure for the monitoring of deadlines are illustrated. In this approach, system
functions are abstracted from interacting components. While a model-driven approach
is applied for code generation, the presented model of system services is only related to
these in a sense that it reflects them. This is, it is not a source model for the model-driven
development of the services. In contrast, MORSE manages and is aware of the real
models, systems are generated from. This allows for root cause analysis and evolution
of as demonstrated in the presented case study (see Figure 4).

Besides the monitoring of runtime requirements in form of compliance concern
models, the MORSE approach particularly focuses on the management of models of
service-based systems and their accessibility during runtime. For this reason, a model
repository with versioning capabilities is deployed (see Section 3). It abstracts from
modeling technologies and its UUID-based implementation allows for a straightfor-
ward identification of models and model elements. Other model repositories such as
ModelBus [24] and ModelCVS [25] primarily aim at model-based tool integration.
AMOR [26,27] and Odyssey-VCS 2 [28] particularly have a focus on the versioning
aspect of model management (see also [29]), e.g., for the conflict resolution in col-
laborative development (cf. [30]). These works mainly focus on the design time: e.g.,
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ModelBus addresses the heterogeneity and distribution of modeling tools and focuses
on integrating functionality such as model verification, transformation, or testing into a
service bus. MORSE, in contrast, focuses on runtime services and processes and their
integration, e.g., through monitoring, with the repository and builds on the simple iden-
tification for making models accessible at runtime.

7 Conclusion

Monitoring and analysis of models and model elements at runtime is a real and urgent
requirement in complex, Internet-based systems. Given the continuously growing adop-
tion of model-driven development practices and the rising complexity of service-based
systems, we have shown the usefulness of shifting the focus of model management
from design time to runtime. As a first step into this direction, in this article we have
presented MORSE, an implementation of a model-aware repository and service envi-
ronment concept that treats models as first-class citizens at runtime of a service-based
system. The MORSE approach significantly eases the management of complex service-
based systems by improving the analyzability, e.g., of monitoring data. This has been
demonstrated in an industrial case study for compliance management. The benefits of
our approach can be achieved with acceptable performance and scalability impacts.
While our approach facilitates monitoring, it can also be beneficial to other fields of
application that profit from accessing models at runtime, e.g., in adaptive systems.
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28. Murta, L., Corrêa, C., Prudêncio, J., Werner, C.: Towards Odyssey-VCS 2: Improvements
over a UML-based version control system. In: CVSM 2008: Proceedings of the 2008 in-
ternational workshop on Comparison and versioning of software models, pp. 25–30. ACM,
New York (2008)

29. Altmanninger, K., Seidl, M., Wimmer, M.: A survey on model versioning approaches.
IJWIS 5(3), 271–304 (2009)

30. Brosch, P., Seidl, M., Wieland, K., Wimmer, M., Langer, P.: We can work it out: Collaborative
conflict resolution in model versioning. In: ECSCW 2009: Proceedings of the 11th European
Conference on Computer Supported Cooperative Work, pp. 207–214. Springer, Heidelberg
(2009)



Modeling and Reasoning about Service-Oriented
Applications via Goals and Commitments

Amit K. Chopra, Fabiano Dalpiaz, Paolo Giorgini, and John Mylopoulos

Department of Information Engineering and Computer Science, University of Trento
{chopra,dalpiaz,paolo.giorgini,jm}@disi.unitn.it

Abstract. Service-oriented applications facilitate the exchange of business ser-
vices among participants. Existing modeling approaches either apply at a lower
of abstraction than required for such applications or fail to accommodate the au-
tonomous and heterogeneous nature of the participants. We present a business-
level conceptual model that addresses the above shortcomings. The model gives
primacy to the participants in a service-oriented application. A key feature of the
model is that it cleanly decouples the specification of an application’s architecture
from the specification of individual participants. We formalize the connection be-
tween the two—the reasoning that would help a participant decide if a specific
application is suitable for his needs. We implement the reasoning in datalog and
apply it to a case study involving car insurance.

Keywords: Business modeling, Commitments, Goals, Service engagements,
Service-oriented architecture.

1 Introduction

Service-oriented applications exemplify programming-in-the-large [8]: the architecture
of the application takes precedence over the specification of services. An individual
service may be designed using any methodology in any programming language as long
as it structurally fits in with the rest of the system. Component-based systems embody
this philosophy, but service-oriented applications are fundamentally different in that
they represent open systems [16,21]. A service-oriented application is characterized by
the autonomy and heterogeneity of the participants. Application participants engage
each other in a service enactment via interaction. Applications are dynamic implying
that participants may join or leave as they please. The identity of the participants need
not even be known when designing the application. In a sense, open systems take the
idea of programming-in-the-large to its logical extreme.

An example of a service-oriented application are auctions on eBay. Multiple au-
tonomous and heterogeneous participants are involved: eBay itself, buyers, sellers, pay-
ment processors, credit card companies, shippers, and so on. eBay (the organization)
specified the architecture of the application in terms of the roles (seller, bidder, shipper,
and so on) and the interaction among them without knowing the identity of the specific
participants that would adopt those roles.

For service-oriented applications, it is especially useful to treat the architecture as
being largely synonymous with the application itself. The auctions application on eBay

B. Pernici (Ed.): CAiSE 2010, LNCS 6051, pp. 113–128, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. A service-oriented application is specified in terms of roles. It is instantiated when partic-
ipants adopt those roles; it is enacted when participants interact according to the adopted roles.

exists whether some auction is going on or not. The application is instantiated when
participants adopt (play) roles in the application. The application is enacted when par-
ticipants interact according to the roles (see Figure 1). Moreover, the application is, in
general, specified independently from the specification of the individual participants.
Clearly, the notion of roles, participants, and interaction are key elements in the model-
ing of service-oriented applications.

The real value of service-oriented computing is realized for applications in which
participants engage each other in business transactions, for example, in an auction on
eBay. Each individual participant has his own business goals, and he would need to
interact flexibly with others so as to be able to fulfill his goals. Ideally, we would want
to model both applications and participants in terms of business-level abstractions. We
would also want to characterize and reason about properties critical to doing business,
such as goal fulfillment, compliance, interoperability, and so on, in similarly high-level
terms. This is key to alleviating the business-IT gap.

Existing conceptual modeling approaches either (i) lack the notion of roles, partic-
ipants, and interactions altogether, or (ii) are lacking in business-level abstractions—
they are typically rooted in control and data flow. Workflow-based modeling of appli-
cations, as is done using BPMN (the Business Process Modeling Notation), exemplifies
the former; choreography-based modeling, as is done using WS-CDL (the Web Ser-
vices Choreography Description Language), exemplifies the latter. Many approaches
fall somewhere in between (discussed extensively in Section 5).

We propose a conceptual model for service-oriented applications that addresses both
the above concerns. It gives primacy to the autonomy and heterogeneity of participants,
and works at the business-level. The key insight behind the model is this. A participant
will have business goals that he wants to achieve. However, given his autonomy, a par-
ticipant cannot force another to bring about any goal. In fact, a participant wouldn’t even
know the internal construction—in the forms of business rationale, rules, goals, strate-
gies, procedures, or however otherwise specified—of any other participant. In such sit-
uations, the best a participant can do is to deal in commitments (concerning the goals he
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wants to achieve) with other participants. For example, a bidder on eBay cannot force a
seller to deliver even if he has won the auction; the interaction between them proceeds
on the understanding that there is a commitment from the seller to deliver if the bidder
has won.

This paper synthesizes results from two influential lines of research: goal-oriented
requirements engineering [24] and agent communication [19]. Specifically, we spec-
ify participants in terms of their goal models, and application architecture in terms of
commitments. The conceptual model enables reasoning about properties at a business-
level. In this paper, we focus on axiomatizing the supports relation, which essentially
formalizes the notion of whether adopting a role in a particular application is compat-
ible with a participant’s goals. We implement a prototype reasoning tool that encodes
the supports relation in datalog. We evaluate the usefulness of our conceptual model by
modeling a car insurance scenario, and describe how we may encode and reason about
the model. We also report on experiments that show the scalability of the reasoning.

The rest of the paper is organized as follows. Section 2 describes our conceptual
model in detail and shows the relation between individual participants and the appli-
cation. Section 3 shows how we reason about compatibility between the commitments
a participant might be party to and his goals. Section 4 evaluates our approach. We
model elements of a car insurance application, and show some queries one may run.
The section also reports on the scalability results. Section 5 summarizes our contribu-
tion, discusses the relevant literature, and highlights future directions.

2 Conceptual Model

From here on, we refer to the participants in an application as agents. This term is
appropriate given their autonomous and heterogeneous nature. Figure 2 shows the pro-
posed conceptual model: the left box concerns a service-oriented application, the right
box is about an agent’s requirements.

Service
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HardGoal SoftGoal
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Fig. 2. Conceptual model for service-oriented applications and participating agents
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2.1 Specifying Agents via Goal Models

An agent is specified in terms of a goal model, as formalized in the Tropos methodology
[2]. Goal modeling captures important aspects of requirements—not just what they are,
but why they are there. An agent’s goal model represents his motivations, and abstracts
away from low-level details of control and data flow. We now briefly revisit the aspects
of goal modeling relevant to this paper.

As shown in Figure 2, an Agent has some goals. A Goal may be a HardGoal or a
SoftGoal. A softgoal has no clear-cut criteria for satisfaction (its satisfaction is subjec-
tively evaluated). A goal reflects a state of the world desired by the agent. A goal may
contribute to other goals: ++S(g, g′) means g contributes positively to the achievement
of g′; −−S(g, g′) means g contributes negatively to the achievement of g′. Both hard
and soft goals may be AND-decomposed or OR-decomposed into subgoals of the same
type. Additionally, an agent may be capable of a number of hard-goals; the notion of
capability abstracts the means-end relation in Tropos.

2.2 Specifying Applications via Service Engagements

Conceptually, the commitment C(Debtor, Creditor, antecedent, consequent) means that
the debtor is committed to the creditor for the consequent if the antecedent holds.
The antecedent and consequent are propositions that refer to the states of the world of
relevance to the application under consideration. A commitment is discharged when
its consequent is achieved; it is detached when the antecedent holds. An unconditional
commitment is one where the antecedent is � (true).

For example, in an auction application, one can imagine a commitment C(Bidder,
Seller, wonBid, paymentMade). Informally, it means that the bidder commits to the
seller that if the world state is such that he has won the bid, then he will bring about the
world state where the payment has been made.

We use commitments as the basis of architectural connections. As Figure 2 shows,
a Service Engagement involves two or more roles and specifies one or more commit-
ments among the involved roles. A Role role can be debtor (creditor) in one or more
commitments; each commitment has exactly one debtor (creditor). A commitment has
an antecedent and a consequent, each representing some state of the world. Table 1
introduces the message types by which agents update commitments [5]. In the table,
x, y, . . . are variables over agents, and p, q, . . . are variables over propositions.

Table 1. Messages and their effects; a commitment is understood as a contractual relation

Message Sender Receiver Effect Business Significance

Create(x, y, r, u) x y C(x, y, r, u) brings about a relation
Cancel(x, y, r, u) x y ¬C(x, y, r, u) dissolves relation
Release(x, y, r, u) y x ¬C(x, y, r, u) dissolves relation
Delegate(x, y, z, r, u) x z C(z, y, r, u) delegates relation to another debtor
Assign(x, y, z, r, u) y x C(x, z, r, u) assigns relation to another creditor
Declare(x, y, p) x y p informs about some aspect of state
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Conceptually, a service engagement is a business-level specification of interaction. It
describes the possible commitments that may arise between agents adopting the roles,
and via the standard messages of Table 1, how the commitments are updated. An en-
gagement should not be interpreted to mean that by simply adopting roles in this en-
gagement the agents will become committed as stated. The commitments themselves
would come about at runtime via exchange of messages. Moreover, whether an agent
sends a particular message is solely his own decision.

Commitments are made in a certain sociolegal context and represent a contractual
relationship between the debtor and the creditor. They yield a notion of compliance ex-
pressly suited for service-oriented applications. Agent compliance amounts to the agent
not violating any of his commitments towards others. A service engagement specified
in terms of commitments does not dictate specific operationalizations (runtime enact-
ments) in terms of when an agent should send or expect to receive particular messages;
as long as the agent discharges his commitments, he can act as he pleases [9].

Figure 3 shows the (partial) service engagement for an auction application. Figure 4
shows a possible enactment for the service engagement of Figure 3. The bidder first
creates cB. Then he places bids, possibly increasing his bids (indicated by the dotted
bidirectional Bidding arrow). The seller informs the bidder that he has won the bid,
which detaches cB and causes the unconditional commitment cUB = C(Bidder, Seller,
�, paymentMade) to hold. Finally, the bidder discharges his commitment by sending
the payment.

cB = C(Bidder, Seller, wonBid, paymentMade)
cS = C(Seller, Bidder, paymentMade, itemDelivered)
cA = C(Auctioneer, Bidder,�, itemCheckedForAuthenticity)

Fig. 3. A (partial) service engagement depicting an auction ap-
plication. The labels are for reference purposes only. Figure 4
shows an enactment of this engagement between a bidder agent
and a seller agent.

Fig. 4. An enactment

Where do service engagements come from? Domain experts specify these from
scratch or by reusing existing specifications that may be available in a repository. In
eBay’s case, presumably architects, experts on the various kinds of businesses (such
as payment processing, shipping, and so on) and processes (auctions) involved, and
some initial set of stakeholders got together to define the architecture. How applica-
tion requirements (as distinct from an individual participant’s requirements) relate to
the specification of service engagements is studied in [9].

2.3 Binding

As Figure 2 shows, an agent may choose to play, in other words, adopt one or more
roles in a service engagement. Such an agent is termed an engagement-bound agent.
Adopting a role is the key notion in instantiating an application, as shown in Figure 1.
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However, before a bound agent may start interacting, he may want to verify that he is
compatible with the engagement. The semantic relationship between a service engage-
ment and an agent’s goals is the following. To fulfill his goals, an agent would select
a role in some service engagement and check whether adopting that role is compatible
with the fulfillment of his goals. If it is compatible, then the agent would presumably
act according to the role to fulfill his goals; else, he would look for another service
engagement. For example, the bidder may have the requirement of a complete refund
from the seller if the seller delivers damaged goods. The bidder must check whether the
service engagement with the seller includes a commitment from the seller to that effect;
if not, he may try a different service engagement. We formalize compatibility via the
notion of supports in Section 3.

Notice in Figure 2 that both commitments and goals are expressed in terms of world
states. This provides the common ontological basis for reasoning between goal and
commitments.

3 Goal and Commitment Support

The conceptual model supports two kinds of compatibility reasoning. Given some role
in a service engagement and some goal that the agent wants to achieve, goal support ver-
ifies whether an agent can potentially achieve his goal by playing that role. Commitment
support checks if an agent playing a role is potentially able to honor the commitments
he may make as part of playing the role.

Note the usage of the words support and potentially. Goal (commitment) support
is a weaker notion than goal fulfillment; support gives no guarantee about fulfillment
at runtime. And yet, it is a more pragmatic notion for open systems, where it is not
possible to make such guarantees anyway. For instance, a commitment that an agent
depends upon to fulfill his goal may be violated.

Goal support. Agent x (at runtime, or his designer) may execute a query to check
whether playing a role ρ in the service engagement under consideration supports x’s
goal g. Intuitively, a goal g is supported if (i) no other goal g′ that x intends to achieve
negatively contributes to g; and (ii) either of the following holds:

1. x is capable of g, or
2. x can get from some other agent playing role ρ′ the commitment C(ρ′, ρ, g′, g) and

x supports g′ (akin to x requesting an offer from ρ′), or
3. x can make C(ρ, ρ′, g, g′) to some agent playing ρ′; in other words, x commits to

g′ if the other agent agent achieves g (akin to x making an offer to ρ′), or
4. g is and-decomposed (or-decomposed) and x supports all (at least one) subgoals,

or
5. some other supported goal that x intends to achieve positively contributes to g.

Notice the difference between clauses 2 and 3. In clause 2, x can get a commitment to
support a goal g only if x supports the antecedent; in other words, x cannot realistically
hope that some agent will play ρ′ and will benevolently bring about g. According to
clause 3, x can support g without supporting the consequent g′ of the commitment.
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Table 2. Datalog (DLV-complex) axiomatization of the supports relation

-gs(X) :- goal(X), not v(X). R1. Goals out of the scope cannot be supported.
do(X) v -do(X) :- cap(X). R2. Capabilities can be exploited or not.
gs(X) :- do(X). R3. Using a capability implies goal support.
gs(X) :- v(X), gs(Y), pps(Y,X).
-gs(X) :- v(X), gs(Y), mms(Y,X).

R4. ++S and - -S apply from and to visible
goals.

v(X) :- v(Y), anddec(Y,L), goal(X), #member(X,L).
v(X) :- v(Y), ordec(Y,L), goal(X), #member(X,L).

R5. A subgoal is visible if its parent is visible.

gs(X) :- ordec(X,L), #member(Y,L), gs(Y).
R6. An or-decomposed goal is supported if any
of its subgoals is supported.

gs(X) :- anddec(X,Y), suppAllS(X,Y).
wand(X,Y) :- anddec(X,Y).
wand(X,Y) :- wand(X,[A|Y]), goal(A).
suppAllS(A,X) :- wand(A,X), #length(X,N), N=0.
suppAllS(A,X) :- wand(A,X), #length(X,N),
N>0, #memberNth(X,1,E), gs(E), #tail(X,X1),
suppAllS(A,X1).

R7. An and-decomposed goal is supported if all
of its subgoals are supported. These rules split
the subgoals list into atomic goals.

comm(X,Y,C) :- cc(A,B,X,Y,C), plays(B).
comm([],X,C) :- cc(A,B,X,Y,C), plays(A).

R8. The agent can exploit only those commit-
ments where it plays debtor or creditor.

e(X) v -e(X) :- comm( , ,X).
-e(C) :- comm(L,Y,C), not suppAll(C,L).

R9. Commitments can be exploited only if the
precondition is supported.

gs(Y) :- comm(X,L,C), #member(Y,L), goal(Y), sup-
pAll(C,X), e(C).

R10. A goal is supported by a commitment if
it is in the consequent, the antecedent is sup-
ported, and the commitment is exploited.

suppAll(C,X) :- wcomm(X, ,C), #length(X,0).
suppAll(C,X) :- wcomm(X, ,C), #length(X,N),
N>0, #memberNth(X,1,E), gs(E), #tail(X,X1),
suppAll(C,X1).
wcomm(L1,L2,C) :- comm(L1,L2,C).
wcomm(L1,L2,C) :- wcomm([A|L1],L2,C), goal(A).

R11. A commitment’s antecedent is supported
if all the goals in the antecedent are supported.
These rules split the antecedent into atomic
components.

Support of the consequent by the debtor (here x) is a matter of checking for commitment
support, as explained below.

An important aspect in our reasoning is that of visibility (or scope). Visibility roughly
amounts to the goals that an agent intends to achieve. The content of a goal query defines
the reasoning scope, namely which are the goals that the agent intends to achieve. Given
a query for a goal g, the query scope consists of all the subgoals of the tree starting from
the top-level goal ancestor of g. Visibility is important in order to rule out contributions
from goals which are not intended.

Goal support is presented with respect to a single goal for the sake of exposition, but
this notion is easily generalized to propositions. For instance, one might query for the
support of a goal proposition g1 ∧ g2. In this case, the query scope is the union of the
scopes of g1 and g2. Similarly, the antecedent and consequent of a commitment can be
expressed using propositions.

Table 2 axiomatizes the above rules as a logic program in datalog1 (any sufficiently
expressive logic programming language would have sufficed for our present purposes).

1 www.mat.unical.it/dlv-complex
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A goal is expressed as an atomic proposition. Antecedent and consequent of commit-
ments are expressed as lists of atomic propositions (the list is interpreted as a conjunc-
tion). Given (i) an agent’s goal model; (ii) a service engagement; and (iii) the role played
by the agent in the engagement, the predicate gs(g0 ∧ . . . ∧ gn) is true if and only if
each of g0,. . . ,gn is supported.

A goal model is defined by the following predicates: goal(g) states that g is a goal;
anddec(g, [g1, . . . , gn]) ( ordec(g, [g1, . . . , gn])) denotes that g is and-decomposed
(or-decomposed) to g1, . . . , gn; pps(g1, g2) (mms(g1, g2)) represents a ++S (- -S) con-
tribution from g1 to g2; cap(g) says that the agent is capable of goal g. The predi-
cate cc(r1, r2, [g1, . . . , gl], [gm, . . . , gn]) indicates the commitment C(r1, r2, g1 ∧ . . .∧
gl, gm ∧ . . .∧ gn). The predicate plays(r) states that the considered agent plays role r.

The query scope (the visibility predicate v) is manually defined for what concerns
the top-level goals; then it is propagated top-down by rule R5. This may be automated
by macros.

Commitment support. It makes sense to check whether an agent will be able to support
the commitments it undertakes as part of a service engagement. In other words, let’s say
to support g, x makes C(x, y, g, g′) to an agent y. Now if y brings about g, x will be
unconditionally committed to bringing about g′. If x is not able to support g′, then x
will potentially be in violation of the commitment. Commitment support reduces to goal
support for the commitment consequent.

A reckless or malicious agent may only care that his goals are supported regardless
of whether his commitments are supported; a prudent agent on the other hand would
ensure that the commitments are also supported.

Reasoning for support as described above offers interesting possibilities. Some ex-
amples: (i) x can reason that C(x, y, g0, g1) is supported by C(z, x, g2, g1) if x supports
g2; (ii) x can support a conjunctive goal g0 ∧ g1 by getting commitments for g0 and g1
from two different agents, (iii) to support g in a redundant manner, x may get commit-
ments for g from two different agents; and so on.

4 Evaluation

First, we model a real-life scenario using our conceptual model, and show how we may
reason about it. Second, we demonstrate the scalability of the supports reasoning.

4.1 Case Study: Insurance Claim Processing

We show how the model and the reasoning techniques can be used to model a real
life setting concerning car insurance claim processing. We base our scenario on the
documentation that the Financial Services Commission of Ontario (FSCO) provides
online, specifically on the description of the claim process2. The process describes the
perspective of a driver involved in a car accident in Ontario; it also highlights what
happens behind the scenes. It describes a service engagement that is independent of
specific insurance companies, car repairers, and damage assessors. We assume the car
driver is not at fault and his policy has no deductible.

2 http://www.fsco.gov.on.ca/english/insurance/auto/after auto accident ENG.pdf
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Fig. 5. Role model for the insurance claim processing scenario. Commitments are rectangles that
connect (via directed arrows) debtors to creditors.

Table 3. Commitments in the car insurance service engagement

c1 insurer to repairer: if insurance has been validated and the repair has been reported, then the
insurer will have paid and approved the assessment

c2 insurer to assessor: if damages have been reported, the assessment will have been paid
c3 assessor to repairer: if damages have been reported and the insurance has been validated, a

damage assessment will have been performed
c4 supplier to repairer: if parts have been paid for, new parts will have been provided
c5 repairer to customer: if the insurance has been validated, then the car will have been repaired

Fig. 6. Visual representation of Tony’s insurance-engagement bound specification. Tony plays
repairer.



122 A.K. Chopra et al.

Table 4. Datalog representation of Figure 6

% AGENT-ROLE plays relation
plays(repairer).

% GOALS: each goal node is declared, only three shown below
goal(servicePerformed). goal(carRepaired). goal(receiptSent).

% CAPABILITIES
cap(receiptSent). cap(damagesReported). cap(partsPaid).
cap(oldPartsFixed). cap(repairPerformed). cap(repairReported).

% GOAL MODEL: DECOMPOSITIONS
anddec(servicePerformed,[carRepaired,receiptSent,serviceCharged]).
anddec(carRepaired,[assessmentPerformed,assessmentApproved,

partsEvaluated,repairPerformed]).
anddec(assessmentPerformed,[damagesReported,assessmentDone]).
ordec(partsEvaluated,[newPartsUsed,oldPartsFixed]).
anddec(newPartsUsed,[partsPaid,newPartsProvided]).
ordec(serviceCharged,[insuranceCovered,paymentDone]).
anddec(insuranceCovered,[insuranceValidated,repairReported,paymentDone]).

% GOAL MODEL: CONTRIBUTIONS
mms(newPartsProvided,lowCostService). pps(newPartsProvided,highQualityParts).
pps(oldPartsFixed,lowCostService). mms(oldPartsFixed,highQualityParts).

% COMMITMENTS IN THE SERVICE ENGAGEMENT
cc(insurer,repairer,[insuranceValidated,repairReported],

[assessmentApproved, paymentDone],c1).
cc(insurer,assesser,[damagesReported],[assessmentPaid],c2).
cc(assesser,repairer,[damagesReported,insuranceValidated],[assessmentDone],c3).
cc(supplier,repairer,[partsPaid],[newPartsProvided],c4).
cc(repairer,customer,[insuranceValidated],[carRepaired],c5).

Figure 5 describes the service engagement in the car insurance claim processing sce-
nario. The engagement is defined as a set of roles (circles) connected via commitments;
the commitments are labeled ci. Table 3 explains the commitments.

Figure 6 shows an agent model where agent Tony plays role repairer. The main goal
of Tony is to perform a repair service. This is and-decomposed to subgoals car repaired,
receipt sent, and service charged. The goal model contains two variation points: the
or-decompositions of goals parts evaluated and service charged. The former goal is or-
decomposed to subgoals new parts provided and old parts fixed. Note the softgoals low
cost service and high quality parts. Using new parts has a negative contribution to low
cost service and a positive one to high quality parts, whereas fixing old parts contributes
oppositely to those soft goals.

Table 4 show the insurance engagement-bound specification of Tony in datalog. Even
though both the service engagement and Tony’s requirements are in a single table, we
remark that they are independently defined artifacts. The binding of Tony to the repairer
role in the engagement in indicated by plays(repairer) at the beginning of the specifica-
tion. We now demonstrate the reasoning.

Table 5 shows some queries for support of particular goals and their solutions. The
solutions represent the output that our implementation provides; each solution is a pos-
sible strategy to support a goal. A strategy consists of a set of exploited capabilities and
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Table 5. Queries (and their solutions) against Tony’s insurance-engagement bound specification

Query 1: Can Tony support “service performed”?
v(servicePerformed).
gs(servicePerformed)?
Solutions:
1: {do(receiptSent), do(repairPerformed), do(damagesReported), do(oldPartsFixed), do(partsPaid),
do(repairReported), e(c1), e(c3), e(c4), e(c5)}
2: {do(receiptSent), do(repairPerformed), do(damagesReported), do(partsPaid), do(repairReported), e(c1),
e(c3), e(c4), e(c5)}
3: {do(receiptSent), do(repairPerformed), do(damagesReported), do(oldPartsFixed), do(partsPaid),
do(repairReported), e(c1), e(c3), e(c5)}
4: {do(receiptSent), do(repairPerformed), do(damagesReported), do(oldPartsFixed), do(repairReported),
e(c1), e(c3), e(c5)}
Query 2: Can Tony support “service performed” and “high quality”?
v(servicePerformed). v(highQualityParts).
gs(servicePerformed), gs(highQualityParts)?
Solutions:
1: {do(receiptSent), do(repairPerformed), do(damagesReported), do(partsPaid), do(repairReported), e(c1),
e(c3), e(c4), e(c5)}
Query 3: Can Tony support “service performed” with “high quality” and “low cost”?
v(servicePerformed). v(highQualityParts). v(lowCostService).
gs(servicePerformed), gs(lowCostService), gs(highQualityParts)?
Solutions: none

a set of commitments that the agent can get or make to other agents. Below, we describe
the posed queries and we provide some details to explain why the alternatives are valid
solutions to the query. The queries pertain to the insurance engagement-bound Tony.

Query 1. Can Tony support service performed?

This query has four solutions (see Table 5). Solution 1 includes both options to fix cars
(to support goal parts evaluated): new parts are bought and old parts are fixed. Tony
can make commitment c5 to a customer in order to support insurance validated; he
can get c4 from supplier since Tony supports the antecedent by using his capability for
parts paid. In order to get commitments c1 and c3, Tony has to chain commitments:
get or make other commitments in order to support the antecedent of another commit-
ment. Tony can get c3 from an assessor by using his capability for damages reported
and chaining c5 to support insurance validated. Tony can get c1 from insurer by using
his capability for repair reported and chaining c5 for insurance validated. Solution 1
contains redundant ways to achieve a goal, thus might be useful in order to ensure re-
liability. Solution 2 involves buying new parts only, and it has the same commitments
of solution 1. Solution 4 involves fixing old parts only. Solution 3 includes fixing old
parts and also paying new parts, but not c4. This option is legitimate, even though not a
smart one. Notice how solution 1 and solution 3 are not minimal: indeed, solution 2 is
a subset of solution 1, while solution 4 is a subset of solution 3.
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Query 2. Can Tony support service performed with high quality?

Verifying this query corresponds to checking goal support for the conjunction of the two
goals. This means that goal high quality is in the scope. The effect of this modification
is that three solutions for Query 1 are not valid for Query 2. The only valid solution is
the former Solution 2. The reason why the other three solutions are not valid is simple:
they include goal old parts fixed, which contributes negatively (- -S) to high quality.

Query 3. Can Tony support service performed with high quality and low cost?

The third query adds yet another goal in the scope, namely low cost. The effect is that
Tony cannot support the conjunction of the three queried goals. The reason for this is
that goal new parts provided has a negative contribution to low cost, therefore the only
valid solution for Query 2 is not valid for Query 3.

4.2 Scalability Experiments

We evaluated the applicability of our reasoning to medium- and large-sized scenarios by
performing some experiments on goal models and service engagements of growing size.
Our tests are not intended to assess the absolute performance of the reasoner, rather they
aim to check empirically if the query execution time grows linearly or exponentially
with the size of the problem.

We create our experiments using a scenario cloning technique: a basic building block
is cloned to obtain larger scenarios. The building block consists of a goal model with
9 goals (with one top-level goal, 3 and-decompositions and 1 or-decomposition) and
a service engagement with 2 commitments. Cloning this scenario produces a new sce-
nario with 2 top-level goals, 18 goals and 4 commitments; another cloning operation
outputs 3 top-level goals, 27 goals and 6 commitments, and so on. The posed query
consists of the conjunction of all the top-level goals in the cloned scenario.

Note that cloning linearly increases the number of goals and commitments, whereas
it exponentially increases the number of solutions. Cloning is a useful technique to
check scalability for our reasoning, given that the important thing is not the number of
goals and commitments but the number of solutions. The cloned scenario is character-
ized by high variability.

The experiments were run on a machine with an AMD Athlon(tm) 64 X2 Dual Core
Processor 4200+ CPU, 2GB DIMM DDR2 memory, Linux version 2.6.31-15-generic
kernel, DLV-Complex linux static build 20090727. We executed three runs for every
experiment; we consider the average time; time was measured using the linux time
utility and summing the user and sys values.

Table 6 present the results of the scalability experiments. The first three columns
show the number of goals, commitments and solutions, respectively. Notice how the
number of solutions grows exponentially: the biggest experiment has almost two mil-
lions solutions. The fourth column shows the total time needed to run the experiment;
the reasoning is applicable at design time to medium-large models, given that 2 millions
solutions are computed in 200 seconds on a desktop computer. The most significant
result, however, is in the last column. It shows the average time to derive one solution
in microseconds. Notice how the time per solution does not grow exponentially. The
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Table 6. Experiments evaluating the scalability of goal support reasoning

# goals # comms # solutions time (s) time
#sol

(µs)
9 2 5 0.009 1866

18 4 25 0.013 533
27 6 125 0.033 266
36 8 625 0.112 179
45 10 3125 0.333 107
54 12 15625 1.361 87
63 14 78125 7.017 90
72 16 390625 37.043 95
81 18 1953125 199.920 102

average time for smaller experiments is higher because initialization time has a strong
impact; time grows pseudo-linearly for bigger experiments.

5 Discussion

The principal contribution of this paper lies in formulating a conceptual model for
service-oriented applications that accommodates the autonomy and heterogeneity of
their participants, and applies naturally at a business level. We accomplish this by spec-
ifying the participants in terms of goals, and the engagements between them in terms
of commitments. Our conceptual model has the following salient features. (1) Applica-
tion architecture is specified in terms of commitments. (2) Commitment are conditional
and capture the reciprocal nature of business relationships. (3) Commitments decouple
agents: if an agent has a commitment from another, it may not care what goals the other
has. We also encoded the reasoning relationship between goals and commitments in
datalog, and applied it to a real car insurance scenario. The reasoning helps determine
if a chosen service engagement is suitable for a participant’s requirements.

Prominent goal-oriented methodologies such as Tropos [2] and KAOS [23] do not
distinguish between application architecture and the requirements of individual agents.
The reason is their basis in traditional information systems development where stake-
holders cooperate in building a fully specified system. Gordijn et al. [10] combine goal
modeling with profitability modeling for the various stakeholders; however, their ap-
proach shares the monolithic system-development point of view.

One may understand dependencies between actors in i* [24] as an architectural de-
scription of the application. However, dependencies do not capture business relation-
ships as commitments do. Guizzardi et al. [11] and Telang and Singh [22] highlight
the advantages of commitments over dependencies for capturing relationships between
roles. Both Telang and Singh [22] and Gordijn et al. [10] especially note that depen-
dencies do not capture the reciprocal nature of a business transaction. Bryl et al. [3]
use a planning-based approach to explore the space of possible alternatives for satisfy-
ing some goal; however, unlike us, they follow goal dependencies inside the dependee
actors, thus violating heterogeneity. Castro et al. [4] highlight the lack of modularity
in goal models. Since commitments decouple agents, they significantly alleviate the
modularity problem.
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Compatibility between a participant and a service engagement is a different kind
of correctness criterion compared to checking for progress or safety properties over
procedural specifications, as is done for example, in [7]. Mahfouz et al. [14] consider
the alignment between the goal model of an application, in terms of both dependencies
between the actors and their internal goals, and the choreography under consideration.
Their approach could be applied in the design of choreographies, that might be then
made available as architectural specifications.

Abstractions such as goals and intentions have been used to describe services [13,18];
however such approaches violate heterogeneity by making assumptions about other par-
ticipants’ internals. Specifications of service engagements are eminently more reusable
than the goal models of actors [9]. Liu et al. [12] formalize commitments in a weaker
sense—as a relation between an actor and a service, not between actors, as in done in our
approach.

Workflow-based approaches for business processes, for example, [15,17], capture in-
teraction from the viewpoint of a single participant. As such, they may be used to code
up individual agents—either as an alternative to goal models or as their operational-
ization. Benatallah et al. [1] formalize properties such the similarity and replaceability
for choreographies. Although such approaches are valuable, they are at a lower level of
abstraction than service engagements. Such properties have begun to be formalized for
service engagements [20]. Especially interesting is the formalization of interoperabil-
ity in terms of commitments in completely asynchronous settings [5]. The formalization
therein completely obviates the need for control flow constructs in service engagements,
for example, that an Accept or Reject should follow the Order.

One feature that distinguishes our model from some others in the literature, for exam-
ple [6], is the emphasis on roles and participants as opposed to on the service itself. In our
approach, a service is something that is realized when participants interact according to
the service engagement. Notice that there is no “service” entity in our conceptual model.

Our approach opens up interesting directions of work. An agent would ideally mon-
itor both his goals and commitments. Compliance with legal and contractual require-
ments may be formulated directly in terms of commitments, instead of in terms of
following a process. An agent would adapt in case some goal is threatened by adopt-
ing new strategies; however, in doing so it should ideally also consider his outstanding
commitments, else it risks being noncompliant.

Acknowledgments. Research partially supported by FP6-EU project SERENITY con-
tract 27587.
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Abstract. Offering service bundles to the market is a promising option for ser-
vice providers to strengthen their competitive advantages, cope with dynamic 
market conditions and deal with heterogeneous consumer demand. Although 
the expected positive effects of bundling strategies and pricing considerations 
for bundles are covered well by the available literature, limited guidance can be 
found regarding the identification of potential bundle candidates and the actual 
process of bundling. The contribution of this paper is the positioning of bun-
dling based on insights from both business and computer science and the propo-
sition of a structured bundling method, which guides organizations with the 
composition of bundles in practice.  

Keywords: Service, service-orientation, bundling. 

1   Introduction 

The creation of bundled offers of services and goods with distinguishing and superior 
characteristics compared to existing offers has long been recognized as an opportunity 
for companies to increase their competitive advantages over rival contenders in the 
market [1]. Generally, a bundle represents a package that contains at least two ele-
ments and presents a value-add to potential consumers.  

While a considerable amount of literature addressing the process of service design 
or new service development can be found today, less is known about approaches that 
facilitate the creation of superior service bundles. Despite the fact that companies 
across all industry sectors with increased market pressures are challenged by the issue 
of service bundling [2], Moreover, little guidance has been provided so far for the 
identification of potential bundle candidates and for the actual process of bundling. 
The single work that specifically targets service bundling is from Baida [3].The au-
thor used an ontology-based approach “to facilitate the automation of the service 
bundling task”. Using a given customer demand by expressing required resources, the 
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configuration method (“Serviguration”) creates service bundles that satisfy the  
demand and adhere to the predefined set of dependencies between services.  

In this paper, we provide insights into the foundation and the process of bundling. 
We propose a new service bundling method that supports organizations in identifying 
potential service bundles that they could offer to consumers.  

The remainder of this paper is structured as follows. Based on the problem descrip-
tion that has been provided in this section, we first define and clarify the term bun-
dling along with related terms from business and computer science to explicate the 
underlying understanding of the concept of bundling for this work. Subsequently, core 
aspects and foundations of a proposed approach are presented. The paper ends with a 
conclusion and directions for further research. 

2   Positioning Service Bundling 

In order to be able to elaborate further on what service bundling entails, we derive the 
meaning of the terms service and bundle mainly from marketing, while we refer to the 
field of computing for characterizing the terms aggregation and composition. Fig. 1 
provides an overview of how the concepts denoted by these terms relate. 
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Fig. 1. Conceptual Relationships (in Unified Modeling Language notation) 

Service: The term “service” is loaded with different meanings depending on the spe-
cific context and universe of discourse. There is no overall standardized definition of 
service [4]. Taking a marketing perspective, the most cited service characteristics are 
intangibility, inseparability (of production and consumption), heterogeneity (or non-
standardization), and perishability (or exclusion from inventory) [5]. However, these 
characteristics are more and more critiqued. Therefore, Edvardsson et al. [6] conclude 
that “we should not generalize the characteristics to all services, but use them for 
some services when they are relevant and in situations where they are useful and 
fruitful.” They conclude that at a general level, a service is better conceived as a ‘per-
spective’ on value creation. 

Aggregation: The generic term “aggregation” is defined as “a group, body or mass 
composed of many distinct parts or individuals” [7]. Hereby, the distinct elements 
may be loosely associated with each other or share certain attributes. However, the 
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elements within are distinctively identifiable, only sharing certain commonalities in 
their characteristics. Elements may be ordered along a process or integrated to a cer-
tain extend as long as the elements are still distinctively identifiable. The typical un-
derstanding in the computer science domain is that an aggregation will still exist, even 
if component services are removed from the aggregate [8]. That also relates to the 
business domain, where an aggregation comprises multiple services and provide ac-
cess to them in a single location [9].  

Composition: A service can either be an atomic service, which is not composed of 
other services, or it can be a composite service, which comprises other services. Thus, 
a composition can be regarded as a “condition consisting in the combination or union 
(material, practical, or ideal) of several things” [10]. Similar to the term “aggrega-
tion”, the term “composition” can be found in the domain of software engineering as 
well. However, in contrast to an aggregation, which still exists if one component 
element is removed from the aggregation, a composition ceases to exist in case a 
constituent component service is removed, based upon structural dependencies be-
tween these elements [8]. A composition refers to a tightly-coupled integration of sub-
services, thus adding value not present in the individual constituent services [9].  

Bundle: The generic definition of a bundle is “a collection of things bound or other-
wise fastened together” [11]. While the generic definition basically forms no con-
straints on the elements within the bundle, the marketing literature is more specific 
and generally agrees on the definition by Stremersch and Tellis [12], who define bun-
dling as “the sale of two or more separate products in one package”. The authors 
further define separate products as products for which separate markets exist. With 
this definition they try to draw a distinct line between compositions and bundles to 
preserve the strategic importance of bundling. Thus, bundling adds marketing aspects 
to aggregations. A bundle is not equivalent to an aggregation, as an aggregation does 
not possess additional properties (e.g. price) for the whole. Although a pure composi-
tion is also characterized by additional properties, it is not equivalent to a bundle, as a 
bundle consists of distinguishable components and a composition tightly integrates its 
components to form a single new service. 

3   Conceptual Framework for a Service Bundling Method 

The proposed method is targeted at the identification of possible service bundles by 
supporting the early stages of the bundle creation process. The method therefore fo-
cuses on limiting the solution space of possible bundles, using indicators that express 
some form of bundling motivation. It is important to point out that this method is not 
supposed to omit the evaluation of bundles by a domain expert. It has to be acknowl-
edged that the domain expert is still needed to evaluate the overall feasibility of bun-
dles, since this requires complex analysis, often utilizing tacit knowledge across a 
range of different disciplines (e.g. economy, marketing, legal). Rather, the aim of  
this method is to limit the scope of the necessary evaluation for the domain expert. 
This is in particular relevant with a large number of services and, therefore, many 
bundling options. The proposed approach leverages existing service descriptions and 
does not necessitate a time-consuming step of (manually) explicating relationships 
between services as it is the case with the method described by Baida [3]. Instead, 
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commonalities of attributes indicate such a relationship. As long as services are con-
sistently described and attributes relevant for this bundling approach are present, the 
proposed method can be employed. Moreover, Baida [3] relies on a given customer 
demand to drive the creation of service bundles. While useful for situations where 
customer demand is well known and understood, poor performance can be expected 
from this approach when demand is hard to capture or anticipate. Furthermore, the 
economically desirable situation where customer demand is induced by a new service 
offering is not supported at all. Our proposed method explicitly targets the latter case 
by focusing on the creation of new and innovative service bundles. Therefore, cus-
tomer demand is not utilized to reason about the suitability of potential bundles in this 
method. Instead, the driving source of this method is a repository of services that are 
available for bundling. Depending on the given context, this repository might consist 
of the services of a single provider, a provider network or even contain all available 
services in a service ecosystem.   

Herrmann et al. [13] found that functionally complementary components in a bun-
dle lead to high intentions to purchase compared to bundles in which no complemen-
tary components are present. The authors state that, “as the relationship among the 
components increased from ‘not at all related’ through ‘somewhat related’ to ‘very 
related’, intention to purchase also increased”. The proposed method builds upon 
these findings and the conjecture that other commonalities or relationships between 
services can also indicate potentially useful bundles. We define the term relationship 
as a connection, whose existence can be evaluated by a logic expression utilizing 
service description attributes. Every relationship refers to previously specified attrib-
utes (e.g. location of the hotel, destination of the flight) and evaluates them using a 
given logic (e.g. distance between destination airport and location of the hotel). This 
evaluation can be realized ranging from simple value comparisons of single attributes 
to complex algorithms using multiple attributes. The right side of Figure 1 illustrates 
the corresponding conceptual model using UML. 

We distinguish between two types of relationships, namely generic and domain-
specific relationships. A generic relationship is used independently of a concrete do-
main. These relationships evaluate connections of a general nature that can be found 
across a range of different domains. The evaluation of generic relationships does not 
require a domain-specific awareness. A specific relationship only applies to certain 
domains and can be tailored for concrete bundling scenarios. In this context the notion 
of domains refers to distinguishable spheres of knowledge that have their own distinct 
terminologies and semantics. Thus, generic relationships relate to concepts that are 
similar across existing domains.   

Based on given service descriptions and derived relationships, the vast amount of 
possible service bundles can be filtered in a structured manner to finally extract the 
most promising bundling candidates. Service bundling can be seen as a configuration 
task [3] assembling a bundle from a set of services that can only be connected to-
gether in certain ways. Ten Teije et al. [14] consider a configuration task as a search 
problem. The authors state that the configuration space can be restricted in multiple 
steps. Restricting the configuration space by the possible connections leads to the 
possible configuration space. Applying further constraints leads to the valid configu-
ration space. Based on this, user requirements are applied to form the suitable con-
figuration space. The approach of constraining a solution space by adding require-
ments in multiple steps (Fig. 2) adequately supports the act of service bundling.  



 Conceptualizing a Bottom-Up Approach to Service Bundling 133 

 

 
Fig. 2. Constraining the Solution Space 

The service repository containing all available services serves as a starting point to 
form the overall solution space. Possible bundles refers to all possible combinations 
of these services, regardless of validity or feasibility. Generic bundles are a subset of 
all possible bundles which have generic relationships. Since generic relationships do 
not have to be created or tailored for a specific scenario or domain, they can be easily 
applied. These bundles are called generic, as the indication to bundle is of general 
nature and oblivious of the domain. Bundles that do not fulfill the requirements of 
applied generic relationships (e.g. a bundle containing two services that are offered in 
different cities) are excluded from this set. Based on the set of generic bundles, spe-
cific relationships that are specific to the domain are evaluated, which leads to a set of 
specific bundles. These bundles are called specific, as domain-specific relationships 
are strong indicators for bundling (compared to generic relationships), since they take 
a specific environment into account. Once specific bundles are identified, further 
domain knowledge has to be applied to extract a set of feasible bundles. This includes 
the validation of the bundles with regard to internal and external requirements. Inter-
nal requirements might include the strategic alignment of the bundle, quality, service 
level and risk assessments and other aspects along these lines. External requirements, 
for example customer demand, market saturation and legislation, also have to be 
evaluated. The value of a bundle increases with each step-up into a smaller subset of 
the solution space. As this work focuses on the identification of bundling candidates, 
the creation of feasible bundles is out of the scope of this work. While generic and 
specific bundles can be identified using the presented notion of relationships, feasible 
bundles require a domain expert, as the final compilation of a bundle requires com-
plex analysis, which can only be supported to a certain extent by analyzing the rela-
tionships between services. 

4   Conclusion 

This paper defines service bundling and related concepts and proposes a novel ap-
proach for service bundling that identifies service bundle candidates. While the proc-
ess of new service development has been extensively researched and conceptualized, 
the process of finding suitable service bundling candidates is still ill-defined. The 
proposed method facilitates the creation of bundles by providing organizations with 
systematic and practical approach. The developed method builds on service bundling 
concepts from both the marketing and the technological literature, thereby addressing 
the increased need for multi-disciplinary approaches and business-IT alignment.  
Multiple directions for further research can be identified. First, research in the area  
of service descriptions has to be conducted to develop a universal language that is 
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applicable across industries and covers business as well as software services. Second, 
strategies and rationales of service bundling need to be analyzed further, to provide 
valuable insights for the internal and external validation of initially identified bundles. 
At this stage, the proposed relationships have to be seen as a working set, which will 
evolve as additional studies and evaluations are carried out. 
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Abstract. Task delegation presents one of the business process security
leitmotifs. It defines a mechanism that bridges the gap between both
workflow and access control systems. There are two important issues re-
lating to delegation, namely allowing task delegation to complete, and
having a secure delegation within a workflow. Delegation completion and
authorisation enforcement are specified under specific constraints. Con-
straints are defined from the delegation context implying the presence of
a fixed set of delegation events to control the delegation execution.
In this paper, we aim to reason about delegation events to specify dele-
gation policies dynamically. To that end, we present an event-based task
delegation model to monitor the delegation process. We then identify rel-
evant events for authorisation enforcement to specify delegation policies.
Moreover, we propose a technique that automates delegation policies us-
ing event calculus to control the delegation execution and increase the
compliance of all delegation changes in the global policy.

Keywords: Workflow, task, delegation, policy, event calculus.

1 Introduction

The pace at which business is conducted has increased dramatically over recent
years, forcing many companies to re-evaluate the efficiency of their business pro-
cesses. The restructuring of organisational policies and methods for conducting
business has been termed ”Business Process Re-engineering” [1]. These refined
business processes are automated in workflows that ensure the secure and effi-
cient flow of information between activities and users that constitute the business
process. Workflows aim to model and control the execution of business processes
cross organisations. Typically, organisations establish a set of security policies,
that regulate how the business process and resources should be managed [2].

In previous work, we argued that business processes execution are determined
by a mix of ad-hoc as well as process-based interactions. This highly dynamic
environment must be supported by mechanisms allowing flexibility, security and
on-the-fly shift of rights and responsibilities both on a (atomic) task level and on
a (global) process level [3]. To address those issues, we present a task delegation
approach as a mechanism supporting organisational flexibility in workflow man-
agement systems, and ensuring delegation of authority in access control systems

B. Pernici (Ed.): CAiSE 2010, LNCS 6051, pp. 135–149, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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[4]. However, most of the work done in the area of business process security does
not treat delegation in sufficient details. On one hand, Atluri et al. presented the
Workflow Authorisation Model (WAM) that concentrates on the enforcement of
authorisation flow in the domain of workflow security [5]. WAM remains static
in time and poor in terms of delegation constraints within a workflow. On the
other hand, existing work on access control systems do not consider dynamic
enforcement of authorisation policies [6].

Moreover, a secure task delegation model has to separate various aspects of
delegation within a workflow, where the interactions between workflow invariants
(e.g., users, tasks and data) are triggered by delegation events. These delegation
events will imply appropriate authorisation requests from access control systems.
At present, responses arising from access control requests are stateless such that
a response is given to an access request depending on predefined policies during
the planning phase. If, however, this response changes due to a policy adaptation
for delegation, no mechanism currently exists that allows the new response to be
generated in the authorisation policy dynamically. Currently, when delegating
a task, often the reasoning behind this is dependent on transient conditions
called events. When one of these conditions changes during execution, our access
policy decision may change. We do believe that delegation events define dynamic
constraints for authorisation policies that should not be neglected in advanced
security mechanisms supporting delegation.

The scope of the paper is to investigate the potential of delegation events to
ensure a secure task delegation within a workflow. Securing delegation involves
the definition of authorisation policies which are compliant with the workflow
policy. In order to tackle these problems we need to address two important
issues, namely allowing the delegation task to complete, and having a secure
delegation within a workflow. Allowing task delegation to complete requires a
task model that forms the basis of what can be analysed during the delegation
process within a workflow. Secure delegation implies the controlled propagation
of authority during task execution. Based on specific events, we define delegation
policies in an automatic manner. In order to control the delegation behaviour
and to specify its authorisation policies dynamically, we gather relevant events
that will define both the task execution path and the generated policies for the
delegation of authority. Using Event Calculus (EC), we will present a technique
to monitor the delegation execution. Afterwards, we will briefly discuss the event
calculus formalism to generate delegation policies, and finally, we explain how
generated policies will change dynamically in response to task delegation events.

The remainder of this paper is organised as follows. Section 2 presents a
workflow scenario to motivate our work. In section 3, we give an overview of our
approach to reason about events to specify authorisation policies for delegation.
In section 4, we present our task delegation model and explain how events will
control its execution. Section 5 focuses on security requirements for delegation
and its authorisation policy specifications using EC. In section 6, we motivate our
technique to support delegation automation. Section 7 discusses related work.
Finally, we conclude and outline several topics of potential future work.
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2 Motivating Example: A Use Case Requiring Delegation
Policies Integration

To understand the motivation of our research, we present a real world processes
from an e-government case study requiring delegation. Mutual Legal Assistance
(MLA) defines a workflow scenario involving national authorities of two Euro-
pean countries. Here we describe the MLA process part in the Eurojust organi-
sation A. Users with roles Prosecutor and Assistant are assigned to execute the
MLA process and activities that are part of the process are represented as tasks
(see Figure 1).

In this scenario, the task ”Translate Documents” T3 is originally only accessi-
ble by the user member of role Prosecutor, a fact defined in the workflow policy.
We define a workflow policy as a level of defining access to task resources. We de-
note P an authorisation policy for the MLA process. This task is a long-running
task and is expected to take 5 working days to complete. The Prosecutor is un-
available to execute this task due to illness, and will delegate it to a subordinate
involved in the MLA process. Assistant is a subordinate to Prosecutor in the
organisational role hierarchy. During delegation, the policy P is updated so that
user with role Assistant is now allowed to complete task T3. To that end, he
issues an access control request to the policy P to grant the access, and executes
the task T3. As such, users with roles Prosecutor and Assistant are here the
delegator and the delegatee, respectively.

The authorisation policy P needs to reflect the new requirements for dele-
gation. In order to derive a delegation policy from the existing policy, we have
to specify additional authorisation rules to support delegation, where a rule
defines the policy decision effect (e.g., Permit, Deny). Considering a user-to-
user delegation, we motivated that such delegation is done in ad-hoc manner,
thereby supporting a negotiation protocol. We consider negotiation as a funda-
mental step for delegation. It involves all the principals (delegator and delegatee)
and negotiation specifications (e.g., time, evidence). Our intention is to envisage
a wide-ranging request that gives flexibility for the delegation request. Subse-
quently, such specifications have to be included in the delegation policy to define
specific conditions to validate the policy decision effect.

Returning to our example, the delegator Prosecutor sends a delegation re-
quest for all users members of role ”Assistant”. This defines a push delegation
mode, where a delegatee is chosen dynamically based on the negotiation step.
An acceptance of delegation inquires a new access control enforcement in the
existing policy, thereby adding a new authorisation rule for the delegatee under
defined conditions (i.e., time) and/or obligations (i.e., evidence) agreed between
the delegation principals. The Prosecutor may need to review all the transla-
tions done by his Assistant for validation. Validation is done based on evidence
defined during negotiation. Evidence can be related to the language of trans-
lated documents or the number of translated documents within 5 day. To that
end, an authorisation rule permitting the access (e.g, read, write, execute) to the
legal document in the MLA Information Service, is constrained by an obligation
allowing to investigate whether evidence were satisfactorily met. If however,
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Fig. 1. MLA delegation scenario

evidence are not satisfied, a revoke action may be triggered including a deny
result for the previous policy effect.

In traditional access control frameworks no mechanism exists that would sup-
port such delegation constraints. Delegation constraints are meant to automate
delegation policies from existing policy specifications. Accordingly, it is not pos-
sible to foresee a deny rule for revocation during the policy definition. Moreover,
a manual review of the current access control rights and task executions is costly,
labor intensive, and prone to errors. With an automated mechanism, when the
policy changes to reflect delegation, the delegation policy will be derived auto-
matically based on specific facts related to the delegation process. A delegation
process defines a task delegation life cycle within the existing process. It is en-
riched with additional constraints to be compliant with the organisational poli-
cies. Organisational policies establish a set of security policies, that regulate how
the business process and resources should be managed. Delegation constraints
will inquire the need to support specific interactions that would be automatically
captured, and specified in the delegation policies for appropriate actions. We do
believe that such interactions are intermediate states in the delegation process
driven by specified events to control the delegation behaviour within a workflow.
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3 The Proposed Framework

The scope of the paper is to investigate the potential of delegation events to
ensure a secure task delegation within a workflow. Securing delegation involves
the definition of authorisation policies which are compliant with the global pol-
icy of the workflow. Therefore, these delegation events will imply appropriate
authorisations on the delegatee side for further actions as well as contain spe-
cific constraints for those actions (e.g., mode, time, evidence). In order to tackle
these problems we need to address two important issues, namely allowing the
delegation task to complete, and having a secure delegation within a workflow.
To that end, we introduce a delegation model that forms the basis of what can
be analysed during the delegation process in terms of monitoring and security.

The monitoring of task delegation is an essential step to ensure delegation
completion. A delegated task goes through different states to be terminated.
States depends on generated events during the delegation life cycle. Events such
as revoke or cancel are an integral part of the delegation behaviour. Revoking
a task may be necessary when a task is outdated or an access right is abused.
Moreover, additional events such as validate may be required when a delegation
request is issued under a certain obligation where the delegatee has to perform
specific evidence to validate the task execution. For instance, the delegation of
T3 can generate evidence related to the number of translated documents within
a period of 5 day. Subsequently, evidence validation will be an important step
in the delegation process. Dealing with that, we came up with an event-based
task delegation model (TDM) that can fulfill all these requirements. Our model
aspires to offer a full defined model supporting all kind of task delegation for
human oriented-interactions [3].

Additionally, we consider task delegation as an advanced security mechanism
supporting policy decision. We define an approach to support dynamic delega-
tion of authority within an access control framework. The novelty consists of
reasoning on authorisation based on task delegation events, and specifying them
in terms of delegation policies. When one of these events changes, our access pol-
icy decision may change implying dynamic delegation of authority. Existing work
on access control systems remain stateless and do not consider this perspective.
We propose a task delegation framework to support automated enforcement of
delegation policies. Delegation policies are defined from existing policy and are
specified from triggered events. For instance, T3 evidence are not satisfied and
the validation will trigger the event revoke for the delegatee. T3 is not anymore
authorised to be executed by the delegatee. In this case, another rule has to be
integrated in policy with an effect of deny for the authorisation.

In order to control the delegation behaviour and to specify its authorisation
policies in an automated manner, we gather specific events that will define both
the task execution path and the generated policies for the delegation of author-
ity. Using Event Calculus, we will present a technique to monitor the delegation
execution. Afterwards, we will briefly discuss the event calculus formalism to gen-
erate delegation policies, and finally, we explain how generated policies change
dynamically in response to task delegation events.



140 K. Gaaloul et al.

4 Task Delegation Model (TDM)

In this section, we present our task delegation model to monitor the delegation
execution. Our model is based on events that covers different aspects of dele-
gation. It defines how delegation request is issued and then executed depending
on delegation constraints. The idea is to offer a technique to monitor delegation
execution based on the triggered events. Using Event Calculus, we can foresee
the delegation behaviour within its process.

4.1 Introduction to TDM

First, we present a detailed model of task execution that illustrates the delegation
process. The task life cycle is based on additional events. The figure below depicts
a state diagram of our TDM from the time that a task is created through its final
completion, cancellation or failure. It can be seen that there are series of potential
states that comprise this process. A task, once created, is generally assigned to
a user. The assigned user can choose to start it immediately or to delegate it.
Delegation depends on the assignment transition, where the assigned user has
the authority to delegate the task to a delegatee in order to act on his behalf.

Our model is based on events that covers different aspects of delegation. It
defines how a delegation request is issued. Pull mode assumes that a delegator
has at his disposal a pool of delegatees to be selected to work on his behalf. Push
mode assumes that a delegator is waiting for an acceptance from a potential
delegatee [4]. Moreover, delegation of privileges can be classified into grant or
transfer [7]. A grant delegation model allows a delegated access right (privileges)
to be available for both delegator and delegatee. As such, the delegator is still
having the control to validate or revoke the task, and the delegatee to execute
it. However, in transfer delegation models, the ability to use a delegated access
right is transferred to the delegatee; in particular, the delegated access right is
no longer available to the delegator. There is no validation required and the task
is terminated (complete/fail) by the delegatee.

Each edge within the diagram is prefixed with either an S or U indicating
that the transition is initiated by the workflow system or the human resource
respectively, with (u1,u2) ∈ U where U is a set of users, u1 the delegator and u2
the delegatee. In the following, we define a task delegation relation as follows:

Definition 1. We define a task delegation relation RD = (t,u1,u2,DC), where t
is the delegated task and t ∈ T a set of tasks that composes a workflow, and
DC the delegation constraints.

For instance, delegation constraints can be related to time or evidence specifica-
tions. Moreover, a role hierarchy (RH) defines the delegation relation condition
in a user-to-user delegation. Returning to the example, the delegation relation
(T3,Prosecutor,Assistant,(RH,5 days)) ∈ RD.
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4.2 Modelling Task Delegation in Event Calculus

Background and motivations: The proposed approach for the representation
of task delegation process relies on the Event Calculus (EC) [8]. The choice of EC
is motivated by several reasons for delegation. Actually, given the representation
of the task delegation model, policies and the corresponding events that trigger
policy changes specified in the EC, an event calculus reasoner can be used to
reason about them.

Event Calculus is a logic programming formalism for representing events and
is being widely used for modeling different aspects such as flexible process design,
monitoring and verification [9]. It comprises the following elements:A is the set of
events (or actions),F is the set of fluents (fluents are reified1), T is the set of time
points, and X is a set of objects related to the particular context. In EC, events
are the core concept that triggers changes to the world. A fluent is anything
whose value is subject to change over time. EC uses predicates to specify actions
and their effects. Basic event calculus predicates used for modelling the proposed
framework are:

– Initiates(e, f, t) - fluent f holds after timepoint t if event e happens at t.
– Terminates(e, f, t) - fluent f does not hold after timepoint t if event e hap-

pens at t.
– Happens(e, t) is true iff event e happens at timepoint t.
– HoldsAt(f, t) is true iff fluent f holds at timepoint t.
– Initially(f) - fluent f holds from time 0.
– Clipped(t1, f, t2) - fluent f was terminated during time interval [t1, t2].
– Declipped(t1, f, t2) - fluent f was initiated during time interval [t1, t2].

The reasoning modes provided by event calculus can be broadly categorised into
abductive, deductive and inductive tasks. In reference to our proposal, given a
TDM and authorisation policies one may be interested to find a plan for task del-
egation, that allows to identify what possible actions (policy changes) will result
from the task delegation and may opt to choose the optimal plan in terms of min-
imal policy changes, this leads to the ”abduction reasoning”. Then, one may also
be interested to find out the possible effects (including policy changes) for a given
set of actions (a set of events that will allow task delegation), this leads to the
choice of ”deduction reasoning” and using the event calculus is thus twofold.

The event calculus models discussed in this paper are presented using the
discrete event calculus language [10] and we will only present the simplified
models that represent the core aspects. In the models, all the variables (such as
task, time) are universally quantified and in case of existential quantification, it
is represent with variable name within curly brackets, {variablename}.

Event calculus based model: The basic entities in the proposed model are
tasks. In terms of discrete event calculus terminology they can be considered
1 Fluents are first-class objects which can be quantified over and can appear as the

arguments to predicates.
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Fig. 2. Task delegation model

as sorts, of which instances can be created. Then, each task can be in different
states during the delegation execution. In reference to the task delegation model
presented earlier (see Figure 2), the possible task states include Initial, Assigned,
Delegated, Completed and others. As task states change over time, they can
thus be regarded as fluents in event calculus terminology. Further, the state
change is governed by a set of actions/events and in relation to task delegation
model, the task state changes from Initial to Assigned as a result of assign
event occurring. Finally the task delegation model introduces a set of orderings,
such as the state of a task cannot be assigned, if it is not created earlier. In
reference to event calculus model, we will introduce a set of axioms to handle
these dependencies. The event calculus model below introduces the fluents, basic
events and dependency axioms:

The event calculus model presented above, first defines sort and fluents that
marks the different task states. Then we define an event Create(task), and an
Initiates axiom that specifies that the fluent Initial(task) continues to hold after
the event happens at some time. Similarly, we define the event/axiom for the

sort task
fluent Initial(task), Assigned(task), Delegated(task), Started(task)...

event Create(task)
[task, time] Initiates(Create(task), Initial(task) ,time).
event Assign(task)
[task, time] Initiates(Assign(task), Assigned(task) ,time).
[task, time1] Happens(Assign(task), time1) → {time2} HoldsAt(Initial(task), time2)
& time1 > time2

Fig. 3. Event calculus based task delegation model
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assignment event and fluent. We further introduce an axiom that specifies that
in order to assign some task at time1, that task must already be created and thus
in Initial state at time2, and time1 is greater than time2. In a similar fashion,
we can define events and associated Initial axioms for the complete TDM model,
space limitations restrict us to discuss them further.

For the basic event calculus model above, the solutions (plans) returned by the
reasoner may also include the trivial plans which does not enforce the delegation
and directly start or abort the task once assigned. In order to give the user
ability to choose the delegation mode once the task is assigned (see Figure 2),
we enrich the model to include the following axioms:

[task, time] !Happens(Abort(task), time).
[task, time] !Happens(Start(task), time).
[task, time] !Happens(PullDelegate(task), time).

Fig. 4. Delegation mode choice

The event calculus model above, specifies that the task does not either Start,
Abort or requires PullDelegation once assigned (and thus the only option for
the reasoner is to conclude that the model requires a PushDelegation mode).
We can similarly restrict the delegation permission (Grant/Transfer), once the
task is in the WaitingCompletion state.

5 Authorisation Policies for TDM

In this section, we analyse security requirements that need to be taken into ac-
count to define delegation policies based-events. Additional requirements such
as pull/push mode and grant/transfer type may be a source to a policy change
during delegation. Using Event Calculus, we present a technique capable of com-
puting and generating new policy rules automatically.

5.1 Building Policies for Delegation

We define delegation transitions as events ruling delegation behaviour. The inter-
nal behaviour is based on events defined in our TDM, and may be a source to a
policy change, thereby requiring the integration of additional authorisation rules.

Definition 2. We define a policy P = (target,rule,C), where target defines where
a policy is applicable, rule is a set of rules that defines the policy decision result,
and C the policy constraints set that validates the policy rule. A delegation
policy is a policy PD = (targetD,ruleD,CD), where targetD = RD, ruleD ⊆ rule
and CD ⊂ C and CD = DC

⋃
events.

A policy rule may include conditions and obligations which are used to identify
various conditions or cases under which a policy may become applicable. Based on



144 K. Gaaloul et al.

Table 1. Push delegation policy rules-based events

Delegation Events Push Delegation Adding Policy Rule
Grant Transfer

u1:delegate � � No add
u2:accept � � Add rules based on execution type
u1:cancel � � No add

u2:execute/Grant � (Permit,Push,Grant:Evidence)
u2:execute/Transfer � (Permit,Push,Transfer:NoEvidence)

u1:validate � No add
u1:revoke � (Deny,Push,Grant)
u2:fail � (Deny,Push,Transfer)

u2:complete � No add

the result of these rules different policies can become applicable. We define a rule as
a tuple (effect,condition,obligation), where effect returns the policy decision result
(permit, deny), condition defines the delegation mode (push, pull) and obligation
checks evidence. In the following, we analyse security requirements that need to
be taken into account in a push mode to define delegation policy rules based on
our TDM (see Figure 2). We present a table that gathers specific events for push
delegation and analyse them in terms of policy rules. Adding rules in the workflow
policy will ensure the delegation of authority, thereby adding the required effect
(permit, deny) to the delegation policy rules (see Table 1).

Returning to the example, we can observe a dynamic policy enforcement dur-
ing delegation. Initially, T3 is delegated to the Assistant u2 and the delegation
policy for T3: PD = (RD,Permit,(Push,5 days)) (see Table 1/u2:execute/Grant).
In the meanwhile, the Prosecutor u1 is back to work before delegation is done
and is not satisfied with the work progress and would revoke what was performed
by his assistant so far. The Prosecutor is once again able to claim the task and
will revoke the policy effect (permit) for the Assistant. The event revoke will
be updated in the policy, and a deny rule is then updated in the policy. Thus,
the delegation policy for T3 needs to generate a new rule and the delegation
policy is updated to: PD = (RD,Deny,(Push,Grant)) (see Table 1/u1:revoke).
Note that the generated rule depends on the RD relation to check access rights
conflicts. We determined access rights granting based on the current task status
and its resources requirements using a task-based access control model for del-
egation presented in previous work [3]. Our access control model ensures task
delegation assignments and resources access to delegatees corresponding to the
global policy constraints.

5.2 Modelling Delegation Policies in Event Calculus

In order to model the delegation policy rules-based events, we introduce new
sorts called effect, condition, obligation to the event calculus model for the table
defined above and specify instances of each sort to be the possible effects, con-
ditions and obligations. Possible effects include Deny and Permit results, and
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sort task, effect, condition, obligation
effect Permit, Deny condition Push, Pull obligation Grant, Transfer, ..

fluent RuleAdded(effect, condition, obligation)
event AddPolicyRule(effect, condition, obligation)
[effect, condition, obligation, time]
Initiates(AddPolicyRule(effect, condition,obligation),
RuleAdded(effect, condition, obligation) ,time).

;policy change
[task, time] Happens(PushDelegateAcceptExecuteGrant(task), time) →
Happens(AddPolicyRule(Permit, Push, Evidence), time)
[task, time] Happens(PushDelegateAcceptFailTransfer(task), time) →
Happens(AddPolicyRule(Deny, Push, Transer), time)

Fig. 5. Delegation policy

conditions define the Push and Pull mode. The possible instances for obliga-
tions include Grant, Transfer, Evidence and NoEvidence which are constraints
related to delegation type and mode. We further add an action AddRule(effect,
condition, obligation) and corresponding axiom and enrich the model to specify
the policy changes as a result of events (see Figure 5).

The policy change axioms presented above specify that once certain actions
happen, they cause policy change and thus we add a new rule to the global
policy. The name of actions/events depicts their invocation hierarchy, PushDel-
egateAcceptExecuteGrant is the execute event with a grant permission once the
PushDelegation request has been accepted by a delegatee and has to be validated
before completion (see Table 1).

6 Delegation Automation

In this section, we motivate our event-based approach supporting delegation au-
tomation. Automation is necessary for both the task completion and the policy
specification. Reasoning on delegation events using Event Calculus offers a solu-
tion to foresee the delegation execution and increase the control and compliance
of all delegation changes.

6.1 Benefits

Through this paper, we motivated the event-based approach for monitoring and
securing task delegation. We observed that based on specific assumptions we are
able to control any delegation request. We defined different valid orders of execu-
tions for delegation. The order of executions are computed automatically based
on events. Events can distinguish between the order of execution by checking
the delegation mode and type. For instance, an execution expects a validation
transition if and only if we are in a grant delegation.
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Additionally, we defined a technique to specify delegation policies automati-
cally. By reasoning on specific events, we are able to address the policy stateless
issue. We can compute delegation policies from triggered events during task ex-
ecution. Policy automation offers many benefits. Actually, it reduces efforts for
users and administrators. Administrator efforts can be related to processes def-
inition and policies specification. Moreover, it increases control and compliance
of all delegation changes. Subsequently, a delegation request is accomplished
under constraints which are compliant to the global policy. For instance, time
constraint has to be taken into account when granting a temporal access for
delegation (i.e.,T3 deadline in Figure 2).

6.2 Reasoning

In our study, we utilise the Discrete Event Calculus Reasoner (DECReasoner2)
for performing automated commonsense reasoning using the event calculus, a
comprehensive and highly usable logic-based formalism. It solves problems effi-
ciently by converting them into satisfiability (SAT) problems.

The event calculus based on the task delegation model and policy specifica-
tions can be used to reason about the delegation process. As we discussed earlier,
the reasoning task can either be abductive or deductive. For the abductive rea-
soning, a plan is sought for the specified goal. In reference to our proposal, the
goal is to have either the task in completed, cancelled or failed state, so we add
the goal [task] HoldsAt(Completed(task),15) | HoldsAt(Failed(task),15) | Hold-
sAt(Cancelled(task),15) to the event calculus model presented above and add an
instance of the delegated task T3. The invocation of the event calculus reasoner
will then give us a set of possible solutions (called plans) for achieving the goal.
Let us first consider the case, when the chosen delegation mode is PushDelega-
tion with the grant of permissions to the delegatee, the event calculus reasoner
returns the plan as follows.

The execution plan follows the delegation of T3 described in the use case. It
shows the action that need to be taken for delegation and most importantly, it
shows the possible policy changes as a result of delegation. Steps from 1 to 11
depicts the delegation process execution. Having a push mode as a condition, we
derive the relevant rules to add in the policy. For instance, step 8 and 9 show
when a delegatee request the task T3 for execution. Delegatee acceptance went
through the ”WaitingDelegation”, ”WaitingAcceptance” and ”WaitingComple-
tion” states (see Figure 2). Based on those events, we deduce that an authorisa-
tion rule is added at this stage under a certain obligation (evidence validation),
and finally a task validation complete the delegation execution (see steps 10 and
11 in Figure 6).

All the defined axioms using the DECReasoner language can be given to the
reasoner for finding a solution (if exists) to support policy changes, which au-
tomatically orients these axioms into delegation rules. Then, given as inputs
the specification of the conditions and obligations expressed when adding rules

2 For more details: http://decreasoner.sourceforge.net/
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1389 variables and 7290 clauses
relsat solver
1 model
—
model 1:
0 Happens(Create(T3), 0).
1 +Initial(T3).
2 Happens(Assign(T3), 2).
3 +Assigned(T3).
4 Happens(PushDelegate(T3), 4).
5 +WaitingDelegation(T3).
6 Happens(PushDelegateAccept(T3), 6).
7 +WaitingCompletion(T3).
8 Happens(PushDelegateAcceptExecuteGrant(T3), 8).
Happens(AddPolicyRule(Permit, Push, Evidence), 8).
9 +RuleAdded(Permit, Push, Evidence).
+WaitingValidation(T3).
10 Happens(PushDelegateAcceptExecuteGrantValidate(T3), 10).
11 +Completed(T3).
—
;DECReasoner execution details
0 predicates, 0 functions, 12 fluents, 20 events, 90 axioms
encoding 3.1s - solution 0.7s - total 5.8s

Fig. 6. Delegation plan

(using EC), the generated plan by the reasoner shows that either the authorisa-
tion rules result in a permit or a deny decision3.

In concrete policy changes, there are two possible scenarios. The first scenario
is the integration of a new authorisation policy because the conjectures (condi-
tions or obligations) are valid. The second one concerns cases corresponding to
an overriding of this rule to a deny result. Note that, we can leverage the trace
of DECReasoner to give all necessary information (events, fluents and time-
points) to help designer (policy administrator) to detect policies problems in the
deployed process. Finally, the event calculus model can further be enriched to
ensure minimal policy changes in the execution plans using auditing techniques.
Space limitations restrict us to discuss them further.

7 Related Work

The Workflow Authorisation Model (WAM) presents a conceptual, logical and
execution model that concentrates on the enforcement of authorisation flows in
task dependency and transaction processing [5]. In addition, Atluri et al. dis-
cussed the specification of temporal constraints in a static approach, which is

3 For space reasons, verification results and encoding details can be found at
http://webloria.loria.fr/∼kgaaloul/caise2010/DelegReasoner.rar
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not sufficient to support workflow security in general and task delegation in
particular. This is due to workflows needing a more dynamic approach to syn-
chronise the flow of authorisations during the workflow execution. The Workflow
Authorisation Model does not discuss the order of operation flow such as our
task delegation process. In a workflow, we need to investigate the delegation con-
trol in different aspects such as tasks, events and data by leveraging delegation
constraints to support authorisation policies.

Role-based Access Control (RBAC) is recognised as an efficient access control
model for large organisations. Most organisations have some business rules re-
lated to access control policy [11]. In [12,13], authors extend the RBAC96 model
by defining some delegation rules. They proposed a flexible delegation model
named Permission-based Delegation Model (PBDM), where users may want to
delegate a piece of permission from a role [13]. However, neither RBAC nor
PBDM support offer a suitable solution to support task delegation constraints.
We do believe that constraints such as Push/Pull mode or Grant/Transfer privi-
leges are essential for delegation and have an impact on the security requirements
during policies specification [3].

The eXtensible Access Control Markup Language (XACML) is an XML-
based, declarative access control policy language that lets policy editors specify
rules about who can do what and when. Policies comprising rules, possibly re-
stricted by conditions, may be specified and targeted at subjects, resources and
actions. Subjects, resources, actions and conditions are matched with informa-
tion in an authorisation request context using attribute values and a rich set
of value-matching functions. The outcome or effect of a policy evaluation may
be Permit, Deny, NotApplicable or Indeterminate. In [14], Seitz and Firozabadi
added new structured data-types to express chains of delegation and constraints
on delegation using XACML. The main result of their research is an adminis-
trative approach that does not support ad-hoc delegation and lacks of explicit
support for task delegation constraints.

8 Conclusion and Future Work

Providing access control mechanisms to support dynamic delegation of authority
in workflow systems, is a non-trivial task to model and engineer. In this paper
we have presented problems and requirements that such a model demands, and
proposed a technique for delegation to specify delegation policies automatically.
The motivation of this direction is based on a real world process from an e-
government case study, where a task delegation may support changes during
execution. Delegation policies may change according to specific events. We de-
fined the nature of events based on task delegation constraints, and described
their interactions with policies decisions. When relevant events occur, we define
how delegation will behave and how policy rules change dynamically in response
to this change. Using Event Calculus formalism, we implemented our technique
and deployed a use case scenario for task delegation ensuring the required au-
thorisation policy changes.
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The next stage of our work is the implementation of our framework using
XACML standard. We propose an extension supporting task delegation con-
straints with regards to the XACML conditions and obligations specifications.
Future work will look also at enriching our approach with additional delega-
tion constraints supporting historical records. Delegation history will be used to
record delegation that have been made to address administrative requirements
such as auditing.
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Abstract. Despite their advantages in design quality improvement and rapid 
software development, design patterns remain difficult to reuse for inexperi-
enced designers. The main difficulty consists in how to recognize the applica-
bility of an appropriate design pattern for a particular application. Design  
problems can be found in a design with different shapes, unfortunately, often 
through poor solutions. To deal with this situation, we propose an approach that 
recognizes pattern problems in a design and that assists in transforming them 
into their corresponding design patterns. Our approach adapts an XML docu-
ment retrieval technique to detect the situation necessitating a pattern usage. 
Unlike current approaches, ours accounts for both the structural and semantic 
aspects of a pattern problem. In addition, it tolerates design alterations of  
pattern problems. 

Keywords: Design pattern identification, design pattern problem, pattern  
instantiation. 

1   Introduction 

It is irrefutable that the quality of a design highly impacts the quality of the code and, 
possibly, the performance and maintenance of software products.  This vital impor-
tance of design quality justifies several efforts invested to define design techniques 
based on reuse of proven solutions, e.g., components, design patterns [6], frameworks 
and models [23].  Reusing such solutions allows a designer to profit from prior ex-
periences to produce a higher quality design more rapidly.  Design patterns are among 
the highly advocated reuse techniques, which are also exploited in all recent reuse 
techniques; they can be instantiated and composed by a designer in order to produce a 
component, a framework and/or an application model.  

However, to benefit from design patterns, a designer must have a thorough under-
standing of and a good practice with design patterns in order to identify the pattern 
problem and thereafter the appropriate patterns to instantiate for its application.  The 
absence of such high-level of expertise motivated several researchers to propose assis-
tance through the detection of patterns (cf., [13]), spoiled patterns or anti-patterns (cf., 
[1], [2]) and pattern problems (cf., [10]) in a design.  The proposed approaches differ 
mainly in the pattern concepts they consider (i.e., only the structure, the structure and 
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the method invocations/declarations [21]) and the degree of structural discordance 
they tolerate: exact match [12] or partial match [16], [13] [21].  These differences can 
be justified by the objectives behind each approach: code improvement through re-
engineering (cf., [12],[9],[14]) vs. design improvement (cf., [8],[10]). 

In our work, we are interested in improving design during its construction.  In this 
context, a designer (inexperienced with design patterns) may inadvertently specify a 
design fragment that “resembles” a design pattern.  The resemblance can be mani-
fested as: 1) a correct, but extended and/or reduced, structural instantiation of a pat-
tern; 2) a close representation of a pattern problem; or 3) a poor/spoiled instantiation 
of a pattern.  In fact, while a design pattern is considered as a “good” design solution 
for a frequent design problem, the second and third cases are considered as “bad” 
design solutions.  In addition, a pattern problem can be found in different shapes and 
forms; unfortunately, they are often represented in designs through poor solutions 
[10].  Hence, we argue that a design  pattern problem identification technique would 
help designers in all three resemblance cases.     One limit of existing identification 
approaches is that they can handle only one of the above three resemblance cases with 
no tolerance to variability in the design.   

Furthermore, contrary to design patterns, the detection of design pattern problems 
requires an analysis of the semantics in addition to the structure.  Indeed, the names of 
the classes and their operations distinguish one pattern problem from another.  For 
instance, even though the State and Strategy patterns have the same structure [3], they 
represent different problems through different class and operation names.  Hence, to 
detect and correct a pattern problem, one needs to identify first the structure of the 
problem (or one that is similar to it) and validate the identification through the prob-
lem’s semantics.    

In this paper, we illustrate how our approach based on an XML document retrieval 
technique (presented in [21]) can be fine-tuned to identify all three design resem-
blance cases.  Being based on an XML retrieval technique, our approach identifies the 
similarities between the structure of the pattern problem (i.e., pattern misuses) and a 
given application design. It offers two advantages over graph/matrix matching and 
constraint propagation based approaches used by other researchers.  First, it can detect 
similarities between a group of classes in the application and the pattern problem. 
Secondly, it can tolerate controlled alterations of the pattern problem in the design.  

The remainder of this paper is organized as follows.  Section 2 overviews currently 
proposed approaches for pattern and pattern problem identification.  Section 3 pre-
sents our technique for pattern problem identification which adapts an XML retrieval 
approach. Section 4 presents the pattern problem identification through examples of 
pattern problems or bad solutions and their transformation into a pattern solution. 
Section 5 summarizes the paper and outlines future work. 

2   Related Work  

2.1   Current Works for Pattern Detection 

Several works have been interested in pattern identification but for different purposes.  
The main purpose of detecting design patterns in a reverse engineering context is to 
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obtain information to understand and possibly restructuring a program. As an exam-
ple, the work of Tansalis [13] aims at the identification of design patterns as part of 
the reengineering process. It proposes a design pattern detection methodology based 
on similarity scoring between graph vertices. For this, it encodes the pattern and de-
sign information as matrixes and relies on a graph matching algorithm to detect the 
pattern.  Source code analysis is applied too late in the development process to offer a 
valuable assistance in the design phase.  

On the other hand, for design analysis purposes, Dong et al. [20] also use matrixes 
to encode the pattern information.  They use a template matching method to calculate 
the normalized cross correlation between the two matrices. A normalized cross corre-
lation shows the degree of similarity between a design pattern and an analyzed part of 
the design. 

Albin-Amiot et al. [9] present a set of tools and techniques to help OO software 
practitioners design, understand, and re-engineer a piece of software, using design-
patterns. A first prototype tool, Patterns-Box, provides assistance in designing the 
architecture of a new piece of software, while a second prototype tool, Ptidej, identi-
fies design patterns used in existing software.  

2.2   Current Works for Pattern Problem Detection 

The work of Mili and Boussaidi [10] [15] represents the design problem that the pat-
tern is meant to solve explicitly. This explicit representation is one step towards the 
automatic detection and application of patterns. In fact, this work aims at recognizing 
occurrences of the problem solved by the design patterns which are then transformed 
according to the solution proposed by the design pattern. It uses an MDA approach 
where it identifies instances of pattern problems in a given model using a meta-model 
of the problem, marks the appropriate entities, and finally applies an appropriate 
transformation to get the pattern solution. The models are considered as graphs and 
model transformations are a special kind of graph transformations. The transformation 
is seen as a rule-based implementation of graph grammars. The current implementa-
tion is in the ECLIPSE Modeling Framework. 

El-Boussaidi et al. [10] consider that design problems solvable by design patterns 
are sometimes badly understood, which often produces poor solutions to modeling 
requirements. To limit bad designs, this work proposes a semi-automatic tool for 
marking models (with the variable parts), identifying pattern problems using con-
straint satisfaction techniques, and then transforming the design by instantiating the 
appropriate design patterns. The tool relies on an explicit representation of design 
problems solved by design patterns. It uses a meta-model of the pattern problem 
structure to look for an exact match of the pattern problem. In other words, this work 
does not handle incomplete designs or designs similar to the pattern problem. More-
over, since it does not capture the behavioral aspect of patterns, it may not be as effi-
cient for behavioral patterns. 

Alikacem et al. [19] propose an approach to detect design problems using metrics 
to evaluate the source code quality. Their objective is to detect violations of quality 
rules in object-oriented programs.  On the other hand, Ciupke [20] model the quality 
rules using fuzzy rule based systems.  This approach is used to detect automatically 
design problems in an OO reengineering context using logic programming.  In both of 
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these works, design problems are defined as violations of OO code-quality rules and, 
hence, are of a lower level of abstraction than the design problems solved by design 
patterns [10]. 

Bouhours et al. [2] propose a detection approach for “bad smells in a design” that 
can be remodeled through the use of design patterns. The automatic detection and the 
explanation of the misconceptions are performed thanks to spoiled patterns. A spoiled 
pattern is a pattern that allows to instantiate inadequate solutions for a given problem: 
requirements are respected, but architecture is improvable. Thus, this work considers 
only the structural information, while the behavior is very important.  

Moha et al. [4][5] are interested in design smells which are poor solutions to recur-
ring design problems. They present detection algorithms for design smells and vali-
date the detection algorithms in terms of precision and recall. 

Overall, none of the proposed approaches and tools allows pattern problem detec-
tion and its similar structures using structural and behavioral information.  

3   Pattern Problem Identification 

As argued previously, the structural similarity to a pattern problem is insufficient to 
decide upon the necessity of a particular design pattern. Semantics, in terms of pattern 
class names and method declarations within the classes, is also required to confirm the 
presence of a pattern problem and, hence, the necessity of a corresponding design 
pattern. 

This justifies the operation of our approach in three steps:  

• The structural pattern problem identification: As mentioned in the intro-
duction, in order to tolerate structural variations of the pattern problem, 
we adapt an XML document retrieval approach: we consider a pattern 
problem as an XML query and the design as the target XML document 
where the pattern problem is searched.  This adaptation is feasible since 
the transformation of UML diagrams into XML documents is straight-
forward and can be handled by all existing UML editors.  

• The semantic correspondences of class names: it relies on linguistic and 
typing information to identify the classes of the pattern problem.  It con-
firms the first step’s results and resolves any non deterministic identifica-
tion when necessary.  

• The identification of method declaration patterns: one characteristic of 
pattern problems is the repeated declaration of certain methods, for in-
stance, by redefining abstract versions, combining abstract methods, etc. 

3.1   Structural Pattern Problem Identification 

For this first step of pattern problem identification, we use the same XML technique 
for the identification of a design pattern and which we presented in [21].  For the sake 
of completeness of this paper, we next briefly review it and we will illustrate it 
through an example in the next section. 

In XML document retrieval, the document can be considered as an ordered, labeled 
tree. Each node of the tree represents an XML element. The tree is analyzed as a set 
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of paths starting from the root to a leaf. In addition, each query is examined as an 
extended query – that is, there can be an arbitrary number of intermediate nodes in the 
document for any parent-child node pair in the query. Documents that match the 
query structure closely by inserting fewer additional nodes are given more preference.  

A simple measure of the similarity of a path cq in a query Q and a path cd in a 
document D is the following context resemblance function [12]: 
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where:  

• |cq| and |cd| are the number of nodes in the query path and document path, re-
spectively, and  

• cq matches cd if and only if we can transform cq into cd by inserting additional 
nodes.  

Note that the value of CR(cq, cd) is 1 if the two paths are identical.  On the other hand, 
the more nodes separate the paths, the less similar they are considered, i.e., the 
smaller their context resemblance value will be. 

In XML document retrieval in general, the context resemblance function CR is cal-
culated based on an exact match between the names of the nodes in the query and the 
document paths. However, for pattern problem detection, the nodes representing the 
classes in the design are application domain dependent, while those in the design are 
generic. Thus, in our identification algorithm [21], we operate as follows:  

• First, we need to calculate the resemblance values for the various matches be-
tween the class nodes in the query (pattern problem) and those in the design. In 
addition, for a given path, we consider that the match between the pattern 
problem path and the design path may not necessarily start at the root node; for 
this, we need to consider all possible sub-paths of the design.    

• Secondly, we need to take into account: 1) the number of times a given match 
between two class nodes is used to calculate CR; and 2) the importance of each 
relation in the pattern.    

The structural resemblance between a pattern problem and a design starts by calculat-
ing the resemblance scores between each path of the pattern problem to all the paths 
in the design (stored as matrix called CRMatrix).  In this calculation, we assume that 
the structural variability should be limited between the pattern problem and a poten-
tial instantiation in the design.  That is, we assume that a design path may differ from 
a pattern problem path by adding at most N nodes compared to the longest path of the 
pattern problem. The larger the N, the more scattered the pattern problem would be in 
the design.   

In addition, to account for multiple matches of a class, the CRMatrix is normalized 
with respect to the total number of classes in the design.  Thus, the final result of the 
structural identification algorithm is the matrix NormalizedCRMatrix whose columns 
are the pattern problem classes and whose rows are the classes of the design. Given 
this matrix, we can decide upon which correspondence better represents the pattern 
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problem instantiation:  For each pattern problem class, its corresponding design class 
is the one with the maximum resemblance score in the NormalizedCRMatrix.  There 
might be more than one such class.  This non-deterministic correspondence could be 
resolved through the following step, which is the semantic correspondence of class 
names.   

Note that in a worst case instantiation, each pattern problem class must be matched 
to at least one class in the design; thus, on average, the sum of the normalized resem-
blance scores of the matched classes should not be less than the number of classes in 
the pattern divided by the number of classes in the design. 

3.2   Semantic Correspondences of Class Names 

In order to identify different pattern problems, we have to determine the correspon-
dences between the class names. This part differs from our previous pattern identifica-
tion approach [21].  For design pattern identification, recognizing the structure and 
the behavior of the pattern is sufficient. However, in a pattern problem, the class 
names reflect semantic relationships and the presence of methods in general and in 
some cases the presence of the same method in different classes is very important. 

Thus, we propose to determine semantic correspondences between the class names 
by using an adapted version of our class name comparison criteria to construct 
frameworks [22].  These latter express linguistic relationships between class names. 
We define five types of relations between classes (however, the list can be extended): 

•   N_equiv(C1,...,Cn): implies that the names are either identical or synonym, e.g., 
Person-Person and Individual-Person. 

•   N_variation(C1,...,Cn): implies that the names are a variation of a concept, e.g., 
employee-contractual, employee-permanent, employee-vacationer. 

•   N_comp(C1; C2,...,Cn): implies that the name C1 is a composite of the compo-
nents C2,…,Cn, e.g., House- Room. 

•   Gen_Spec(C1; C2,...,Cn): implies the name C1 is a generalization of the specific 
names C2 ,…, Cn, e.g., Person-Employee. 

•   Str_extension (C1; C2): implies that the name C1 is a string extension of the 
name of the class C2, e.g., XWindow- IconXWindow. 

 

The determination of the above linguistic/semantic relations can handled through 
either a dictionary (e.g., Wordnet [24]), or a domain ontology when available.   

3.3   Method Declaration Pattern Identification 

The structural resemblance and the name comparison steps managed in the previous 
sections are insufficient to identify the design problems.  To determine the overall 
resemblance, we combine theses steps with method identification. In fact, in some 
pattern problems, the presence of methods repeated within a subset of classes in a 
particular pattern is essential.  This last step should reinforce the quality of the identi-
fication results. 

To determine the presence of methods in a design D and a pattern problem Pb,  
we will compare the method names for each pair of classes that were already identi-
fied as similar during the structural and semantic identification steps. First, note that, 
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according to our DTD, each XML path for the class methods is composed of the class 
name node, the XML tag “method” node and the method name.  Thus, the resem-
blance score function is not very useful.   

Instead, to compare the method declaration pattern, we proceed as follows:  First, 
for each class Cp in Pb that is matched to a class Cd in D, we derive from the path 
starting at Cp a set of paths representing all possible matches with the methods in Cd; 
these paths will be directly compared to all the paths in D. Secondly, the comparison 
results are collected into a matrix where the columns are the derived pattern problem 
paths and the rows are the design paths.  A perfect match occurs when each column of 
this matrix contains at least one. A column with all zeros indicates a missing method; 
that is, the design lacks the redefinition of this pattern problem method and the pattern 
problem should therefore be reconsidered.     

Note that, in addition to detecting missing re-declaration of methods, our approach 
tolerates the declaration of additional methods in the design.   

4   Pattern Problem Identification Examples 

To illustrate the steps of our approach for pattern problem identification, let us con-
sider two examples: the bridge pattern problem and an altered version of this problem. 

4.1   The Bridge Problem Case 

The Bridge pattern (Figure 1) generally consists of three roles: Abstraction, Imple-
mentor, and ConcreteImplementor. The Implementor class provides an interface for 
the Abstraction class. Its children, ConcreteImplementor, need to implement the 
interface. 

The Bridge pattern applies when an abstract class defines the interface to the  
abstraction and concrete subclasses implement it in different ways. Consider the im-
plementation of a window abstraction in a user interface toolkit (Figure 2). This 
 

 

Fig. 1. The Bridge pattern[6] 

 



 A New Approach for Pattern Problem Detection 157 

 

Window 

DrawText()
DrawRect() 

IconWindow 

DrawBorder() 

PMWindow 

DrawText()
DrawRect() 

XWindow 

DrawText()
DrawRect() 

PMIconWindow 

DrawText()
DrawRect() 
DrawBorder() 

XIconWindow 

DrawText()
DrawRect() 
DrawBorder() 

    
Fig. 2. A design that could be improved by the Bridge pattern 

abstraction should enable us to write applications that work on both the XWindow 
system and IBM's presentation manager (PM), for example. Using inheritance, we 
could define an abstract class Window and subclasses XWindow and PMWindow that 
implement the window interface for different platforms. However, it is inconvenient 
to extend the window abstraction to cover different kinds of windows or new plat-
forms. In the example, the IconWindow is a subclass of Window that specializes the 
window abstraction for icons. To support IconWindows for both platforms, we have 
to implement two new classes XIconWindow and PMIconWindow. The bridge pat-
tern solves this problem by putting the window abstraction and its implementation in 
separate class hierarchies as shown in Figure 3. 
 

Window 
Window: WindowImp 

DrawText()
DrawRect() 

IconWindow 

DrawBorder() 

PMWindow 

DevDrawText()
DevDrawRect() 

WindowImp 

DevDrawText()
DevDrawRect() 

XWindow 

DevDrawText()
DevDrawRect() 

imp

 

Fig. 3. The solution with the bridge pattern 
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Note that, at an abstract level, the Bridge pattern problem applies when : 1) there is 
an abstract class A with at least two levels of inheritance underneath it, and 2) one of 
the inheriting classes, say B, adds specific methods and has one or more inheriting 
classes (say C and D) redefining the methods of A and  B.   

An abstraction of the Bridge pattern problem is illustrated in Figure 4.  We next il-
lustrate the steps of our identification approach, which can be applied to improve the 
design fragment shown in Figure 2.  

Abstraction

+Operation1()

RefinedAbstraction

+OperationRefined()

RefinedAbstractioImplementorA

+Operation1()
+OperationRefined()

ImplementorA

+Operation1()

ImplementoB

+Operation1()

RefinedAbstractionImplementorB

+Operation1()
+OperationRefoned()

 

Fig. 4. Abstraction of the pattern problem 

A) The structural identification step 

The first step relies on the computation of resemblance function scores between the 
XML paths of the pattern problem and the design.  The XML tree of the design is 
illustrated in a graphical format in Figure 5. 

A sample of the context resemblance scores of the paths of the design (Figure 2) 
with the Bridge pattern problem paths (Figure 4) are shown in Table1. The class 
names are abbreviated because of space limitations. 

inherits 

IconWindow 

Window 

inherits 

PMWindow 

inherits 

XWindow 

inherits 

XIconWindow 

inherits 

PMIconWindow 

 

Fig. 5. XML trees for the design (Figure 2) 
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Table 1. Context similarity function scores 

Abst
inherits 

RefAbst RefAbst
inherits 

RefAbstImpA RefAbst
inherits 

RefAbstImpB 
Window

inherits 

IconWindow 

CR(cq , cd) =1 
if  Abst=Window 

RefAbst=IconWindow

CR(cq , cd) =1 
if  Refabst=Window 

RefAbstImpA= IconWindow

CR(cq , cd)=1 
if  RefAbst=Window 

RefabstImpB=IconWindow

IconWindow
inherits 

  XIconWindow 

CR(cq , cd)=1
if  Abst=IconWindow  
RefAbst=XIconWindow

CR(cq , cd) =1 
if RefAbst= IconWindow  
RefAbstImpA=XIconWindow  

CR(cq , cd)) =1 
if  RefAbst=IconWindow  

RefAbstImpB=XIconWindow

IconWindow
inherits 

  PMIconWindow 

CR(cq , cd)=1
if Abst= IconWindow  
RefAbst=PMIconWindow

CR(cq , cd)=1
if  RefAbst = IconWindow  
RefAbstImpA= PMIconWindow

CR(cq , cd)) =1 
if RefAbst=IconWindow 
RefAbstImpB=PMIconWindow

 

Once the above context resemblance scores are computed, we find the normalized 
similarity matrix which sums up the values of the context resemblance scores for each 
class in the design with respect to a class in the pattern problem and divides it by the 
number of classes in the design.  In our example, we obtain the following normalized 
similarity matrix: 
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The normalized CR matrix identifies the Bridge pattern problem and indicates that the 
class Window matches the Abst class, the class IconWindow is the RefAbst class, XI-
conWindow is refAbstImpA, PMIconWindow is refAbstImpB. However, note that the 
class PMWindow and XWindow were identified as either ImpA or ImpB since the 
resemblance score of the classes is equal to 1, while their resemblance score to re-
fAbstImpA is equal to 1.75 which was already identified as XIconWindow. The next, 
semantic-based correspondence step will assist in deciding the best match and validat-
ing the determined matches. 

B) Semantic correspondence 

In the pattern problem abstraction, the semantic correspondence of class names uses 
the following relations: 

• Str_extension(implementorA;RefinedAbstractionImplementorA), 
• Str_extension (RefinedAbstraction;RefinedAbstractionImplementorA), 
• Str_extension (implementorB;RefinedAbstractionImplementorB), 
• Str_extension (RefinedAbstraction; RefinedAbstractionImplementorB)  

Now, we verify that these semantic relations exist for the classes of the design  
that were identified by the structural step. In fact, in the design fragment (Figure 2), 
we noticed that the class names of the inheritance hierarchy at the second level  
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(i.e., XIconWindow and PMIconWindow)   are   composed of the class names of the 
hierarchy at the first level (i.e., IconWindow et PMWindow). In addition, the follow-
ing semantic relations hold:  

• Str_extension(XWindow;  XIconWindow),  
• Str_extension(IconWindow; XIconWindow),  
• Str_extension (PMWindow; PMIconWindow), and  
• Str_extension (IconWindow; PMIconWindow)  

Thus, we can deduce that this is a Bridge pattern problem. 

C) Method declaration pattern identification 

The third step in our pattern problem identification examines the respect of the 
method presence pattern among the identified classes.  That is, this step identifies if 
the methods are present in the design as required in the pattern problem abstraction. 

In the Bridge problem abstraction, the classes XIconWindow and PMIconWindow 
implement the methods of the abstract class IconWindow and those of XWindow and 
PMWindow, respectively. 

Due to space limitation, Table 2 shows a sample of the resemblance function scores 
comparing the Design of Figure 2 and the Bridge pattern problem abstraction (Figure 4).  

Recall that this step uses the identification results of the previous two steps. For 
example, since the class Window was identified as Abstraction, then we have either 
operation1=DrawText() or operation1=DrawRect(). Also since RefinedAbstraction is 
IconWindow, then we have Operationrefined= DrawBorder().  

Table 2. Identification of method declaration patterns 

Abstraction

contains 

DrawText

Abstraction

contains 

DrawRect

ImplementorA

contains 

DrawText

ImplementorB

contains 

DrawText   
…

Window

contains 

DrawText()

1 0 0 0

Window

contains 

DrawRect()

0 1 0 0

IconWindow

contains 

DrawBorder()

0 0 1 0

XWindow

contains 

DrawText()

0 0 0 1

PMWindow

contains 

DrawText()

0 0 0 0

XWindow

contains 

DrawRect()

0 0 0 0

PMWindow

contains 

DrawRect()

0 0 0 0
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Now, to conduct this last identification step, we substitute the method names of the 
problem abstraction by their potentially equivalent methods in the design (the various 
paths derivation step). Then, we verify that the presence of the methods in the design 
is conforming to the pattern problem abstraction:  For a design to cover all the meth-
ods of the pattern problem, we need to find, in each column, at least one entry in this 
table that has the value of 1. Otherwise, the column that is missing a one indicates that 
the corresponding message exchange is missing in the design and the pattern problem 
identification is reconsidered.   

On the other hand, our approach tolerates additional, methods in the design.  In our 
example, we tolerated the additional method DrawRect(). 

At the end of the method declaration pattern identification step, the designer has 
more confidence in the results of the structural and semantic name identification 
steps.   

4.2   Identification of an Altered Bridge Pattern Problem 

In this section, we show how our approach (unlike others) can detect altered/similar 
pattern problems. Let us consider the altered version of the Bridge pattern problem as 
abstracted in Figure 4; and let us consider the design fragment of Figure 6 to analyze. 
In fact, the classes Emptystyle, WithIconstyle and Applicativestyle are added, yet it 
remains an instance of the Bridge pattern problem.  In addition, we omitted the meth-
ods in Figure 6 and we illustrate the pattern problem identification using the structural 
determination and the semantic correspondences of class names. 

After collecting the context resemblance scores,   the normalized similarity matrix 
is computed. 
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We noticed in the normalized CRMatrix that the class Abstraction matches Win-

dow since it has the most important score (26.75).  Moreover, the match score of the 
classes EmptyWindow, WindowWithIcon, ApplicativeWindow, EmptyStyle, WithIcon-
Style, ApplicativeStyle to RefAbst is equal to (8), while the score matching  these 
classes to Abstraction is 11.5; however these six classes are identified as RefAbst, 
since Window has been already identified as Abstraction with a greater matching 
score. Finally, the classes PMEmpty, PMWIcon, PMApplicative are identified as Re-
fAbstImpB and the classes XwindowEmpty, XWindowWIcon, XWindowApplicative are 
identified as RefAbstImpA.  
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EmptyStyle WithIconStyle
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PMWindowApplicative

XWindowPMWindow

 

Fig. 6. Altered Bridge pattern problem 

The results of the structural determination will be confirmed by the semantic corre-
spondence step. For the semantic correspondence of class names,  we remark that the 
following semantic relations hold:  

Str_extension(EmptyWindow;XWindowEmpty), 

Str_extension (EmptyWindow;PMWindowEmpty) 

Str_extension(WindowWithIcon;XWindowWithIcon) 

Str_extension (WindowWithIcon;PMWindowWithIcon)  

Str_ extension(ApplicativeWindow;PMWindowApplicative ) and  

Str_ extension(ApplicativeWindow;XWindowApplicative )  

Thus, the class names of the inheritance hierarchy at the fourth level (i.e., XWin-
dowEmpty) are composed of the class names of the hierarchy at the second level (i.e., 
EmptyWindow, XWindow). As a conclusion, this step confirms that the design is also 
a representation of the Bridge pattern problem. 

Note that, even though the above examples use the inheritance relation, our  
approach works in the same way for all types of UML class relations. The reader  
is referred to [21] where the Composite pattern is illustrated with the composition 
relation. 

6   Conclusion 

The paper first overviewed existing works for pattern problem detection. Secondly, it 
presented a new approach based on a structural identification followed by a semantic 
identification of class names (based on linguistic correspondences) and method pres-
ence pattern verification. This approach is applicable for all patterns and pattern prob-
lems that can be modeled through UML class diagrams or any UML profile language 
whose class diagrams can be stored as XML documents. 
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The paper illustrated the proposed approach through the Bridge pattern problem. In 
addition, to emphasize one advantage of our approach, it was applied to show its 
capacity to detect also an altered version of the Bridge pattern problem.  The illus-
trated examples were automatically treated through our prototype toolset. 

The current version of our structural identification algorithm runs in an exponential 
time in terms of the number of relations among the classes of the design.  One practi-
cal way to manage this complexity is to decompose a large design and treat it one 
fragment at a time; a simple heuristic decomposition strategy is to consider the con-
nected components of the class diagram, starting from an abstract class.   

We are examining how to add more intelligence in the structural identification al-
gorithm: how to alleviate the analysis of paths by adding priorities, and how to reduce 
the number of possible method correspondences in the last step.     
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Abstract. Safety is of growing importance for information systems due to in-
creased integration with embedded systems. Discovering potential hazards as 
early as possible in the development is key to avoid costly redesign later. This 
implies that hazards should be identified based on the requirements, and it is 
then useful to compare various specification techniques to find out the strengths 
and weaknesses of each with respect to finding and documenting hazards. This 
paper reports on two experiments in hazards identification – one experiment 
based on textual use cases and one based on systems sequence diagrams. The 
comparison of the experimental results reveal that use cases are better for iden-
tifying hazards related to the operation of the system while system sequence 
diagrams are better for the identification of hazards related to the system itself. 
The combination of these two techniques is therefore likely to uncover more 
hazards than one technique alone. 

Keywords: safety analysis, sequence diagrams, misuse cases, experiment. 

1   Introduction 

Systems safety is concerned with the avoidance or mitigation of harmful accidents, as 
opposed to security which addresses malicious attacks against the system. Safety has 
traditionally been more of a concern for embedded systems than for information sys-
tems. However, increasing convergence and integration between different kinds of 
systems, as well as trends towards ubiquitous information systems and “internet of 
things” [1] means that the border between information systems and embedded sys-
tems is getting more blurred. An increasing number of safety-critical systems are to a 
large degree realized in software. Thus, safety analysis of software gets more and 
more important. Safety analysis needs to include a wide variety of participants – not 
just the safety analysis specialists. Two important groups that always need to be in-
volved are the customers with their domain knowledge and the developers who have a 
firm understanding of all the decisions needed to develop a software system.  

As a consequence of this, the safety analysis must apply methods and documents 
that are easy to understand for everybody involved. In our opinion, both sequence 
diagrams and textual use cases belong to this category. It might, however, not be 
without consequences to choose one over the other. It might be the case that one of 
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these methods is uniformly better than the other or they may each have their strong 
and weak sides. In any case, one or more experiments are needed in order to see how 
these two methods behave when used as the starting point for a safety analysis. In 
order to shed some light over this, we have run an experiment partly in Grenoble – 
system sequence diagrams – and partly at NTNU – textual use cases. 

The rest of this paper is structured as follows: Section 2 goes through related work. 
Section 3 presents the two safety analysis techniques to be compared. Section 4 de-
scribes the experimental design and section 5 the analysis of the results. Section 6 
discusses threats to validity, whereupon section 7 concludes the paper. 

2   Related Work 

As far as we have found out, there are few experiments comparing textual (mis)use 
cases and sequence diagrams. This is no surprise, since there are few controlled ex-
periments about use cases to be found in the literature at all. There are experiments 
comparing the effectiveness of representation languages, for instance ER or EER 
diagrams with relational tuples [2]. However, the two forms of representation com-
pared contained the same information but were on different life-cycle levels, ER be-
ing an analysis stage language, while relational tuples belong to the design stage. The 
relationship between use case diagrams and systems sequence diagrams is different: 
both are requirements stage representations but the textual use case and the systems 
sequence diagram have different focus. The textual use case focuses on the exchange 
of messages between system and user, while the systems sequence diagram also in-
cludes the exchange of messages between system components.  

An experiment more directly targeting the comparison of diagrams and tables and 
textual representations is [3], confirming claims about advantages of diagrams previ-
ously made analytically in [4]. Experiments have also found diagrams superior for 
presenting procedural instructions [5], which is closely related to conceptual model-
ing. More generally, the empirical evidence is not so consistently in favor of dia-
grams. As reported in [6], some experimental studies have shown advantages for 
diagrams, but others have shown advantages for tables, or given mixed results. One 
particular study also showed the outcome to be dependent on the subject group, busi-
ness students solving problems more effectively with tables while engineering stu-
dents solved problems more effectively with graphs [7].  

There are several papers published on the use of UML diagrams as a basis for 
safety analysis. A good example is [8], where Guiochet and Vilchis use the full range 
of UML diagrams – use case diagrams, sequence diagrams, class diagrams, state dia-
grams and deployment diagrams. In [9] Long and Jinglun use event sequence charts 
for safety analysis. C. Ren also uses several UML diagrams – among them the se-
quence diagram – for safety inspection of mine equipment [10]. Unfortunately, none 
of authors have performed experiments. All three papers, and others related to the 
same area, are case studies to see if the chosen diagrams can be used in a safety 
analysis. Similarly, Allenby and Kelly propose a technique for safety analysis based 
on scenarios [11]. 
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A more comparative work is done by T.A. Alspaugh et al [12]. Their focus is un-
fortunately not safety problems but defects. What makes their paper interesting is that 
they compare the ease of identifying defects using use cases, sequence diagram and 
scenarios formulated in ScenarioML. Their conclusion is clear – scenarios are better 
than both sequence diagrams and use cases. Their experiment had only four partici-
pants and no statistically significant results were thus obtained. On the other hand, 
they ran a series of interviews with the participants and thus gained a lot of insight 
into the reasons behind the results. The reason why use cases did not work well was 
that “the numbering scheme for the steps can be confusing”. For the sequenced dia-
grams, some of the participants had problems with the notation – especially branches 
and options. On the other hand, the participants had no problems with the Sce-
narioML documents which they found easy to read and understand.  

In addition to the safety and reliability related experiments cited above, there has 
been a lot of research on other facets of use cases such as authoring – see for in-
stance the well-known work of Achour et al [21] and the follow-up work of Cox  
et al. [22]. 

3   The Techniques to Be Compared 

3.1   Textual Use Cases – TUC 

TUC can be used to identify possible failure modes, using the textual misuse case 
analysis. The misuse case was originally proposed for collecting security require-
ments. They can, however, also be used for safety analysis where focus is on  
accidents causing harm to the system and its environment. A simple example is an 
automated system used to keep the water level in a tank constant while delivering 
steam to an industrial process. This is done by filling the tank through one valve and 
emptying it through another valve when needed. If the pressure in the tank exceeds 
the critical pressure pre-set by the operator, a relief valve should open automatically. 
The operator may also manually empty the tank (for instance if the relief valve fails to 
work when the pressure becomes too high) or manually fill the tank (if the automatic 
adjustment of water level does not work).  

A misuse case such as “Set too high pressure” may have a “threatens” relationship 
to one or more use cases – in this case “Set critical pressure”. It is also possible that 
one misuse case may “aggravate” the effect of another, or that a use case may have a 
“mitigates” relationship to that misuse case. An example of a textual representation is 
shown in Table 1. Here, threats corresponding to misuse cases can be added in a third 
column called “Threats”, and mitigations can be added in a fourth column. An essen-
tial idea of misuse case analysis is that the representation format causes only a limited 
overhead if use cases are already applied in a project, which is often the case in main-
stream software projects. In addition, the informality and simplicity of the technique 
makes it suitable for supporting brainstorming on threats at an early stage of devel-
opment. For a more complete coverage of misuse case analysis, the reader is referred 
to [13] and [14]. 
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Table 1. Column format use case with safety issues for the boiler 

Use case name “Empty tank manually” 
User actions System response Threats Mitigations 
 System alarms 

operator of high 
Pressure 

System fails to raise 
alarm; 
Operator fails to notice 
alarm 

2 independent alarms;  
Use both sound and 
blinking lights 

Operator issues 
command to empty 
tank 

 Operator fails to react 
(e.g., incapacitated?) 
Operator gives wrong 
command, e.g., filling 
tank 

Alarm backup 
operator; 
Auto sanity check, 
disallow filling at high 
Pressure 

 System opens 
valve to sewer 

System fails to relay 
command to valve;  
Valve is stuck 

 
 

Operator reads 
pressure 

 Operator misreads 
and stops tank  
emptying too soon 

Maintain alarm  
blinking until situation 
normal 

 Pressure returns 
to normal 

This is not achieved, 
see exceptions 

 

Operator stops tank 
emptying and logs 
the event. This ends 
the use case. 

   

Exceptional paths 

 Opening valve  is 
insufficient to 
normalize  
pressure 

  

Operator issues 
command to reduce 
temperature 

 Operator gives wrong 
command, e.g.,  
increase temperature 

Automatic sanity 
check, disallow temp 
increase at high  
pressure 

 Pressure returns 
to normal 

  

Operator logs the 
event. This ends the 
use case. 

   

 

3.2   System Sequence Diagrams - SSD 

The sequence diagram is an UML diagram used to show the dynamic properties of a 
system. A sequence diagram shows the messages that are passed between two compo-
nents in a system. In order to be a strict sequence diagram, these two parts have to be 
objects – instances of classes. In the early phases of system development, however, the 
components used in the diagram can be e.g. GUI, database servers, internets or subsys-
tems. Sequence diagrams applied in this way are called system sequence diagrams or 
SSD [15]. Even though they have no formal standing in the UML 2.0 definition they 
are widely used in the industry. One of the factors that make them both useful in an 
industrial context and important for our research on safety analysis is that the SSDs, 
just as the textual use cases, can be constructed early in the development process.   
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An SSD is close to a textual use case and can be constructed using the same struc-
ture and words as a textual use case. The SSD has, however, one advantage over the 
textual use cases. With the advent of UML 2.0 [16], sequence diagrams in general and 
thus also the SSDs can contain alternatives – if….then…else… (alt or opt) and loops 
– for… (loop). These constructs enable us to insert info into an SSD that it might be 
difficult to include in a textual use case. The diagram below contains the same info as 
the use case in table 1 except for the last two rows. 

 
Fig. 1. SSD for the function shown in table 1 

The SSD can be used for safety analysis by going through each message sent or re-
ceived and ask questions like “what will happen if the message is not sent” and “what 
will happen if the message has the wrong content”?    

4   The Experiment 

4.1   Research Approach 

Both our previous experiments have focused on the question “Is representation A 
better than representation B for the identification of failure modes?” In both cases it 
turned out that the answer was not a simple yes or no. Even though we could conclude 
that in general representation A was better than representation B, there were still areas 
where representation B was better and areas where they were equal. Thus, we will 
look at both whether textual use cases are better than sequence diagrams and, if this is 
the case, are there still areas where sequence diagrams are better? We will try to throw 
some light over this by answering the following research questions: 

• RQ1: Is TUC in general better then SSD for identifying failure modes? 
• RQ2: If we conclude in RQ1 that one of the representations in general is bet-

ter than the other, are there still any problem areas where this does not hold?   
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• RQ3: If we conclude in RQ2 that in general representation A is better than 
representation B, then: 

o RQ3-1: Are there still failure modes where representation B is bet-
ter than representation A?   

o RQ3-2: What can be the reasons for this? 
 

The two first of these research questions can be reformulated as hypotheses. In order 
to test these hypotheses, we will use the t-test for RQ1 and proportion test for RQ2. 
The reasons for these choices are that for RQ1 we need to compare the number of 
failure modes identified while for RQ2 we need to compare the proportion of partici-
pants that have identified a single failure mode. 

To use the proportion test, we define the following parameters: 

• xi is the number of successes observed in sample i. 
• πi is the portion of success events in sample i.  
• ni is the size of sample i.  
• Δ is the difference that we want to test for. In our case Δ is set to zero. 
• π is the portion of successes in both samples viewed together – see equation (1). 
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RQ3-1 is answered by studying the results from the t-tests used to answer RQ2. How-
ever, when trying to answer RQ3-2 we will use the areas defined in our experiment 
coding as a starting point. RQ3-2 cannot be answered using any statistical approach 
since the focus is why – not what. Assuming that representation A in general is better 
than representation B, we will do as follows:  

1. For each failure mode where representation B is better than representation A, 
write down the characteristics of the failure mode that can be related to both rep-
resentations. 

2. Identify what it is in representation B that makes it easy to discovery the failure 
mode and what it is in representation A that makes it difficult to discover.  

3. If we are able to identify a convincing set of factors in the representations that re-
spectively hide and reveal the failure mode under consideration, we will claim that 
the reason why the failure mode was found by the participants using representation 
B and not by the participants using representation A stem from these factors.  

4.2   Experiment Design 

4.2.1   The Preparation 
The experiment using SSDs were done at the University J. Fourier - Grenoble I (UJF), 
France by the Laboratoire d’Informatique of Grenoble (LIG) and the experiments on 
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TUC were done in Trondheim at the department of Information and Computer Sci-
ence at NTNU. Since the participants in the two sites had different background, the 
preparation phase for the two experiments differed while the rest of the experiment 
design was the same at both sites.  

At UJF, the participants were in the first year of a Master in Computer Sciences, 
where courseware is offered in English1. Students were gathered in an auditorium, 
where they received a short introduction on safety issues and safety analysis. An ex-
ample of safety analysis was illustrated. This part lasts 1 hour and 30 minutes. Then 
participants were asked to fill in the pre-experiment questionnaire, read the document 
and fill in the post-experiment questionnaire. They then had 1 hour and 30 minutes to 
do it but most of the participants left the room before the end of the period.… 

At NTNU, the participants were gathered in an auditorium where they receive a 
short introduction to safety analysis and why it was important to be able to do this at 
an early stage. They then had 15 minutes to refresh their knowledge of textual use 
cases and misuse cases before filling in the pre-experiment questionnaire.  

When the pre-experiment questionnaire was finished the participants worked on 
their task at identifying failure modes based on the textual use cases and a system 
diagram, showing the main components of the train control system and how the com-
ponents – radio, operators, trains and track side equipment – cooperated in order to 
run the railway in a safe and efficient manner.  

For both experiments, each participant documented the identified failure modes in 
free text on the sheet of paper where the TUC or SSD was shown.  

4.2.2   The Coding Process 
The researchers read the failure mode descriptions and related it to one of the failure 
modes used in the coding schema. If several failure modes could apply, the research-
ers reached a common understanding of the category that was more close to the par-
ticipant’s intentions. In order to reduce variation in the application of the coding 
schema, all the forms turned in by the experiment participants were coded by the 
same researcher and controlled by another. The coding schema was designed in ad-
vanced, based on an analysis of the failure mode categories used by the respondents in 
pervious experiments. The schema has three levels and the top level contains the 
following categories: 

• OP – Operator problems 
• CS – Computer system problems 
• EP – Engineer problems 
• MP – Maintenance personnel problems 
• TC – Technical communication problems 
• TE – Track-side equipment problems 

Each of these categories has two or more subcategories. The subcategories also 
have a set of sub-subcategories, which is not shown here. This coding schema has 104 
failure modes and gave us a flexible way to categorise the experiment results. The 
subcategories for operator problems – OP – are shown below: 

                                                           
1 http://mosig.imag.fr/MainEn/HomePage 
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• OP100 Incoming messages 
• OP200 Operator action 
• OP300 Operator scheduling 
• OP400 Operator equipment problems 
• OP500 Operator knowledge 
• OP600 Operator overload, e.g. due to panic 
• OP700 Communication problems 

The responses were registered in an Excel worksheet – each failure mode category at 
the lowest level has a line in the worksheet and each participant has a column. The 
entries for each participant are binary – found a certain failure mode or not. I.e. there 
is no “bonus” for identifying the same failure mode several times.   

5   Experiment Results and Analysis 

The best participant in the TUC experiment found 25 failure modes while the one that 
did worst found only 8. Thus, the identification probability ranges from 24% to 8%. For 
those who used the SSD, the best participant found 19 failure modes while the one who 
did worst found only 4. In percentages this gives us a range of 18% to less than 4%.  

In order to test whether a difference between two representations is important, we 
need to look at the significance level α and the effect size ES. Even though the signifi-
cance level – the p-values – are below 0.05, the difference may still be uninteresting if 
the effect size is low. Thus, we will base our discussions both on the significance level 
and the effect size. Let t be the value of the t statistics and df the number of degrees of 
freedom. We will use the following expression to calculate the effect size ES: 

df

t
ES

2=           (3) 

RQ1 is answered using the t-test. The result is as follows: 

Table 2. t-test for total number of failure modes identified 

t-Test: Two-Sample Assuming Unequal Variances 

  TUC SSD

Mean 15.07 11.70

Variance 10.92 24.46

Observations 29.00 10.00

Hypothesized Mean Difference 0.00  

Df 12.00  

t Stat 2.01  

P(T<=t) one-tail 0.03  

t Critical one-tail 1.78  

P(T<=t) two-tail 0.07  

t Critical two-tail 2.18   
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Based on this, the answer to RQ1 is that the experiment participants using TUCs 
found significantly more failure modes that those that used SSDs. The effect size is 
1.16 which indicates a large effect.  

Of the 104 failure modes, 70 were related to human behaviour, 28 were related to 
the technical systems and six were related to operational conditions. If we look at 
each category separately we find that the difference is significant only for the human 
related failure modes with a p-value less than 0.01 and an effect size of 1.1. For the 
two other categories, we find no significant differences.  

To answer RQ2, we first need to consider the differences in proportion of experi-
ment participants that identify the failure modes for each main area.  
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Fig. 2. Frequency differences between TUC and SSD 

Our answer to RQ2 is that everywhere where there is a statistically significant dif-
ference between the areas, failure mode identification based on  textual use cases is 
better or just as good as the one based on SSD with α = 0.10. TUC is significantly 
better than SSD for the areas listed below: 

Table 3. t-test for number of failure modes identified for each main area 

Failure mode p-value ES 
OP 300 Operator scheduling 0.02 0.88 
OP 500 Operator knowledge 0.02 0.90 
EP 500 Engineer knowledge 0.04 0.92 
EP 700 Communication problems 0.02 1.15 
MP 200 Maintenance action 0.01 1.01 
MP 500 Maintenance personnel knowledge 0.00 1.22 

 
We see that all the effect sizes are moderate to large. Note that a large part of the 

areas where TUC is significantly better than SSD are related to knowledge and ac-
tions – factors that relate to how personnel use the system.   
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In order to get a clearer picture of the experimental results related to RQ2, we need 
to look at the results for each single failure mode. These results are shown in table 4 
below, while the plot of individual failure modes shows the more detailed picture 
shown in figure 3.  We see that half of the frequency effect sizes are small – 0.10 and 
that roughly a third are moderate to large – 0.30 to 0.50.  

Table 4. Proportion tests for each failure mode  

Failure mode p value Δfreq 
OP 204 Wrong ack 0.067 0.10 
OP 212 Do not save changes to schedule etc.  0.002 0.24 
OP 302 Wrong train scheduling * 0.007 0.42 
OP 501 Wrong situation analysis * 0.013 0.39 
OP 503 Wrong interpretation of system’s functionality 0.067 0.10 
CS 100 Does not save or deletes info 0.006    -0.46 
EP 209 Enters wrong info to operator 0.094 0.29 
EP 504 Lack of training * 0.006 0.21 
EP 700 Communication problems * 0.067 0.10 
MP 209 Enters wrong info * 0.003 0.46 
MP 212 Do not save changes to schedule etc. *  0.067 0.10 
MP 401 Lack of person-to-person trust or 
             personnel conflicts 

0.067 0.10 

MP 402 Problems with telephone or radio 0.067 0.10 
MP 501 Wrong situation analysis * 0.000 0.49 
MP 504 Lack of training * 0.031 0.14 
TC 400 Other technical communication problems 0.067 0.10 

 
In order to answer RQ3, we start with the table above. As we see, the only failure 

mode where SSD is significantly better than TUC is for CS100 – Does not save or delete 
info. Thus, the answer to RQ3-1 is that for CS100, SSD is doing significantly better than 
TUC. In addition we see that the frequency difference is 0.46, indicating a large effect.   
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Fig. 3. Frequency differences for all failure modes 
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An alternative way to look at the results of the experiment is to consider all failure 
modes that have been identified by more than 50% of the participants in each group. 
This gives us the results shown in table 5.  

Table 5. Top ten failure modes identified for each representation 

Percentage of participants 

  TUC SSD   
OP209 82.76 80.00 CS400 
CS400 79.31 70.00 OP209 
EP209 79.31 60.00 CS100 
EP102 72.41 60.00 CS700 
EP702 65.52 50.00 OP203 
MP209 65.52 50.00 CS300 
OP302 62.07 50.00 EP102 
OP501 58.62 50.00 EP209 
MP501 58.62   

 
The table shows that for TUC there is only one computer system (CS) failure mode 

among the top 10 failure modes, while we have four CS failure modes for the SSD. 
These failure modes are: 

CS100 Does not save or deletes info 
CS300 Reacts wrongly to command or do not react at all 
CS400 Shows wrong info, including false alarms – both TUC and SSD 
CS700 Other software errors 

For all of these failure modes SSD is better than TUC although the significance level 
and frequency differences are small, except for CS700 where we have a difference of 
-0.22. The p-value, however, is 0.22. We should also note that while there is 11% 
computer system related failure modes among the top ten found for TUC, the corre-
sponding value for SSD is 50%. The same effect has been observed in previous ex-
periments. We have found that FMEA outperform misuse case diagrams [17] when it 
comes to network problems and that misuse cases based on both diagrams and text 
score low on the failure modes “software unavailable”, “network down” and “delete 
files” [18]. Thus, as a general conclusion, we will claim that TUC is better than SSD 
for all failure modes except those pertaining to the inner working of the computer 
system. 

We will use the process suggested for RQ3-2 in chapter 4.1 in order to understand 
why we get this result.  

1. Characteristics of CS failure modes: The main characteristic of a CS fail-
ure mode is that it describes computer system failure modes. The user and 
his behaviour are not involved.  
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2. What in SSD helps us to discover CS failure modes and what in TUC hin-
ders this discovery? The answer to this question is that SSD makes ex-
plicit the sending and receiving of messages – e.g. commands – between 
actors and one or more subsystems. The TUC, on the other hand has all its 
focus on the user and how the system reacts to his commands. Sending 
and receiving messages is only included indirectly. 

3. Based on this, we will conclude that TUC helps the analyst to focus on 
user / system interactions, while SSD helps the user to focus on how the 
user / system interactions are performed – e.g. via sending and receiving 
messages.       

6   Threats to Validity 

We will use the categories defined in [19] as a starting point for our discussion on 
threats to validity. We will look at each threat in a short section before giving a sum-
up of our validity claims. 

6.1   Conclusion Validity 

Conclusion validity is concerned with our ability to draw the right conclusions about 
the relationship between the treatment and the outcome. An important question here is 
sample size. For the main failure mode categories, we have seen a medium to large 
effect – ES values from 0.88 to 1.22.   

If we denote the type I error probability by α and the type II error probability by β, 
and let N be the sample size, the following relationship holds: 

2

2
2/ )(4

ES

uu
N βα +

=        (4) 

If we use α = 0.05 and β = 0.20, we get for smallest effects N = 26/0.92 which gives 
use an N-value of 32.  Since we have a total of 39 participants, we have a sufficient 
number of observations for our conclusion.  

For proportions, a large effect size is 0.40 or more. The only single failure mode 
which departs from the general picture – TUC better than SSD – is failure mode 
CS100. In this case the ES is large – 0.46. If we use the same notation as in equation 
(4) except that N now is the sample size of each part of the experiment, we have for 
proportions that: 
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For CS100 we have p1 = 0.60 and p2 = 0.14 and thus d = 0.46. If we, as before use α 
= 0.05 and β = 0.20, we get N = 19.7 Thus, we need 40 observations in order to ob-
serve the difference for CS100. We have 39 observations, which is so close to  
40 that we will accept the result as valid. We only have to increase the risks of a type 
II error from 0.20 to 0.21 in order to reduce the number of observations necessary  
to 39. 



 Comparing Safety Analysis Based on Sequence Diagrams and Textual Use Cases 177 

6.2   Internal validity 

Internal validity is concerned with the relationship between treatment and outcome – 
was it the treatment that caused the outcome?   

The main discussion point is whether the two groups of experiment participants are 
equal. In order to answer this question we will look at results from the pre-experiment 
questionnaire. Out of the eight questions in pre-experiment questionnaire, there are 
significant differences between the two groups in the answers to only three of them. 
The two groups score the same for knowledge of sequence diagrams, analysis of 
safety, reliability and misuse cases plus the number of months of practical experience 
with IT work.  

The three questions where the two groups differ are questions PQ1, where the SSD 
group has less experience with class diagrams, PQ5, where the SSD group has less 
experience with writing use cases and PQ7, where the SSD group on the average has 
completed six semesters of their studies while the TUC has completed only 4.8. The 
important difference, however, is the difference between the two groups’ knowledge 
of their respective methods – the SSD group’s knowledge of sequence diagrams and 
the TUC group’s knowledge of use cases. On a Likert scale from 1 (no knowledge) to 
5 (good knowledge) the SSD group has an average score of 2.1 for sequence diagram 
experience while the TUC group has an average score of 1.6 for use cases. The differ-
ence is significant at the 0.05 level. The effect size, however, is just 0.5 – a small to 
moderate effect. As an aside, we know there are purists who do not like to use arith-
metic on Likert scale values. We will not take up this discussion here but point the 
reader to John W. Tukey’s article [20] on this topic.  

Besides the factors mentioned above, cultural differences may have influenced the 
results. There is, however, no way that we can assess the size of this influence. 

6.3   Construct Validity 

Construct validity is concerned with the relationship between theory and observations. 
The theory is in our case about the relationship between the number of failure modes 
identified and the documents used in this process – TUC or SSD. Counting the num-
ber of failure modes enables us to observe any differences in the effect of the two 
ways to represent the situation – TUC or SSD. Since we have already shown that 
there are no or just small differences between the participants’ capabilities, we will 
claim that the observed effect stems from the different representations.  

6.4   External Validity 

External validity is concerned with generalization – where and when are the conclu-
sions applicable and can we generalize from our experiments to industrial practice? 
External validity is threatened in two ways: the experiment participants received little 
training in the new method and the quality of the result has no influence, neither on a 
real product nor on the participant’s working situation. However, these threats will 
influence both methods in the same way. Since we are only looking for differences 
and not for any absolute measure this will not influence our conclusions on the rela-
tive merits of the two methods.  
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6.5   Our Claims to Validity  

Based on the discussions above, and besides a possible caveat for cultural differences, 
we claim that there are no serious threats to validity for our conclusions on the num-
ber of identified failure modes.  

7   Conclusion 

Based on our data analysis we will conclude that TUC is better than SSD when it 
comes to identifying failure modes related to required functionality and operator be-
haviour. The systems sequence diagrams outperform textual use cases when it comes 
to failure modes pertaining to the system’s internal working. Based on this, we rec-
ommend that, for hazard analysis in the early phases, we should provide a set of 
documents that enables the analysts to focus on each area under consideration. 

A natural direction for further work would be to do more experiments, for instance 
using industry practitioners in addition to students. It would also be interesting to 
compare various techniques in bigger case studies, since controlled experiments nec-
essarily limit the size of the tasks that can be performed, thus lacking the realism and 
complexity of information systems development projects. 
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Abstract. Entity matching or resolution is at the heart of many integration tasks
in modern information systems. As with any core functionality, good quality of
results is vital to ensure that upper-level tasks perform as desired. In this paper we
introduce the FBEM algorithm and illustrate its usefulness for general-purpose
use cases. We analyze its result quality with a range of experiments on heteroge-
neous data sources, and show that the approach provides good results for entities
of different types, such as persons, organizations or publications, while posing
minimal requirements to input data formats and requiring no training.

Keywords: Entity resolution, record linkage, information integration.

1 Introduction

The question whether two pieces of structured or semi-structured data refer to the same
object (or entity) has been the objective of substantial work over several decades, and
good solutions are the prerequisites for high-quality automatic integration or linkage of
data, information and knowledge. This integration topic and the related quality issues
are receiving increased attention by work performed in the context of the Semantic Web,
or more generally, the linkage of entity-related information in more general-purpose
web information systems.

The problem, which appears in literature under names such as record linkage, entity
linkage, entity resolution, etc., poses substantial challenges to automated approaches,
particularly when faced with a heterogeneous environment. In open, de-centralized en-
vironments that are emerging on the Web, we can find an increasing amount of (semi-)
structured information. But especially this lack of centralization – which is one of the
reasons for the dynamic development of the web and thus one of its strengths – leads to
difficult situations where for example creators of structured information published on
the web refer to the entities they describe with arbitrary, self-issued identifiers, making
it impossible for an automated system to perform efficient, syntactical integration of
information from different sources [4].
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Nonetheless, the demand for high-quality integration comes naturally from the side
of users and producers of progressive information systems alike. The cost-efficient cre-
ation of a news and article dossier about a certain person (which can then be sold against
a micropayment), the linkage of contacts between social networks, the collection of
opinions about a certain product from different sources, and many more examples all
require good-quality, easy-to-use automated approaches for entity resolution.

In this paper we present a novel approach for entity resolution, named FBEM (feature-
based entity matching). The approach is a generalization of earlier work[17], and com-
bines probabilistic as well as ontological methods for deciding whether two records
describe the same entity, taking into account intensional and extensional aspects of the
entities at hand. The approach aims at general-purpose usefulness with special focus on
web information systems, and bases on empirical findings about what are commonly
used entity types, and how they are usually described.

The rest of this article is organized as follows: the following section makes an at-
tempt at giving a concise account of the vast amount of related work from several fields.
Section 3 explains the background knowledge underlying the FBEM approach and its
representation in an ontology which serves as input to the algorithm. Sect. 4 then in-
troduces the algorithm, proposing a formal model for entity similarity and describing
its implementation. In Sect. 5 we perform a thorough investigation of the usefulness of
the algorithm, presenting a series of experiments in entity resolution which cover entity
types such as organizations, persons and scientific publications in datasets of different
sizes. The article closes with a discussion of the results and a description of further
work that is planned for improving the approach.

2 Related Work

In contrast to schema-level integration, entity-level integration deals with the actual in-
dividuals, not with integration of class structures or entity types. Entity level integration
has to deal with deciding whether two entity descriptions refer to the same individual.
Approaches to the problem of entity resolution can be broadly categorized into two
main categories: one requires training data to adapt the matching procedure with ma-
chine learning techniques, the other depends on domain knowledge for matching. The
approach presented in this paper falls in the latter category.

Approaches of entity-level integration have been proposed under several names,
ranging from duplicate detection [9], entity resolution [3, 11], merge/purge [12], ob-
ject identifcation [18], reference reconciliation [8]. Extensive surveys are available [9,
5, 19]. A related group of algorithms are the ones that aim at matching entity names
by computing the distance between the string values of corresponding entity names.
The algorithms included in this group suggest general-purpose methods for computing
the similarity between strings [14]. These algorithms are considered important since
they are currently used as the basic metric on which more sophisticated approaches
are based on. [7] describes and provides an experimental comparison of various string
distance metrics. Other approaches involve schema matching [16] in cases where the
entities to be matched are described with a different schema, also employing domain
knowledge from ontologies, where available [15].
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3 Knowledge about Entities

3.1 Background Knowledge

In her work on the foundations of entity representation [2], Bazzanella establishes six
top-level entity types that are both specialized and generic enough to serve as a basic
model for entity representation and matching in general-purpose environments such
as the (Semantic) Web. These are: PERSON, ORGANIZATION, EVENT, ARTIFACT,
LOCATION, OTHER.

In a feature-listing experiment with more than 350 participants, [2] compiles back-
ground knowledge about how humans describe entities, which – for the sake of com-
pleteness – we cite in Table 1.

Table 1. Relevance of features for describing basic entity types. (cf. [2]).

Entity Type (e) Attribute type (a) p(e|a) Entity Type (e) Attribute type (a) p(e|a)
Person surname 0.97 Artifact artifact type 0.97

first name 0.96 artifact name 0.94
full name 0.96 brand 0.93
affiliation 0.85 model 0.91
occupation 0.83 features 0.83

Organization organization name 0.98 Location location name 0.98
activity 0.85 location type 0.89
organization type 0.85 use 0.63
part of 0.49 place:province 0.59
place:country 0.15 attraction 0.55

Event event type 0.97
event name 0.96
date:year 0.92
date:month 0.84
protagonist:surname 0.79

From these data we develop the following working hypothesis: we have two types
of features (i) generic ones (“name” and “type”), that say nothing about the entity type
but have an average importance in the model that is still higher than the one of an “un-
known” feature, and (ii) type-discriminative ones that help us infer an entity type from
its description; these features and their relevance values can be used beneficially to
perform general-purpose entity resolution, by attempting to map two given records de-
scribing the same entity to the above model, and using the relevance values to influence
the calculation of record similarity between the two.

3.2 An Ontology of Entity Description

In order to make use of the results described in the previous section in an actual algo-
rithm, the FBEM OWL-ontology has been created which captures the aspects of features
and feature weights in entity descriptions. The ontology defines concepts for Entity and
Feature, as well as the necessary relations between them, as depicted in Fig. 1.
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Fig. 1. Class structure of the background KB

Fig. 2. Example individual of class Entity describing the Artifact type

The actual content of the ontology is in the individuals of the class Entity and its
subclasses. One example is given in Fig. 2, which represents the entity type ORGANI-
ZATION and its features such as activity, type or partof. Each of those feature individuals
has a set of datatype properties containing the feature weights of type float, and – in or-
der to support synonymity and multilinguality – also a set of so-called label patterns
which contain the primary name of a feature as established in Sect. 3.1, as well as
possible synonyms and natural language versions.

These label patterns are used by the FBEM implementation to attempt establishing
a mapping of feature names of the given entities into the FBEM ontology, which is in
fact a coarse, but very efficient way of schema matching, which we have implemented
for different natural languages (currently German, Italian and English).

4 A Feature-Based Entity Similarity Model

4.1 The FBEM Similarity Score

To present a ranked list of candidate entities that match a reference entity (or a query),
we require a score that serves as parameter for ranking, which expresses the closeness
of a candidate entity to the reference entity, relative to all other candidates.

In our setting, the representation of a reference entity Q and candidate entity E is
modeled as the set of features F plus an optional type t. The type information is not
required to follow any form or (natural) language, but is free text:

Q ≡ E ≡< F, t >;
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The first part of the representation of Q and E is in the form of a set F of features,
which are represented as <name, value> pairs that are independent in content and size
(i.e. they don’t necessarily share a vocabulary or schema, or even a natural language):

f =< n, v >;
F = {f1, f2, ...};

We define the following functions:

n(f): returns the name part of a feature f of an E or Q;
v(f): returns the value part of a feature f of an E or Q;
typeof(E): returns the ontological type of an E or Q.

In order to establish similarity between two entities, we require additional operators and
functions that are later used for the computation.

mapsto(f) =def ∃x, f(FEATURE(x) ∧ f ∈ F ∧ HASLABELPATTERN(x, n(f)) (1)

Axiom 1 provides the definition of a function that maps a feature of Q or E into the
background KB. The function must return the feature into which f has been mapped,
or NIL.

typeDesc(f) =def ∃x(DISCRIMINATIVEFEATURE(x) ∧mapsto(f) ≡ x) (2)

Axiom 2 provides the definition of a boolean function that determines whether a feature
of Q or E is type-descriminative. It does so by determining whether a feature can be
mapped into the set of type-descriminative features of the background KB.

We furthermore define three boolean operators that describe whether Q and E are
type-compatible(cE), incompatible (ciE), or of unknown compatibility (cuE):

cE(Q, E) =def typeof(Q) ≡ typeof(E) (3)

Axiom 3 states that Q and E are considered compatible if they have the same ontological
type.

ciE(Q, E) =def typeof(Q) �= typeof(E) (4)

Axiom 4 defines that Q and E are considered incompatible if they have different onto-
logical types in the background KB.

cuE(Q, E) =def ¬ciE(Q, E) ∧ ¬cE(Q, E) (5)

Axiom 5 defines that Q and E are considered of unknown compatibility if they are
neither compatible nor incompatible.

In order to involve background knowledge into the calculation of entity similarity,
we also need to define a set of operators that indicate whether a pair of features fQ

and fE are name-identical(cidf), name-compatible(cf), name-incompatible (cif ) or of
unknown compatibility (cuf ):
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cidf(fQ, fE) =def

(cE(Q, E) ∨ cuE(Q, E)) ∧ ((mapsto(n(Q)) ≡ mapsto(n(E)))) (6)

Axiom 6 defines that two features are known to be name-identical with respect to the
feature name, if their respective records Q and E are not incompatible, and if the features
map into the same ontological feature of the background KB.

cf (fQ, fE) =def

(cE(Q, E) ∨ cuE(Q, E)) ∧ (n(Q) ≡ n(E)) (7)

Axiom 7 defines that two features are name-compatible if their respective records Q
and E are not incompatible, and the respective feature names are identical strings (but
unknown with respect to our background KB).

cif (fQ, fE) =def

(ciE(Q, E)) ∨ (mapsto(n(Q)) �= mapsto(n(E))) (8)

Axiom 8 defines that two features are name-incompatible if their respective records Q
and E are incompatible, or if they map into different ontological features of the back-
ground KB.

cuf(fQ, fE) =def

¬cidf (fQ, fE) ∧ ¬cf (fQ, fE) ∧ ¬cif (fQ, fE) (9)

Axiom 9 defines that two features are of unknown compatibility if they are neither
name-identical, name-compatible or name-incompatible.

Now, we define fsim(fQ, fE), a function that computes the similarity of two fea-
tures fQ, fE , taking into account the similarity of the value parts of fx, as well as our
background knowledge base:

fsim(fQ, fE) =def

sim (v(fQ), v(fE)) ∗

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

wc + p(E|fE), for cidf (fQ, fE);
wc, for cf (fQ, fE);
wu, for cuf (fQ, fE);
0, otherwise .

(10)

Equation 10 relies on the following functions and parameters:

sim(x, y) : a suitable string similarity measure between x and y.
p(E|fE) : the relevance of the feature to describe a given entity type, as defined in the

background KB (see Sect. 3.1); please note that p(Q|fQ) = p(E|fE) because the
model requires that the features map into the same element of the background KB;

wc : the importance which is given to the fact that a pair of features is compatible;
wu : the importance which is given to the fact that a pair of features is of unknown

compatibility.;
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At this point we are able to establish the similarity between individual features. To
compute the complete feature-based entity similarity, which finally expresses to which
extend E is similar to Q, we proceed as follows.

Let maxv(V ) be a function that computes the maximum value in a vector1. We then
span the matrix M of feature similarities between Q and E, defined as

M := (fsim (Q, E))|Q|×|E| → Q ≥ 0

with fsim as defined above, |Q|, |E| being the number of elements of the vectors Q
and E, respectively, and Q is set of rational numbers.

The feature-based entity similarity score fs is defined as the sum of all the maximum
similar feature combinations between Q and E:

fs (Q, E) =
|Q|∑
i=1

maxv(Mi) (11)

Here Mi is ith row of the matrix M . Please note that when type of entity E and that of
query Q are given or can be infered and found to be not matching, E and Q will be in-
compatible. Our approach is modeled in such a way that when Q and E is incompatible,
the similarity score for them will be zero.

Taking into account that Mi is a weighted value, we use a dot-notation denote its
weight w as Mi.w. Using a mathematical normalization of the similarity score, the
final entity similarity measure esim(Q, E) can be defined as follows:

esim(Q, E) =
fs(Q, E)∑|Q|

i=1 maxv(Mi).w
(12)

In the last formula, we divided a sum of weighted values on a sum of corresponding
weights. This allows us to normalize similarity score within the range of [sim(x, y)min,
sim(x, y)max], e.g., [0, 1].

4.2 Implementation

For implementing an algorithm that can provide the entity similarity defined in Eq. 12,
there are several variables to set and operators to implement which can not be trivially
derived from the definitions in the previous section. In the following we give details
about their implementation.

typeof(E): An implementation of the the typeof operator is required to return the on-
tological type of the entity E or the intended ontological type of the desired entity
that is described by Q. Compatibility of types will later influence the similarity that
is established between a Q and an E (especially type-incompatibility will lead to
a significantly lower score). The ontological type of Q or E can be inferred from
a successful mapping of a given feature into an individual of class Discriminative-
Feature in the FBEM ontology, or by an explicit specification of the type. Please

1 Trivially defined as maxv (V ) = max
|V |
i=1 (Vi), with |V | being the number of elements of V .
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note that due to the flexibility of this model, the involvement of a sophisticated
schema-matching component from such a freely specified type to one of the types
in our knowledge model may be of benefit. For the results presented in this article,
the implementations of various functions are given below.

mapsto(f): The mapsto function establishes a mapping between a feature f and an
instance of the class FEATURE of our background ontology. It does so by checking
whether it is possible to establish a string match between n(f) and one of the values
of the HASLABELPATTERN property of the instance.

sim(x, y): This operator returns a similarity measure between the strings x and y, in
the range of [0,1].

p(E|fE)): The relevance of a feature for a certain entity is retrieved from the back-
ground KB, using the mapsto operator. If the mapsto function fails, this value
will be unknown.

wc: This weight can be empirically optimized, default is 0.5.
wu: This weight can be empirically optimized, default is 0.25.

The algorithm implements certain optimizations, e.g. the reasoning that is required to
derive the necessary facts from the background ontology is being performend at loading
time of the algorithm, materialized and then cached in very efficient memory structures
because direct interaction with the OWL model has proven to be unsustainable in terms
of runtime performance.

5 Evaluation

5.1 Evaluating String Similarity Measures

As explained in the previous sections, the FBEM algorithm performs string similar-
ity matching between a selection of values of the entities that are to be compared.
To understand what is the impact on the selection of a string similarity measure on
the overall performance of the algorithm, an experiment has been performed that runs
FBEM on the Eprints and Rexa datasets (see Sect. 5.5) using four different metrics: the
well-known Levenshtein [13] and Soundex algorithms, as well as Monge-Elkan [14]
and TagLink [6]. The results reported in Table 2 illustrate quite drastically that a poor
choice of string similarity measure has a negative impact on the quality of matching
results. While Levenshtein delivers good results, it does so in very few cases. Other
approaches such as Soundex or Monge-Elkan fail our requirements completely. Only
the TagLink measure provides acceptable results, and a possible reason may be that the
algorithm establishes similarities between tokens of strings which makes it less vulner-
able to difference in token sequence (as is the case for names, such as “Barack Obama”
vs. “Obama, Barack. T.”).

5.2 Record Identity Tests

To perform a baseline evaluation of the FBEM algorithm, a test of record identity has
been performed to measure the quality of the algorithm when no difference between
records exist. The dataset that was used is a collection of 50,000 entity profiles taken
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Table 2. FBEM performance using different string similarity measures

Levenshtein Soundex Monge-Elkan TagLink
Precision 0.95 0.00 0.01 0.72
Recall 0.05 0.16 0.48 0.77
F-Measure 0.10 0.01 0.02 0.75

Table 3. Experimental results analyzing the matching of identical records (full duplicates)

Experiment 1 Experiment 2
Dataset A size 100 Dataset A size 100
Dataset B size 100 Dataset B size 50,000
Overlap A ∩ B 100 Overlap A ∩ B 100
Precision 1 Precision 1
Recall 1 Recall 1

from the Entity Name System2, which contains a majority of geographic entities, as
well as some organizations and persons. The records are represented in a flat list of
free-form name/value pairs that follow no particular schema [1].

Starting from this basic dataset, we performed two experiments. One is a random
selection of 100 samples that were matched against each other (carthesian product).
A second experiment evaluates result quality of 100 random samples when matched
against the complete dataset of 50,000 records. The results are reported in Table 3.

5.3 Aligning Restaurant Records

The restaurant dataset3 is composed of about 864 restaurant records from two different
data sources (Fodor’s and Zagat’s restaurant guides), which are described by name,
street, city, phone and restaurant category. Among these, 112 record pairs refer to the
same entity, but usually display certain differences. An example is given in Table 4.

The objective of this experiment was to use real-world data that do not cover the
“usual suspects” such as scientific articles or authors. In detail, the data were organized
in a way that the 112 records from Fodor’s which had a counterpart in Zagat’s were
added to a dataset A, and all the others were merged into a dataset B. Then we performed
an evaluation using the FBEM algorithm without any modifications, to measure how
many entries in dataset A could be successfully found in dataset B. The quality of
results is very promising, both recall and precision are above 0.95; more details are
reported in Table 5.

5.4 Aligning Person Records

The people2 dataset4 contains two files, A with original records of people and B another
with modified records from the first file. B contains maximum 9 modified entries for

2 http://www.okkam.org
3 Originally provided by Sheila Tejada, downloaded from
http://www.cs.utexas.edu/users/ml/riddle/data.html

4 Febr project: http://sourceforge.net/projects/febrl/

http://www.okkam.org
http://www.cs.utexas.edu/users/ml/riddle/data.html
http://sourceforge.net/projects/febrl/
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Table 4. Example records of the restaurants data set

Fodor’s Zagat’s
name carmine’s name carmine’s
street 2450 broadway between 90th and 91st sts. street 2450 broadway
city new york city new york city
phone 212/362-2200 phone 212-362-2200

Table 5. Evaluation results of FBEM on the restaurant dataset

Dataset details Results
Dataset A size 112 False positives 2
Dataset B size 744 False negatives 4
Overlap A ∩ B 112 Recall 95%

Precision 98%

an original records in A, with maximum 3 modifications per attribute, and maximum
10 modifications per record. The original file contains 600 records, while B contains
400 records which are modifications of 95 original records from A. The attributes of the
records are record id, given name, surname, street number, address, suburb, postcode,
state, date of birth, age, phone number, social security number. An example is given in
Table 6. It is evident from the example that there substantial modifications per record.
Still, the results show precision and recall both above 0.77; more details are reported
in Table 7.

Table 6. Example records of the people2 data set

A B
rec id 2280 rec id 2285
given name kate given name katrh
surname peat surname peat
street number 111 street number 1
. . .
address 1 duffy street address 1 street duffy
suburb robina suburb robivna
date of birth 19450303 date of birth 19450033
phone number 02 90449592 phone number 04 03014449
. . .

As evident in table 8 there are 505 entries which are not present in the alignment.
This dataset was used to test for true negatives, i.e. the ability of the algorithm to decide
that a searched entity is not present in the target data. This experiment is important for
scenarios where concrete decisions have to be taken, instead of delivering only a list
potential matches without giving further information about their quality. The results for
the experiment are promising, with accuracy at 95% for the given dataset. Table 8 gives
the details of the experiment.
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Table 7. Evaluation results of FBEM on the people2 dataset

Dataset details Results
Dataset A size 600 False positives 71
Dataset B size 400 False negatives 93
Overlap A ∩ B 400 Recall 77%

Precision 81%
F-Measure 79%
Fallout 19%

Table 8. Results characterizing the ability to decide about true negatives

Total number of entities in dataset A size 600
Number of entities which have no correspondence in B 505
Total number of entities which have no duplicate in our result 488
Number of missing entities 26
Number of falsely detected entities 9
Accuracy 95%

5.5 Aligning Bibliographic Databases

For the experiments described in this section we used benchmarks provided by the in-
stance matching contest of the Ontology Alignment Evaluation Initiative 2009 (OAEI)5.
Each benchmark is accompanied with a gold standard in alignment format [10]. The
gold-standard alignment is the set of pairs of entities that are known to match, which is
then used to evaluate precision and recall of the alignment produced by the experiment.

The benchmark consists of three datasets containing instances from the domain of
scientific publications, i.e. information about authors and their publications in proceed-
ings, journals and books.

Eprints contains data about papers produced for the AKT research project. The dataset
contains around 1000 entities.

Rexa is generated from the search results of the search server Rexa. The dataset con-
tains over 20000 entities.

SWETO-DBLP is a version of DBLP modeled against the SWETO ontology. The
dataset contains over 1000000 entities.

For this experiment, the data are homogenized into the flat name/value pair format that
the FBEM algorithm accepts as input. Note that the homogenization is not an integral
part of the FBEM algorithm, and thus can be customized. However, a simple, generic
homogenizer for RDF data was used for the described experiments in order to produce
comparable results. This homogenizer performs no particular reasoning or encodes any
kind of knowledge about the underlying data, it only converts the long WWW-style
URIs into short names, and removes relations that point to other classes or individuals,
thus maintaining only datatype properties directly associated to the entity at hand.

5 All data are available from http://oaei.ontologymatching.org/2009/

http://oaei.ontologymatching.org/2009/
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Table 9. Matching results for the Eprints-Rexa-DBLP benchmark

Precision Recall F-Measure Fallout
Eprints – Rexa 0.72 0.78 0.75 0.28
Eprints – DBLP 0.91 0.78 0.84 0.09
Rexa – DBLP 0.83 0.94 0.88 0.17

Table 10. Type-specific matching results between the Eprints and Rexa datasets

Precision Recall F-Measure Fallout
Person 0.70 0.81 0.73 0.30
Article 0.77 0.71 0.74 0.23
Inproceedings 0.96 0.69 0.80 0.04

In the experiment, the datasets Eprints, Rexa and DBLP were were aligned pairwise.
In order to achieve a result within a reasonable timeframe, the large amount of data con-
tained in DBLP was reduced to the entities that are actually contained in DBLP-related
gold standard, and then aligned w.r.t. eprints and rexa datasets. Finally, the resulting
alignments were evaluated against the corresponding golden standard provided with
the datasets.

The matching results are reported in Table 9, and give a positive overall picture. Im-
portant to note are the values for Fallout, which is defined as (1-Precision) and reflects
the amount of wrong mappings.

In order to gain a better understanding of the detailed strengths and weaknesses of
FBEM w.r.t. entity types that are being matched, an additional experiment was per-
formed that does typed matching between the Eprints and Rexa data. The three types
that were selected from the datasets are “person”, “article” and “inproceedings”. The
results in Table 10 does however not exhibit a very clear trend that could lead to a solid
identification of entity types for which FBEM is particularly (un)usable. In terms of
precision it behaves better on the larger records that describe publications, and less well
on Person data, whereas recall behaviour is the opposite.

6 Discussion and Future Work

One important result presented in this paper is the strong influence that a string similar-
ity metric has on the quality of the matching results. In Sect. 5 we have experimented
with a selection of metrics which showed quite drastic differences in outcome. For this
reason, one of the next steps will be to work on a component for FBEM that imple-
ments heuristics which will allow to select a suitable similarity measure for a given
feature value. Such heuristics can base on aspects such as single-token vs. multi-token
strings, well-known patterns, and the detection of specific names, e.g. for persons or
companies, for which highly specialized algorithms exist.

A second goal is to further broaden the scope of the evaluation of the approach. While
this aspect has been substantially expanded since the publication of the predecessor
approach, the analyses we have performed have not yet shown results diverse enough



192 H. Stoermer, N. Rassadko, and N. Vaidya

to understand which kind of data and/or entity types FBEM is particularly suitable for.
For this reason, more heterogeneous benchmarks will be performed.

A further, mid-term goal is to address more in detail the aspects of large-scale, high-
performance entity resolution. Several performance aspects have already been kept in
mind during the development of the FBEM implementation. Nonetheless, several addi-
tional aspects have to be adressed. First, a good selection of stopping techniques needs
to be compiled which will allow the algorithm to cease comparing features when a
highly relevant match has been found (e.g. an identical social security number). Fi-
nally, blocking techniques will be analyized to limit the amount of entity-to-entity com-
parisons. For example, the Entity Name System [4] implements a high-performance,
index-based preselection of candidates, which are then further compared with more so-
phisticated, but also more costly methods. This approach will be one of the first to be
evaluated.

7 Conclusion

In this paper we have presented a probabilistic, general-purpose approach for entity res-
olution which bases on background knowledge about entities and their representation.
We have illustrated the important role that entity resolution plays in the engineering of
applications that require good quality data integration, and have shown in a series of
experiments that for common entity types such as people, organizations or locations,
the FBEM approach delivers satisfying results, both in recall and in precision. While
already performing at a good level of quality, several areas of improvement have been
identified and discussed. These will be addressed in future evolutions of the approach.

In preparing this work it has proven quite difficult to collect suitable datasets which
include evaluation standards, even though related work has been performed for many
years. Publication not only of evaluation results, but also of benchmarks, seems vital
in this context. The authors thus plan to compile the data used in this and future ex-
periments in a coherent way, so that benchmarking of related approaches is rendered
considerably more easy.
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Abstract. Goal of this paper is to propose a reference modeling frame-
work to explicitly identify and formalize the different levels of variability
that can arise along all the involved dimensions of a matching execution.
The proposed framework is based on the notion of knowledge chunk, con-
text, and mapping to abstract the variability levels and related operations
along the source-dataset, the matching-dataset, and the mapping-set di-
mensions, respectively. An application of the proposed framework with
instantiation in the HMatch 2.0 systems is illustrated.
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1 Introduction

Techniques for matching semantic web data are an essential component of mod-
ern information management and evolution architectures, to correctly compare
and integrate disparate resource descriptions and to promote effective resource
sharing and integration on the global scale [1]. Several tools and approaches
have been proposed in the literature for performing ontology and schema match-
ing [2,3], and, more recently, also for performing instance matching [4,5]. A key
demand for effective matching tools and techniques is the capability to deal with
different kinds of variability that can emerge during a matching execution on a
certain dataset. For example, one must be able to deal with variability of data
representations both from a linguistic and a structural point of view, with the
purpose of dynamically isolating only the subset of data relevant for a certain
matching goal. As another example, the output of the matching process can
result in mappings at different levels of granularity, providing just a similarity
measure expressing that pairs of concepts or instances match as a whole, or more
detailed information about mapping rules to convert their matching properties
one to another. For effective matching of semantic web data, a systematic anal-
ysis and modeling of the various kinds of variability that influence a matching
execution are required, and a conceptual framework for their classification is still
missing in the field.

Goal of this paper is to propose a reference modeling framework to explicitly
classify and formalize the different levels of variability that can arise along all
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the involved dimensions of a matching execution. The proposed framework is
based on the notion of knowledge chunk, context, and mapping to abstract and
formalize the variability levels and related operations along the source-dataset,
the matching-dataset, and the mapping-set dimensions, respectively. An appli-
cation of this framework to show its instantiation in the HMatch 2.0 system is
also illustrated. We want to stress that we do not propose yet another matching
approach, rather we want to focus on the problem of modeling the matching vari-
ability per se’. To the best of our knowledge, this is a novel contribution in the
field of matching, with can be taken as a reference for i) providing a disciplined
guidance for the design of new matching tools/techniques, flexibly customizable
to operate in different situations at both schema and instance level and ii) defin-
ing a conceptual framework to analyze and compare existing systems/approaches
with respect to the degree of variability actually supported.

The paper is organized as follows. After discussing related work in Section 2,
in Section 3, we introduce the basic notions of the proposed Matching Variability
Framework. Details about the formalization of contexts for modeling matching
variability along each dimension are presented in Section 4, 5, and 6. In Sec-
tion 7, we discuss an example of instantiation in the HMatch 2.0 system. Finally,
concluding remarks are provided in Section 8.

2 Related Work

Relevant work on matching variability exists in the literature on ontology and
schema matching [2,3,6]. However, we observe that in most of the existing ap-
proaches, variability is only partially supported or it is considered but in an im-
plicit way by the various tools and prototypes. In particular, variabilities at the
matching-dataset level are “embedded” in the tools through some level of config-
urability of the matching process. In this direction, a relevant example is provided
by tools like ASMOV [7], RiMOM [8], and DSSim [9], as well as in mostly theo-
retical approaches like [10]. More recent work in the field of ontology matching is
mainly focused on investigating the variabilities at the level of the mapping-set.
In particular, recent approaches are being proposed to discuss how the mappings
produced by different tools can be combined on the basis of different similarity
measures. In [11], the variability of the possible mapping combinations is ex-
ploited to improve the mapping quality in terms of precision and recall, rather
than to work on the modeling aspects of mapping combination. In this respect,
interesting work are provided in [12,13], where the focus is more on presenting
the possible operations that can be performed over a mapping-set, rather than
on discussing the variabilities of the matching execution that originates them.
Two other kinds of approaches to the problem of mapping exploitation are given
in the framework of query answering [14] and of reasoning-based mapping vali-
dation [15,16]. In both the cases, however, the proposed techniques do not take
into account the problem of modeling different mapping exploitation/validation
strategies in correspondence of different matching contexts and/or goals. We
note that all the presented tools/approaches are mainly focused on discussing
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the aspects of variability at the level of both matching-dataset and mapping-
set, while matching variabilities at the level of the source-dataset have not been
formalized yet. With respect to the related work, this paper is a first attempt
to give a comprehensive formalization of matching variability, by considering all
the different dimensions involved in a matching execution.

3 Modeling Matching Variability

Data and ontology matching is frequently invoked in different scenarios and with
different purposes. For this reason, the requirements and conditions under which
matching is performed can vary from one case to another according to the specific
goal that needs to be satisfied. This means that different types and different levels
of variability characterize each matching execution. We represent these levels of
variability along the following three dimensions: variability of the source-dataset,
variability of the matching-dataset, and variability of the mapping-set.

Variability of the source-dataset. This kind of variability describes the dif-
ferent customizations that can be performed over the initial (i.e., source) dataset
considered for matching. In particular, this variability dimension expresses the
possible filtering operations that can be applied to the source-dataset to restrict
and to better focus on the data of interest for the considered matching execution.
We distinguish two different levels of variability along this dimension:

– Abstract selection (α). It allows to filter out the source-dataset by select-
ing for matching only a subset of the data properties according to a given
criterion.

– Concrete selection (χ). It allows to filter out the source-dataset by selecting
for matching only those data that exhibit a certain value for a given (set of)
property.

As a result of the application of these levels of variability to the source-dataset,
the so-called matching-dataset is produced.

Variability of the matching-dataset. This kind of variability describes the
different customizations on the accuracy/deepness of the matching execution
that can be performed over the matching-dataset. We distinguish three different
levels of variability along this dimension:

– Constraint matching (κ). It allows to specify a precondition (i.e., a con-
straint) that has to be verified by the data in the matching-dataset for being
matched. This way, it is possible to subordinate the matching execution to
those data that satisfy the given constraint.

– Scope matching (π). It allows to specify at which level of deepness the match-
ing execution has to be performed in terms of number and kind of features
to consider for the data comparison.
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– Weight matching (ω). It allows to assign a different level of relevance to the
properties of the data to be matched. This way, it is possible to specify that
one or more properties have a higher relevance than others within a given
matching execution.

Variability of the mapping-set. This kind of variability captures the different
customizations on the mappings that are returned as result of a matching execu-
tion. We distinguish three different levels of variability along this dimension:

– Mapping ranking (ρ). It allows to specify a minimum threshold that should
be satisfied by a mapping to consider its corresponding elements as matching
elements.

– Mapping cardinality (δ). It allows to specify the number of correspondences
that are admitted in the matching result for a given element e. The choice
spans from the one-to-one option, where only the mapping with the best
matching element of e is included in the result, up to the many-to-many
option, where all the discovered mappings with the matching elements of e
are included in the result.

– Mapping granularity (γ). It allows to specify the level of granularity of the
mappings produced as a result of the matching execution. The choice spans
from a generic element-to-element correspondence, up to a complete map-
ping table of correspondences between the single properties of two matching
elements.

The levels of variability along the three dimensions described above can be differ-
ently combined to obtain a specific configuration of the matching execution. All
the possible matching variabilities are described by the three-dimension schema
of Figure 1(a), where the nature of a matching execution is determined by the
variability levels activated (+) or not activated (-) along the three dimensions.
A given combination of choices depends on the specific target to satisfy. As an
example in a bibliographic scenario, we consider the retrieval of publications of
the same authors in the years from 2000 to 2003. This matching target can be
satisfied by the combination 〈+α, +χ,−κ, +π,−ω, +ρ, +δ,−γ〉 (Figure 1(b)).
The abstract selection (+α) allows to restrict the matching execution to the
comparison of authors, while the concrete selection (+χ) allows to consider only
publications from 2000 to 2003, respectively. The scope matching (+π) allows to
set the maximum level of deepness for the comparison of authors of two publica-
tions by considering all the information available in the corresponding semantic
web representations. Finally, the mapping ranking (+ρ) and the mapping cardi-
nality (+δ) allow to specify a matching threshold t and a many-to-many option
for mapping cardinality, respectively. This way, for a given publication, all the
publications with a matching value over t will be returned in the matching result.
As another example, the matching configuration for discovering all the biblio-
graphic records referring to the same real publication is shown in Figure 1(c)
and it will be discussed in Section 7.
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3.1 The Matching Variability Framework

To model matching variabilities modeling, we introduce the Matching Variability
Framework, based on the notions of knowledge chunk, mapping, and context.

Knowledge chunk. A knowledge chunk kc represents an element of interest
for matching, either concept or instance. Given a semantic web resource O, like
a RDF(S) repository or an OWL ontology, let N be the set of element names in
the signature of O, P is a set of property/relation names, L the set of datatypes
and literal values in O, and id the identifier of O, such as its URI. A knowledge
chunk kc provides a synthetic representation of an element e ∈ O in terms of
its constituent axioms/assertions, both explicitly and implicitly defined in O.
To this end, kc is defined as a set of axioms kc = {a1(kc), a2(kc), . . . , an(kc)}
constituting the specification of the corresponding element e. An axiom ai(kc),
with i ∈ [1,n] has the form ai(kc) = 〈n(kc), r(ai), v(ai), id〉 where:

– n(kc) ∈ N is the name of the knowledge chunk kc, which coincides with the
name of e.

– r(ai) ∈ P ∪ {≡,�} is a semantic relation contained in the definition of e.
– v(ai) ∈ N ∪ L is the value of the corresponding relation r(a1).
– id is the provenance of kc, namely the identifier of the resource from which

kc is generated.

Given O, a set of knowledge chunks is derived to provide a synthetic representa-
tion of concepts and instances contained in O. In particular, a knowledge chunk
kcu is created for each URI u ∈ O. An axiom ai(kcu) is defined for each path
u → v between u and a terminal node v in the RDF graph of the resource.
The semantic relation r(ai) is defined as the concatenation of the labels of the
properties p1 and pn in u → v, while the value v(ai) is set to v. An example
of knowledge chunk is given in Section 3.2, while a detailed description of the
construction of knowledge chunks from RDF(S) and OWL resources is provided
in [17].

Mapping. A mapping m denotes a semantic correspondence between two knowl-
edge chunks kci and kcj and it is a tuple of the form m = 〈n(kci), n(kcj), SA,
U〉, where:

– n(kci) and n(kcj) are the names of the matching knowledge chunks kci and
kcj , respectively.

– SA ∈ [0, 1] is the semantic affinity value denoting the level of matching
between kci and kcj .

– U is a (possibly empty) set of mapping rules, each one denoting the corre-
spondence between pairs of matching axioms of kci and kcj .

Context. A context defines a variability level in terms of operations on knowl-
edge chunks and on mappings between them. The idea of using contexts to
model matching variability derives from the field of conceptual modeling where
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Fig. 1. Graphical representation of variability dimensions of matching (a), and exam-
ples of matching configurations (b) (c)
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rdf:label: Hypertext in the Semantic Web.
sweto:book title: ACM Conference on Hypertext and Hypermedia 2001
sweto:year: 2001
sweto:pages: pp. 237-238

Rexa
rexa:p1 sweto:author: Kieron O’Hara, Nigel R. Shadbolt

sweto:journal name: International Journal of Human-Computer Studies
sweto:year: 2002

rexa:p2 sweto:author: Harith Alani, Srinandan Dasmahapatra, Nicholas Gibbins, Hugh
Glaser
rdf:label: Ensuring referential integrity of ontologies for the semantic web.
sweto:book title: Managing reference
sweto:year: 2002
sweto:pages: 317-334

Fig. 2. A portion of the AKT EPrints and of the Rexa datasets
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(a)

kci r(ai) v(ai) id

eprints:p1

author name Shadbolt, Prof Nigel eprints
author name Tennison, Dr Jeni eprints
author name O’Hara, Dr Kieron eprints

label APECKS: Using and Evaluating a Tool for Ontol-
ogy Construction with Internal and External KA
Support.

eprints

journal name International Journal of Human-Computer Stud-
ies

eprints

year 2002 eprints
(b)

Fig. 3. Example of RDF description of a publication (a) and the corresponding knowl-
edge chunk (b)

it has been introduced for the purpose of dealing with domain variability and
requirements engineering [18,19].

In the Matching Variability Framework, we abstract a matching execution
Match as Match(D) → M, where D is a source-dataset, namely the set of
knowledge chunks considered for the matching execution, andM is a mapping-
set, namely the set of mappings produced as a result of the matching execution.

3.2 Matching Example

To classify matching variability and to illustrate our proposed framework, we
consider bibliographic data based on the ARS benchmark datasets provided by
the instance matching track of OAEI 20091.

In particular, we focus on a test case that includes two datasets in the domain
of scientific publications, namely AKT EPrints and Rexa2. A portion of the
1 Ontology Alignment Evaluation Initiative: http://oaei.ontologymatching.org/2009
2 Both the datasets are available at http://www.intancematching.org/
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test case is shown in Figure 2 where we report data extracted from the RDF
description of three publications from AKT EPrints and two publications from
Rexa, respectively. An example of the RDF representation for the publication
eprints:p1 (see Figure 2) is shown in Figure 3(a) according to the SWETO-DBLP
ontology3, an extension of FOAF4 for the domain of scientific publications and
related authors. In particular, the properties rdf:label and sweto:author are used
to represent the title and the author of publications, respectively. An example
of the knowledge chunk corresponding to the bibliographic record eprints:p1 is
shown in Figure 3(b).

In the following sections, we introduce the contexts that formalize the vari-
ability levels along each dimension of Figure 1.

4 The Source-Dataset Contexts

Variability along the source-dataset dimension is formalized through the follow-
ing two contexts.

Definition 1. Abstract context. The abstract context of a knowledge chunk
kc is a unary operation αc(kc)→ 2kc that returns the set of axioms kc ⊆ kc that
satisfy the abstract context condition c associated with αc(kc). The condition c is
an arbitrary combination of conjunctions and/or disjunctions of property names
p ∈ P. Each component of the condition c is satisfied if ∃r(ai) ∈ kc | r(ai) = p.

Abstract contexts filter data with respect to the data structure, that is the
set of properties and relations associated with a given knowledge chunk. For
example, in order to focus only on journal papers and their titles for matching
publications, we apply the abstract context αjournal name∧label to the knowledge
chunks of eprints in Figure 2. As result, we have that only eprints:p1 satisfies the
abstract condition and will be included in the matching operation (see Figure 4).

kci r(ai) v(ai) id

eprints:p1 label APECKS: Using and Evaluating a Tool for Ontology Construc-
tion with Internal and External KA Support.

eprints

journal name International Journal of Human-Computer Studies eprints

Fig. 4. Example of abstract context result

Definition 2. Concrete context. The concrete context of a knowledge chunk
kc is a unary operation χc(kc) → {kc, ∅} that returns the knowledge chunk kc
itself if the axioms of kc satisfy the concrete context condition c, and returns the
empty set otherwise. The concrete context condition c is an arbitrary combination
of conjunctions and/or disjunctions of boolean predicates of the form 〈v(ai) θ k〉,
where k is a constant value, and θ is a comparison operator in {>, <, =, ≥, ≤,
�=, LIKE}, where LIKE denotes a pattern matching operator for strings (such
as in SQL).
3 http://lsdis.cs.uga.edu/projects/semdis/swetodblp/august2007/opus august2007.rdf
4 http://xmlns.com/foaf/spec/
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Concrete contexts filter source data with respect to their contents, that is the
property values associated with a given knowledge chunk. Still referring to
publications, we would focus the matching execution only on the publications
produced after 2001. We apply the concrete context χyear > 2001 to eprints pub-
lications of Figure 2, by selecting only eprints:p1 and eprints:p2.

5 The Matching-Dataset Contexts

Variability along the matching-dataset dimension is formalized through three
specific contexts as follows.

Definition 3. Constraint context. The constraint context is a binary oper-
ation κc(kc, kc′) → {(kc, kc′), ∅} that, given two knowledge chunks kc and kc′

submitted to matching, returns the pair (kc, kc′) if kc and kc′ satisfy the con-
straints c, and returns the empty set otherwise. The constraint c is an arbitrary
conjunction/disjunction of boolean predicates of the form 〈p θ p′〉, where θ is
a comparison operator in {>, <, =,≥,≤, �=} and p and p′ denote two property
names in P, respectively. The predicate p θ p′ is satisfied if ∃ai(kc), aj(kc′) |
r(ai) = p, r(aj) = p′, (v(ai) θ v(aj)) = true.

A constraint context defines pre-condition(s) that must be satisfied by two knowl-
edge chunks submitted to matching in order to be further considered for the
purpose of matching. Conditions under which two knowledge chunks are con-
sidered as comparable (and thus can be further matched according to the scope
and weight contexts) are expressed by the constraints in c. A very common con-
straint that could be required is the equality constraint p = p′, stating that
two knowledge chunks kci and kcj are equality-comparable only if their prop-
erties p and p′ have the same value. For example, with respect to publications
of Figure 2, if we want to match only records of publications appeared in the
same year, we apply the constraint context κkci.year=kcj .year(kci, kcj) to pairs of
knowledge chunks in (AKT EPrints × Rexa), resulting in the following set KC
of comparable knowledge chunk pairs.

KC = {(eprints : p1, rexa : p1), (eprints : p1, rexa : p2),

(eprints : p2, rexa : p1), (eprints : p2, rexa : p2)}

Definition 4. Scope context. The scope context is defined as a binary op-
eration πc(kc, kc′) that, given a pair of knowledge chunks kc and kc′ re-
turns the scope-projection (kc, kc′) of kc and kc′ under the scope c, with c ∈
{terminological, structural, full}. The scope-projection (kc, kc′) is defined
according to the following rules:

– If c = terminological then
• kc = {ni | ∃ai(kc), r(ai) = ni ∨ ∃aj(kc), v(aj) = ni}
• kc′ = {n′

i | ∃ai(kc′), r(ai) = n′
i ∨ ∃aj(kc′), v(aj) = n′

i}
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– If c = structural then
• kc = {〈nj, r(aj)〉 | ∃ai(kc), r(ai) = r(aj), n(kc) = nj}
• kc′ = {〈n′

j , r(aj)′〉 | ∃ai(kc′), r(ai) = r(aj)′, n(kc′) = n′
j}

– If c = full then
• kc ≡ kc
• kc′ ≡ kc′

The scope context has the purpose of keeping only the features of the knowledge
chunk representation that are of interest for comparison and matching evalu-
ation. In particular, the terminological scope limits to the terms appearing
in the knowledge chunk. In the Matching Variability Framework, we call this
set of terms terminological equipment of a knowledge chunk, which represents
the (unstructured) terminological information available in a knowledge chunk.
The structural scope produces the set of properties of kc and kc′ by cutting
off their values. In this case, only the knowledge chunk structure is considered
during matching. Finally, the full scope considers all the information avail-
able in a knowledge chunk. As an example, if we are interested in matching the
publications of Figure 2 eprints:p1 and rexa:p1 on the basis of their structure
only, we apply the scope context σstructural(eprints : p1, rexa : p1) that returns
the scope-projection eprints : p1 = {〈eprints : p1, author name〉, 〈eprints :
p1, label〉, 〈eprints : p1, journal name〉, 〈eprints : p1, year〉} and rexa : p1 =
{〈rexa : p1, author name〉, 〈rexa : p1, journal name〉, 〈rexa : p1, year〉}.

Definition 5. Weight context. The weight context ωc(kc)→ KC is defined as
a unary operation that, given a knowledge chunk kc returns a weighted knowledge
chunk kc defined according to the weighting set c. The weighting set c is composed
by pairs of the form (pi, wi), where pi is a property name in P and wi is a weight in
the range [0,1]. For each weighting pair (pi, wi), the resulting weighted knowledge
chunk kc is defined as kc = {〈ai(kc), wi〉 | ∃ai(kc) = ai(kc) ∧ r(ai) = pi}.

The weight context allows to discriminate the relevance to be assigned to ax-
ioms for knowledge chunk comparison. The higher the weight is, the highest the
relevance of the axiom is. An important usage of the weight context is to assign
more relevance to axioms having capability of identifying objects. Axioms hav-
ing strong identification power can be set to have higher relevance with respect
to the others in determining the final level of matching. For example, consider-
ing publications of Figure 2, we want to set titles and authors as more relevant
properties for identification than book titles and years, while pages should not
be taken into account at all. To this end, we define the weight context condition
(author name, 1.0), (label, 1.0), (book title, 0.5), (year, 0.5), (pages, 0.0).

6 The Mapping-Set Contexts

Variability along the mapping-set dimension is addressed by the following
contexts.
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Definition 6. Ranking context. The ranking context ρc(M)→ 2M is defined
as a unary operation that, given a mapping-set M returns a ordered list L of
mappings of M filtered according to the threshold c ∈ [0,1]. In particular, L is
defined as follows:

L = (m0, m1, . . . , mn) | ∀mi, mj , j > i⇒ SAj ≥ SAi ≥ c

The ranking context is used to cut off mappings whose level of semantic affinity is
lower than a given threshold. For example, referring to publications of Figure 2,
if we execute matching of eprints against rexa by applying the abstract context
αauthor name, we obtain the following mappings:

m1 = 〈eprints : p1, rexa : p1, 0.8, ∅〉

m2 = 〈eprints : p2, rexa : p1, 0.4, ∅〉

m3 = 〈eprints : p2, rexa : p2, 0.67, ∅〉

This result can be refined by cutting off mappings with a low semantic affinity
value, by applying the ranking context ρ0.5 that returns only the mappings m1
and m3.

Definition 7. Cardinality context. The cardinality context δc(M) → 2M is
defined as a unary operation that, given a mapping-setM returns a mapping-set
M⊆M that contains only mappings compatible with the cardinality constraint
c ∈ {one, many}. The resulting mapping-set M is defined according to the fol-
lowing rules:

– c = one:M = {mi = 〈n(kci), n(kc′), SAi,Ui〉 | ∃!kc′, 〈n(kci), n(kc′), SAi,Ui〉
– c = many:M≡M

The cardinality context regulates the maximum number of target knowledge
chunks that can match a single source knowledge chunk in a mapping-set. This
number (called cardinality) ranges from the value ‘unbounded’ allowing to keep
all the mappings discovered during the matching execution to ‘exactly one’,
which takes only the “best matching” mapping, where the notion of best match-
ing is defined according to the requirements of the matching task at hand. With
respect to the previous example, if we do not apply any ranking context, the
knowledge chunk eprints:p2 matches with both rexa:p1 and rexa:p2. This situa-
tion can be handled by applying the cardinality context δone and by selecting as
best matching element the one with the highest semantic affinity. This results
in keeping only the mapping 〈eprints : p2, rexa : p2, 0.67, ∅〉.

Definition 8. Granularity context. The granularity context γc(M) → 2M

is a unary operation that, given a mapping-set M returns a mapping-set M ⊆
M defined according to the granularity condition c ∈ {simple, complex}. The
resulting mapping-set M is defined according to the following rules:
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– c = simple: M = {mi = 〈n(kc), n(kc′), SAi,Ui〉 | mi ∈ M,Ui = ∅
– c = complex: M = {mi = 〈n(kc), n(kc′), SAi,Ui〉 | mi ∈M,Ui �= ∅

The granularity context determines the kind of mapping that holds between two
knowledge chunks in a mapping-set, ranging from a simple correspondence at
the whole knowledge chunk level to more complex mappings specifying also
mapping rules, which state how to transform the axioms of one knowledge
chunk into the matching ones of the other knowledge chunk. As an example we
consider a mapping mi between eprints:p2 and rexa:p2. A complex granularity
mapping specifies the following mapping rules: (eprints : p2).author name ⇔
(rexa : p2).author name, (eprints : p2).label ⇔ (rexa : p2).book title + (rexa :
p2).label, (eprints : p2).book title ⇔ NULL, (eprints : p2).year ⇔ (rexa :
p2).year, NULL⇔ (rexa : p2).pages. The mapping rules state that the label of
eprints:p2 corresponds to the concatenation of book title and label of rexa:p2; the
book title in eprints:p2 does not have a corresponding value in rexa:p2; pages in
rexa:p2 does not have a corresponding value in eprints:p2.

7 Matching Semantic Web Data with Contexts

In this section, we show an instantiation of the Matching Variability Frame-
work in HMatch 2.0 [20]. HMatch 2.0 is developed as a flexible matching suite
where a number of matching techniques are implemented and organized in
different modules providing linguistic (HMatch(L)), concept (HMatch(C)), and
instance (HMatch(I)) matching techniques. These HMatch 2.0 modules can be
differently combined to provide four matching models, namely surface, shallow,
deep, and intensive, which allows the implementation of the contexts along the
matching-dataset variability dimension. Finally, the mapping-set contexts can
be realized by proper configuration of HMatch(M), the mapping-manager module
of HMatch 2.0. As an example of matching semantic web data with contexts, we
report the HMatch 2.0 performance in the OAEI 2009 instance matching con-
test, where we exploited HMatch 2.0 for matching the whole AKT Eprints and Rexa

sources. Goal of this matching execution was to find the bibliographic records
referred to the same real publications between 2000 and 2003. This conceptual
target corresponds to the contexts 〈−α, +χ,−κ, +π, +ω, +ρ, +δ, +γ〉, which has
been obtained with the combination of the properly configured HMatch 2.0 tech-
niques/modules shown in Figure 5.

As a first step, we translated the original RDF datasets into a collection of
knowledge chunks D. The KC-Wrap tool embeds functionalities for the derivation
of knowledge chunks from OWL ontologies and RDF repositories. Moreover, KC-

Wrap also implements the abstract and concrete contexts defined in our Match-
ing Variability Framework. We exploited a concrete context in order to limit the
matching task to data referred to the years between 2000 and 2003. As a result
of this step, the source-dataset D containing all the records in AKT Eprints and
Rexa has been transformed into a smaller dataset D (i.e., matching-dataset)
containing only the bibliographic records of interest for the considered matching
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KC-Wrap

Rexa
EPrints

source
dataset (D)

Rexa
EPrints

matching
dataset (D)

- + - + + + + +

+ : years from
      2000 to 2003

+ : t=0.8
+ : many
+ : simple

+ :  full
+ : (label, 1.0)
       (author_name, 1.0)
       (book_title, 0.5)
       (year, 0.5)
       (pages, 0.0)

mapping-set

(M)

mapping-set

(M)

HMatch(I)

HMatch(L) HMatch(C) HMatch(M)

Fig. 5. Instantiation of the Matching Variability Framework in HMatch 2.0

target. Then, we exploited a full scope context, corresponding to the inten-
sive matching model of HMatch 2.0, and a weight context in order to configure
the matching process. In particular, the full scope-projection has been chosen
in order to take into account all the information available about bibliographic
records, while a weight context has been enforced to set properties label and
author name as the most relevant for object identification, followed by year
and book title (see Figure 5). The value of the property pages has not been
taken into account, by setting its weight to 0.0. According to this configura-
tion, the matching process is executed, leading to a resulting mapping-set M.
Then, HMatch(M) is exploited to select the mappings with a semantic affinity
value greater then or equal to 0.8 (i.e., mapping ranking context). Moreover, we
adopted a many cardinality context and a simple granularity context. The cardi-
nality represents the fact that we can have more than one record representing the
same publication in the original source-dataset, while the choice of the granular-
ity context was indicated by OAEI 2009 regulations. The resulting mapping-set
M contains the bibliographic records referred to the same real publications and
it has been validated against the set of expected mapping provided by OAEI
2009, obtaining a precision of 0.95 and a recall of 0.46, that is the second best
performance of OAEI 20095.

8 Concluding Remarks

In this paper, we discussed the notion of matching variability and we presented
the Matching Variability Framework for its formal representation and classifi-
cation. An example of instantiation of this framework in our matching system
HMatch 2.0 has been described by considering a test case of bibliographic records
of OAEI 2009. Ongoing work is mainly devoted to the integration in the HMatch

5 http://islab.dico.unimi.it/content/oaei2009
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2.0 system of the wrapping tools and related contexts at the source-dataset level.
Moreover, we plan to use the Matching Variability Framework for a comparative
analysis of recently developed instance matching tools.
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Abstract. With the rising importance of recognizing a complex situa-
tion of interest near real-time, many industrial applications have adopted
Complex Event Processing as their backbone. In order to remain useful
it is important that a Complex Event Processing system evolves ac-
cording to the changes in its business environment. However, today’s
management tasks in a Complex Event Processing system related to the
management of complex event patterns are performed purely manually
without any systematic methodology. This can be time consuming and
error-prone.

In this paper we present a methodology and an implementation for the
complex event pattern life cycle management. The overall goal is the ef-
ficient generation, maintenance and evolution of complex event patterns.
Our approach is based on a semantic representation of events and complex
event patterns combined with complex event pattern execution statistics.
This representation enables an improved definition of relationships be-
tween patterns using semantic descriptions of patterns and events.

1 Introduction

Complex Event Processing (CEP) is the analysis of events from different event
sources in near real-time in order to generate immediate insight and enable im-
mediate response to changing business conditions [1]. For example Transporta-
tion and Logistics, Financial Front Office, Telecommunication or Customer Risk
Management are successful application areas of CEP. Events are classified into
simple (atomic) events and complex events. According to Chandy et. al. [2] an
event indicates a significant change in the state of the universe. Sensor data,
network signals, credit card transactions or application processing information
are examples for simple events. A simple event is atomic and does not contain
further events. In comparison to a simple event, a complex event is composed
of other simple or complex events. For example, a credit card fraud event is de-
tected from incoherent use of a single credit card in different places by combining
these events into a complex event.

To detect a pattern over events properly is the most important capability of
CEP systems. This capability enables a just-in-time reaction to occurred situ-
ations. In order to recognize these situations so called complex event patterns

B. Pernici (Ed.): CAiSE 2010, LNCS 6051, pp. 209–223, 2010.
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(CEPATs) have to be defined. These patterns1 are used in order to process the
events and aggregate them to more high level complex events. A pattern is an
expression formed by using a set of events (either simple or complex) and a set of
event operators [3]. They resemble knowledge about the reactivity of the system.
For example the pattern2

(A AND B) happen WITHIN 2 Minutes

contains two events A and B, a logical Operator AND and a window operator
WITHIN.

In order to cope with the evolving nature of business environments we need ef-
fective and efficient support for advanced CEPAT management. However, today’s
management tasks in a CEP system related to the generation, maintenance and
evolution of CEPATs are performed manually without any systematic methodol-
ogy and tool support. So far there exists no academic approach dealing with the
management and evolution of CEPATs. Also the vendors providing CEP systems
neglect the issue of management and evolution. They are focused rather on run-
time than on design time issues. CEPATs can be compared to business rules in
the sense that they both are indispensable for today’s business. In the business
rules domain the management and the evolution of rules have been proven to
be crucial in order to optimize the process of rule generation, modification and
evolution (see [4],[5],[6],[7]). However, a straightforward application of existing
business rule management systems to CEPAT management is not a viable solu-
tion. This is due to the nature of CEPATs. Moreover, the existing business rule
evolution approaches do not tackle capabilities such as recommendation of new
rules, the reusability of existing rules, especially for large rule sets, and finally
the usage-driven evolution of rules which is part of our methodology.

In this paper we present a methodology for the management of CEPATs
which supports the whole life cycle of a CEPAT: starting from its generation,
throughout its usage including its evolution. The methodology treats CEPATs
as knowledge artefacts that must be acquired from various sources, represented,
shared and evaluated properly in order to enable their evolution. We argue that
such a methodology is a necessary condition for making a CEP system efficient
and keeping it alive. In a nutshell our approach is a semantic-based representa-
tion which enables us to a) make the relationships between CEPATs explicit in
order to reuse existing pattern artefacts b) automatically suggest improvements
in a CEPAT, based on necessity derived from usage statistics.

The paper is organized as follows: In section 2 we present related work. In
section 3 we define requirements for a CEPAT management methodology fol-
lowed by section 4 where we describe our methodology consisting of different
phases including the semantic CEPAT representation and where we outline its
importance. In section 5 we present the implementation state of our work and
in section 6 we conclude the paper and give an outlook for the continuation of
this line of research.
1 Pattern and complex event pattern are used synonymously in this article.
2 For the sake of convenience the pattern is represented in a pseudocode form.
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2 Related Work

In the followed section we discuss related work from different fields of research
relevant for this paper, namely current approaches in event representation, busi-
ness rule evolution and rule management. We also take a look at the existing
CEP systems.

Event representation: There exist different approaches for event representa-
tion. Distributed publish/subscribe architectures like presented in [8], [9] and
[10] represent an event as a set of typed attributes. Each individual attribute
has a type, name and value. The event as a whole has purely syntactical and
structural value derived from its attributes. Attribute names and values are sim-
ple character strings. The attribute types belong to a predefined set of primitive
types commonly found in programming languages. In our opinion this kind of
event model is not sufficient for CEPAT management since it does not provide
any explicit semantics. The only justification for choosing this typing scheme
is the scalability aspect. The event stream engine AMIT (see [11] and [12]) is
targeting the high-performance situation detection mechanism. Via the offered
user interface one can model business situations based on event, situations, lifes-
pans and keys. Within AMIT an event is specified with a set of attributes and
it is the base entity. All events belong to a certain class (a class contains events
with similar characteristics) and have relationships to other events. Attributes
can be references to other objects as well. This approach is close to ours in
the sense that it describes the importance of generalization, specialization and
relationships of events.

Event representation in existing CEP systems: There is a large number of
CEP systems, both academic and commercial. The Aurora/Borealis [13] system
has the goal to support various kinds of real-time monitoring applications. Data
items are composed of attribute values and are called tuples. All tuples on a
stream have the same set of attributes. The system provides a tool set including
a graphical query editor that simplifies the composition of streaming queries
using graphical boxes and arrows. The Cayuga [14] system can be used to detect
event patterns in the event stream as well. An event here is a tuple of attribute
value pairs according to a schema. The goal of the Stream [15] project is to
be able to consider both structured data streams and stored data together.
The Esper [16] CEP engine supports events in XML, Java-objects and simple
attribute value pairs. There are also many commercial CEP vendors like Tibco,
Coral8/Aleri, StreamBase or Progress Apama providing tool suites including
development environments and a CEP engine. Most of the described systems
use different SQL-like or XML based complex event pattern definitions, which
makes it difficult to understand and read them. They do not provide a semantic
model for events and event patterns either. The management of event patterns
is restricted to create, modify and delete. Furthermore they do not use any
underlying management methodology and do not tackle the issues of reusability
and evolution of patterns.
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(Business) Rule evolution and its importance: The Agile Business Rule
Development methodology [17] is aimed at harvesting rules and producing an
executable (albeit incomplete) rule set as early as possible. It is based on five
cycles: Harvesting, Prototyping, Building, Integration and Enhancing. Within
the cycles, the activities are Discovery, Analysis, Authoring, Validation and De-
ployment. The methodology considers mostly the harvesting of rules and does
not consider their evolution. Also the refinement and the reusability of rules are
not part of the methodology. There are also many other approaches in the area
of (business) rules evolution or management like [4], [5], [6], [7], [15], [17]. They
consider either some aspects of (business) rules or describe the necessity of evo-
lution and maintenance. We of course incorporate relevant aspects from these
works in our methodology where applicable.

3 Requirements: What Do We Need and Why Is It
Important?

Compared to other IT-systems, CEP systems still lack in support of tools allow-
ing users to reconfigure a system easily or to refactor services and components
[18]. This is also valid for CEPAT generation, maintenance and management.
David Luckham3 considers the validation and the management of event process-
ing rules especially when dealing with large sets of event processing rules as one
of the challenges in the area of CEP [19]. Luckham defines CEPAT management
as writing correct patterns, their efficient execution, correct changes, ensuring
logical consistency and absence of redundancies.

From our point of view the management of CEPATs requires two basic func-
tionalities: efficient generation of patterns, including the incremental develop-
ment of new patterns and the continual improvement of existing patterns. These
functionalities in turn require methods and tools for: checking the validity of
new patterns, including the entire repository, reuse of existing patterns and dis-
covery of the need for changes in patterns and realizing them. In the following
we briefly describe each of these requirements:

– Ensure an anomaly-free repository: Anomalies in general are symptoms
of probable errors. Efficient generation of patterns means that the newly cre-
ated patterns semantically suit to the existing patterns. This can be ensured
through resolving two types of anomalies: contradiction and redundancy. In
order to ensure an anomaly-free repository a formal model is needed that is
expressive enough to detect anomalies.

– Deal with weak information needs and reuse of existing knowledge:
The creation of new patterns can be augmented by an incremental approach
which will enable smooth refinements of existing patterns in order to sustain
patterns being as relevant as possible for the problem at hand.

3 David Luckham is one of the most prominent experts in the area of CEP -
http://www-ee.stanford.edu/∼luckham/
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– Enable continual improvement: As already explained patterns will change
in time and there is a need for methods of continually updating patterns in or-
der to ensure their relevance for new situations. CEP systems are designed for
near real-time environments. Iterative refinement of the generated CEPATs
enables a smooth modification of an initial CEPAT in order to make it as rel-
evant as possible to the given task of the CEPAT. A continual improvement of
the CEPATs enables an adaptation of the patterns to the internal or external
changes in order to keep the CEP system useful. The methodology should also
consider the effective detection of problems in the usage of patterns, to enable
suggesting how to evolve them.

These requirements cause some additional requirements for the implementation
of the methodology that are described below:

– High level graphical representation of events and patterns: In or-
der to express rules succinctly in a way that makes them understandable,
we need proper graphical development environments. A business expert (a
non-technician) should be able to express her/his need for a complex event
pattern by using this environment. The complexity of underlying CEP en-
gines needs to be hidden from the user in order to increase the usability of the
tool. Furthermore the tool must support the refinement and the reusability
of patterns in a graphical way as well.

– Independent modeling of events and patterns: The event and pattern
model has a major impact on the flexibility and usability of a CEP system.
Nowadays event patterns are mostly realized in XML, Java-Objects or SQL-
like CEP languages. However, these representations do not support the man-
agement of event patterns. In order to assure that, a model is needed which
allows the explicit definition of event and event pattern semantics and which
supports reasoning about events and event patterns. This model is used at
design time for event and event pattern representation and is transformed
into the CEP engine specific languages during the pattern deployment phase.

We believe a methodology and a tool-set based on these requirements will shorten
the time of the CEPAT development, improve the quality of CEPATs and enable
also non-domain experts to develop, maintain and evolve CEPATs. In the next
section we present a methodology implementing these requirements.

4 GRUVe: The Methodology

We define the CEPAT life cycle management as a process covering the genera-
tion, the refinement, the execution and the evolution of CEPATs. The focus is
on supporting the user by creating new patterns, increasing the reusability of
existing pattern artefacts and to give hints for pattern evolution. As illustrated
in figure 1, the GRUVe4 methodology consists of four main phases. These phases

4 Acronym for Generation Refinement Usage eVolution of complex (e)vent patterns.
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Fig. 1. Phases of the CEPAT life cycle

form a feedback loop enabling continual flow of information collected in the en-
tire life cycle of a CEPAT. The main idea is to enable non-technicians to search
incrementally for the most suitable form of requested CEPATs and to contin-
ually improve their quality taking into account changes that might happen in
the internal or external world. Obviously the basis for the development of the
methodology were the requirements given in the previous section. The methodol-
ogy has been influenced by our past work in the area of knowledge management
and ontology evolution [20], [21]. Below we describe these phases in more detail.

4.1 Generation Phase

The life cycle of CEPATs starts with their development which is classified into
three categories (see figure 1 block Generation). The simplest way to develop a
CEPAT is a manual development which can be done only by business experts.
However, we cannot expect that an arbitrary user spends time finding, grouping
and ordering the events in order to create their desired CEPAT. In order to do
that the user must be aware of the way of combining events, he/she must find
the right type of events, foresee and solve the intermediate conflicts that might
appear and order events in a right way. A more user-oriented approach can be
obtained by reusing existing CEPATs, the so-called search-based approach. Here,
the users should be able to specify their complex goals without considering how
they can be realized. By selecting similar existing CEPATs at the start of the
CEPAT development process, the users could realize their request much faster.
For instances if the user intends to generate a new pattern for a fraud situation
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he/she can search for events which belong to the type fraud from a certain
event source. In that way the generation of a CEPAT could be realized as a
straightforward search method, where the specificities of the CEPAT domain
are used to define a search space and to restrict the search in this space. Besides
CEPATs developed by experts or users explicitly, there are also implicit CEPATs
in the domain, reflected in the behavior of the system. These can be discovered
through the analysis of log files, etc. Various data mining methods can be used for
the extraction of such knowledge. Independent of how CEPATs are identified, in
order to deal with them they have to be represented in a suitable format which
supports their management. Therefore, the generated complex event patterns
must be represented in an internal, CEP platform independent way.

RDFS-based complex event pattern representation. A well defined event
pattern model has a major impact on the flexibility and usability of CEP tools
[18]. Contemporary event and pattern models lack the capability to express the
event semantics and relationships to other entities. Although the importance of
such a semantic event representation is demonstrated in practice [12], there does
not exist any systematic work on this topic so far. Still most of the existing
event models consider an event as an atomic unstructured or semistructured en-
tity without explicitly defined semantics. Also the existing CEP languages are
product specific languages designed solely for the matching process rather than
for their own management and evolution. Our semantic model for event and pat-
tern representation is based on RDFS5. RDFS in general has the advantage that
it offers formal and explicit definitions of relations between concepts. We use
our RDFS based pattern representation at different stages within the methodol-
ogy: increasing the reusability of existing pattern artefacts, validation of defined
patterns and identification of relations between two patterns in order to evolve
them. We believe the explicit representation of events through RDFS will enable
CEP tools to provide a qualitatively new set of services such as verification,
justification and gap analysis. These systems will be able to weave together a
large network of human knowledge and will complement this capability with ma-
chine processability. Various automated services will then aid users in achieving
their goals by accessing and providing information in a machine understandable
form. It is important to note that semantic-based representations not only define
information but also add expressiveness and reasoning capabilities. In general,
reasoning tasks can be used to verify a model (i.e. a set of CEPATs). Consistency
checking, detection of redundancies and refinement of properties are just some
of these reasoning capabilities.

The upper-level ontology contains a set of concepts Event, EventOperator,
EventSource, EventType and a set of event properties. Each property may have
a domain (denoted by � ∃) concept as well as a range (denoted by − �) concept
(see figure 2). These concepts can be specialized in order to define new types,
sources and operators.

5 RDF Schema (RDFS) is an extensible knowledge representation language providing
basic elements for the description of ontologies.
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Fig. 2. Upper-level event and CEPAT ontology

Definition 1: An event is defined as a 7-tuple E := (I, N, ST, ET, ES, EO, T )
where:

– I is a numeric event id
– N is a alphanumeric event name
– ST is numeric event start time of an event
– ET is numeric event end time of an event
– EO is a reference to the event operator concept
– ES is a reference to the event source concept
– T is a reference to the the event type concept

A concrete event occurrence, simple or complex, is an instantiation of E. It has
an unique id and an event name. The start time indicates when the event oc-
curred. The end time of an event is relevant only for complex events and indicates
the triggering of a complex event which might be different from the start time
for an event with a duration. In comparison to a complex event that contains
a complex event pattern via a reference to the concept EO a simple event does
not contain any reference to the concept EO. In this sense the concept EO indi-
cates whether an event is simple or complex with a proper complex event pattern.

In order to classify events of similar characteristics we use event types and event
sources. The event type characterizes a class of event objects.

Definition 2: The event type is defined as a tuple T := (Ht, At) where:

– Ht is an acyclic event type hierarchy
– At is a set of event type specific attribute < at1, ..., atn >
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An event source is an entity that sends events e.g., a software module, a sensor,
a web service etc. The definition of the event source is similar to the definition
of the event type.

Definition 3: The event source is defined as a tuple ES := (Hes, Aes) where:

– Hes is an acyclic event source hierarchy
– Aes is a set of event type specific attribute < as1, ...asn >

A complex event is composed of an event operator via the consistsOf property.
An event operator is further classified into operator classes according to the
nature of the operator. Currently the model contains operators defined in [3]. An
event operator again has events as input. This allows us to build more complex
event patterns recursively.

Definition 4: The event operator is defined as a tuple EO := (Heo, Aeo) where:

– Heo is an acyclic event operator hierarchy
– Aeo is a set of event operator specific attribute < ao1, ...aon >

One of the key idea of the approach is having a well defined representation of the
complex event patterns in order to recognize different relations between them.
The information about the relation can be used for getting more precise infor-
mation on top of the pattern statistics knowledge.

A pattern is formed as a tuple (E, EO) where E is a set of events and EO
is a set of event operator.

Let:

– Γ be the set of all CEPAT triples within the Knowledge Base (KB) repre-
senting all defined CEPATs.

– εi represent all event triples and σi all operator triples created for a CEPAT
instance.

– τi be the set triples of a CEPAT instance containing all event and operator
triples, i.e. τi = εi ∪ σi.

Then a CEPAT instance can be seen as a finite subset of Γ , i.e τi ⊆ Γ . On top
of that definition we define the relations between two CEPATs:

– subsumption: A complex event pattern CEPAT1 subsumes another complex
event pattern CEPAT2, i.e. τ1 ⊂ τ2

– overlapping: A complex event pattern CEPAT1 have a common overlap
with another complex event pattern CEPAT1, i.e ∃x, y ∈ ε : (x ⊂ τ1 ∧ x ⊂
τ2) ∧ (y ⊂ τ1 ∧ y �⊂ τ2)

– disjointness: Two complex event patterns do not have an overlap, i.e τ1 ∩
τ2 = ∅

– equalness: Two complex event patterns represent the same situation, i.e.
τ1 ≡ τ2
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Regarding the Generation phase, the main strength of our approach lies in the
presented semantic-based nature of our CEPAT representation which enables for-
mal representation of the relations between existing CEPATs and consequently
better understanding of that information space. It increases the reusability of
existing patterns enabling a faster development of new patterns.

4.2 Refinement Phase

As we already mentioned the process of creating CEPATs is a kind of weakly-
defined search operation in an information space rather than a search with very
precisely defined queries. Lessons learned from the Information retrieval com-
munity show that the right mechanism for the former case is the incremental
refinement of queries [20], based on various feedbacks that can be obtained in
that process. It would mean that the main task in the CEPAT creation process
is not the very precise formulation of a pattern in the first place but an iterative
improvement of the CEPAT. This corresponds to the second requirement from
section 3. As presented in figure 1 this phase has the CEPAT as input created
in the previous phase. It allows the user to fine tune the CEPAT if he/she is not
sure about the quality of the created CEPAT. Let us assume our goal is to build
new patterns N1 and N2. We further assume that there exist two CEPATs, P1
and P2, in the repository6.

P1- Stock.VW.value=117 AND Stock.Daimler.value=34.78
AND Stock.Porsche.value=47.90

P2- Blog.Twitter.Tweet.Person="Barack Obama" AND
Blog.Twitter.Tweet.Person="Nicolas Sarkozy"

We can use the previously defined relations in order to demonstrate the refine-
ment for the following new patterns and show how relevant hints can be given
about related patterns.

N1- Stock.VW.value=117 AND Stock.Porsche.value=47.90
N2- Blog.Twitter.Person="Angela Merkel"

AND Blog.Twitter.Person="Barack Obama"

The following relations exist between the four patterns:

– subsumption(P1, N2)=true
– disjoint(P1,N2)=true
– disjoint(P2,N1)=true
– overlapping (P2, N2)=true

The result of this relation detection is that in the first case P1 is presented to the
user in order to be reused. In the second case P2 can be shown in order to inform
the user that there exists another pattern that can be relevant for him as well. By
using the RDF relation RDF:instanceOf we also can identify patterns that are
different at the instance level but equivalent at the class level. For instance if we
6 The pattens in this example are presented in a pseudocode form.
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change the pattern artefact Stock.VW.value=117 into Stock.VW.value=118 we
are still able to detect the subsumption relation based on the class information
although they differ at the instance level.

4.3 Usage Phase

Once created, CEPATs must be deployed in a CEP engine, after being trans-
formed into the corresponding syntax. However in order to ensure the quality
of created patterns, it is necessary to monitor what happens to a CEPAT or a
set of CEPATs in a CEP engine at runtime. Nowadays there is no monitoring of
the defined CEPATs e.g., if they had been executed in a CEP engine. It is not
obvious to see how often certain patterns have been triggered and which parts
of the pattern have been executed how often. It is not available either which
patterns are going to be executed next. However we believe information of how
often a pattern was triggered or how high the current degree of fulfillment is
might be essential for the pattern evolution. The goal of this phase is to track as
much as possible of this information and process it in the context of the defined
CEPATs. For this reason we think a component may be developed that might
capture all the pattern related information. These statistics can be used within
the Evolution phase in order to evolve and optimize a pattern.

4.4 Evolution Phase

A pattern that has not become rapidly obsolete must change and adapt to the
changes in its environments, user’s needs, etc. Therefore, if a pattern aims at
remaining useful it is essential that it is able to accommodate the changes that
will inevitably occur. Developing patterns and their applications is expensive
but evolving them is even more expensive. The experiences show that the tra-
ditional software system maintenance costs exceed the development costs by
a factor of between two and four. There is no reason to assume this should
be any different for CEP systems when they are used during a longer period
of time. Facilitating those changes is complicated if large quantities of events
and CEPATs are involved. The Evolution phase is responsible for coping with
changes that may impact the quality of a CEPAT. The causes of the changes
usually lay in the highly changeable internal and external factors. In a more open
and dynamic business environment the domain knowledge evolves continually.
The basic sources that can cause changes in a business system are:

– The environment: The environment in which systems operate can change.
– The user: Users’ requirements often change after the system has been built,

warranting system adaption. For example hiring new employees might lead
to new competencies and greater diversity in the enterprise which the system
must reflect.

– The process: The business applications are coupled around the business
processes that should be reengineered continually in order to achieve better
performances.
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The goal of this phase is to use the analytics provided by the Usage phase and
suggest to the user some improvements to evaluated CEPATs. While a good
design may prevent many CEPAT errors, some problems will not pop out before
CEPATs are in use. Therefore, the relationship with the usage of a CEP-based
system is paramount when trying to develop useful CEPATs and cannot be
neglected. One of the key ideas of the approach is having a well defined repre-
sentation of the complex event patterns in order to recognize different relations
between them. The information about the relations can be used for getting more
precise information on top of the pattern statistics knowledge.

The most important analysis is the comparison with the usage data of related
patterns. We give here an example: Let us assume that P1 and N1 (from the
previously section) are in the event repository. Let us further assume that P1
has been triggered 10 times in a period and N1 1000 times. Obviously there
might be a problem in the usage of the pattern P1. What can be concluded by
comparing usage data from these two patterns is that part Stock.VW.value=117
AND Stock.Porsche.value=47.90 in the pattern N1 had been fulfilled many times
but the combination with the simple subpattern Stock.Daimler.value=34.78 is
rather critical. The system can discover such a discrepancy and suggest the user
to replace this event. Moreover, the system can suggest which similar event is
the most appropriate one. Obviously, judging whether a pattern is still correct
based on its usage requires a kind of metrics. Our next step will be to develop
a comprehensive notion of the quality of a CEPAT, which will alleviate the
Evolution phase.

5 Implementation of the Methodology

The current version of our CEPAT life cycle management environment supports
the Generation and Refinement phase implemented as a web application. The
implementation supports the transformation of patterns and events into our
RDFS representation, as described in section 4.1.

The CEPAT management environment consists of the CEPAT Input Section,
the CEPAT Design Section, the CEPAT Refinement Section and the CEPAT
Statistics Section (see figure 3). The pattern input section provides the event
nodes and the operator nodes in order to build a new CEPAT.

Within the pattern design section new patterns can be created. Patterns can be
generated by selecting the required event or operator nodes from the pattern Input
Section and connect them. Event nodes should be connected to an operator node
where each event node is connected to at most one operator node. An operator
node can be connected to several event nodes but can only be connected to either
an action node or another operator node. The pattern generated in fig. 3 shows
the pattern N1 from section 4.2. The results of the refinement are shown in the
CEPAT Refinement Section. It shows the pattern P1 from section 4.2. As soon
as the user starts building a new pattern our system calculates the next similar
patterns related to his current situation based on the relations. The results are
presented in a graphical way. The user can see the details of the presented patterns
by klicking on them and reuse parts or all of the selected pattern.
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Fig. 3. Complex event pattern management environment including the pattern N1
from section 4.2

6 Conclusion and Future Work

The most important capability of CEP (Complex Even Processing) systems is
to detect an occurred situation properly. Today’s management tasks in CEP
systems related to the evolution of complex event patterns (CEPATs) are per-
formed manually without any systematic methodology and tool support. So far
there is not any academic approach dealing with the management and evolution
of CEPATs. In this paper we presented a methodology for CEPAT life cycle
management supporting the generation, maintenance and evolution of CEPATs.
In a nutshell the approach is a semantic-based representation of CEPATs which
enables us to make the relationships between CEPATs explicit in order to reuse
existing pattern artefacts and automatically suggest improvements for a CEPAT,
in the case that it is necessary, based on usage statistics. We present the current
implementation status of our methodology that supports the generation and the
refinement phase.

Our long-term goal is to underline the importance of a methodology for
CEPAT management through a proper reference implementation. Therefore we
will extend the phases of our methodology presented in this paper in the follow-
ing way:
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– Generation phase: To cover also the implicit knowledge within the domain
we will use existing data mining technologies for generating CEPATs auto-
matically. They can be adapted by the expert later on. Furthermore we will
develop advanced CEPAT search strategies in order to find existing pattern
knowledge in the pattern repository.

– Refinement phase: Beside the reusability of patterns it is also useful to
give experts hints about missing patterns for closing the pattern knowledge
gap and to be up-to-date.

– Usage phase: In order to support the evolution we will develop a statistical
manager component that monitors the execution of patterns and build some
proper analytics for the evolution phase.

– Evolution phase: For the evolution of patterns we will introduce quality
metrics for patterns in order to identify CEPAT candidates for update.
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Yassine Mrabet1,2, Nacéra Bennacer2, Nathalie Pernelle1,
and Mouhamadou Thiam1,2
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Abstract. This paper presents SHIRI-Querying1, an approach for se-
mantic search on semi-structured documents. We propose a solution
to tackle incompleteness and imprecision of semantic annotations of
semistructured documents at querying time. We particularly introduce
three elementary reformulations that rely on the notion of aggregation
and on the document structure. We present the Dynamic Reformula-
tion and Execution of Queries algorithm (DREQ) which combines these
elementary transformations to construct reformulated queries w.r.t. a de-
fined order relation. Experiments on two real datasets show that these
reformulations greatly increase the recall and that returned answers are
effectively ranked according to their precision.

1 Introduction

The research advances on automating ontology population and document an-
notation are promising. But even for named entity-based approaches [1, 2] or
pattern-based approaches [5] it remains difficult to locate precisely instances
since some of them may be blended in heterogeneous semi-structured docu-
ments. The granularity of the annotation could be precise, at the term level,
or imprecise, at the node level, in a semi-structured document [5]. In the worst
case, the annotated unit is the whole document. Semantic imprecision may also
appear when associated annotations are not accurate enough (e.g. using Event
metadata instead of Conference metadata). From another hand, annotations
are often incomplete since automatic annotators do not find all instances and re-
lations. To alleviate these problems, some semantic search systems try to gather
answers satisfying the user query by going beyond the simple use of available
metadata. Some approaches [4, 6] deal with semantic imprecision by approximat-
ing the concepts and the relations expressed in user queries using an ontology
(e.g. exploiting subsomption, contextual closeness, path of semantic relations).
Other works combine ontology-based search and classical keyword search [3, 7]
in order to deal with incomplete annotations. The use of keywords increases the
1 SHIRI : Digiteo labs project (LRI, SUPELEC).
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recall by retrieving instances that are not reachable using semantic annotations,
but some semantic constraints of the query are relaxed.

In this paper, we propose an ontology-based search approach called SHIRI-
Querying. Our contributions are: (i) a reformulation method to query incomplete
and imprecise semantic annotations of semi-structured documents (ii) an order
relation that ranks the constructed queries according to their relevance and (iii)
a dynamic algorithm which builds and executes reformulated queries w.r.t. the
defined order. The SHIRI-Querying system uses the standard W3C languages
RDF/OWL for representing resources and SPARQL for their querying. It has
two main components. The adapter is designed to conform the provided an-
notations to the SHIRI annotation model. It uses a set of logical rules and
generates automatically the annotations base to be queried. The Query Engine
processes ontology-based queries and reformulates them using the SHIRI anno-
tation model. In this generic model [5] the granularity of the annotation is the
document node (e.g. XML and HTML tags). Each node is annotated as contain-
ing one or several instances of different concepts of a given domain ontology. This
allows bypassing the imprecise localisation of instances at the term level. The
annotation model also allows representing structural links between document
nodes, which enables dealing with the incompleteness of semantic relations in
the provided annotations. We define three elementary query reformulations: the
SetOfConcept and PartOfSpeech reformulations which allow retrieving instances
that are aggregated in the same node and the neighborhood-based reformulation
which allows retrieving instances located in close nodes that may be related
by the required semantic relations. Reformulations of the user query are then
obtained by combining these elementary transformations. The Dynamic Refor-
mulation and Execution of Queries algorithm (DREQ) constructs these com-
binations and executes them w.r.t an order relation. This order relation gives
priority to answers where nodes contain homogeneous instances and answers
where nodes are linked by the required semantic relations. In contrast to most
approaches which work on answers and/or whole annotated datasets, the an-
swers are ranked as the reformulated queries are constructed. Experiments on
two real datasets show that these reformulations greatly increase the recall and
that the answers are effectively ranked according to their precision.

2 Annotation Model

Let O(CO,RO,�,DO) be the domain ontology where CO is the set of concepts,
RO is the set of relations between concepts (Rf

O, Rif
O are resp. functional and

inverse functional relations), � denotes the subsumption relation between con-
cepts or relations and DO defines the domain and the range for each relation.
The annotation model, denoted A(CA,RA,�,DA), is generated automatically
from the domain ontology. CA = CO ∪ CS , RA = RO ∪ RS . CS and RS are
the concepts and the relations defined for the annotation task. In this model,
concept instances are identified by URIs of document nodes and the literals as-
sociated by the hasValue attribute are the textual contents of annotated nodes.
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We define the following aggregate metadata in CS and RS :
- The PartOfSpeech concept is used to annotate document nodes containing

several instances of different concepts.
- The SetOfConcepts metadata is used to annotate document nodes containing

several instances of the same concept. A concept SetOfci is defined as a subclass
of SetOfConcepts for each concept ci ∈ O. Moreover, we define relations denoted
rSet and rSet−1 in RS derived from (inverse) functional relations r in RO in
order to represent relations between an instance and a set of instances.

- The neighborOf relation expresses a path in a XML/HTML document tree.

Instances of these metadata are generated by the adapter using a set of logical
rules. If a document node contains only one instance of a domain concept c, it
is annotated by c. The datatype properties of this instance become properties
of the node. Else, it is annotated either by SetOfci metadata or PartOfSpeech
metadata. The property isIndexedBy is instantiated for PartOfSpeech nodes. The
provided annotations of domain relations r ∈ RO are instantiated between nodes
whose types are in CO (domain concepts). In the case where r links a node of
type cj ∈ CO with a node of type SetOfci, r is substituted by rSet or rSet−1.

3 Query Reformulations

Preliminary Definitions: Consider the pairwise disjoint infinite sets I, B, L
and V (IRIs, Blank nodes, Literals and Variables). A triple pattern is a triple
(s, p, o) ∈ (I ∪ V ) × (I ∪ V ) × (I ∪ V ∪ L). A basic graph pattern P is a set
of triple patterns. ?v in a triple indicates that v is a variable. An RDF query is
a basic graph pattern or a constructed graph pattern (using constructors such
as union or intersection). To facilitate the reading of this paper, we consider
only queries described by basic graph patterns. The filters that we consider use
equality and inclusion operators between variables and literal values.

We define a model-based query q as a quadruplet (P, S, F, D) where :
- P is a basic graph pattern which complies with a model (i.e. O or A). V (P )
denotes the set of variables of P and C(P ) denotes the set of concepts of P .
-F is a constraint defined by a logical combination of boolean-valued expressions.
-S is the set of variables that appear in the SELECT clause of the query.
-D is an A-compliant RDF dataset to be matched with P and F .

Example: The O-based query q0 is defined by (P0,F0,S0,D) where :
P0 ={ (?art, rdf:type, Article), (?aut, rdf:type, Person), (?aut, hasName,
?aName), (?conf, rdf:type, Conference), (?art, publishedIn, ?conf)
(?art, authoredBy, ?aut), (?conf, hasName, ?cName)}
F0 : {?cName = ”WWW2008”} and S0 : { ?art , ?aut, ?aName }
Neighborhood-based Reformulation: The aim of the neighborhood-based
reformulation is to exploit the structural neighborhood of document nodes in
order to find nodes that may be related by the semantic relations expressed in
the user query. The neighborhood-based reformulation, denoted fnr, substitutes
the ontological relation of a given triple by a neighborOf relation.
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Example: fnr(q0, (?art, authoredBy, ?aut)) = q′1(P
′
1, F0, S0, D) where P ′

1 =
{(?art, rdf :type, Article), ...(?art, neighborOf, ?aut), ... }. Applying fnr may
generate semantically-independent subgraph patterns.

Definition 1. p is a semantically-independent subgraph pattern of P if :
−∀v1, v2 ∈ V (p), (?v1, r, ?v2) ∈ P → (?v1, r, ?v2) ∈ p
−∀(?v1, r, ?v2)∈P s.t. v1(resp. v2) ∈V (p), v2(resp. v1)/∈V (p)→r=neighborOf
Splitting a query into semantically-independent subgraph patterns allows ap-
plying distinct aggregative reformulations on distinct sub-parts of a query.

PartOfSpeech Reformulation: The PartOfSpeech reformulation denoted fpr

assumes that the required semantic relations can be found between instances ag-
gregated in the same node. It is applied on semantically-independent subgraph
patterns. The target subgraph must be O-based, i.e. it does not contain meta-
data from CS or RS (this constraint is part of the reformulations construction
plan). fpr substitutes all filter constraints of the subgraph pattern by filter con-
straints on the textual contents of PartOfSpeech nodes. Equality constraints
are relaxed into inclusion constraints.

Example: for p ∈ P ′
1 s.t. p = {(?art, rdf :type, Article), (?conf, rdf :type,

Conference), (?conf, hasName, ?cName), (?art, publishedIn, ?conf)},
fpr(q′1, p) = q′2(P

′
2, F

′
2, S

′
2, D) s.t.

P ′
2 = {(?pos, rdf:type, PartOfSpeech), (?pos, isIndexedBy, Conference), (?pos,

isIndexedBy, Article), (?pos, hasValue, ?lPos), (?pos, neighborOf, ?aut), (?aut,
rdf:type, Person), (?aut, hasName, ?aName) }
F ′

2 : {(?lPos contains ”WWW2008”)}, S′
2 : {?aut, ?aName, ?pos}

SetOfConcept Reformulation: The SetOfConcept reformulation, denoted
fsr, substitutes the ontological type c of a given variable v by the setOfc type if
for all triples of P : (1) if v is the subject, the relation r is not inverse functional
and (2) if v is the object, the relation is not functional. The relation r is then
substituted by rSet−1 (case 1) or rSet (case 2).

Example: fsr(q0, ?aut) = q′3(P
′
3, F0, S0, D) s.t.

P ′
3 = {(?art, rdf:type, Article), (?aut, rdf:type, SetOfPersons), (?conf, rdf:type,

Conference), (?art, publishedIn, ?conf), (?art, authoredBySet, ?aut), (?aut, has-
Value, ?aName), (?conf, hasName, ?cName)}
Reformulations Construction Plan: The reformulation of a query q0(P0,
F0, S0, D) is a query qi(Pi, Fi, Si, D) obtained by the composition of elementary
PartOfSpeech, SetOfConcept and neighborhood-based reformulations. We con-
sider that a set of document nodes is more relevant if its nodes do not contain
aggregated instances and if they are related by the expected semantic relations.

Definition 2. Let N(q), Pos(q) and Sets(q) be resp. the number of neighborOf ,
PartOfSpeech and SetOfc metadata in a query q. The (well) order � is defined
s.t. qi � qj ↔ ((N(qi) > N(qj)) ∨ ((N(qi) = N(qj)) ∧ ((Pos(qi) > Pos(qj))∨
((Pos(qi) = Pos(qj)) ∧(Sets(qi) ≥ Sets(qj))))
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Dynamic Reformulation and Execution of Queries Algorithm (DREQ)
DREQ allows constructing and executing the reformulated queries with respect
to �. When DREQ is stopped at a given order, the answers are those retrieved by
the best constructed queries. DREQ computes all reformulations in EXPTIME
w.r.t the number of variables of the user query, but, as the algorithm is dynamic,
we obtain a new set of equally-ordered reformulations in PTIME.

4 Experimental Results

SHIRI-Querying has been implemented and experimented to study how the preci-
sion and the recall measures vary according to the order relation. The neighborOf
relation is defined as an undirected path of length d in the HTML /XML tree. We
also study how d influences the results. The reformulations proposed in our ap-
proach can introduce wrong answers which may appear when the query is refor-
mulated using fsr and fpr which relax filters in PartOfSpeech or SetOfConcepts
nodes or using fpr and fnr which relax semantic relations. The two experimented
datasets belong to the scientific conferences and publications domain.

The first dataset is composed of annotated publication references provided by
the DBLP XML repository, the INRIA HTML server and the HAL XML repos-
itory. It consists of more than 10.000 RDF triples describing 1000 publications.
We submitted a set of queries looking for conferences, their dates, locations, pa-
pers and authors. A precision of 100% and a recall of 100% were reached with
an order threshold of 9 and d ≤ 3. A smaller order threshold leads to a smaller
recall and a higher distance d leads to almost 0% precision. In this case (d > 3),
in two data sources, each paper is associated to all conferences. The 100% values
for the recall and the precision measures are due to the regular structure of the
data sources. However, each data source has a different and specific structuring
and the DREQ reformulations were able to integrate answers from all sources.

The second corpus consists of RDF annotations of 32 call-for-papers web sites
and is consequently very heterogeneous. These annotations (consisting of 30.000
RDF triples) were generated automatically using SHIRI − Extract [5]. We then
submitted a set of 15 queries. Without reformulation, all queries have no answers
(0% recall), while we obtained a 56% recall by using the DREQ algorithm for d
≤ 7. At the same distance threshold (d ≤ 7) the precision is still 72%. The results

(a) Precision according to d (b) Precision according to order

Fig. 1. Answers’ Precision
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show thatdomain relations canoftenbe retrievedbetween instances located in close
documentnodes. Figure1(b)presents the averageprecisionvalue for the same setof
user queries, for several values of d, by varying the order threshold from 1 to 18. The
precision variations show that the order relation is relevant to rank the answers.

5 Conclusion and Future Work

In this paper, we presented the SHIRI-Querying approach to support seman-
tic search on heterogeneous semi-structured documents. Ontology-based user
queries are reformulated to gather document nodes from documents that were
annotated in an imprecise and incomplete manner by semantic annotation tools.
These reformulations allow retrieving instances that are related by the requested
semantic relations even if these relations are not available in the knowledge base.
We defined an order relation between reformulated queries to give priority to
queries that preserve most the semantics of the user query. All reformulations
are constructed dynamically w.r.t this order relation in the DREQ algorithm.
Experimental results show that the recall greatly increases and that the preci-
sion decreases reasonably as the ordered reformulated queries are performed. In
the near future we plan to combine keyword-based search with our reformula-
tion approach to increase the recall without losing the semantics of the query.
We also plan to use semantic-based heuristics exploiting functional properties of
relations in order to avoid some wrong answer cases.
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Abstract. Given the growing number of structured and evolving on-
line repositories, the need for lightweight information integration has
increased in the past years. We have developed an integration approach
which relies on partial mappings for query rewriting and combines them
with a controlled way of relaxation. In this paper we propose a novel
approach for ranking results of such rewritten and relaxed queries over
different sources, by punishing lack of confidence in mappings used for
rewriting, as well as punishing higher degrees of controlled relaxation
introduced, and present the performed evaluation.

Keywords: Query Ranking, Information Systems, Query Relaxation.

1 Introduction

A growing number of structured large information collections is made accessible
over the Internet, e.g. Freebase, Linked Data, also in the area of Personal Infor-
mation Management, new repositories as Flickr, YouTube are increasingly used.
Efforts in adding structure and giving semantics to the available information,
result into further information collections (e.g. UMBEL, DBPedia). The easy ex-
ploitation of such sources, however, requires approaches for flexible, lightweight
integration of distributed and evolving structured information sources. Thus,
lightweight approaches are required for query answering over evolving informa-
tion systems with reasonable result quality, even when only partial mapping
information is available (incomplete mappings with various confidences). We
follow a lightweight approach similar to a pay-as-you-go (results are as good as
possible given the available evidences) integration, which uses partial mappings
for rewriting and relaxing structured (triple-based) queries and learning of new
mappings from the results, as described in more detail in [1].

Even with such a solution at hand, the multitude of data within information
systems makes finding the needed results still difficult, since relaxed queries do
not always provide an exact set of results, but rather an extended, more permis-
sive set of results. When information comes from various sources with different
degrees of confidence, an ordering among the results reflecting this confidence
is needed. In this paper we propose a ranking algorithm which punishes lack of
confidence in the used partial mappings and query rewriting strategies.

The main contributions of our approach can be summarized as follows: 1) An
innovative query ranking approach for our lightweight information integration

B. Pernici (Ed.): CAiSE 2010, LNCS 6051, pp. 230–235, 2010.
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approach [1]; 2) An evaluation of the proposed ranking approach using large real
world data sets showing its applicability in realistic settings.

Next, Section 2 presents our query ranking approach, its evaluation is pre-
sented in Section 3, Section 4 presents the related work, and Section 5 summa-
rizes our conclusions and future work.

2 Ranking for Lightweight Information Integration

After applying our relaxation strategies [1], we use the ranking of queries to rank
results from different information sources. Considering that complete and confi-
dent mappings can only give correct results (the ideally rewritten query), our ap-
proach for a query ranking function is based on introducing punishments to each
of the aspects which might introduce errors. Intuitively, the higher the difference
of the resulting query from the ideally rewritten query, the more “punishment”
we add to the results obtained from executing it. Due to space constraints we
refer to the definitions presented in [1].

2.1 Punishment Derived from Mappings

The higher the confidence in the correctness of a mapping is, the lower the prob-
ability of introducing an error when this mapping is used to rewrite the user
query. For reflecting this, and also considering that mappings are independent,
we define a factor called Query Mapping Confidence (Qmc), reflecting the
probability of introducing errors by the product of the confidences of all map-
pings actually used in the rewriting of Qu, multiplied once (as also done in [2]):

Qmc =
∏

v|(e, e′, v) ∈M ′
i (1)

The rationale for this is that each successfully applied mapping will avoid that
this element is relaxed with a wildcard, but it will also possibly add some incor-
rect results, depending on the confidence of this mapping.

2.2 Punishment Derived from Relaxation

Our query relaxation might introduce errors by allowing bound expressions in
the user query Qu to become unbound in the reformulated query QSi . The com-
putation of the punishment considers the number of introduced variables which
remain bound and the number of variables introduced which do not even have a
value constraint. The computation relies on the following additional notations:

– qL: the number of triple elements in Qu: qL = Number of triples ∗3
– LU : the element names in Qu not part of Au ∪ τ ∪ V ARQu (i.e. Literals and

URI’s not belonging to the schema)
– nb and nu: the number of bound and unbound variables introduced in the

relaxation process (defined below)
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Next we define the introduced number of bound and unbound variables:

– nb: For < s, p, o >, p is replaced with varp: < s, varp, o > ∧o ∈ LU , then
nb = nb + 1 once for varp. This is, nb will be incremented by one the first time
varp is introduced, even though any other occurrence of p will also be replaced
with the same varp. The idea is that we are introducing a wildcard, but the
values it can take are restricted by s and the given value of o which is fixed.

– nu: we have two options: 1) For < s, τ, o >, o is replaced with varc: <
s, τ, varc > ∧o ∈ AC , nu = nu + 1 for every usage of varc. We increase
nu for every occurrence, since more relaxation is added with every replace-
ment. In this case we are allowing s to be of any type, as well as any other
thing originally specified to have the same type as s, so we are relaxing the
“essence” specification of things; and 2) For < s, p, varo >, p is replaced with
varp: < s, varp, varo > ∧varo ∈ V ARQu , nu = nu + 1 for every occurrence
of varp. We increase nu since each occurrence increases the degree of relax-
ation because we had already only the relation p as a restriction between the
values that s and varo could get, and now we are even relaxing this last re-
striction. In this case the relaxed query expresses the fact that there must be
some connection between s and varo, but without saying which connection.

With these measures, we can compute a punishment for bound variables as:

Pnb = 1− nb

qL
(2)

We need this factor, since even though the variables are bound, their number
influences the relaxation relative to the query joins (therefore the normaliza-
tion to the query length). Also, the correlation between nb and the ranking is
indirect, since the less bound variables are introduced, the higher we can rank
that query. The introduction of unbound variables has a higher influence on the
accurateness of the query results than the bounded ones, because they introduce
more relaxation to the query, and therefore more penalty is needed. We define
the punishment for unbound variables as:

Pnu = α1−
√

nu
qL − 1, (3)

where α, the relaxation penalty, has to be defined. It grows differently than
the one computed for bound variables: errors introduced by unbound variables
make the query less accurate than introduction of bound variables, and therefore
this factor should have a more dramatic decrease when the number of unbound
variables is high. We experimented with different functions for the exponent
factor of Pnu, but they all behaved similarly.

2.3 Ranking Function

Based on the factors presented above, we define a ranking function, giving higher
ranking to results of queries with likely less errors. The factors presented in Equa-
tions 1, 2 and 3 are probabilistically independent and therefore the ranking func-
tion canbe computed as a product of the possible punishments (errors) introduced:
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R(Qu) = Qmc ∗ Pnb ∗ Pnu (4)

R(Qu) estimates the expected correctness of the modified query results, by con-
sidering the confidence of the mappings, and the effects of applying a “wildcard”
strategy on the original query. The combination of these values leads to a mea-
sure of how much the modified query “deviates” from the ideally rewritten query.

3 Evaluation

By computing the precision for different top-k results, we prove the ranking
method to be efficient in ordering the results. Since for the ideal query, all results
are equally correct, we could not compare our results against a ranked ground
truth, instead, we used the complete ground truth. As strategies SUB2 and SUB4

presented similar behavior as SUB6 they will not be discussed in detail.

3.1 Evaluation Setting

Information Sources. The heterogeneous information sources considered with
the number of contained triples are presented in Table 1. In detail they are:

Virtual Personal Desktop (VPD) obtained from crawling 16 desktops (PDFs,
Word documents, Emails, Wiki pages, FOAF profiles) using the crawling ap-
proach and ontologies presented in [1], each with their own user ontology and
query set (see [1] for details).
UMBEL (http://www.umbel.org/) provides an ontology and its instances,
along with many definitions of equality (using “sameAs” relations) to instances
in the other datasets used for this experiment - YAGO and DBPedia. Therefore,
the instances provided by UMBEL were used to compute the ground truth. The
UMBEL Ontology was taken as the user ontology (in a filtered version), and
will be denoted from now on as user ontology Ou. In order to construct the
UMBELInstances data source and its ontology, original references to concepts
and properties, as well as to resources in the instances were modified program-
matically, simulating in this way a new source, from now on UMBEL.

YAGO [3] - from the provided instances a simple ontology (YAGO Ontology)
describing them was extracted.

DBPedia (http://wiki.dbpedia.org/) - two sources were created: the DB-
PediaPersons containing all available “Persondata” files which are represented
using the FOAF ontology, and the DBPediaInfoboxes containing the “Infoboxes”
and “Types” files which are represented using the DBPedia Ontology.

Table 1. Information Sources Overview

Source VPD UMBEL YAGO DBPediaPersons DBPediaInfoboxes
No. triples 3, 329, 376 6, 740, 428 460, 418, 591 812, 339 9, 877, 564

http://www.umbel.org/
http://wiki.dbpedia.org/
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InitialMappings.Were computedbetween theUMBELOntology and theontolo-
gies of the sources using [4], and later randomly modified to serve as initial partial
mappings. Partial mappings were also computed for the VPDs, between the user
ontology specified in [1] and the ontologies describing the different crawled sources.

Queries. Our query set is an extension of the queries used in [1] and consists of
more than 70 queries containing mainly 1 to 3 joins.

Ground Truth. For each query there is a ground truth, which contains all
correct results expected. In order to have comparable query results from the
different sources, explicit equivalences between resources have been exploited.

3.2 Experiments

For each information source, we employ relaxation strategies (wildcard based)
together with rewriting strategies (mapping based), and the techniques for simu-
lating user feedback and learning of mappings as described in [1]. We compared
the top-k integrated results of the same query over all available information
sources with the ground truth and measured the precision at top-k (top-1 to
top-5) using a precomputed value of α = 2 (the experiments for determining the
α value are not presented due to space constraints). The mean results obtained
from running this evaluation over all presented datasets, iterations and strategies
is presented in Figure 1(a), and by strategy in Figure 1(b). We computed pre-
cision by considering all queries, also the ones having less than k results. There
is not much difference between the obtained precision results at top-1 to top-5,
all of them being around 0.9, which we consider to be a good precision for our
lightweight integration approach. Most of the strategies have high precision, be-
ing notable that strategies SUB1 and SUB5 give the best results in our settings.
Strategy SUB3 shows the worst precision results at top-1, which is an indicator
that the usage of this strategy for our presented settings needs to be revised.

(a) Mean Precision at Top-K (b) Precision for Top-K

Fig. 1. Overall Precision

4 Related Work

Ranking is mostly known from Information Retrieval approaches which rank the
results from structured queries, nevertheless, none to our knowledge combine
rewriting queries using wildcards and partial mappings, with ranking. Ranking is
computed on relaxed or malleable queries in [5], by considering the quantification
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of the correlations existing between attributes (of duplicate entities detected in
the data), and ranking higher the results based on relaxations using higher corre-
lated attributes. This is similar to our idea to use the confidence of the mapping in
computing the ranking function, but we don’t require data access to detect corre-
lations. In [6], a technique for ranking query results on the semantic web takes into
consideration the inferencing processes that led to each result, where the relevance
of the returned results is computed based upon the specificity of the links used
when extracting information from the knowledge base. This approach is comple-
mentary to our approach, since the confidence values from the inferencing process
could be an additional confidence to the computation of our ranking. [2] aims also
at integrating distributed sources containing RDF data described by ontologies.
An important difference to this approach is that only rewriting without relaxation
of queries is produced, so, the ranking for the results of queries only considers the
confidence of the used mappings. Due to space constraints many other related ap-
proaches had to be left out of this section.

5 Conclusions and Future Work

We presented an approach for ranking results of rewritten and relaxed queries
executed over different repositories. We use the confidence of employed map-
pings in combination with heuristics which consider the amount and position
of wildcards introduced. These factors are combined in a weighted fashion, to
produce a ranking value for the results of executing the modified query on a
specific information source. Our evaluations performed over real world datasets
show the efficiency of our introduced ranking function.

The usage of the query ranking value for deciding on executing a query (or
not) on a given information source is an interesting idea to be explored. It could
serve for finding a trade-of between result precision and recall of unknown but
relevant information. A future idea would be to take into account in the ranking
computation a factor reflecting the confidence of the used data sources.
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Abstract. System and software documentation is a necessity when making se-
lection and acquisition decisions, when developing new and/or improving exist-
ing system and software functionality. A proper documentation becomes even 
more crucial for open source systems (OSS), where, typically, stakeholders 
from different communities are involved. However there exist only limited or 
no methodology to assess documentation quality. In this paper we present a 
quality model and a comprehensive method to assess quality of the OSS docu-
mentation availability (DA). Our contribution is threefold. Firstly, based on the 
criteria defined by Kitchenham et al. we illustrate the theoretical validity of the 
DA model. Secondly, we execute the first step towards the empirical validity of 
the DA model. Finally, our work results in a comprehensive and empirically 
grounded interpretation model of the documentation quality.  

Keywords: Documentation availability, theoretical and empirical validity, qual-
ity metrics and indicators, open source software documentation. 

1   Introduction 

Nowadays, information systems (ISs) are based on open source software (OSS) prod-
ucts either partially or fully. OSS applications might vary from the middleware and 
platform levels (e.g., operating systems, software development environment) used to 
support ISs' development to the direct management and dissemination of information 
(e.g., calendars, text editing and Web applications). Working with a system of interre-
lated products implies the necessity to have and maintain a high-quality documenta-
tion. This is true for any system and software products, but especially this becomes 
critical for the OSS products, where documentation is also used for communication 
[6] between distributed stakeholders.  

There exist a number of quality models (e.g., ISO-9126 [13], McCall [19], Boehm 
et al [1]) addressing software product criteria like maintainability, usability, and reli-
ability. Other models (e.g., CMM [20], SPICE [5]) consider software process criteria 
like maturity or capability with the underlying hypothesis that good process would 
result in a good product. Although it is recognised that a high-quality documentation 
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is necessary to different stakeholders (users, developers and acquirers) [15], little is 
done to consider the quality criteria of the documentation itself. 

A proper assessment of the software documentation is necessary for several rea-
sons. Firstly, it is a part of the overall product assessment at the decision making 
process during product acquisition. Secondly, assessing documentation can help a 
choice between several alternatives. Thirdly, assessment results might help developers 
to improve the documentation quality per se. Documentation quality assessment is 
also important in agile approaches, which apparently contradict the absolute necessity 
of extensive documentation and focus on delivering the workable software products 
as the main measure of software process progress. Even in such cases, software prod-
uct and process quality depends on a minimal documentation while the inherent rule 
is to avoid unnecessary documentation. Therefore, a quality approach necessitates 
some means (i.e., some precise criteria) to evaluate whether the documentation is 
really adequate or too excessive with respect to the context of use. 

To achieve a documentation assessment, one needs a comprehensive quality model 
comprising precise guidelines and criteria which are (i) consensually admitted by the 
different stakeholders as reflecting their perception of documentation quality, (ii) easy 
to apply, and which produce (iii) quality indicators in a repeatable and reproducible 
manners. To our knowledge, there is no an established model today. Thus, our long-
term research goal is to establish such a model. 

In a previous work [18] we have elaborated a method to assess documentation 
availability (DA). Our method with its underlying model supports investigation of the 
documentation context and judges about the completeness of the information. In this 
paper, we make a step towards the theoretical and empirical validation of the DA 
method. As the part of the empirical validation we report on the performance test, 
where we have applied our DA method to assess documentation quality of 28 OSS 
projects. The findings help us to define the quality interpretation model. In this paper 
we report a number of observations resulting from our assessment. 

The structure of the paper is as follows: in Section 2 we present the documentation 
availability model and estimation method. In Section, 3 we discuss theoretical and 
empirical validity of this model. In Section 4, we continue our discussion of the em-
pirical validity by describing the performance test, which investigates the feasibility 
of our proposal. Finally, Section 5 discusses the findings, presents the conclusions and 
future work. 

2   Documentation Availability 

In this section we overview the DA model. We present metrics, indicators, estimation 
method, and quality interpretation model. 

2.1   Documentation Availability Model 

The quality model for the OSS documentation availability is presented in [18]. It is a 
part of the bigger effort to develop the QualOSS1 assessment method [3, 23]. In 
                                                           
1
 QualOSS stands for Quality of Open Source Software. Project is funded by European Com-
mission under the FP6-2005-IST_5 Framework, Contract number N° 33547. 
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QualOSS, the OSS product is described through four dimensions: (i) the software 
product, defined by software code, documentation and test; (ii) the community, char-
acterised by interconnected community members; (iii) the development process, ex-
pressed by rules that community members should follow when performing activities, 
and (iv) the tools used by the community to build, manage and maintain the OSS. 
Hence, the documentation quality is a part of the aggregated product quality. 

For documentation quality a distinction could naturally be done between two levels 
(Fig. 1). Firstly one needs to identify characteristics related to the content of docu-
mentation and determining its accuracy with respect to what documentation is sup-
posed to describe [21], what is the purpose of documentation, and what stakeholders’ 
behaviour the documentation might lead. Secondly, one needs to investigate charac-
teristics related to the form and determining completeness and availability of different 
structural parts [4]. Although theoretically both aspects are important, assessing the 
first one appears to be difficult as long as we admit that the documentation could be 
written manually and/or in a non-formal style. In this work we focus on the second 
aspect, thus, we develop a systematic method [18] to assess documentation availabil-
ity (DA) using two indicators (Fig. 1): documentation type availability and documen-
tation information availability. 

 

Fig. 1. The Documentation Assessment Model 

2.2   Documentation Type Availability 

In [18] we define thirteen document types and classified them to four categories: 
presentation documents, product installation and application documents, documents 
of product development process, and management and copyright documents. Docu-
ment type availability (DTA) characterises availability of documents belonging to a 
certain document type: 

DTA = DF

DN
 (1) 

here, DN is the number of considered document types (i.e., chosen from the set of 13 
identified types), DF is a number of documents types for which documents are found. 

This indicator tells that there should exist a set of documents allowing the stake-
holders to achieve their goals. We indicate that a single stakeholder can play four 
different roles: product acquirer (interested in presentation documents), product user 
(concerned by the product installation and application document), product developer 
(interested in documents of product development) and product contractors (concerned 
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by management and copyright document). Depending on the stakeholder’s goal, dif-
ferent documents would be evaluated. For example, to achieve the goal of product 
acquirer, one needs to consider presentation documents; to reach the goal of product 
user, one needs to evaluate availability of product installation and application docu-
ments. In this paper we will focus on the overall documentation assessment taking all 
four stakeholders’ goals together.  

It is very important to know the location of these documents. It might be situations 
when a document actually exists, but the stakeholder is not able to find where this 
document is stored. This means that the document is still not available for the stake-
holder. 

2.3   Documentation Information Availability 

Document information availability (DIA) indicates whether the documents contain 
organised and complete information, presented at the complete level of detail: 

DIA =
(dori + dcoi)

i=1

DN

∑
2DN

 
(2) 

here dori – is an aggregated metric representing the organisation of documents be-
longing to document type i; dcoi – is an aggregated metric representing the complete-
ness of documents belonging to document type i; DN – is the number of considered 
document types. 

Document organisation can be estimated as easiness to locate information and 
logical relationships among adjacent chapters, sections and subsections [18]. Hence 
we defined a number of simple “Yes/No” questions (e.g., Is there a table of content in 
the document?; Is the document divided to chapters?, etc) that help estimate docu-
ment organisation. The value is calculated as a ratio between the number of positively 
answered questions and the number of considered questions (recall that some ques-
tions could be non applicable and should be disregarded): 

dor =
ri

i=1

N

∑
N

 
(3) 

here {r1 ... rN} are answers (“Yes” ≡ 1, “No”≡ 0) to questions about document organi-
sation, N – number of questions having answers “Yes” or “No”, and dor – organisa-
tion of a single document. 

A document is complete with respect to its content (content completeness) if it con-
tains all the information necessary for the concerned stakeholder to satisfy his/her 
goal(s). Following software development standards [7, 8, 9, 10, 11, 12] we have de-
veloped a number of content templates describing the content structure of different 
document types [18]. When analysing a single document, an evaluator checks if this 
document contains the information units (sections, subsections, and paragraphs) as 
suggested in these templates. 

Document is said to be at the complete level of detail (information completeness) if 
it defines all information units at the high level of detail. Information units, identified 
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when analysing content completeness, here, are considered for their information com-
pleteness. The level of detail is considered on an ordinal scale of four values (“null” ≡ 
0, “low” ≡ 1, “average” ≡ 2, and “high” ≡ 3). 

Document completeness is an aggregated measure of document content complete-
ness and document information completeness [18]. It is expressed as the sum of mul-
tiplications between content completeness and information completeness, divided by 
the tripled number of analysed information units: 

dco =
cidi

i=1

M

∑
3M

 
(4) 

here {c1 ... cM} are the values {0, 1} assigned to the answers to questions about con-
tent completeness, {d1 ... dM} are estimations of the information completeness accord-
ing to the ordinal scale {0<1<2<3}, M – number of information units (questions), and 
dco – completeness of documents. 

2.4   Documentation Availability Estimation Method 

The application of the DA model consists of six steps (Fig. 2). Firstly, evaluator de-
fines the purpose and the scope of the evaluation. This first step produces the scoped 
document types according to which a search for documents is performed in the sec-
ond step. When screening for documents (step 2), one records the location of the 
found documents in order to access them after. The second step results in the (refer-
ences to) documents which availability is under assessment. In the third step the 
evaluator assigns documents to the document types. The fourth step is the review of 
the document-document type pairs. This step should ensure that concerned documents 
are found and these are correctly assigned to the document types. In the fifth step, 
each pair is analysed for both the document organisation and document completeness. 
In the sixth step the evaluator computes the DTA and DIA indicators. As discussed 
above, DTA is estimated (equation 1) according to the number of found documents 
(resulting from step 4) and the number of considered document types (decided in step 
1); DIA is computed (equation 2) from the document organisation (equation 3) and 
document completeness (equation 4) estimated in step 5. 

2.5   Indicator Interpretation  

Both DTA and DIA indicator values are estimated on the percentage interval (0 to 
100% of availability), higher value means the documentation availability is higher. 
Following the guidelines of the QualOSS project [3, 23] we defined the indicator 
interpretation model (Table 1) both at the interval and at the ordinal scales (by map-
ping the former one to the latter one) [18]. The reason to define interpretation model 
at two scales is the simplicity to classify things into few categories. For the targeted 
audience it is much simpler to understand a given category (e.g. Yellow), than to 
judge about some number, received after calculation is done. 



 Validity of the DA Model: Experimental Definition of Quality Interpretation 241 

 

 
Fig. 2. Documentation Availability Estimation Method 

Table 1. Interpretation of DA Indicators 

Interval scale (%) Ordinal scale (colour) Explanation 
[0 … 9,99] Black Not available 

[10 … 39,99] Red DA is limited 
[40 … 69,99] Yellow DA is average 
[70 … 100] Green DA is high 

However this interpretation model has several limitations. Firstly, its definition 
(e.g., thresholds and their suggested explanation) is highly subjective, provided with-
out extensive testing of indicators on the OSS assessments. Secondly, the two indica-
tors cannot be interpreted at the same scale, because their natures, measurement, and 
estimation inputs are different as defined in the above sections. Finally, although 
being applied to assess few OSS projects [18], the DA method itself was not yet ap-
plied to a sufficiently large extend. Thus, its validity needs to be investigated at a 
more coarse-grained level. 

The main goal of this paper is twofold. Firstly, we need to validate the DA model 
[18]. Secondly, we need to establish an empirically grounded interpretation model for 
the DA indicators. 
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3   Validity of the Documentation Availability Model 

In order for a quality model to be valid, all its metrics (including aggregated metrics 
and indicators) have to be valid. For a metric to be valid, the following two conditions 
must hold [16]: (i) this metric must not violate any necessary properties of its ele-
ments, and (ii) each model used in the measurement process must be valid. In other 
words to validate the DA method we need to show validity of  

• the metrics (e.g., chapter, section used to gather data about document complete-
ness; information units used to gather date on document organisation), aggregated 
metrics (e.g., document organisation (see equation 3) and document completeness 
(see equation 4)), and indicators (e.g., DTA and DIA); 

• the measurement scales; and 
• the estimation method, presented in Section 2.4. 

Kitchenham et al. [16] define two major methods to check metrics validity (Fig. 3): 

• Theoretical validation, which confirms that the measurement does not violate any 
required properties of measurement elements or of the definition models [16]. 

• Empirical validation, which corroborates that measured attributes are consistent 
with the values predicted by the models involving the attribute [16]. 

 

Fig. 3. Theoretical and Empirical Validation 

3.1   Theoretical Validation of the Documentation Availability Model 

Theoretical methods of validation allow us to say that a metric is valid to a certain 
defined criteria. Such a list of criteria is presented in [16]. We present them hereafter 
together with theoretical validity of our DA model. 

Validity of the metrics. Four criteria are defined for the metric validity: 

• For the metric to be measurable it must allow different entities to be differentiated 
from each other [16]. By definition [18] (also see Section 2.2) the DA metrics al-
low distinguishing different documents according to their document types; 

• A valid metric must obey the representation condition [16]. For instance, the DA 
metrics preserve the intuitive notions about the document type’s property and the 
way in which document type properties distinguish between document types. 

• All scales contributing to a valid metric are equivalent [16]. It is possible to define 
different valid scales for the DA metrics. For instance, in Section 2 we define in-
formation units that are measured in the scale of [“null” ≡ 0, “low” ≡ 1, “average” ≡ 
2, and “high” ≡ 3]. However this sale could be extended with intermediate values 
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(e.g., [“null” ≡ 0, “low” ≡ 1, “somehow low” ≡ 1.5, “average” ≡ 2, “somehow 
high” ≡ 2.5, and “high” ≡ 3]). Hence both scales contribute to a valid measure. 

• Different entities can have the same metric value [16]. Applying the DA model, we 
estimate document organisation using the same set of metrics. These metrics can 
receive the same value for different documents of different document types. Thus, 
we say that the document organisation metrics satisfy all this validity criteria. 

Validity of the aggregated metrics and indicators. The aggregated metrics (e.g., 
document organisation and document completeness) and indicators (e.g., DTA and 
DIA) are valid theoretically because: 

• They are based on a model (e.g., content templates when calculating documenta-
tion completeness) concerning the relationships among document properties. 

• They are based on a dimensionally consistent model (as defined in [16]), estimat-
ing the aggregated metrics and indicators on the percentage scale. 

• The discontinuities are not possible because metric values are received by normal-
ising (always larger or equal) numbers of the considered entities (e.g., for the DTA 
the number of documents found is always either equal or lower to the number of 
considered document types). 

• They include the correct measurement scales, characterised as interval. 

Validity of the documentation availability estimation method (or measurement 
protocol as called in [16]) is usually validated by peer acceptance. As mentioned in 
Section 2, the DA model and the estimation method are the parts of larger effort to 
construct a standard QualOSS assessment method. The DA estimation method was 
reviewed by the project partners several time [23]. It has also been tested in few mi-
nor OSS assessments [18]. Our experience shows that the DA estimation method is 
unambiguous, self-confident, and prevents the problems such as double counting. 

Our theoretical validation corresponds to the application of [16] reported in [17]. 
But we also admit that the full consensus could be reach only through the iteration of 
discussions with the community (in this case, partners of the QualOSS project). 

3.2   Empirical Validation of the Documentation Availability Model 

To corroborate a metric empirically, one needs to perform experiments to show 
whether people agree that a measurable property exists and whether a mapping to 
value captures the understanding of the property [16]. In general, empirical validation 
could be performed through perception, performance and correctness tests. 

The perception test involves investigation of the artefact usability, ease of use, and 
user satisfaction. Currently, this approach is not applicable for our DA model, because 
the model is a novel proposal and there is no sufficient experience to report on its 
perception on a large extend. The performance test describes the application of  
the artefact to see its feasibility. In this work we apply the performance test and we 
assess documentation availability of 28 of OSS projects. We report our experience in 
Section 4. Finally, currently we are designing the correctness test. We plan to contact 
the OSS community members in order to receive their feedback on the results re-
ceived during the performance test. We hope to show that the performance of the DA 
model is indeed correct and corresponds to the perception of the experts. 
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4   Performance Test 

In this section we present the first step towards the empirical validation of the DA 
model: a performance test to investigate our model feasibility. In Section 4.1 we de-
scribe its performance test design. Section 4.2 discusses validity threats. Section 4.3 
presents the major results. Finally, in Section 4.4, we will refine the DA interpretation 
model on basis of the performance test results. 

4.1   Design 

As discussed in Section 2, one of our research goals is also to define an empirically 
grounded interpretation model for the documentation quality. We formulate the  
following research question: 

How do the current indicators help to understand and interpret quality of the open 
source documentation availability? 

Firstly, this research question challenges the application of the DA method to assess 
the DA of the OSS products. This shows the DA method validation through the per-
formance test, as discussed in Section 3.2. Secondly, we will investigate whether the 
indicator values received for the sample of OSS projects cover the whole range of the 
ordinal scale defined for these indicators. If it is not the case, based on the assessment 
results we will refine the initial interpretation model (Table 1). 

The research method is pretty straightforward. First, we formulated the research 
question presented above. Then, we defined a sample of the OSS projects. Next, we 
applied our DA model and calculated the values of DTA and DIA for each selected 
project. Finally, we analysed and interpreted the received results. 

The assessment sample includes 28 OSS projects (see Table 2). We selected them 
based on the OSS survey provided in [14]. The selected OSS projects cover different 
Information System application domains, such as content management systems (e.g., 
Plone, JetSpeed, and Jakarta Structs), email systems, calendar systems, and address-
book systems (e.g., Thunderbird, Evolution, and Sup), text viewing/editing systems 
(e.g., Open Office writer, xEmacs, Evince, and xPDF), Web application support sys-
tems (e.g., Zope, Httpd, jMeter, and Galeon), operating and their management sys-
tems (e.g., FreeBSD, NetBSD, and Nautilus), programming languages and their envi-
ronments (e.g., Python, Eclipse platform, gcc backend, and Findbugs).  

4.2   Threats to Validity 

Before presenting the performance test results, we discuss some validity threats [24]:  

• Reliability of the QA model could be seen as the internal validity threat. However, 
as we illustrated in Section 3.1 our proposal is theoretically valid. In addition it 
was developed systematically based on existing system and software development 
standards [7, 8, 9, 10, 11, 12]. Based on the assumption that the used system and 
software development standards (that provide also guidelines for the documenta-
tion preparation) also apply to the documentation of the OSS products, the QA 
model is systematically developed as illustrated in [18]. 
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• Reliability of the assessment data on the 28 OSS projects could be found as the 
conclusion validity threat. Collecting of these data (step 5, Fig. 2) is a manual task, 
thus, it contains a certain degree of subjectivity. To mitigate this threat the  
assessment was always executed by at least two assessors. The first assessor was 
taking the actual metrics on the OSS documents. The purpose of the second asses-
sor was to monitor and to review the assessment results. For some projects the  
assessment step (step 5, Fig. 2) was iterated few time in order to ensure the  
assessment quality and to decrease the result subjectivity. 

• The majority of the OSS assessments was done by the same assessor (who was not 
the author of the DA model). Thus, there might be the internal validity threat of 
maturation [24], meaning that over the time the assessor learned how to take 
measurement and this resulted in the better/worse scores for the later projects. To 
mitigate this risk the measurement was monitored by a second evaluator who is 
one of the authors of the DA model. 

• The internal validity might be influenced by the selection of the OSS projects for 
the evaluation. Our sample was selected according to the results of the larger sur-
vey [4]. This means that we selected the projects that are already quite popular ei-
ther when developing Information Systems or when working with them. 

• A possible threat to external validity is the nature of our experiment. We did not 
wish to select any OSS for an actual practical application (e.g., to support real de-
cision). Here, we are only interested in testing the feasibility of the DA model. 

4.3   Results 

Table 2 presents the assessment results. Following the interpretation model presented 
in Section 2, the documentation type availability is high (green) for 19 projects, and it 
is average (yellow) for 9 projects. The documentation information availability is aver-
age (yellow) for 11 projects and limited (red) for 17 projects. Those assessment re-
sults confirm that: 
 

• The range of each interpretation category is too broad. For example DTA interpre-
tation is green both in the case when documents were not found for 4 document 
types (score 76.92%), and also when documents for all document types are found 
(score 100%). Similar situation can also be observed for the DIA indicator: the dif-
ference between the best and the worst evaluated projects at the red category is 
relatively large (e.g., DIA of gcc is 39.76%, DIA of Omitux is 15.56%, difference 
is 24.2%) 

• The full range of the assessment is not covered for neither of the indicators. For 
instance none documentation was interpreted as limited (red) or as unavailable 
(black) for the DTA indicator; none documentation was found of high (green) 
availability, nor unavailable (black) with respect to the DIA indicator. 

To mitigate these limitations of the interpretation model we refined it. The major idea 
is to assign to each category of the ordinal scale a sufficient number of values from 
the internal scale. In addition we observed (specifically for the DIA indicator) that it is 
possible to define four groups of data that is relatively close to each other. 
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Table 2. Documentation Assessment Results 

Interval scale Ordinal scale 
OSS projects 

DTA, % DIA, % DTA, colour DIA, colour 

Python 92.31 52.45 Green Yellow 
PLONE 84.62 52.08 Green Yellow 
Thunderbird (Mozilla) 100 50.46 Green Yellow 
Zope 84.62 49.47 Green Yellow 
FreeBSD 84.62 47.31 Green Yellow 
PhPMyAdmin 76.92 46.56 Green Yellow 
NetBSD 84.62 43.25 Green Yellow 
Eclipse 84.62 42.98 Green Yellow 
Writer (OpenOffice) 76.92 42.20 Green Yellow 
Hadoop 100 41.72 Green Yellow 
Xemacs 100 41.28 Green Yellow 
Gcc 76.92 39.76 Green Red 
VLC 76.92 38.74 Green Red 
HTTPD1.3 69.23 34.95 Yellow Red 
Jetspeed 84.62 34.83 Green Red 
Jakarta Struts 76.92 34.27 Green Red 
Evolution 92.31 32.72 Green Red 
Jmeter 92.31 32.08 Green Red 
k3b 69.23 31.52 Yellow Red 
Evince 84.62 30.85 Green Red 
xPDF 69.23 28.96 Yellow Red 
Findbugs 69.23 27.62 Yellow Red 
Nautilus 76.92 26.98 Green Red 
CVSanaly 69.23 24.54 Yellow Red 
Yanolc 46.15 18.41 Yellow Red 
Galeon 61.54 17.01 Yellow Red 
Sup 61.54 16.15 Yellow Red 
Omnitux 53.85 15.56 Yellow Red 

 
The refined interpretation model is shown in Table 3. Here the mapping between 

interval scale and ordinal scale is different for both indicators, and, thus, correspond-
ing to our empirical findings. In Table 4 we present a matrix that define correspon-
dence between two DA indicators based on the refined interpretation model. 

Table 3. Refined Interpretation Model for the DA Indicators 

Indicators Interval scale (%) Ordinal scale (colour) Explanation 
[  0,00 … 57,99] Black Not available 
[58,00 … 72,49] Red DA is limited 
[72,50 … 88,49] Yellow DA is average 

Documentation 
type  
availability [88,50 … 100] Green DA is high 

[  0,00 … 21,49] Black Is not available 
[21,50 … 36,99] Red DA is limited 
[37,00 … 44,99] Yellow DA is average 

Documentation 
information 
availability [45,00 … 100] Green DA is high 
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Table 4. Matrix of the OSS Project Assessment 

Documentation information availability (DIA) 
Indicators Black Red Yellow Green 

Green - 
Evolution and 

jMmeter 
Hadoop and 

Xemacs 
Python and  

Thunderbird 

Yellow - 
Jetspeed, Jakarta 

Struts, Evince, 
Nautilus 

NetBSD, Eclipse, 
Writer, gcc and 

VLC 

PLONE, Zope, 
FreeBSD and 
PhPMyAdmin 

Red Galeon and 
Sup 

HTTPD1.3, k3b, 
xPDF, Findbugs 
and CVSanalY 

- - 

D
oc

um
en

ta
ti

on
 t

yp
e 

 
av

ai
la

bi
lit

y 
(D

T
A

) 

Black Yanolc and 
Omnitux 

- - - 

“-” means that sample project is not found. 

5   Discussion and Conclusions 

In this section we discuss our results and present conclusions. We also situate our 
proposal into the state of the art, and provide some future research directions. 

5.1   Conclusions 

In this paper we presented a quality model to assess documentation availability for the 
OSS products. Our major discussion includes the analysis of the validity both at theo-
retical and at empirical level. Firstly, following the criteria defined in [16] we confirm 
the theoretical validity of the DA model, including its metrics, metric scales, and qual-
ity estimation process.  

Next, we investigate the empirical validity through the performance test that helps 
to assess feasibility of our proposal. Our work results in the refinement of the inter-
pretation model for the documentation availability indicators, as shown in Table 3. 
The new interpretation model is based on the empirical results and is more flexible to 
judge about the quality of the documentation itself: for example, using the refined 
model one gets the assessment data that are clustered into nine categories (using pre-
vious model it was separated to only three). This expands the assessment scale and 
gives more flexibility to judge about the documentation quality, especially, when the 
assessment purpose is selection and acquisition of OSS software to practice. 

Although in the performance test we did not have as goal to select the best-
documented OSS projects, the results points out few important suggestions for the 
OSS documentation improvement. For instance, availability of documents of a certain 
type does not guarantee availability of the information within these documents (e. g., 
Evolution and jMeter). This means that, although there are many documents for these 
OSS projects, those documents do not contain a sufficient level of guidelines, help, 
instructions, and etc. for the stakeholders.  

We can also notice an opposite trend: some documents contain a lot of useful in-
formation, where the overall project documentation availability might be of a lower 
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degree (e.g., PLONE, Zope, FreeBSD and PhPMyAdmin). This means that the exist-
ing project documentation is of high quality to satisfy goals only for a limited group 
of stakeholders (for instance, there exist high-quality product installation and applica-
tion documents to satisfy goals of product acquirers, but there is no product develop-
ment documentation to fulfil goals of product developers). 

A limitation of the refined interpretation model is that there is missing sample of 
projects that would illustrate its full feasibility (some of the cells in Table 3 are still 
empty). This does not mean that there is no such sample of project documentation; it 
might be the case that we did not happen to select such. 

5.2   Related Work 

Software development standards [7, 8, 9, 10, 11, 12] suggest documentation templates 
for different development stages. These templates include structural guidance to pre-
pare documentation, however the standards do not explain how to assess quality of 
the documentation. Following the software development standards, the DA method 
suggests the guidelines on how to assess the structural completeness of documenta-
tion. Later, based on the structural completeness results, the information completeness 
is investigated. 

Literature reports on few proposals to measure documentation quality. Davis et al. 
[2] define a set of qualitative characteristics (e.g., non-ambiguity, completeness, cor-
rectness, consistency, verifiability, traceability, modifiability, and others) to measure 
quality of requirements specifications. Further in [4] a comprehensive metrics, like 
page count, readability, pages per day and software dependent metrics, are proposed. 
However both works do not go beyond the metric definition phase. Elsewhere in [22], 
a process to assess documentation content quality is defined. The documentation 
content is assessed through the following characteristics: ownership, readability, accu-
racy, thoroughness, format, accessibility, currency, effectiveness, accountability, and 
ease of update. The assessment is summarised into a quality/value matrix comprising 
four subjective values: poor, fair, good, and excellent.  

The DA method is specifically dedicated to assess the documentation availability. 
Similarly to [2] it relies on the qualitative characteristics, and analyses organisation 
and structure of the documentation like in [4]. During measurement the evaluators 
need to deal with the certain degree of subjectivity. Differently from the mentioned 
works, the DA method provides a systematic and comprehensive process (Fig. 1) to 
assess documentation of different document types and to fulfil goals of various stake-
holders. In addition to all these works the DA method also provides the indicators and 
explains how it is possible to interpret these indicators. 

5.3   Future Work 

In this paper we have described the performance test to investigate the feasibility of 
the DA model. This is the first step towards a model empirical validation. The next 
step is the correctness test, where we are planning to perform an interview of commu-
nity members on the documentation quality of the selected OSS projects. This would 
allow us to compare two sets of the data for the documentation availability and will 
answer the question about the empirical validity of the DA model.  
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Although we have developed the availability assessment model for the documenta-
tion quality of the OSS product, our future plan is to adapt it for documentation as-
sessment of any type of systems. This is possible because we have based our model 
on the standards of the software development, like [7, 8, 9, 10, 11, 12]. The major 
difference for the measurement process stands in the definition of the measurement 
goals and scope. For example for the general software documentation assessment, the 
goal of becoming a member of the community might not be applicable. However 
other goals – like obtaining the products (especially for the commercial-of-the-shelf 
product selection), using the (general) product, or improving the current product – are 
often within the scope of the general system assessment. 

Finally our long-term research plan includes expansion of quality model (Fig. 1) 
with the accuracy measurement. This will require understanding of the various  
metrics for documentation readability, understandability, consistency and others [2]. 

Acknowledgments. We would like to thank Judith Chambou Simo for her contribu-
tion to this research. We also thank the partners of the QualOSS project for the stimu-
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Abstract. Managing regulatory compliance is increasingly challenging and 
costly for organizations world-wide. While such efforts are often supported by 
information technology (IT) and information systems (IS) tools, there is evi-
dence that the current solutions are inadequate and do not fully address the 
needs of organizations. Often such discrepancy stems from a lack of alignment 
between the needs of the industry and the focus of academic research efforts. In 
this paper, we present the results of an empirical study that investigates chal-
lenges in managing regulatory compliance, derived from expert professionals in 
the Australian compliance industry. The results provide insights into problem-
atic areas within the compliance management domain, as related to regulatees, 
regulations and IT compliance management solutions. By relating the identified 
challenges to existing activity in IS research, this exploratory paper highlights 
the inadequacy of current research and presents the first industry-relevant  
compliance management research agenda for IS researchers. 

Keywords: Regulatory Compliance, Business Information Systems, Empirical 
Study. 

1   Introduction 

Compliance involves ensuring that business processes, operations and practice are in 
accordance with a prescribed and/or agreed set of norms. Even though predominantly 
viewed as a burden by organisations [1], failing to comply is no longer an option [2, 
3]. Non-compliance may not only result in the possibility of losing customers and 
damaging reputation, but can also lead to legal action. A number of corporate scan-
dals - Enron, WorldCom (USA), HIH (Australia), Societe Generale (France) and, 
most recently, Satyam (India), to name a few - have exhibited this situation. 

In addition, there is a general consensus that there will be an upsurge of regulatory 
reform as a response to the events that led to the global financial crisis. Developing 
strategies to manage inevitable regulatory shifts that emerge from government  
and global reactions to the financial crisis is going to be high on corporate agendas in 
the coming years. This situation is bound to put pressure on organisations already 
struggling with the economic downturn.  
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With compliance expectations on the increase, evidence suggests that organisa-
tions experience difficulties in managing compliance expectations and are increas-
ingly concerned with high costs associated with compliance [4]. Indeed, spending on 
compliance is steadily increasing [5, 6]. With each new introduced regulation new 
challenges arise [7-9]. The inevitability of coping with compliance pressures identi-
fies a need for new IT and IS solutions to compliance management and denotes a 
need for evolution of current IT and IS approaches such that they are better able to 
support the fast-changing regulatory compliance management field. Any developed 
solutions, to be adequate, need to be informed by industry practice and expert advice. 
The development of solutions in this domain without input from industry experts and 
professionals will only serve to increase compliance management spending without 
delivering on the promise of suitable IT and IS tools to alleviate compliance  
management problems.  

In this paper we take steps to address this need through an empirical study with 
compliance management professionals. The main goal of the reported study is to 
investigate compliance management issues and challenges faced by industry, as per-
ceived by compliance management experts, to investigate where IS research can con-
tribute and how IS tools should evolve to support industry. We conduct a gap analysis 
of the perceived challenges with existing research in IS and identify a set of issues 
and challenges that should drive the future agenda of IS researchers.  

2   Approach and Methodology 

To extract issues and challenges, we utilise semi-structured interviews. Interviews are 
an established and popular means of carrying out qualitative enquiry in the fields of 
social sciences. We use a semi-structured interview type to provide the opportunity 
for participants to think about the challenges in compliance management and reflect 
on and relate their experiences [10]. The interview team consisted of two experienced 
empirical researchers, one with the role of the main interviewer and the other with a 
support role of note taking and further probing. The interviewers’ domain knowledge 
and expertise with the interview method is an essential element for success in these 
semi-structured interviews. 

2.1   Data Sampling, Participants and Protocol 

The nature of the study led us to adopt a deliberately selective sampling approach to 
participant involvement. We were motivated to ensure that participants had extensive 
experience in the domain and would therefore provide an insightful and accurate 
reflection of the state of compliance management in practice. To that end, we enlisted 
the help of the Australasian Compliance Institute (ACI) and obtained a selection of 
experienced contacts with insight into both the mature and immature stages of com-
pliance management in organisations. Eleven participants were invited to participate 
and all eleven agreed with no incentives present for participation. Accordingly, eleven 
Australian compliance management experts were interviewed in the last quarter of 
2007. Typical roles interviewed were those of senior compliance management  
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advisors and consultants in large organizations that provide both advisory and audit-
ing services in the context of regulatory compliance. Among the eleven, nine possess 
more than 10 years of experience in the field and the other two have five and seven 
years of experience in the field respectively. 

The semi-structured interview protocol1 was designed and pilot tested to elicit free 
flowing information from the interviewees. The protocol consisted of high level  
questions that captured the experience of the interviewee, their opinions relating to 
regulations and related challenges, as well as their experiences and observations of 
challenges in compliance management practice. The questions were open-ended in 
nature so as not to bias the interviewees. The researchers relied on probing to identify 
specific challenges when an interviewee indicated a limitation they had experiences.  

The protocol included three main sections. The first section aimed to establish the 
context of the interview session. This section consisted of demographic inquiry such 
as role, experience and organisation description. The second section asked interview-
ees to provide opinions about heavily regulated industry sectors, what compliance 
responsibilities existed in their organisation and their awareness and experience with 
current IT- and IS-related tools in use. The third section of the protocol aimed to ob-
tain explanation about the compliance-related factors - such as issues, hurdles and 
solutions. Interviewees were asked to identify these factors in relation to customers, 
regulations and solutions. In addition, participants were also encouraged to incorpo-
rate examples during elaboration of key points. 

2.2   Data Analysis 

All interviews were transcribed, annonymised, and analysed using a multi-coder ap-
proach and NVivo as the supporting tool. The multi-coder approach was used to re-
duce coder bias in the analysis of the text and multiple rounds of analysis were carried 
out for each transcription. As the study was exploratory in nature, all factors emerged 
from the interview data. To facilitate the exploration of factors, an initial meta-level 
node structure was derived from the interview protocol – viz. responses related to 
regulatees, regulations and solutions. This structure was used and expanded upon each 
time a new issue, challenge, problem, regulation, etc, was identified.  

The detailed coding, using the initial node structure as the basis, was conducted in 
the first round by a third researcher, in a few iterations of the full transcripts so as to 
capture the most detail. After each iteration, the coding node structure and associated 
interview data was examined and revised before the next iteration of interview data 
coding took place. The final coding and the resulting expanded coding structure were 
then independently reviewed and re-coded separately by two researchers who identi-
fied the initial node structure. Following this individual analysis, the two researchers 
then jointly discussed each node and its contents and refined the coding structure to 
reduce overlaps and refine aspects of some identified issues (i.e. split nodes). The 
researchers then jointly again analysed each transcript to ensure that all relevant detail 
was captured and correctly codified. 

                                                           
1

 Due to space limitations the interview protocol is omitted from this paper. The interview 
protocol is available from the authors on request. 
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3   Results 

In the following we present an in-depth discussion of the main challenges identified in 
the interview sessions. Based on the analysis of the expert interviews, Figure 1 shows 
the number of participants referring to each regulation and number of references made 
respectively. Among all regulations referred to by the participants, Anti-Money 
Laundering (AML) was the most frequently referred to and also the only one dis-
cussed by all the participants. This finding is perhaps not surprising given the recent 
introduction of the regulation. Australian Standards was the second most frequently 
discussed, followed by Financial Services Regulation (FSR), Organisational Health 
and Safety (OHS), Trade Practices Act, Corporation Act and Sarbanes-Oxley (SOX). 

 Fig. 1. Regulations Identified by Experts             Fig. 2. Industry Sectors Identified by Experts 

In terms of the industry sectors that are considered to be highly regulated, Figure 2 
similarly depicts the number of references/participants regarding identification of the 
most regulated markets. The experts indicated that the financial sector is the most 
heavily regulated industry - addressed by all the participants with a total of 24 sup-
ported references. This finding correlates the earlier indication of a strong AML focus. 

After understanding the landscape of various sectors and their compliance re-
quirements, we turned to investigating the challenges that organisations face in their 
compliance management activities. The discussion of the identified challenges and 
expert opinion is provided in the next sub-sections, logically separated into challenges 
and problems related to customers (i.e. regulatees), regulations and solutions. We 
precede the discussion of the challenges with the table showing the challenges and the  
 

Table 1. Customer Factors 

FACTORS SOURCES REFERENCES 
Lack of Compliance Culture 10 46 
High Cost 9 43 
Lack of Efficient Risk Management 9 37 
Difficulties in Creating Evidence of  Compliance 8 29 
Lack of Perception of Compliance as a Value-add 8 25 
Lack of Understanding of its Relevance to Business 6 12 
Lack of Communication among Staff 4 4 
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number of participants who identified them, as well as the frequency of the 
identifications (number of references). Tables 1, 2 and 3 present factors relating to 
customers, regulations, and solutions respectively. 

3.1   Factors Relating to Customers 

Lack of Compliance Culture. All the participants indicated that culture plays a vital 
role in inculcating compliance. One of the participants indicated: “… compliance 
doesn’t mean a thing if the culture isn’t right within the organisation.” Culture refers 
to the overall compliance culture of the organisation, which involves employees’ 
perspective towards the organisation, what the organisation stands for, its customers, 
investors, regulators and fellow colleagues [11]. A good culture, though difficult to 
achieve [12] can promote a positive attitude towards legal compliance activity at all 
levels within an organisation.  

Several issues relating to culture were identified from the expert interviews. The 
core issues related to top level management beliefs and mindset. The board often sees 
compliance as one of the least value-added activities for the organization. Conse-
quently, the operational level often lacks guideline and advice, which further results 
in naive and inexperienced compliance approaches among employees. This situation 
is made worse because compliance officers often have little influence in the manage-
ment board of organisations. A participant indicated that: “… they need to get top 
level buy in and then try – if there’s no buy in from senior management, it’s not going 
to run.” This issue has also been highlighted by KPMG [13], where it is suggested 
that balancing risk and controls with business improvement begins with the identifica-
tions of priorities and opportunities from a high-level, or so called “top-down”  
perspective. 

Similarly, the corporate mindset is affected directly by belief of employees. One 
participant stated: “… Even if it’s a black letter law, it’s still a mindset. … Like you 
don’t want to know that you’re reporting valid financial information to the market…” 
This statement illustrates that some organisations lack willingness to accept compli-
ance activities within business operations. Further, one of the participants pointed out 
that some organisations tend to allocate junior (those who “either had nothing to do in 
projects once projects finished or were being managed”) and “non-star” resources to 
risk and compliance section. The experts also indicate that some organisations are 
reluctant to provide IT/IS tool support for compliance staff. Another culture related 
issue is the lack of pro-active culture that leads to low compliance achievement for 
the organisation. The problem is propagated to the mindset of the organisation, in 
which “compliance is done for the sake of compliance instead of compliance for the 
sake of good business.” 

High Cost. Cost of compliance is one of the vital issues that make organisations hesi-
tant to get a compliance framework in place [14]. According to experts, one of the 
compliance cost-related issues is the size of the company, especially affecting small to 
medium sized companies (SMEs). Due to human resource and financial capital limita-
tions, these companies are found to struggle to put a compliance framework in place - 
“… the smaller you are, the less capacity you’ve got to even feel confident about it 
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because you haven’t got the skills either in capital, technology, or finance to actually 
put that control framework in place” (interview data). In other words, despite differ-
ences in organisational size, small companies those have an equivalent “complexity 
function” to that of large enterprises have to pay for an equivalent compliance frame-
works without an equivalent budget. 

Lack of Efficient Risk Management. Another issue recognised by participants is 
that of reluctance to allocate adequate resources to manage the risks, while being 
aware that those risks exist. As one of the participants stated: “… in a risk identifica-
tion sense, you identified your risks and you said we’ve got to look at these, but then 
you didn’t resource to actually address that…”  

On the other hand, it is also possible that the issue is linked to the mindset of the 
employees. The employees might see that it is too risky to be a compliance officer: 
“… There’s personal liability attaching to everything now. If you look at money laun-
dering legislation for example, I’ve got clients who say “Who’d want to be the money 
laundering reporting officer? You could go to jail…” Complicating this issue is the 
fact that regulatory risk is not transferable (e.g through purchasing insurance). In risk 
management, there are several approaches that organisations use in dealing with risk: 
reduce, mitigate, accept or transfer the risks [15, 16]. Organizations have to rely on an 
effective approach to reduce regulatory risks given that the consequence of failing to 
report breaches is severe. 

According to the findings, organisations tend to see compliance as being one of the 
risk management frameworks - this situation is found to be consistent with general 
organisation structure [13]. Developing effective risk management begins with a clear 
understanding of an organisation’s appetite for risk [17]. However, this is difficult to 
achieve. It depends on the ability of the risk assessment framework to keep up with 
legislative and regulatory changes. It is a nature of legislations and regulations to 
change in order to capture changes and growth in business. Risk assessment, on the 
other hand, needs to be monitored and updated on an ongoing basis so that it can 
capture those changes. As a result, organisations are faced with high monitoring costs, 
which, in turn, prevent them from having effective risk management. 

Difficulties in Creating Evidence of Compliance. One of the experts highlighted 
“…got to do the right thing and not only they have to do the right thing, they have to 
demonstrate that they’re doing the right thing.” This revealed that organizations need 
for effective techniques to demonstrate their business conformity to obligations. Other 
experts also agreed, e.g. “… People need systems to improve the internal efficiency to 
be able to demonstrate that compliance and document stuff.” These views confirm the 
need for an appropriate control framework to facilitate internal controls, especially 
incident recording and reporting. 

Lack of Perception of Compliance as a Value-add. Many organisations see little (or 
no) value-add of compliance controls being embedded in their business processes. 
Those organisations, having documented their business activities, argue that they see 
no returns for the time consuming and expensive documentation: “The business never 
gets anything back, so there’s no value provided back to the business from the data 
that’s collected and then heaven forbid, stuff gets reported to the board without the  
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business knowing about it.” Moreover, some organisations believe that risk and  
compliance frameworks add complexity to business: “risk and compliance actually 
makes it harder because they can’t visualize the business so they get attracted to add-
ing systems into the processes that serve their purposes but don’t serve businesses 
purposes.” Furthermore, some organisations claim that the only business benefit de-
rived from compliance frameworks is that they avoid getting fined by regulators.  

Lack of Understanding of its Relevance to Business. Organisations face difficulties 
in relating obligations to their business; that is, which rule(s) is/are relevant to which 
business objective(s) and activities. To overcome such difficulties, it is required that 
regulations and legislations are interpreted in relation to, and mapped to, business 
processes by experts who deeply understand both the legal and the operational aspects 
of the organisation. Experts also recognise this issue, e.g. - “The rules and obligations 
are not the problem; it’s the organisation’s capacity to understand how it needs to run 
its business to achieve its objectives.” As a result of lack of understanding on how to 
correctly embed rules and obligations in their business, organisations are found [18].  

Lack of Communication among Staff. Based on the interview data, the lack of effi-
cient communication channels within the organisation is one aspect that prevents an 
organisation from having an effective compliance framework in place is. Once there 
is a change in obligation, organisations find it complicated to communicate the 
change: “… you can’t really have people in a business unit just by themselves … So 
they have to be linked somehow and another situation is the fact that if they are not 
linked into that business unit somehow, they tend to be left … they don’t participate 
in team meetings, people sort of isolate them and that’s a real danger ….” In addition, 
another communication issue is associated with compliance monitoring, where risks 
and compliance problems that are identified in business operations are not reported 
back to the board. 

3.2   Factor Relating to Regulations 

Frequent Changes in Regulations. The fact that regulations, legislations, government 
rules and laws regularly change means that organisations struggle to keep up with the 
new requirements [13, 19, 20]. Updates of existing compliance frameworks and 
internal controls to comply with the new obligations are a key problem, as highlighted 
by one of the participants: “… because of the rapid change around regulatory reform, 
we’re finding organisations becoming more inefficient in trying to meet these 
obligations.”  
 

Table 2. Regulations Factors 

FACTORS SOURCES REFERENCES 
Frequent Changes in Regulations 7 12 

Legislation Weaknesses 6 11 
Inconsistencies 5 8 
Overlap in Regulations 3 7 
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Legislation Weaknesses. According to the experts, the challenges related with legis-
lations were mostly found in principle-based legislation. Principle-based legislation puts 
the approach on meeting the legal obligations to be decided by the regulated party. Al-
though this approach allows organisation to be creative in applying the legislations, it 
exposes the organisation to the risk of making inappropriate interpretations of legislation. 

Inconsistencies. The problem of consistent application of common standards across 
several jurisdictions (states and territories) is recognized as one of the central prob-
lems of regulation [21]. As a result, some organisations choose to comply with those 
inconsistent regulations, which generate negative consequences, particularly compli-
ance cost [22]. Not only are regulations inconsistent domestically, but also interna-
tionally. For example, “… most countries impose regulation for those entities that 
they regulate, not only in the home jurisdiction, but offshore, and if, let’s take 
Deutchse Bank, if the German authorities impose restrictions or regulatory frame-
works on Deutchse Bank, they’ve got to apply it here in Australia. That may or may 
not be consistent with domestic law here.” 

Overlap in Regulations. One of the main challenges with regulations is the problem 
of duplication. In the Australian context, for example, the duplication is mainly 
between the states and the Commonwealth [21], due to multiple legal parties. 
Organisations are affected because they are required to demonstrate evidence of 
compliance multiple times. As one expert exemplifies: “… I kept on seeing that I was 
going to organisations exactly the same obligations coming through in five different 
pieces of legislation and then the people out of the business pushing back saying ‘But 
I’ve already answered this in relation to …” 

3.3    Factor Relating to Solutions 

Lack of Holistic Practices. Even if a high-quality compliance framework is in place, 
organisations can be stagnant in terms of improvement if the framework is not 
properly managed. It is believed that compliance must be cascaded through every 
layer in the organisation, starting with clear direction from the top, and then deployed 
appropriately at each level [23]. The relationship between the two is captured by a 
quote of one of the participants: “… governance is around the right behaviors, 
appropriate risk management, corporate social responsibility, ethics, managing, 
reporting to stakeholders, …,.” 

Table 3. Solutions Factors 

FACTORS SOURCES REFERENCES 
Lack of Holistic Practices 5 8 
Lack of IT Support/Tools 11 103 
Lack of Compliance Knowledge Base 7 35 
 

Lack of IT Support/Tools. Despite the rising investment from software vendors and 
entrepreneurs in governance, risk and compliance (GRC) software products, organi-
sations are struggling to correctly identify the tools and its suitability to their  
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requirements. The features identified by Gartner [24] - reporting, dash-boarding, 
remediation management, business process modelling, risk management and support 
for multiple regulations across multiple business units - were mostly also identified by 
the participants.  The participants also highlighted that lack of IT support/tools are 
related to usability and comprehensiveness of the tools, the supported learning and 
training program, tools features such as monitoring and reporting, self-assessment, 
management, newsfeed, alert, and updates. Participants highlighted a need for tools 
relating to reporting/monitoring, self assessment, newsfeeds/alert, learning and man-
agement. Moreover, participants also stressed that tools should include the ability to 
deliver not only regulatory compliance but also business benefits. 

In particular, participants emphasized the important role played by monitoring 
tools in compliance management: “… you can’t monitor customer’s transactions 
manually, … there’s millions of transactions.” It is also important that monitoring 
tools be able to oversee all business operations so that anomalies can be traced back to 
the source of the problem if a breach occurs. This requirement leads to the need of 
breach reporting and incident recording functionality. Furthermore, as one participant 
pointed out – “…reporting tools should be able to effectively filter out irrelevant data 
and provide meaningful reports to the audit committees”. So that instead of acquiring 
an external audit firm, organisations can obtain internal audit management tools that 
can provide regular audits, and keep the risk library small.  

Lack of Compliance Knowledge Base. Generally, the advisory program provides the 
necessary guidance to handle complex regulatory requirements. Experts highlighted 
that advisory related challenges centered on the development of compliance knowl-
edge base, linking regulations to business processes, and the reliance to comprehen-
sive guidelines and frameworks. Many consulting firms offer such a service including 
of course - the Big Four - i.e. KPMG, PricewaterhouseCoopers, Ernst & Young and 
Deloitte Touche Tohmatsu. According to the experts, some organisations that already 
have compliance frameworks in place continue to have difficulties in carrying out 
tasks properly as a result of lack of comprehensive knowledge. Advisory services 
contribute in this space by assisting on compliance strategies, and to overseeing and 
evaluating the overall performance of compliance outcomes. One of the main foci of 
the above is to define an appropriate training program. The experts confirmed the lack 
of effective training programs.  

Issues related business processes were also identified – in particular linking or  
embedding controls/regulations to processes – and are focused on advisory services 
that analyse existing processes wrt. relevant regulations. 

4   Information Systems Research on Compliance Management 

In [8], the first comprehensive snapshot of the development and focus of compliance 
management related research in the Information Systems (IS) discipline is presented. 
The study includes papers from premium Information Systems journals (as promoted by 
the Association for Information Systems), and some additional popular journals in the 
discipline. Aiming to introduce a well-informed research agenda, we further extend the 
report to include reputed conferences in the discipline. Our target is to further identify 
the existing IS research that contributes to solving compliance management problems. 
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The results are presented within a framework that was developed to establish rele-
vance and analyse the contributions2. Within this framework, case study and explora-
tory papers are differentiated from papers that provide a solution to a compliance 
management related problem. 

Table 4 shows the breakdown of papers relevant to compliance management and 
their source of publication. Out of 19637 articles, 232 articles matched the context. 
Although the number is relatively low, the roles of IS or IT as enablers of regulatory 
compliance have increased year by year (details below). 

Table 4. Sources and Frequency of Publication 

SOURCES 
(Journals) 

TOTAL Relevant 
Articles 

%  SOURCES 
(Conferences) 

TOTAL Relevant 
Articles 

% 

CAIS 659 16 2.4  BPM 189 7 3.7 
BPMJ 336 5 1.5 ACIS 906 28 3.1 
JAIS 158 2 1.3 CAiSE 346 9 2.6 
JI&M 502 4 0.8 ICIS 959 14 1.5 
CACM 2178 17 0.8 PACIS 1025 14 1.4 
JISR 199 1 0.5 AMCIS 3822 46 1.2 
EJIS 382 2 0.5 HICSS 4517 49 1.1 
MISQ 281 1 0.4 ECIS 1489 17 1.1 

  ER 400 2 0.5 

The next step in the analysis carried out the classification with respect to the type of 
publication, viz. case study/exploratory and solution. As expected in an emerging re-
search domain, the majority of the publications were found to be in the case study or 
exploratory paper category - 188 (81%) of the articles are case study/exploratory arti-
cles and 40 (17.2%) are solution articles. However, there are four (1.7%) articles that 
matched both types of articles. The results suggest that research on regulatory compli-
ance solution has being initiated but remains still in the early exploratory stages. 

Furthermore, we were interested to determine the emergence of compliance man-
agement research in Information Systems publication outlets. The breakdown of com-
pliance management research per year of publication is shown in Figure 3. 
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Fig. 3. Distribution of Article per Type per Year 

                                                           
2 Each paper was prepared and included in a full text search for the purposes of identifying 

contributions relevant to the compliance management domain. Full text searches were con-
ducted on the data set, using a keyword of “compliance” and “compliant”. 
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The figure shows an upward trend in compliance management research in Informa-
tion Systems, with a spike of publications in 2007. We posit that this finding is in line 
with the increased focus on SOX Act of 2002 and also an early focus on HIPAA, 
given the lag of publishing in the Information Systems discipline. Prior to this event, 
little literature on compliance management exists, despite some other regulations 
having already been proposed. 

Following this analysis, we carried out further classification for the articles that 
were classified as solution articles. This classification involved 44 solution articles 
and also 4 articles that contain both (case study and solution) discussion. These arti-
cles were reviewed to identify the focus of the solution in relation with challenges 
identified in section 3. The study reveals that 29 out of 44 articles offer a preventive 
(before-the-fact) solution, 14 offer a detective (after-the-fact) solution, while the re-
maining (one) offers both solutions. 

5   Research Agenda for Compliance Management 

In this section we present an analysis of the gaps between expert opinion and current 
status of IS literature with regard to published Information Systems compliance man-
agement solutions. A summary is provided in Table 5. 

Due to space limitations it is not possible to discuss the contributions of the 44 pa-
pers identified as contributing to compliance solutions. The actual solutions presented 
in the papers vary substantially. Some of the papers, for example, [25] addressed 
detective types of solution and introduced the Hippocratic Database Compliance Au-
diting component, which facilitates audits in E-health records. 

In [26] the researchers introduce the ‘compliance by design’ approach that pro-
poses a compliance regimen with a preventative focus. Similarly [14] present a high 
level view of regulatory compliance through a policy-based framework for integrating 
regulatory compliance tasks with business processes.   

We observe that the growing focus on technical aspects of compliance, is balanced 
by research on business or management aspects. For example, [27] detailed the devel-
opment and application of an evaluative data model for ISO 9000 compliance. On the 
call to facilitate compliance with HIPAA, [28] introduce a framework that provides a 
useful way of identifying and analysing the training needs of organisations with di-
verse user communities and continuous change.   

As shown in Table 5, the solution challenges, i.e. lack of holistic practices, lack of 
IT supports/tools, and lack of compliance knowledge base, have received most atten-
tion from the IS researchers with 13, 14 and 10 matching solutions respectively. This 
demonstrates that the focus of IS research community is slanted towards providing 
solutions either in form of best practices, automation, or guidelines. The analysis also 
exposed that regulatee challenges viz. high cost, lack of efficient risk management, 
and lack of perception of compliance as a value-add; despite receiving high attention 
from the experts, have not yet been addressed adequately. Difficulties in evidencing 
compliance, although addressed in research in 2002 and 2003, shows drought from 
2004 to 2008. This is contrary to experts’ opinion, which stresses difficulties in evi-
dencing compliance and the need for appropriate incident recording and reporting 
mechanisms. 
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Table 5. Industry Challenges vs. Current Research Focus 

SOLUTIONS (by year)  
INDUSTRY CHALLENGES 

20
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20
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20
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20
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20
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20
07

 

20
08

 

Lack of Compliance Culture       1 1 
High Cost         
Lack of Efficient Risk Management         
Difficulties in Creating Evidence of Compliance  1 1      
Lack of Perception of Compliance as a Value-add         
Non-proactive         
Lack of Understanding of its Relevance to Business      1 2 1 

C
us

to
m

er
s 

Lack of Communication among Staff         
Frequent Changes in Regulations   1 1    1 
Legislation Weaknesses         
Inconsistencies         

R
eg

ul
at

io
ns

 

Overlap in Regulations         
Lack of Holistic Practices    4 1  6 3 
Lack of IT Support/Tools 2 1 1 1 1 5 1 3 

So
lu

ti
on

s 

Lack of Compliance Knowledge Base   2   3 4 1 

In terms of solutions for regulations related challenges, very few solutions can be 
found and all (three) relate coping with frequent changes. Other challenges i.e. legis-
lation weaknesses, inconsistencies, and overlap in regulations are not addressed, 
which is not surprising as this is more in the legal arena and controlled by government 
agencies, legislation authority or standardisation bodies. 

The review of the related papers as well as the interview transcripts allowed us to 
extract key aspects where IS research can create results and value for organizations in 
meeting their compliance obligations. In the discussion below, we highlight the key 
challenges that need attention from the IS research community and indicate how the 
challenges relate to addressing industry challenges: 

First and foremost, there is an urgent need for proper benchmarking studies to 
help address the challenge of high cost. Particularly for SMEs, there is high cost and 
great difficulty in measuring the adequacy of controls for principles based regula-
tions where the onus is on the organization to design an appropriate compliance regi-
men. Benchmarking and best practice studies will allow improvement of controls 
effectiveness, a reduction of costs, and an improved potential to deal with resistance 
to change through demonstrating methods used by others. Such additional knowledge 
can further help alleviate the perception of legislation weaknesses in principles based 
regulations and consequently promote regulation acceptance. 

In a related manner, there is also a need for investigation of process reference 
models relating to various regulations. A focus on the development of such reference 
models and the study of the impact of the use of such models in organizations (i.e. 
impact on compliance management spending, frequency of breaches, etc) is largely 
missing in Information Systems research. The development of proven reference  
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models, however, may significantly lessen the cost of compliance management in 
organizations. 

The culture of compliance is ingrained in the daily rituals of each of the firm’s em-
ployees, including senior management, who must learn to lead by example [12]. 
There is a clear lack of Information Systems research on organisational behaviour. 
In particular we see a need for investigation of how IT and IS tools can be used to 
incentivize employees to ‘do the right thing’ and adapt their practices. There is also a 
need for the development of relevant IT and IS tools that can help facilitate employee 
training for compliance management, promote communication among staff and in-
crease organizational capacity to manage its compliance knowledge base. 

How the compliance (and risk) factor interrelates with the operations of business 
units is understudied, with only a small number of researchers working on the con-
ceptualisation of compliance and risk requirements per se let alone their inter-
relationships with business processes and business activities.  A comprehensive and 
well-grounded conceptual model for compliance and risk is needed.  

Further to the point above, tools and methods are needed to annotate, enhance, 
analyse and simulate business models with compliance and risk modeling elements. 
This will facilitate better coordination between an organization’s compliance and 
business functions and help employees understand compliance value and business 
relevance. 

Although reporting and monitoring tools of high sophistication are available, there 
is little development towards tools that provide specialized solutions in monitoring 
and analysing compliance related data (partly due the absence of any generic concep-
tual models for GRC), thus causing big problems for organisations required to create 
evidence of compliance. Accordingly, we see a need for affordable IT and IS tools 
that facilitate compliance management self-audits and compliance monitoring activi-
ties in general. Furthermore, there is also a clear need for tools that facilitate the iden-
tification of non-compliance processes with respect to a given regulation. 

Although frequency of change, as well as inconsistency and overlaps in regulations 
is beyond the realm of IS research, studies to understand the impact of regulation 
changes (inconsistencies and overlaps) can promote better understanding of the cost 
of compliance and allow business to lobby for regulatory reform where needed.  Multi 
disciplinary research is warranted in order to cover legal, business and IT aspects. 
From an Information Systems perspective, there is a need for solutions that can filter 
out updates that are not relevant to a given organization or industry sector, thus reduc-
ing the amount of information that the organization has to process in order to update 
or assess their compliance management initiatives. 

In conclusion, this paper presents insights into the issues and challenges perceived 
by experts involved in managing compliance. In addition, we present a snapshot of IS 
research activity since 2001 and contrast it against the challenges identified by indus-
try experts. The findings, and related discussion, are expected to be beneficial to the 
research community in particular as they communicate the opinion of industry experts 
that should be taken into consideration when undertaking research in the field, thereby 
resulting in research activity that has the potential to impact and contribute to practi-
cal problems faced by organizations. 

One of the limitations of our work, beyond the geographic limitation to Australia, 
is the focus on experienced consultants. The consideration of views from various roles 
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in organisations will be a complement to the study in the future. Further we will un-
dertake a review of contributions from computer science research (in particular re-
search in the database community) as anecdotal evidence indicates that there have 
been substantial contributions with respect to e.g. solutions leading to automated 
monitoring and analysis of business /transactional data. 

Further limitations of the work relate to the qualitative aspect of the study. Qualita-
tive studies in particular can suffer from subjectivity in data analysis. In our study, 
through using multiple coding rounds, together with multiple coders, we have taken 
measures to ensure objectivity of the analysis.  
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Abstract. The agile approach for software development has attracted a great 
deal of interest in both academic and industry communities in the last decade. 
Nevertheless the wide adoption of agile methods in ever growing number of 
software development projects, shifting the development process of an 
organization to an agile one is not straightforward. Certain considerations for 
the applicability of agile practices should be taken into account when this 
transition is performed. In this paper, an approach for situational engineering of 
agile methods is proposed. The approach is based on the experience gained in 
adopting agile practices in both internal and external projects of organizations. 
A knowledge-base supporting the selection of agile practices that are suitable 
for certain project is introduced. Automated generation of appropriate software 
development process is included as well. Particular realization of the approach 
supported by SPEM-based tools is also presented in the paper. 

Keywords: agile practices, method engineering, project situation, context, 
SPEM. 

1   Introduction 

The agile approach for software development has attracted a great deal of interest in 
both academic and industry communities in the last decade. Based on common sense 
values and principles of collaboration, trust and the potential of the individuals, a 
number of agile practices have been proposed and a good number of agile methods 
have been developed. The agile software development has arisen as an alternative to 
the traditional development practice. A lot of success stories of its adoption in 
continuously growing number of domains and projects have been published. 
Nevertheless its wide adoption, shifting the development process of an organization to 
an agile one is not straightforward [1] [2] and certain considerations of the 
applicability of agile practices should be taken into account [3] [4]. In addition, the 
agile approach encourages adaptation and customization of the development method 
throughout the execution of the project, which makes the adoption process a 
continuous and interactive activity [5] [6] [7]. 

The objective of this research is to support organizations in introducing agile 
practices in their development methods and in further adoption and improvement 
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through the whole project. We propose a situational method engineering approach 
which is based on the experience gained in adopting agile practices in both internal 
and external projects. The suggested approach incorporates knowledge for agile 
practices applicability and suggests different mechanisms for knowledge acquisition. 
There are two major activities in the approach. The first one is selection of agile 
practices that are suitable for particular project. Creation of a new agile development 
method is the second one. Due to space limitations the paper presents the overall 
approach and describes in details the selection process, while the creation of the 
development method is discussed briefly.  

The approach we propose supports iterative and incremental process for 
methodology creation and adaptability through a number of method engineering 
milestones during the execution of the development process. Our approach is built on 
an instance of a Software Process Engineering Meta-Model (SPEM) 2.0 meta-model 
[8] and its execution is supported by several tools implemented as extensions to 
Eclipse Process Framework (EPF) Composer [9]. Models that are used as input and 
output for the method engineering process are fully compatible with the standardized 
instance of SPEM 2.0 Meta-Model- the SPEM 2.0 Base Plug-in [8], and thus can be 
freely distributed among different SPEM-based tools.  

The rest of the paper is organized as follow. Section 2 makes an overview of the 
related work and comparison between other approaches and this study is made. In 
Section 3 the method engineering process is presented as well as basic concepts and 
models used. Organization of the knowledge-base and the selection of applicable 
agile practices are described in details in Section 4. How the generation of new agile 
method is specified and realized is presented in Section 5. Section 6 proposes 
validation of the approach through comparison with an external source and a case 
study. Section 7 concludes the paper and makes suggestions for future work.   

2   Related Work 

Method engineering is an approach for conceptualization, construction and adaptation 
of methods and tools for information systems development [10]. Situational method 
engineering (SME) deals with the creation of project-specific method or tailoring 
existing ones to a particular project situation. Project situation is defined [11] as a 
combination of the (external) context of the project and the project type. We are 
adhering to this terminology throughout the whole paper.  

A recent overview of the existing approaches for method engineering can be found 
in the works of Ralyte et al. [12] and Nehan et al. [13]. Depending on the method 
construction techniques a number of approaches can be distinguished. Assembly-
based approach is based on the reuse of preexisting method components (in different 
approaches referred to as fragments [10] or chunks [12] with difference in the 
meaning). Components are selected to suit particular situation and are assembled 
using appropriate technique to form new development methods. The extension-based 
approach combines instantiation and extension techniques to form new methods by 
applying extension patterns. Another approach, the paradigm-based approach lies on 
the abstraction strategy by either abstracting from existing method or by instantiating 
a metamodel.  
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Two approaches which focus on method tailoring are developing recently. The 
practice-driven approach [14] enforces particular rules to configure company’s 
development method. In the Method for Method Configuration (MMC) approach [15] 
particular process is customized by applying appropriate configuration patterns. As 
outlined in [14], different SME approaches differ in their ability to execute by 
providing sufficient details on how the approach actually works. In the presentation of 
our approach we describe in parallel its specification as well as its realization. Of 
course, due to space limitation the realization doesn’t reveal all the details. Our 
approach is realized on SPEM 2.0 Meta-Model specification and the EPF Composer 
tool. By utilizing standardized and open source tools and specifications, we believe 
that the applicability and extendibility of the approach is greatly enhanced. In [16] 
[17] SPEM is used to represent agent oriented methodologies following the method 
engineering approach. They extend SPEM in appropriate way to support modeling of 
method fragments and agent design processes. Our approach, however, is different in 
the way the realization model is instantiated from SPEM 2.0 Meta-Model and the 
design of the development process. 

The value of introducing a knowledge-base to SME approaches is recognized by 
others [18] [19]. Keeping track on how the method has been previously applied in 
different project situations gives the possibility to execute various analyses based on 
particular metrics. Klooster et al. [18] have introduced eighteen performance 
indicators to measure the success of a project which is determined by the 
dependencies among situation factors. Qumer et al. [19] argue on the importance of 
introducing a knowledge-base when creating agile methods and state that agile 
knowledge engineering and management approach should be integrated with an agile 
software development approach. Our knowledge-base is especially designed to 
support introduction of agile practices to a given project situation based on the 
experience of practices applicability from both outside and inside of an organization.  

Comprehensive studies on the applicability of the agile approach by utilizing 
OPEN framework [22] have been published by Qumer et al. [19] [20] and 
Hendersson-Seller et al. [21]. In [19] a complete framework to assist managers in 
assessing the degree of agility they require and how to identify appropriate ways to 
introduce agility into their organization is presented. The Agile Software Solution 
Framework (ASSF) consists of agile conceptual aspect model and tools. The agile 
conceptual aspect model represents the aspects of knowledge, governance and method 
core; which are linked to business via a bridge that aligns business goals and agile 
software development goal. In addition to the framework, Agile Adoption and 
Improvement Model (AAIM) is suggested to support method adoption and further 
software process improvement efforts. Our approach shares some common points in 
the assessment of agile practices. However, while the ASSF focuses on assisting 
managers to decide on appropriate transition and the way to execute it, we are only 
focusing on method engineers whose objectives are to design and further tailor the 
method through its execution to best suit the people involved in the project and the 
particular project situation. It should support method engineers who are not experts in 
agile adoption to select appropriate practices and guide them in the creation of the 
new agile method.  
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3   Description of the Approach 

The section makes an overview of the new experience-based situational method 
engineering approach suggested by us. First, the method engineering process is 
described. The concepts and models that are involved in the formal specification of 
the approach are presented in the second subsection.  

3.1   The Method Engineering Process 

The introduction of agile practices to the development methods of an organization 
should involve iterative and incremental process of adoption while continuously 
reviewing and customizing the practices to the particular project [6] [5] [19]. This 
process is based on two types of adaptation [7] - adaptation to the characteristics of the 
project and self-adaptation which is guided by the way the team responds to different 
development practices used in the project. For that reason our method engineering 
process is interleaved with the software development process and thus supporting the 
method engineer to adapt the process continuously either by manually tailoring it or by 
executing the method engineering process for any process iteration. The projects are 
described by a set of factors that characterizes particular project situation.  

 

Fig. 1. The method engineering process 

Three major parts constitutes the method engineering process proposed by our 
approach - method creation phase, process execution phase and knowledge-base 
population activity. The method creation phase begins with selection of agile 
practices that are applicable to the given project situation. The activity involves a 
number of steps for evaluation of practices applicability based on the information in a 
knowledge-base. The knowledge-base stores data for theoretical and empirical 
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adoption of agile practices when certain project and environmental factors are present. 
Appropriate practices are then assembled with the current development process in a 
number of possible processes which are further evaluated and one particular is 
chosen. The adoption is performed in a number of process iterations each of which 
ends with a method engineering milestone. If the iteration is not the last one, decides 
whether the next iteration should be changed or not. The method engineer can 
optionally customize some of the elements of the iteration or execute the method 
engineering process with a new set of practices. After the last iteration two additional 
method engineering tasks are performed- the information for the project is added to 
the knowledge-base and stakeholders’ satisfaction is surveyed. The method 
engineering process is presented in Figure 1. 

3.2   Concepts, Models and Tools 

Our situational method engineering approach is based on SPEM 2.0, which is defined 
as a MOF 2.0-based Meta-Model as well as a UML 2 Superstructure-based Profile. 
SPEM is designed to provide the necessary concepts for modeling, documenting, 
presenting, managing, interchanging, and enacting development methods and 
processes [8]. In SPEM distinction between reusable method components (called 
Method Content) and instantiation of such components in particular processes is 
drawn. The method content provides the ‘building blocks’ such as tasks, work 
products, roles, tools, guidance, etc., while the process elements specify parts or the 
whole development process as a work breakdown structure (including activities as 
well as work products and roles) by implementation and further customization of the 
elements from the method content. In this sense a development method consists of 
different method content elements and process elements. Methods can be specified by 
reusing, extending and customizing method and process elements from other already 
defined methods by means of Method Configurations. The repository for methods is 
called Method Library. Figure 2 illustrates these concepts and their relationships. 

Our method engineering approach is based on four metamodels. Two of them are 
standardized models- the SPEM 2.0 Meta-Model and the SPEM 2.0 Base Plug-in. We 
define the other two models- the Specification and the Realization metamodels. These 
models are derived from the SPEM metamodel by extension and/or instantiation. 
 

 

Fig. 2. Definition of SPEM 2.0 basic concepts 
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Most of method engineering concepts and reuse mechanisms can find their 
corresponding ones in SPEM elements. One such mapping assumed by us is presented 
in Table 1. The knowledge-base that we introduce in the approach is modeled using 
standard UML. However, it imports certain process and method content elements 
from our SPEM-based metamodels. The other way relation is not provided explicitly.  

Table 1. Mapping of method engineering concepts to SPEM 2.0 Meta-Model elements 

Method Engineering concepts SPEM 2.0 Meta-model elements 
Method component Method content; Process  
Method repository; Method library 
Aggregation; 
Configuration; 
Instantiation 

Variability types; 
extension mechanisms 

 
Specification metamodel presents the basic concepts of our approach and 

relationships between them. In order to execute our approach we have specified three 
tools that are realized as extensions to EPF Composer. EPF Composer utilizes the 
SPEM 2.0 Base Plug-in which is a standardized instantiation of SPEM 2.0 Meta-
Model and provides commonly used instances for many SPEM concepts for the 
domain of Software Engineering [8]. For that reason we specify another model- the 
Realization metamodel, which imports the concepts form the Base Plug-in as well as 
certain design rules and validations to ensure that the model conforms to the 
Specification model. By introducing a second metamodel, the modeled elements that 
come as an input or output of our approach can be transferred to any SPEM-based 
tools for modeling software development processes. Figure 3 presents the 
relationships between different models used in our approach.  

 

Fig. 3. Models introduced in the approach and their relationships 

The three tools that are realized by us as extensions to EPF Composer are: the APA 
tool, the ConfCheck tool and the EBAGen tool. The Agile Practices Applicability 
(APA) tool supports all the operations with the knowledge-base of agile practices- 
feeding up data, editing data, configuring the situation parameters, analyzing the data. 
The tool also exposes a wizard-like interface to help the method engineer in the 
selection of agile practices appropriate for a particular project. The (Experience-Based 
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Approach method GENerator) EBAGen tool guides the generation of the new agile 
process from particular set of agile practices and a number of requirements specified 
by a method engineer. The Conformity Check (ConfCheck) tool is used mainly by the 
other tools to check the conformity of input method elements with the specification 
model. 

4   Method Content Selection 

As discussed in the introductory section the applicability of agile practices is heavily 
dependent on characteristics of the projects. Certain practice can be applied in one 
context while other cannot. For that reason in our approach we maintain a knowledge-
base which stores information for applicability of particular agile practice when given 
project situation is present. The organization of the knowledge-base as well as 
different mechanisms that are used to analyze it and are used in the selection of 
appropriate agile practices for the project in hand are described in the subsections 
below.  

4.1   Organization of the Knowledge-Base 

Currently, there is no standard taxonomy of projects in the software industry that can 
be used to identify and categorize projects based on common factors. A lot of studies 
are published but there is no consistent and complete set of factors that are used to 
describe particular project situation. Jones [23] identifies 36 important context factors 
have been documented by Software Productivity Research (SPR) and used for 
benchmarking projects. However, this classification lacks some important factors that 
are relevant for agile development while introducing others that are not so important. 
Thus we use this project characterizing set of factors as a starting point and map, 
adjust, add and remove factors that are identified in related studies considering agile 
practices applicability [18] [20] [3] [24] [25]. As an outcome of we have identified 45 
factors to be included as characteristics of different projects situations [26]. 

Once we have identified the relevant factors, the knowledge-base is designed to 
support the analysis of the applicability of agile practices according: 

• Theoretical inapplicability 
• Experience reports of other companies 
• Experience of the company  

The theoretical inapplicability analysis is based on the characteristics of a practice 
and makes assumptions about how appropriate is to apply certain practice when 
particular factor is present. We have defined 7-point scale {-5,-3,-1, 0, 1, 3, 5} to 
measure the levels of applicability- from highly inapplicable (-5) to highly applicable 
(5). Zero means that applicability of certain practice is not affected by the presence of 
a factor. In previous works of ours [27] [28] we have studied theoretical applicability 
of agile practices when particular social, technological and business factors are 
present as well as their adoption in the development and usage of reusable 
components. In order to start populating the knowledge-base we are examining and 
synthesizing relevant theoretical research by us and others. 
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However deep and systematic those theoretical analysis are, the assumptions drawn 
by them can be validated through further empirical studies. The knowledge-base 
stores information of projects in which agile practices have been applied. Relevant 
data is taken from published experienced reports on agile adoption through systematic 
review of literature. The projects are described by means of the set of situational 
factors we have identified, and practice applicability is recorded in a 5-point scale 
{N/A, 0, 1, 3, 5} showing the extent to which the practice is used (‘N/A’ stands for 
‘Unknown’). The evidence of the success or failure of practice usage is also recorded 
in the knowledge-base. The information in the knowledge-base can be further 
analyzed and conclusions based on the experiences of other companies of the 
applicability of agile practice when certain factor is present can be made. We are 
currently researching appropriate statistical methods to analyze the data. Although 
based on empirical reports, there are a couple of issues that should be considered 
when this type of analysis is made. Such issues consider the high level of uncertainty 
and subjectivity of the information, as well as the quality of the reports. The presence 
of certain situational factors might not be explicitly revealed in the report however 
they can influence applicability of given practice in the real situation. Mapping 
project descriptions to situational factors, deciding the level of applicability and the 
evidence of success or failure involves speculative reasoning and its effect on  
the results should be taken into account. The last consideration is about the quality of 
the empirical reports. In a systematic review [29] of empirical studies up to and 
including 2005 year, out of 270 studies only 36 of them satisfied certain quality 
criteria. In order to mitigate the impact of such issues the statistical significance and 
quality of the data in the sample is examined as part of the statistical analysis. 
Furthermore, as an additional step a statistical analysis on a set of situational factors 
to a set of practices is introduced. In this way influences among practices are also 
taken into consideration and sets of practices are suggested for application. For the 
purpose of comparing how close one project situation is to the other, we introduce the 
measure of situation proximity. Situation proximity of two situations is measured as a 
sum of: 

• ‘1’ for each factor that are the same in both situations 
• ‘0’ for each factor that is different 
• when a factor is not known, the value of the probability this factor to match 

the one in the other situation (this is dependent on the cardinality of the scale 
for particular factor).  

An additional feature of the knowledge-base is the information about incompatible 
agile practices, which is based on theoretical research of the characteristics of agile 
practices like the one made by us [27]. Such information is useful when the set of 
practices is evaluated. 

The knowledge-base contains also information for applicability of agile practices 
in the past projects of the organization. This is the most reliable information however 
not available for first-time agile adoption. The information from internal projects 
contains complete project situations and thus the uncertainty level is not an issue. The 
records in this part of the knowledge-base can contain customized practices as well as 
general ones. Also for this type of information we can collect additional information 
on results of practice application. In [18] eighteen performance indicators are 
suggested to measure the success of particular practice applicability. We would like to 
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keep our information repository light and measure the success of a given practice by 
the satisfaction of project stakeholders.  

4.2   The Selection Process 

The knowledge acquisition and analysis is supported by the APA tool. The selection 
of agile practice to be used in the project is iterative procedure and is based on a 
number of parallel analysis steps. A precondition to the selection procedure is the 
method content that contains the agile practices we want to be analyzed. As a first 
optional step of the selection procedure the state of the knowledge-base is set – it 
could be either fed up with data, or the data can be updated, or just reviewed. This 
data, however, is not stored in some dedicated repository. Once the information about 
theoretical and empirical applicability of practices is specified by the means of the 
tool, it is serialized as text (according predefined by us format) and attached to a 
dedicated text attribute in each agile practice. In such a way the information about 
agile practices applicability is attached to them and can be read by appropriate parser 
tool. On a second step the method engineer specifies the project by the set of 
situational factors.  

The third step includes several parallel or sequential analyses: 

• Theoretical analysis per practice per situational factor 
• Empirical analysis per practice per situational factor 
• Empirical analysis per project situation for external projects (according to 

situation proximity) 
• Empirical analysis per project situation for internal projects (according to 

situation proximity) 

The method engineer selects several sets of practices which are checked for 
incompatibilities. The data for theoretical incompatibility of two practices is stored in 
the knowledge-base. Some of the practices are substituted with custom practices from 
the internal records. The method engineer can decide to run some of the analyses 
again and change the preliminary sets of practices. At the end, one set is selected to be 
used in creating the development method. The output of the selection procedure is a 
new method configuration in EPF Composer that contains selected agile practices. 
The description of the project situation is attached to an appropriate text attribute in 
the new development process, which is to be populated in the next step. 

5   Development Process Creation 

Once the appropriate set of agile practices is selected they can be adopted with the 
existing practice of the organization in a particular development process. How the 
new development process is generated is presented in the current section. We first 
present the specification metamodel.  

5.1   The Specification Metamodel 

The metamodel we define specifies the basic concepts and the relationships between 
them to support our approach. The basic concepts that are introduced in the 
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metamodel are presented in Figure 4. We introduce AgilePractices and 
CustomAgilePractices elements as SPEM Guidance. Any custom agile practice 
customizes one of the general agile practices. AgileValues are SPEM Metrics that 
present agile values such as collaboration and simplicity [30] [7] [19] associated with 
each agile practice. Agile practices are categorized further depending on their purpose 
in the development method- either they are part of the development or project 
management activities in the software process, or they support the collaboration 
[7].We introduce three breakdown elements to support the method engineering 
process- the MEPhase and MEActivity as SPEM Activities and MEMilestone as 
SPEM Milestone.  

 

Fig. 4. Basic concepts in the experienced-based approach- specification metamodel 

We use the process patterns as described in [31] to present and build our agile 
development process, which are modeled with Process, Phase, Stage and Task 
Description elements. The Task Description element is reused as-is from SPEM 
specification. A particular pattern of higher level can only contain patterns of the lower 
levels. An association of process pattern with AgilePractice guidance specifies an agile 
development process pattern. Each pattern of a higher level is associated with one 
input and one output Work Product Description. The Task Descriptions are associated 
with at least one Role Description and one Work Product Use. The Task Descriptions, 
Role Descriptions and Work Product Uses that are used in the process are instances of 
elements in the Method Content. Qualifications of Roles are specified with predefined 
enumeration of skills and competences, which is serialized in a text attribute of a 
Describable Element. In this way they are compatible with the model but are reused in 
our knowledge-base to model persons as part of the project situation. Work Product 
Definitions are categorized as Formal Work Product or Informal Work Products.  

We also introduce the notion of Abstract Patterns and abstract Work Products. An 
abstract pattern is an activity of higher level- Process, Phase or Stage, in whose 
breakdown structure there is a leaf element which is also abstract. An abstract work 
product is a more general work product which needs to be instantiated in the process. 
Such general relationship among Work Products Definitions is expressed by A Work 
Product Definition Relationship in the SPEM Meta-Model.  
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5.2   Generation of Development Method 

As discussed earlier, in order to provide compatibility of our approach with the SPEM 
2.0 Base Plug-in implemented in EPF Composer, a number of design and validation 
rules are introduced. One such design rule is the use of specific custom categories 
instead of new stereotypes. The ConfCheck tool is used to check whether method and 
process elements that are inputs to the generation procedure conform to the specified 
design and validation rules. The EBAGen tool guides the method engineer in the 
generation of a new development process by introducing certain set of agile practices 
to the current development process. Two types of inputs are expected- the method and 
relevant process content for a set of agile practices and for the development method 
used in the organization. In addition, the method engineer should specify abstract 
patterns for the current development method as well as a number of disciplines that 
are domain specific and utilizes some of those patterns. The particular instance of the 
current development method should provide instantiation for these abstract patterns. 
Process generation algorithm uses a number of instantiations and assembly 
mechanisms to create new processes. 

In the beginning, the method engineer specifies the number of method engineering 
phases and milestones. Then for each of them an abstract pattern to be instantiated is 
specified. The abstract patterns are available from the current method as well as from 
agile practices. Abstract patterns can be specified by the method engineer and can be 
included in the configuration to be used in the method engineering process. At the 
next step, the method engineer specifies abstract work products. If any tasks or work 
products should be preserved in the new method they are specified as mandatory. The 
method engineer also defines the roles to be used in the process by either selecting 
them from the predefined roles based on the available skills or by specifying new 
roles. Based on the skill set during process generation new roles are assigned to the 
tasks. Different variants of non-abstract methods are generated after selecting those 
roles, work products, tasks and lower level abstract patterns that can instantiate 
abstract patterns and their abstract work products. The method engineer evaluates the 
generated processes according:  

• abstraction level- depends on the extent to which abstract patterns are 
instantiated. More abstract processes are liable to customization [7] 

• business values of the included agile practices 
• coverage of the disciplines of the domain 
• lightness of the process from the involved types of work products 

The method engineer can select one process or start the generation from the beginning 
with different initial parameters. When the method engineer chooses one particular 
process a new method configuration is created and project characteristics are copied 
to the delivery process. From any method engineering milestone the following ME 
phases can be regenerated starting from the initial configuration. After the 
regeneration the method configuration is updated accordingly.  
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6   Validation 

We have designed and implemented our approach having in mind the methodology 
design principles and concepts identified by Cockburn [6].Cockburn mention four 
things that should be taken into account when designing a methodology: 

• Variations in people 
• Variations across projects 
• Long debug cycles 
• Changing technologies, techniques, and cultures 

With the exclusion of the long debug cycles, the other three considerations are 
addressed in our approach by identification of project situation and people as part of 
it, and by supporting adaptation of the methodology throughout the project execution. 
Most of the methodology elements identified by Cockburn are either explicitly 
included in our approach or can be easily derived. Table 2 presents how the 
methodology elements are supported in our approach. 

Table 2. Methodology elements and their support by the experience-based approach 

Methodology Elements 
[Cockburn] 

Supported by: 

Process Metamodel element Process 
Milestone Metamodel element Milestone 
Activity Metamodel element Stage 
Technique Metamodel element Task with associated Guidance 
Skills Metamodel element Skills and knowledge-base element 
Role Metamodel element Role 
Team Metamodel element Team profile 
Tool Metamodel element Tool 
Standards Work products and tools that are precondition for the creation of 

the development process 
Product Metamodel Element Work Product Description, Work Product Use 
People Knowledge-base- situation factors 
Quality Knowledge-base – satisfaction 

 
Currently we are in a process of verifying our approach in a case study of the 

applicability of agile practices in the domain of component-based development. The 
case study we are currently completing examines the adoption of agile development 
in the implementation of both components and systems based on components. We 
have previously studied the theoretical adoption [28] by systematic analysis of the 
applicability of the agile approach in the development processes of components and 
systems. As a second step, we conducted an empirical research [32] in which the 
assumptions made in the first study were verified by an industry survey. As we had 
expected, some of the assumptions was confirmed by the answers of the professional, 
while others were not. Most of the situational factors were included in the structure of 
the survey and the data is suitable to feed up the knowledge-base with a number of 
relevant experience reports. We have received 43 complete answers, from which 33 
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are related to development of components and component-based systems. The 
structure of the questionnaire as well as the data is available as technical report [33]. 
The preliminary analysis of the results has shown that most of the agile practices are 
applicable in projects for implementation of components and systems based on 
components. In addition, the practitioners have expressed strong preference towards 
using the agile practices more rigorously. 

7   Conclusion and Future Work 

The paper presented an experience-based approach for situational engineering of agile 
methods. The approach supports systematic adoption of agile practices to the 
development method of organizations by analyzing experience reports on 
applicability of agile practices when particular situation factors are present. It 
introduces iterative and incremental method engineering process, adaptable to project 
characteristics and customizable through the execution of the project. Its realization is 
supported by a number of tools which are specified as extensions to EPF Composer 
tool. Method and process elements, used as input and produces as an output of the 
method engineering process, are fully compatible with the standardized SPEM 2.0 
Base Plug-in and can be further managed by any other SPEM-based tool. 

We are currently implementing the tools by the specifications, described briefly in 
the paper. As well, we are developing appropriate criteria for systematic review of 
available empirical and theoretical studies on agile practices adoption, which is to be 
used for knowledge-base initialization. In future, we want to add more formal 
presentation and evaluation of methodology conceptual terms such as ceremony, and 
weight. Introduction of simulations for evaluation of generated development 
processes is another extension to our approach planned for the near future. 
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Abstract. Global Virtual Teams (GVTs) enable organizations to operate across 
national, economic and social, and cultural boundaries. However, this form of 
teamwork presents issues for traditional project management coordination 
mechanisms. There is a significant body of research on these challenges. How-
ever, relatively little attention has been paid to the specific impact these issues 
may have on coordination mechanisms in GVTs. This paper seeks to address 
this gap by applying a theoretical model drawn from extant research to explore 
the coordination mechanisms used by a software development GVT in a For-
tune 100 telecommunications manufacturer. The study employs a mixed meth-
odology grounded theory approach to examine the effect that specific virtual 
team issues have on the effectiveness of team coordination mechanisms. It then 
develops a refined conceptual model to guide future research on GVTs involved 
in software development. The findings also inform practice on the problems  
encountered in ensuring the effective coordination of such teams. 

Keywords: Global Virtual Teams, Coordination Mechanisms, Software  
Development, Project Management. 

1   Introduction 

The use of global virtual teams (GVTs) in software development (SD) has become 
standard practice for many organizations [1]. GVTs are a specific type of virtual team 
which are, typically, geographically, temporally and organizationally dispersed; they 
also tend to be culturally diverse in their constitution [2, 3, 4]. There has been exten-
sive research into some aspects of virtual teams [37, 16]. However, there is relatively 
little empirical research on GVTs and associated team structures [16, 36] such as 
coordination mechanisms. Existing studies on GVTs and coordination mechanisms, 
for the most part, employ small, student teams and little focus has been given to  
long-term virtual teams [16] which limits the applicability to SD GVTs in practice. In 
addition, it is clear from extant research that the increased use of GVTs [5, 6, 7, 8, 9, 
10, 11, 3] and the development of increasingly complex software artefacts have com-
bined to bring new challenges to the SD environment [1, 5, 38]. In order to shed light 
on virtual team structures there is a clear need for new theory development. The  
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objective of this research study is to investigate the use of traditional coordination 
mechanisms in GVT SD projects and apply theory to explain the impact that specific 
GVT issues have on the effectiveness of such mechanisms. To facilitate this objec-
tive, a theoretical model and associated propositions will be developed from extant 
research findings. The resultant model will be used as a theoretical lens through 
which to study the phenomena and derive a set of hypotheses.  

2   Towards a Theoretical Model for Studying the Coordination of 
Virtual Teams 

2.1   Coordination Mechanisms 

This study employ’s Sabherwal’s [13] classification of coordination mechanisms as a 
foundation for a conceptualist theoretical model. While Sabherwal’s study does con-
cern itself with coordination mechanisms, its primary focus is on the relationship be-
tween client and vendor in outsourced SD projects and how coordination mechanisms 
evolve in the course of the relationship. Nevertheless, we argue that Sabherwal’s syn-
thesis of existing research on coordination in SD provides a useful foundation for the-
ory building on GVTs. Four constructs are posited by Sabherwal as key mechanisms to 
coordinate teamwork in SD teams [14, 15]: these are (i) coordination by standards, (ii) 
coordination by plans, (iii) coordination by formal mutual adjustment and (iv) coordi-
nation by informal mutual adjustment. Coordination by standards refers to those 
mechanisms which are used to direct team members to uniform practice such as meth-
odologies, codes of practice etc. Coordination by plans refers to any documentation 
which may be employed to coordinate and direct team members (schedules, project 
plans etc.). Coordination by formal mutual adjustment (FMA) are those mechanisms 
which require team members to interact in a pre-defined manner such as project meet-
ings. In contrast, coordination by informal mutual adjustment (IMA) involves team 
members interacting in an informal manner through ad-hoc meetings, impromptu 
communications, or co-location.  

2.2   Factors That Affect Global Virtual Teamwork 

Several factors or issues have been identified as influencing project outcomes in 
GVTs viz. distance [16], time zones [7], leadership [9], language [5], knowledge 
sharing [11], culture [3] and trust [8]. Based on our extensive analysis of extant  
research, we selected five of these issues to study their impact on coordination mecha-
nisms in a GVT. There is significant support in existing literature to suggest that Dis-
tance, Time Zones, Language, Culture and Trust impact the coordination of a GVT as 
well as influencing project outcomes [5, 16, 40]. While there are a number of other 
issues (such as leadership and knowledge sharing) that influence project outcomes 
they were excluded from the study, in order to focus on issues which have been iden-
tified as having a negative impact on coordination of GVTs. Hence, we propose the 
following constructs:  

• Distance: Defined as the physical separation of team members across  
geographically dispersed project sites [17].  
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• Time zones: Defined as the time difference(s) between the project sites [18]. 
• Language: Conceptualized as the difficulties arising when the GVT’s work-

ing language is not the native language team members across all project  
sites [8].  

• Culture: GVT coordination will be affected by the fact that team members 
may possess diverse ethnic, national, and organizational backgrounds [19].  

• Trust: Defined as the willingness to be vulnerable to the actions of another 
party based on the expectation that the other will perform a particular action 
important to the trusting party, irrespective of the ability to monitor or  
control that trusted party [20]  

Though it is widely assumed that these constructs influence project outcomes through 
their effects on project team coordination mechanisms, there is a paucity of support-
ing evidence in the literature. In the next four sections, we draw on extant research on 
GVTs and project team coordination to theorize on the relationships between the 
proposed constructs and the effectiveness of different types of coordination mecha-
nisms in GVTs (see Figure 1). Several theoretical propositions are then offered; these 
describe and explain the posited relationships. 

 

Fig. 1. Theoretical Propositions 

The constructs of distance, time zones, language, trust and culture are generally 
viewed as having a negative impact on a virtual team’s ability to successfully interact 
and complete a SD project. The issues that arise from these factors create obstacles 
for the coordination of teamwork in particular [21].  There is general agreement that 
team coordination is a key activity in producing successful outcomes for project 
teams [22, 23].  

As indicated, Standards, Plans, FMA and IMA are categories of coordination 
mechanism employed in SD teams [13]. Standards are typically established at the out-
set of a project, communicated to the SD team and, because they are typically deter-
mined at corporate level, they tend to be altered only in exceptional circumstances. 
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Plans are typically project specific and are formulated before the commencement of a 
project and communicated to the entire virtual team; because they are project-based, 
they may be subject to ongoing modification throughout the life cycle of a project. 
Unlike Standards and Plans, both FMA and IMA depend on a high degree of team 
member interaction and communication to be effective as a coordination mechanism. 
Scheduled weekly meetings, status calls and shared calendars are examples of FMA 
while IMA is exemplified by casual face-to-face meetings, ad-hoc phone calls or 
emails. Existing literature suggests that these four types of coordination mechanism are 
not immune from virtual team issues and experience a negative impact in terms of their 
effectiveness (Table 1). 

Table 1. GVT issues on Coordination Mechanisms (from extant literature) 

 Distance Trust Time Zones Language Culture 
Standards 7, 10 24 16 25 21, 24 
Plans 7, 16 2, 5 7, 41 6, 10 3, 24 
Formal Mutual 
Adjustment (FMA) 

26 2 5, 24, 41 5, 41 3, 41 

Informal Mutual 
Adjustment (IMA) 

16, 26 2, 5 21 5, 8 3, 27 

 
However, there is a paucity of research which specifically looks at the impact of 

GVT issues on specific coordination mechanisms. While a number of studies point to 
the issue of coordination in GVTs [42], few studies focus specifically on coordination 
itself or its associated mechanisms. In addition, existing literature on GVTs is limited 
in its treatment. For example, while there are a number of GVT-based studies which 
focus on SD, the majority are concerned with short-term projects [2, 5, 10, 24, 28], 
operating over a relatively small number of geographical locations [2, 5, 7, 24]. Few 
studies look at GVT projects that span longer time periods, which are argued to be the 
norm for such initiatives [3]. In addition, a number of existing studies into GVTs 
employ simulated virtual team projects using university students [21, 24]. While such 
studies may contribute to theory building, we argue that their findings are not gener-
alisable to industry contexts and thus may be irrelevant to practitioners. There is, 
therefore, a need to look specifically at industry GVTs (with relatively large teams, 
dispersed over multiple geographical locations) involved in long-term SD projects of 
12 months or more and to identify the specific impact of GVT issues on coordination 
mechanisms. Given the foregoing observations, we posit the following propositions:  
 
Proposition 1: The effectiveness of Standards is impacted by distance, trust, language, 
time zones and culture.  

Proposition 2: The effectiveness of Plans is impacted by distance, trust, language, 
time zones and culture.  

Proposition 3: The effectiveness of Formal Mutual Adjustment is impacted by dis-
tance, trust, language, time zones and culture  

Proposition 4: The effectiveness of Informal Mutual Adjustment is impacted by dis-
tance, trust, language, time zones and culture  
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The independent and dependant constructs described above are presented in the 
conceptual model presented in Figure 1: the relationships between these constructs are 
presented as the above propositions. 

3   Research Method 

The objective of this research study is to investigate the use of traditional coordination 
mechanisms in virtual SD projects and to explore the impact that GVT issues such as 
distance, trust, language, culture and time zones have their effectiveness. As an initial 
step in theory building, a conceptual model (based on extant research) with associated 
propositions was presented in the previous section. Following the specification of the 
propositions, the next step in theory building is to determine empirical indicators and 
subsequently produce hypotheses for empirical testing [29]. We now describe the 
research design on which this study is based. A ‘single’ case study research approach 
was selected as the most appropriate vehicle for theory building and refinement [30, 
31, 32]. Case studies are particularly well suited to IS research [33]. In addition, case 
research, which emphasizes the understanding of empirical data in natural settings, is 
a suitable method for studying IS issues and practices [31]. A single case study is 
viewed as being a potentially rich and valid source of data and is a particularly good 
fit for the purpose of exploring relationships between variables in context [32].   

The case organization is a Fortune 100 telecommunications company with ap-
proximately 66,000 staff worldwide. The organization was purposively chosen for 
study on the basis of its predominant use of GVTs for software development. Out of 
several possible ongoing software development projects, one specific project was 
selected for study. The specific software development project was also purposefully 
selected, as it met several important criteria. That is it possessed a GVT that operated 
over, several geographically dispersed project locations with multiple time zones—
also, the team was culturally diverse. The project focused on the SD of a network 
operations and maintenance interface for 3G technology. The project had a planned 
18 month duration with team members located in six geographical locations—the 
USA, Ireland India, Israel, Malaysia and China. There were upwards of 48 team 
members working on the software project in different locations at any point in time. 
The development team was split into a number of distinct development functions; 
requirements engineering, systems engineering, software test, development, customer 
support, deployment, quality control, project management etc. Team sub-units in 
different geographical locations had distinct responsibilities viz. Israel (development), 
USA (development), Malaysia (development/test), China (development/test), India 
(development) and Ireland (project management/development). Data collection was 
conducted over a twelve-month period and concluded towards the end of the project 
development cycle during the software testing and implementation phases. Ten inter-
viewees were purposively selected using the key informant approach in order to 
gather data from a wide variety of team members. Thus, respondents were selected 
from all project sites (excluding Malaysia) and those participating in the study  
performed a range of project roles within the team (project manager, development 
manager, software developer, system engineer, test team leader, software tester). An 
interview guide was used to structure interviews [34]. Follow-up interviews, emails 
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and phone calls were used to clarify and refine issues which emerged from primary 
interview transcripts.  The study utilised concepts from a priori theory in formulating 
the interview guide and in specifying ‘seed categories’ to inform the content analysis 
[35]. Opening coding and axial coding were used to determine hypotheses about the 
relationships between the categories identified. This process continued in an iterative 
manner, and resulted in the modification of categories and relationships. Selective 
Coding was undertaken to identify the relationships between categories (constructs) 
using hypothesized conditions, context, strategies and consequences. A context rating 
scale [39] combined with frequency counts were used to attribute a high, moderate or 
low impact to identified hypotheses. Discriminate sampling [35] was used to select 
data to examine strong and weak connections between categories. The issues of valid-
ity, reliability, and objectivity [32] were addressed through: (a) Prolonged engage-
ment and persistent observation; (b) triangulation techniques, which were extensively 
used to provide insights into events, relationships, etc. between data sets; (c) a data 
analysis approach based on rigorous coding and the use of memos, which together 
provided an audit trail; and, finally, (d) member checks were also employed as the 
findings were presented to team members for subsequent feedback [34].   

4   Case Study Analysis 

This section presents the findings of the case study. From the analysis of the data we 
were able to (i) identify empirical indicators for virtual team issues (Table 1); (ii) 
identify empirical indicators for coordination mechanisms (Table 2) and (iii) illustrate 
how the effectiveness of coordination mechanisms is impacted by virtual team issues 
(distance, time zones, language, culture and trust). All coordination mechanisms iden-
tified in the case organization were mapped to categories highlighted by existing 
research; hence, we find support for our conceptual model (see Table 2).  

4.1   Coordination Mechanisms Employed within the Case Organisation 

A range of coordination mechanisms were used by the virtual team. Exemplars of 
Standards employed as coordination mechanisms were: an explicitly defined software 
development lifecycle; an extensive repository of document templates; and code in-
spections. Exemplars of Plans were: a project plan that included a software configura-
tion plan (SCM); a quality control plan for the project, and a project Gantt chart. Ex-
emplars of FMA included weekly, pre-scheduled conference calls; local weekly site 
meetings and use of mail aliases and shared calendars. Exemplars of IMA included 
ad-hoc phone calls between team members; unscheduled emails between team mem-
bers and ad-hoc conversations between co-located team members. 

4.2   The Impact of Virtual Team Issues on the Effectiveness of Standards 

The conceptual model (Figure 1) proposes that the effectiveness of Standards is im-
pacted by GVT issues which include Distance, Time Zones, Language, Culture and 
Trust. However, the findings indicate that some virtual team issues have a greater 
impact than others on specific coordination mechanisms. The analysis of case study 
data revealed that Standards are impacted by language, physical distance, and team 
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member trust but time zones and cultural differences appear to have no perceived 
impact on Standards. Language had the greatest negative impact on the use of project 
documentation such as bug reports and templates. A project manager explained that in 
a number of instances documents had to be reviewed and they had to work out what 
the non-native language speaking member meant before rewriting the document for 
general consumption. Team members also reported the creation of additional docu-
mentation which acted as guidelines for members across different project sites. The 
test team leader created a set of documents for his team which detailed how to write 
an email, ask a question etc. He described this as “documents to show how to use 
documents”. 

In relation to Distance, the moderately negative impact is observed in the instance 
of project sites diverging in terms of development processes and forming distinct 
methodologies. A development manager was particularly concerned about this diver-
gence. He explained “when you have teams in different geographic regions you may 
have different kinds of standards and therefore some non-uniformity in terms of the 
quality”. In relation to project documentation and Standards, team members expressed 
high levels of distrust with members at other sites. When documentation was not 
updated in a timely fashion, it decreased the confidence the members had in the 
documentation and thus decreased its usefulness as a coordination mechanism. How-
ever, case study analysis found no support for Culture and Time Zones having an 
impact on the effectiveness of Standards. We can therefore continue the theory build-
ing process by specifying three hypotheses: 
 
H1: Distance has a moderately negative impact on the effectiveness of Standards 
H2: Trust has a highly negative impact on the effectiveness of Standards 
H3: Language has a highly negative impact on the effectiveness of Standards 

4.3   The Impact of Virtual Team Issues on the Effectiveness of Plans  

The case study data revealed that Plans are greatly impacted by Distance, Time 
Zones, Culture and team member Trust. The data analysis revealed, however, that 
Language appeared to have no impact on Plans. The impact of Distance on Plans was 
evident in the need of team members at different project locations to maintain local 
project schedules as well as feeding into one global project schedule. In addition, 
project estimates were required from each project location. This meant that the project 
team spent a lot of time “going around in circles”. Culture was perceived as having a 
highly negative impact on the effectiveness of Plans as a coordination mechanism 
with some team members observing that those with different cultural backgrounds in 
other sites tended to avoid saying ‘no’ to work requests. This behaviour had serious 
ramifications for the project schedule and completion, due to inadvertent over-
commitment through an inability to say ‘no’. A project manager provided an example 
of members in another location agreeing to a task even though they knew from the 
outset it was not feasible with the given schedule. The project manager perceived this 
as being a “cultural issue” as members in the other project sites would “generally say 
no to work which was not feasible straightaway”. 
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Table 2. Indicators for GVT Issues (Language, Trust, Distance, Time Zones and Culture) 

Construct Indicator 
Language Team members think that others:  

i. have a poor command of the working language  
ii. write the working language poorly  
iii. comprehend the project working language poorly  

Team members do not understand others accents 
Trust  Team members assume that other team members:  

i. do not lie  
ii. do not withhold information  
iii. will do their work to the best of their abilities  
iv. will complete their work even if they are not physically 

present to monitor work 
Distance Team members cannot:  

i. meet face-to-face in the same room regularly or not at all 
ii. cannot monitor other team members work 

Team members do not have direct access to all team resources  
Team members operate in different countries 

Time Zones Team members : 
i. cannot work a full day together 
ii. access to other team members and project sites is limited 
iii. meetings will occur at irregular hours to facilitate  

different team locations 
iv. experience a 24/48 hour delay can occur for queries 

across project locations 
v. in some project locations must work irregular hours to 

facilitate other project locations 
vi. operate across multiple time zones 

All team members cannot attend one joint project meeting 
Culture Team members: 

i. perceive others as having different work and social  
etiquette to their own 

ii. have different vacation time, religious holidays, public 
holidays across different project locations 

iii. use different phrasing (slang) and employ language  
differently across project locations 

iv. perceive others as having preference for specific  
electronic communication 

 
The case data indicated that operating in different Time Zones had a highly nega-

tive impact on effectiveness of Plans as coordination mechanisms. The project man-
ager explained the problems associated with receiving estimates, or addressing project 
plan issues that needed to be answered quickly, but being unable to act because key 
team members were not available as their site was off-line. A Technical Architect on 
the team echoed this view, explaining that on occasions when the team was under 
pressure to get something done quickly, they encountered problems because that work 
was dependent on tasks being completed by members in different geographical loca-
tions. If those sites had a holiday period, which was often the case, team members 
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were not available to take action. The negative impact of Trust on Plans was also in 
evidence. The development manager commented that it was difficult to trust any team 
members due to a number of project issues which another project site had been slow 
to bring to light. The data also revealed that in the initial stages of work relationships 
team members would require other dispersed members to “prove themselves”. It was 
also apparent that team members would heavily monitor others at related project sites. 
The less physical contact members had with others the more rigorous they would be 
in the conduct of this activity. We therefore continue theory building by specifying 
four hypotheses: 
 
H4: Distance has a moderately negative impact on the effectiveness of Plans  
H5: Trust has a highly negative impact on the effectiveness of Plans  
H6: Time Zones have a highly negative impact on the effectiveness of Plans  
H7: Culture has a highly negative impact on the effectiveness of Plans  

4.4   The Impact of Virtual Team Issues on the Effectiveness of Formal Mutual 
Adjustment  

The analysis of the case data confirmed that the effectiveness of Formal Mutual Ad-
justment (FMA) was impacted by Language, Time Zones, Trust, Culture and Dis-
tance. However, the level of impact differs. While Culture and Trust impacted the 
effectiveness of FMA mechanisms, Distance, Time Zones and Language had a greater 
perceived impact. Distance negatively impacted on the effectiveness of FMA by the 
physical separation of team members. An example of related communication prob-
lems was reported by a Development Manager who noticed during one project con-
ference that a key participant had “gone quiet”. Both he and his colleagues could not 
tell if this developer had left the call or was silent through disagreement. It took 
longer to work out that this team member was dissatisfied with aspects of the project. 
Another issue was the high usage of conference calls. A software engineer stated that 
large-scale conference call meetings could not focus on specific technical issues and 
missed many related project problems “unless they were glaringly obvious”. To re-
solve this issue, she often ended up having to call team members one-to-one in order 
to resolve specific technical items. Time Zones were also revealed as having a highly 
negative impact on the effectiveness of FMA as a coordination mechanism. A devel-
opment manager illustrated this through an example of team members at two sites 
taking project conference calls at 10:30 pm (local time) in order to facilitate members 
based in other project sites, due to the size of the communication window. A systems 
engineer echoed this by stating that “usually one team or the other has to pay for it 
with very early morning meetings or late night-time meetings”. In relation to these 
working hours, team members were concerned about overly long days and the  
inability to perform their work at optimum levels. Language was found to have a 
highly negative impact on the effectiveness of FMA. For example, a software engi-
neer stated that “even though everyone speaks the same language in meetings, phone 
calls...words and context are often confused and it is harder to get the message 
across”.  
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Table 3.  Indicators for Coordination Mechanisms (Standards, Plans, FMA and IMA) 

Construct Indictor 
Standards • Team members follow the organization defined development 

process 
• Team members use designated templates to create documentation 

at each phase of the development project 
• Team members pass project documentation from one sub-team to 

another (requirements engineering, software engineering, software 
test etc.) 

• Team members review documentation to ensure consistency 
across the team 

• Team members use a set of guidelines to author an email 
• Team members conduct different project phases in parallel with 

other project phases 
• Team members use designated synchronization points to ensure 

the defined development process is being adhered to 
Plans • The team authors and maintains a project plan for the project 

• The team authors and maintains a software configuration  
management (SCM) plan for the project 

• The team authors and maintains a quality control plan for the  
project 

• The team calculates and publishes project estimates for the project 
• The team authors and maintains a requirements document 
• The team authors and maintains a Gantt Chart for the project 

Formal  
Mutual  
Adjustment 
(FMA) 

• Team members participate in a weekly scheduled project  
conference call 

• Team members participate in scheduled, weekly status calls 
• Team members at local sites attend weekly, scheduled site  

meetings 
• Team members participate in weekly, scheduled meetings for their 

functional area (development, test, project management etc.) 
• Team members maintain and share calendars 
• Team members author, send and/or receive emails via mail aliases 

Informal 
Mutual  
Adjustment 
(IMA) 

• Team members make and receive ad-hoc phone calls from other 
team members 

• Team members author, send and/or receive instant messages to 
other team members 

• Team members author, send and/or receive ad-hoc emails from 
other team members 

• Team members make and receive ad-hoc mobile phone calls from 
other team members 

• Team members at local project sites hold face-to-face  
conversations with other local team members 

 
A project manager at one site commented on the type of communication problems 

that arose between team members from different geographical locations and cultures 
viz. where the project working language is not the first or native language, team 
members do not contribute to conference calls. “People who can write reasonably 
legible emails, they might not speak the same. Accent and pronunciation make it 
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difficult to understand what they are actually saying” (Senior Software Engineer). 
Culture was also observed to have an impact on the effectiveness of FMA. The test 
team leader, for example, stated that other sites reported that team members at his site 
“don’t say anything. They just listen. They do not provide any active feedback!” 
Whereas, this could be ascribed to language difficulties, another Senior Software 
Engineer explained that “cultural differences have implications on how people com-
municate”. Trust was also found to impact the effectiveness of FMA. Team members 
at the sites studied argued that it took a longer period of time to build trust with team 
members in other project sites as opposed to co-located team members. Once trust 
was established, however, it could be eroded or lost when colleagues at other sites did 
not respond to emails, instant messages or phone calls in a timely fashion. The ab-
sence of face-to-face contact made it more difficult to rebuild trust. These findings 
suggest five further hypotheses: 
 
H8: Distance has a highly negative impact on the effectiveness of FMA 
H9: Trust has a moderately negative impact on the effectiveness of FMA 
H10: Language has a highly negative impact on the effectiveness of FMA 
H11: Time zones have a highly negative impact on the effectiveness of FMA  
H12: Culture has a moderately negative impact on the effectiveness of FMA 

4.5   The Impact of Virtual Team Issues on the Effectiveness of Informal Mutual 
Adjustment 

Data from the case supported the proposition that Informal Mutual Adjustment (IMA) 
is significantly impacted by issues of Distance, Culture, Time Zones, Language and 
Trust. Distance and Time Zones have the greatest impact on IMA with other factors 
having a relatively lesser impact. The effectiveness of IMA is significantly impeded 
by Distance as team members cannot have ad-hoc, face-to-face meetings. Close face-
to-face and ad-hoc interaction tends to be replaced by less effective communication 
mechanisms such as emails, instant messages etc. Operating in different Time Zones 
minimized opportunities for problem-solving interactions between team members 
across project locations. The Senior Development Manager on the project explained 
that “You could find that an issue is raised by the test team who are located in two 
locations. Team members, located in three separate sites should reply. They reply 
asking for clarification so you are back into another 24 hours”. Language was also 
revealed as having a moderately negative impact on the effectiveness of IMA. For 
example, IMA among team members was negatively affected due to the lack of flu-
ency by those whose native tongue was not the working language. Trust was also 
revealed as having an impact on the effectiveness of IMA. A software developer ex-
plained that trust was difficult to build because she could not engage with colleagues 
face-to-face and quickly resolve issues. She was entirely dependent on the team 
member answering their phone, replying to her emails, or using Instant Messenger. 
viz. “In a virtual team everyone is isolated -we are all outsiders to other sites so trust 
is there but it is harder to build”. Thus, as indicated previously, it was perceived that 
team members took longer to build trust with team members in other locations. Cul-
ture was found to have a negligible influence on IMA. However, one developer felt 
that team members in some locations acted deferentially in their interactions with 
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him, he stated: “There is no need to be apologetic. If you made a mistake, you made a 
mistake. There is no need to beg my leave to do something”. We therefore conclude 
our theory building process by presenting five more hypotheses: 
 
H13: Distance has a highly negative impact on the effectiveness of IMA 
H14: Trust has a moderately negative impact on the effectiveness of IMA 
H15: Language has a moderately negative impact on the effectiveness of IMA 
H16: Time zones have a highly negative impact on the effectiveness of IMA 
H17: Culture has a low negative impact on the effectiveness of IMA 
 
In conclusion, the case study data allowed us to (i) refine our theoretical propositions, 
(ii) define empirical measures for our constructs (Table 1 and Table 2), and (iii) re-
present this paper’s theoretical model with accompanying hypotheses (see Figure 2). 

 

Fig. 2. Revised Theoretical Model (with associated hypotheses) 

5   Summary and Conclusions 

This paper has sought to contribute to a cumulative body of research on the Coordina-
tion Mechanisms employed in Global Virtual Teams (GVTs). The study focused on 
SD project in a multi-national telecommunications manufacturer that employed a 
GVT to develop a software sub-system for its 3G infrastructure product. Thus, the 
unit of analysis in this study provides unique insights into the complex nature of pro-
ject management in a global context as it focuses on a long-term SD project. This has 
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implications for both theory and practice. The paper first presented a-priori theory 
based on prior research on project Coordination Mechanisms and extant research on 
the constructs of Distance, Time Zones, Language, Culture and Trust. This theory 
building activity resulting in (i) a bounded theory and (ii) the definition of constructs 
and their relationships in the form of propositions. We then employed the case study 
method to validate the propositions, refine the theory, and to derive empirical indica-
tors for the constructs, and to specify hypotheses on the relationships between the 
constructs. This process resulted in a conceptual model of high empirical fidelity. In 
addition, we have shown that specific coordination mechanisms are more susceptible 
to the impact of GVT issues than traditional influences. The revised conceptual model 
presented in this paper may be employed in future research as lens through which to 
test the impact of virtual team issues on coordination mechanisms. While the “uptake” 
in the use of GVTs has increased, our understanding of the underlying team structures 
and processes is limited, as is our knowledge of the project management, coordination 
and control, of such initiatives. Thus, this study’s findings have a number of implica-
tions for practice.  First, organizations looking to use GVTs for SD projects need to 
recognize the impact of the issues described herein on the effectiveness of coordina-
tion mechanisms. Second, organizations may need to review the coordination mecha-
nisms employed in their GVTs. Considering the high level of task-interdependency 
associated with software development should a set of coordination mechanisms be 
tailored specifically for a global virtual team? If traditional coordination mechanisms 
are heavily impacted by issues such as those described, there are implications for 
controlling project outcomes.  
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Abstract. The information systems we see around us today are at first sight 
very different from those that were developed 15 years ago and more. On the 
other hand, it seems that we are still struggling with many of the same prob-
lems. To understand how we can evolve future ISs, we should have good under-
standing of the existing application portfolios. In this article we present selected 
data from survey investigations performed in 1993, 1998, 2003 and 2008 
among Norwegian organizations on how they conduct information systems de-
velopment and evolution. A major finding is that even if we witness large 
changes in the underlying implementation technology and approaches used, a 
number of aspects such as the overall percentage of time used for maintaining 
and evolving systems in production compared to time used for development is 
stable, and should be taken into account in the planning of information systems 
evolution for the future. 

Keywords:  Information systems evolution, maintenance. 

1   Introduction 

Modern information systems are the result of the interconnection of systems of many 
organizations, which are running in variable contexts, and require the capability  
to actively react to changing requirements and failures. Large changes in how we 
develop information systems have been witnessed over the last 15-20 years. The 
prevalent development methods, programming languages and general technological 
infrastructure have changed a lot. In the early nineties, one was going from mainframe 
solutions to a client-server, and then to an internet architecture for most applications. 
Usage of packages has been on the rise. Lately SOA, free and open source software, 
outsourcing and agile development are also expected to have impact. According to [9] 
one of the impacts on the state of IS-development is the increasing amount of time 
used for maintenance and support of systems, contrary to what is claimed to be the 
impact of e.g. the introduction of SOA.    

In this paper, we present descriptive results from a survey-investigation performed 
in Norwegian organizations in this area during the end of 2008, comparing with simi-
lar investigations done in 2003, 1998 and 1993. We will first give definitions of im-
portant terms used within information systems evolution. We describe the research 
method, before the main descriptive results from our investigation are presented and 
compared with previous investigations. The last section summarizes our results. 
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2   Definition of Core Concepts 

Maintenance is defined as the process of modifying a software system or component 
after delivery to production. It has traditionally been divided into three types: correc-
tive, adaptive and perfective [8] inspired by, e.g. [21]. Corrective maintenance is 
performed to correct faults in hardware and software. Adaptive maintenance is per-
formed  to make the computer program usable in a changed environment Perfective 
maintenance is performed to improve the performance, maintainability, or other at-
tributes of the program. This has been divided into enhancive maintenance [2] and 
non-functional perfective maintenance. Enhancive maintenance implies changes and 
additions to the functionality offered to the users by the system. Non-functional per-
fective maintenance implies improvements to the quality of the system.  In addition to 
the temporal distinction between development and maintenance, we have introduced 
the concepts application portfolio evolution and application portfolio upkeep (previ-
ously termed functional development and functional maintenance [10]).   

1. Application portfolio evolution: Development or maintenance where changes in 
the application increase the functional coverage of the total application systems 
portfolio of the organization. This includes development of new systems that 
support new areas and enhancive maintenance. 

2. Application portfolio upkeep: Work made to keep up the functional coverage of 
the information system portfolio of the organization. This includes corrective 
adaptive and non-functional perfective maintenance and development of re-
placement system 

We note that some writers provide more detailed overview of maintenance tasks  
[3, 9]. Jones [9] has in total 21 categories, also including user-support to be part of 
maintenance (a view shared with, Dekleva [4], but not with us). 

3    Research Methodology 

Our survey form was implemented in the SurveyMonkey web-tool and invitations 
were distributed by e-mail to 278 Norwegian organizations. The organizations were 
randomly selected from the list of member organizations of The Norwegian Computer 
Society – NCS. (NCS has currently around 1000 member organizations), using the 
same approach as in the previous investigations. The contents of the form were based 
on previous investigations within this area; especially those described in [7, 10, 12, 
15, 16, 18, 22].  79 responses were returned, giving a response rate of 28%. Out of 
these, 67 responses could be used for the analysis since the additional 12 responses 
were incomplete. This was a higher response rate than in previous investigations.     

The forms were filled in by people with long experience with IT-related work  
(average 17.5 years), most filling the role as IT director in the company. We will 
compare some of the results with the results of similar investigations in particular.   
 

1. The investigation carried out by Krogstie, Jahr and Sjøberg in 2003 [12]. 
2. The investigation carried out by Holgeid, Krogstie and Sjøberg [7] in 1998.  
3. The investigation carried out by Krogstie [10, 11] in 1993.  
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These surveys contain the results from 54, 52 and 53 organizations, respectively.  
A number of similar investigations of this type were performed earlier in the USA 
[16, 18, 22]. Comparisons with these surveys have been done in [12].  A number of 
later investigations have been done, but they only look on the distribution of mainte-
nance tasks [6, 13, 17, 19], looking on the situation in a few organization.    

4   Selected Results 

First, we present some of the overall demographics of the survey. Similar results from 
our previous surveys conducted in 2003, 1998, and 1993 are included in parenthesis 
where the numbers are comparable. The mean number of main systems in the organi-
zations was 7.8 (2003-4.5; 1998-9.6; 1993-10.3).  The mean user population of these 
systems was 4661 (2003– 314; 1998-498; 1993-541). It is in particular the number of 
external users that has increased dramatically (also relative to number of employees in 
the organizations); the average number of internal users was 944. The average age of 
the systems was 4.9 years (2003-3.9; 1998-6.4; 1993-4.6).   

In 1993, 58% of the systems were developed by the IS-organization, and only one 
percent was developed in the user organization. In 1998, however, 27% of the sys-
tems were developed by the IS-organization and 27% as custom systems in the user 
organization. In 2003 23 % of the systems are developed in the IS-organization, 
whereas in 2008 only 12% was developed in the IS organization. The percentage of 
systems developed by outside firms is higher (40% vs. 35% in 2003, vs. 22% in 1998 
vs. 12 % in 1993). The percentage of systems developed based on packages with 
small or large adjustments is also comparatively high (41% vs. 39% in 2003 vs. 24% 
in 1998 vs. 28% in 1993). The new category we introduced in 1998, component-based 
development (renamed “use of external web services” in 2008) is still small (5%) 
although increasing (1.0 % in 2003, 0.4% in 1998) of the total systems.   

From being dominant ten to fifteen years ago COBOL is almost not used anymore.  
The languages that are used in most organizations and for most systems are now Java 
(40%, 27% in 2003) and C++ (33%, 24% in 2003). Java was just starting to be in 
widespread use in 1998 and C++ was barely included in 1993. The percentage of 
organizations reporting to have COBOL applications has decreased from 73% in 1993 
to 26% in 1998 to 5% in 2008.   

94 new systems were currently being developed; 60 of these systems (64 %) were 
regarded as replacement systems. (2003-60%; 1998-57%; 1993-48%). 13% of the 
current portfolio was being replaced. (2003-13%; 1998-9%; 1993-11%). The average 
age of systems to be replaced was 7 years (2003 - 5.5; 1998 - 7.7; 1993 - 8.5).  

Reasons for system replacements have changed slightly from earlier investigations. 
The most important reasons for replacement are need for integration and burden to 
maintain and operate, a bit surprising giving the relatively young age of the systems 
that are replaced. One area which is expected to influence the software development 
and maintenance landscape is Service Oriented Architecture (SOA) [14]. Transfer to 
SOA was very important as a reason to create replacement systems for only two or-
ganizations. Less than 20% of the organizations had started implementing SOA, and 
we could not find any significant impact on the use of SOA on maintenance figures.  
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Work on application systems was in the survey divided into the six categories pre-
sented in section 2. The same categories were also used in 1993, 1998 and 2003. We 
also asked for the time used for user-support and for systems operations which took 
up the additional time for the work in the IS departments. 

In earlier investigation of this sort between 50% and 60% of the effort is done to 
enhance systems in operation (maintenance) when disregarding other work than de-
velopment and maintenance. An exception from this was our study in 1998 that was 
influenced particularly by the amount of Y2K-oriented maintenance. The numbers for 
Dekleva [4] and those reported by Capers Jones [9] were also higher than this, but 
these also include user support as part of maintenance. 

Table 1 summarizes the descriptive results on the distribution of work in the cate-
gories in our investigation, comparing to previous investigations. 

Table 1. Distribution of the work done by IS-departments in percentage 

Category 2008 2003 1998 1993 
Corrective 8.2 8.8 12.7 10.4 

 Adaptive  6.2 7.3 8.2 4 
Enhancive  11.3 12.9 15.2 20.4 
Non-functional perfective  9.1 7.6 5.4 5.2 

Total maintenance 34.9 36.7 41,4 40 
Replacement 9.7 9.9 7.7 11,2 
New development 11.4 12.6 9.5 18,4 

Total development 21.1 22.5 17.1 29.6 
Technical operation 23.7 23.8 23 NA 
User support 20.1 17.1 18.6 NA 

Total other 44.0 40.8 41.6 30.4 

 
When disregarding other work than development and maintenance of application 

systems, the percentages are as follows:   maintenance activities: 65, 7%, develop-
ment activities: 34.3%. This is at the same level as in 2003. 63% of development and 
maintenance work was application portfolio upkeep, and 37% was application portfo-
lio evolution. This is almost the same as in 2003 and 1998, which in turn was signifi-
cantly different from the situation in 1993 where application portfolio upkeep- and 
application portfolio evolution respectively amounted to 44% and 56% of the work.  

Looking in detail on the distribution of maintenance activities, a number of later 
studies have been looking at this in particular. As stated in [5] corrective efforts is 
time-consuming. As reported in [1], it appears to be very large differences reported in 
different studies. Whereas Lientz/Swanson [16] reported 60% perfective, 18% adap-
tive and 17% corrective maintenance when asking about selected systems from a 
large number of organizations (one per organization), Sousa [33] reported (based on a 
number of systems in one organization) 49% adaptive, 36% corrective, and 14 % 
perfective maintenance. [17] reported 53% corrective, 36% perfective and 4% adap-
tive maintenance, based on data on three open source products. [13] reported 62% 
perfective, 32% corrective, and 6% adaptive maintenance based on data from one 
application in production. Most interesting for comparison with other surveys is  
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looking at corrective, adaptive, and perfective maintenance, which appears to be 
much more stable than the numbers reported from others above when looking upon 
this across our investigations looking on the application portfolios of a number of 
organizations.   

5   Conclusions and Further Work 

There are a number of differences in the underlying technology, which is as expected. 
This is very clearly witnessed in the distribution of programming languages used, 
where procedurally languages like COBOL have to a large extent been suppressed by 
object-oriented languages like Java, C++ and C#. New architectural trends such as 
SOA have yet to make a noticeable impact on the use of resources. Another marked 
difference is that less and less of IT is done internally in organizations (this applies to 
development, maintenance, operations and use), which will make appropriate soft-
ware evolution harder to do. On the other hand, even if most organizations outsource 
part of the IT-activities, most still do some of the activities in house. Overall percent-
age of time used for evolving systems in production compared to time used for devel-
opment is remarkably stable on average (these numbers differs a lot from year to year 
within individual organizations). The same can be said about the rate of replacement, 
although slightly increasing, more than 60% of ‘new’ systems to be developed are 
actually replacement systems, constituting around 13% of the current application 
portfolio. Since more complex infrastructures are supporting the information systems, 
more and more of the resources are used for other tasks such as operations and user-
support, less and less time is available for providing new information systems support 
in organization, although it seems to have plateau on 20% of the overall time, a level 
reached already ten years ago in Norway (i.e. earlier than indicated in [9]). Even when 
using new approaches where evolution is better supported by the system itself and the 
design of the information system consider evolution as an inherent property of the 
system, it will take quite some time until such technology is used broadly. Waiting for 
this, we have to keep the system operational and continuously evolving, addressing 
new needs currently not known.    

Several of our results have spurred new areas that could be interesting to follow up 
on in further investigations, and we are currently performing several detailed case 
studies. A long-term plan is to do a similar investigation in 2013.  
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Abstract. We present the Entity Name System (ENS), an enabling in-
frastructure, which can host descriptions of named entities and provide
unique identifiers, on large-scale. In this way, it opens new perspectives
to realize entity-oriented, rather than keyword-oriented, Web informa-
tion systems. We describe the architecture and the functionality of the
ENS, along with tools, which all contribute to realize the Web of entities.

Keywords: entity, Web, unique identifier.

1 Introduction

The information need of Web users is often related to their understanding and
interpretation of real-world entities and their relationships. For example, some-
one might be interested in information about Paris, the picturesque capital of
France. This mental interpretation of humans is very challenging to capture,
thus information systems need a simplified representation.

The information on the Web is present mainly in the form of unstructured or
semi-structured documents, thus it is very natural to model the Web data as a
list of keywords, organized in documents, which might have links to each other.
This simplified model was extremely successful, the Web search engines built
around this model are used by millions of users every day.

This simple model however has a number of limitations, including the problem
that the keywords are ambiguous. For example, if the keyword“Paris”appears on a
page, it is not immediately clear, if this refers to the capital of France, to a city Paris
in Texas, US or to the first name of Paris Hilton. This ambiguity is very problem-
atic for human users, but it can cause more problems, if one intends to process the

B. Pernici (Ed.): CAiSE 2010, LNCS 6051, pp. 302–316, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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page automatically. There are numerous efforts to address this ambiguity problem,
notably the Semantic Web community has proposed a number of solutions.

In this paper we present an information system, accompanied by a number
of extendable tools, which enables to realize the “Web of entities”. As opposed
to the keyword-based model, in the Web of entities the keywords pointing to
named entities, such as persons, geographic locations, etc., are annotated with
a reference to an entity description. These entity descriptions contain important
information about the entities and also have a unique identifier (OKKAM ID).
The basic idea of the Entity Name System (ENS), is to provide a free, open
service to the users of the (Semantic) Web, such that they can annotate the
Web content with references to entities.

We describe the design and architecture of the ENS. The main functionality
of the ENS is to process entity search requests and return a unique identifier
(OKKAM ID) of the entity. In this way one can annotate the page or the key-
word with this unique identifier, so later this unique ID can be used to avoid
ambiguities. We designed the ENS in a way such that it can work on web-scale
and provide well within second response time even in the presence of a large
number of users. The services of the ENS are openly available via Web Services,
thus enabling Web application developers to adopt an entity-oriented, rather
than keyword-oriented model. We already integrated this support into a num-
ber of popular tools, such as gmail, blogging, MS Word, etc. We populated the
repository with an initial set of entities (with data related to LOD1), but the
goal is to further continuously populate the entity descriptions, with the help of
the tools, or through manual entity creation: similar to wikipedia, anyone can
enter new entity descriptions to ENS. As entity descriptions might naturally
evolve over time, ENS has support to accommodate these activities.

The rest of the paper is organized as follows. Section 2 discusses entity-oriented
information systems, Section 3 explains the architecture and the functionality
of the ENS. Section 4 presents a set of tools, which both use the services of the
ENS and contribute to populate the entity repository. Section 5 evaluates how
the ENS and the tools contribute towards realizing a Web of entities. Section 6
provides related work and finally Section 7 concludes the paper.

2 Entity-Oriented Information Systems

The ENS was developed in the course of the OKKAM 2 project. The overall goal
of the project is to enable the Web of entities, a global digital space for publishing
and managing information about real-world entities, where each entity is linked
to a unique identifier, named OKKAM id. The ENS plays a central role achieving
this goal: the ENS can store a large number of entity descriptions, it assigns the
unique OKKAM identifers to the descriptions (entity profiles). Furthermore,
the ENS provides an entity search service, which returns the unique identifier of
the requested entity.
1 Linked Open Data, http://linkeddata.org/
2 http://www.okkam.org

http://linkeddata.org/
http://www.okkam.org
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This infrastructure intends to open the possibility to develop entity-oriented
applications, by reusing the unique identifier one can avoid a number of ambiguity-
related problems. We envision a continuous feedback between entity use and
content creation.The OKKAM empowered tools (Section 4) shall recognizenamed
entities in plain text documents and obtain the corresponding unique identifiers.
This process is often calledOKKAMization.On the one hand, the ID canbe reused,
but on the other hand, the user can provide feedback, enter or update entity de-
scriptions into the ENS. In this way, the entity population of the ENS will be con-
tinuously improved and enlarged, for the profit of the whole community.

3 The Entity Name System

In this section we give an overview of the functions of the ENS and its main com-
ponents. In particular, Section 3.1 describes the main components of the system,
Section 3.2 discusses the data population (currently available in the ENS) and
its representation, Section 3.3 gives details about the storage infrastructure, Sec-
tion 3.4 provides an overview of the entity search functionality, while the entity
lifecycle management is discussed in Section 3.5. Finally, Section 3.6 discusses
the security infrastructure of the ENS.

3.1 Overall System Architecture

The ENS consists of the following four main components:

1. Entity Store. This component is responsible for the low-level tasks of
storing and managing entity data, as well as relevant metadata which are
necessary for finding existing identifiers. It follows the usual create-read-
update-delete pattern (CRUD) [16] of serialized entity data accessed via a
primary key.

2. Index. Search operations for an identifier via an entity profile in the ENS
are accelerated using index structures.

3. ENS Core. This component is implementing the services that are exposed
by the ENS, namely, entity creation and update, matching, as well as pro-
cesses relevant to the entity lifecycle management.

4. Offline Processing. This component handles tasks which shall be per-
formed offline rather than request processing time, including statistics com-
putations, data quality related jobs, etc.

The ENS Core itself consists of several parts that we describe in the following.
The Storage API abstracts from the complexities of accessing the Entity Store
and Index components mentioned above. In particular, the underlying strategies
for addressing the individual, load-balanced clusters and retrieving all relevant
data are hidden from upper layers. The Matching component is responsible
for ensuring a high top-k precision of entity identifier search results. It has two
main tasks: (i) parsing, analyzing and – if necessary rewriting or expanding –
the search request coming from a client, and (ii) applying specific ranking mech-
anisms with the aim to establish the best match between the search request and
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the candidate entities. The Lifecycle Manager takes care of the entity creation-
and update-related tasks, and the important aspects of data quality and data
lifecycle management. The Access Manager ensures that the requirements of
access control and privacy are fulfilled. It performs, among other things, query
and result set filtering to avoid undesired use of the system. All services that the
ENS offers as its public API are exposed through the Web Services compo-
nent, which constitutes the uppermost layer of the ENS component stack. The
ENS also equipped with an end-user frontend for identifier search and entity
creation, which is available at http://api.okkam.org/search/.

3.2 Data

Entity Representation and Request Language. In the ENS, an entity is
identified by an entity identifier, oid, assigned by the system. This ID is often
referred as OKKAM ID. Along with this identifier, we store a set of alternative
ids, Aid -s, that other systems have assigned to the same entity, which can also
be used to access the entity or produce same-as statements for the LOD commu-
nity (see Sect. 4.2). The preferred id, prid, is one of the above identifiers that we
use when displaying the entity3. The descriptive part of the entity profile con-
tains a set of attribute name value pairs that describe the entity. Some of these
descriptive attribute-value pairs might contain external references, such as for
example links to Web documents describing the entities. Finally, we also store
a set of metadata for each entity, that include usage statistics, and provenance
and access control metadata. All the above information is individually indexed
to allow fast access to it, and then stored as a single XML file on disk.

Our goal in ENS is to keep the entity representation simple and at the same
time as general as possible, without imposing a fixed schema of entity types
or attributes [24]. In order to reach a compromise between the generality of the
description and the precision in the functionality of the system, we use an internal
classification of all entities in six broad, top-level categories, namely, person,
organization, location, event, artifact, and other. For each one of these entity
types, we have identified a set of default attributes that are most commonly
used to describe them [2]. These default attributes are suggested to users during
entity creation, but they are of course optional. Nevertheless, we expect that
most of the created entities will use (at least some of) the default attributes (for
example, give a name for a person), which in turn will have positive influence
on the performance of the system.

We adopted a simple syntax for the entity ID request language: a request may
contain a (list of) keywords and a (list of) attribute value pairs. For example,
“Paris” or “first name=Paris”. For a more precise description of the syntax
we refer to http://community.okkam.org/index.php/Documentation/APIs/
entity-id-request-language.html.

3 The only guaranteed, unique identifier is still the oid, which is always used internally
in the ENS.

http://api.okkam.org/search/
http://community.okkam.org/index.php/Documentation/APIs/entity-id-request-language.html
http://community.okkam.org/index.php/Documentation/APIs/entity-id-request-language.html


306 Z. Miklós et al.

Entity Population. We populated the repository of the ENS in two different
ways. We imported openly available datasets (using their structured representa-
tions available online), such as Wikipedia (ca.700 000 entities) and Geonames4

(ca. 6.5 million entities) to have an initial rich population5. We also added further
entities manually, through the administrative interface of the ENS, so the current
size of the entity population (as of February 2010) of the ENS is ca. 8 million.

3.3 Storage

The storage layer provides efficient means to store entity profiles and serves
as an underlying infrastructure for the ENS. The storage layer also provides
services for other components of the ENS, for example to realize entity search.
The ENS adopts a two phase entity search approach. As a response to a (possibly
reformulated) user query the storage layer first obtains a list of top-k candidates,
which is then further processed in the search component (see Section 3.4). Thus,
the primary goal of the storage layer to answer these queries with a very high
recall, i.e. whenever a matching entity profile exists in the repository, it should
be returned with a high probability.

The storage layer consists of two main building blocks: a key-value store and
an inverted index [20]. The inverted index is used for query processing, to find
the relevant documents (i.e. entity profiles), while the key-value store contains
the entity profiles themselves. This organization of components is similar to the
architecture of Web search engines [8]. The ENS shares many requirements with
search engines, for example storing a large collection of files, having a high avail-
ability, fault tolerance, being able to process queries well below a second, even in
the case of high query load, etc. To address these requirements we employed the
same or similar techniques which are -to best of our knowledge- used to build
Web search engines [8]. These techniques include the distribution of both the
index and the data over several machines, replication of both the data and the
inverted index and document partitioning.

There are however important differences to Search engines. The request lan-
guage supported in the ENS allows to specify attributes to keywords (see Sec-
tion 3.2). For example, the user might issue a query “city:Paris country:France”,
not just a simple keyword oriented query “Paris France”. In order to support
these queries, we apply a specific index structure. As opposed to the inverted
indexes used by the Web search engines, our posting lists also contain the at-
tribute information in addition to the document identifer, where the keyword
occurs, for each element in the posting list. The other main difference is the
ranking: we developed a ranking scheme specifically tailored for entity profiles.

The implementation of our storage relies on Hadoop6, while we have chosen
Apache Solr7 to realize the large and distributed retrieval indexes.
4 http://www.geonames.org/
5 Overlaps between the datasets were eliminated by limiting the wikipedia import to

entities of type person and organization.
6 http://hadoop.apache.org/
7 http://lucene.apache.org/solr/

http://www.geonames.org/
http://hadoop.apache.org/
http://lucene.apache.org/solr/
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3.4 Entity Search

A core functionality of the ENS is effective entity search: given a description of
an entity, identify and return the corresponding entity already from the ENS’s
repository and then return the respective OKKAM identifier. Internally this
translates into the matching of the requested entity with the entity descriptions
available in the repository of the ENS.

At first sight, the entity search task has a strong similarity with entity linkage
techniques [14], also known as data matching [4,9], deduplication [27], resolution
[3], merge-purge [13], entity identification [21], and reference reconciliation [10].
Entity Linkage is the process that decides whether two descriptions refer to
the same real world entity (see [12] for an overview). Actually, state-of-the-art
methods from this area have also been reused and adapted in implementing
entity search.

However, there are some major additional challenges, since —in contrast to
the ENS— entity linkage typically relies on a well-defined schemata. In the
ENS, the need for such an agreement on a joint schema or ontology has been
deliberately omitted, since it is generally accepted that such an agreement is not
viable in a large, heterogeneous, and evolving environments that involve various
user communities. Instead, our entity search assumes a flexible data model, also
envisioned for dataspaces [11] (see also Section 3.2).

Entity search will accept entity requests from a wide variety of agents, includ-
ing humans as well as applications. The employed very loose schema commit-
ment and constraints within the repository, along with the variety of requesters,
imposes a set of additional challenges on the described search task:

A. Over-Specification. The agent requesting an entity is not expected to have
knowledge about the repository’s data. Thus, the agent will use the information
available to him, for example, extracted from text, for describing the searched
entity. As a result, the information of the requested entity might have more or
other knowledge about the entity than the ENS repository. Due to this, the
interpretation of ENS requests deviate from the traditional query processing,
which expects to only receive information that their systems contain. Entity
search of ENS is forced to always consider that a given entity might contain
information which the repository does not have.

B. Under-Specification. An opposite situation with over-specification is when
the information of the requested entity is not sufficient to do a full disambigua-
tion. This missing information can be collected in different ways, for example
user interaction, analysis of repository entities (statistics), or analysis of previ-
ously requested entities.

C. Schema Heterogeneity. Omitting the commitment to an agreement on a
common schema will leads to schema heterogeneity, which we have to deal with
when processing the entity requests.

As explained in Section 3.3, the search process in the ENS is divided into
two main phases. First a set of candidates is selected, then they are ranked with
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the help of additional domain knowledge an heuristics. Below, we explain this
second phase, which relies on a Generic Matching Module (explained in the next
paragraphs). This module is extensible, one can implement additional modules
for specific types of entity profiles.

The input to the Generic Matching Module is a request in our simple
request language see Section 3.2. A request consists of segments, which may
either be attribute value pairs or unqualified values. The requests intend to
find an entity profile, that we interpret such that that each segment of a request
should match the sought entity, much like usually done in Information Retrieval.
It takes into account fuzzy matches between attribute names and values, and
also partial mismatches, which may arise due to over-specification.

Given a request and a candidate entity, the Generic Matching Module com-
putes a final matching score resulting from the aggregation of several features of
two kinds: attribute level features and entity level features. The attribute level
features are attribute label similarity, attribute value similarity and an attribute
boosting factor. These three features are aggregated into attribute similarity. For
each request segment, the entity attribute with the maximum attribute similar-
ity is chosen, and the individual segment similarities are aggregated to obtain
the first entity level feature: the entity similarity. The second kind of entity level
feature is the entity popularity, which further differentiates matching entities es-
pecially for under-specified queries. Finally, in order to deal with geographical
entities, two special entity level features are dedicated to them: the location type
and location population. This gives four entity level scores which are aggregated
to the final score for each candidate matching entity.

At all levels, feature scores are aggregated by a weighted log-based tempered
geometric mean. Given the scores to aggregate S = {s1, . . . , st} and their re-
spective weights W = {w1, . . . , wt}, the aggregated score is

εGM(S, W ) = exp
∑t

i=1 wi log(si + ε)∑t
j=1 wi

− ε

This is a weighted version of the ε-adjusted geometric mean proposed by Robert-
son et al. in [26]. According to [25] the geometric mean is less affected by outlying
values than the arithmetic mean, and since it is based on multiplication, there is
no requirement that the scores are on the same scale. The ε-adjustment avoids a
null score forcing the aggregation to zero, and computing in the log space helps
avoiding underflows.

The label and value similarities are standard string similarity metrics8 from
the SimMetrics library9. The attribute boosting factor is a combination of two
values: attribute selectivity and attribute popularity. We determined these
factors through statistics on the data and query logs and through extensive
experimentation.

8 Respectively Needleman-Wunch and a combination of Levensthein and Monge-Elkan
9 http://www.dcs.shef.ac.uk/~sam/stringmetrics.html

http://www.dcs.shef.ac.uk/~sam/stringmetrics.html
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3.5 Entity Lifecycle Management

Lifecycle management of entities in the ENS includes aspects of entity represen-
tation, data quality, repository evolution, and online monitoring of the use of
the repository, which we are going to illustrate in the following.

Data Quality. The aim of data quality at entity creation time is to ensure that
the new entities satisfy a minimal set of quality requirements. This assessment
also takes place when a new entity profile is created or when an existing entity
is being modified.

The data quality assessment process at creation time that is currently in place
within ENS, consists of the following three types of checks.

1. Attribute value quality, where we want to ensure that the values entered for
the various attributes in the entity description are correct and valid (when
possible). For example, we check that the provided attribute value is not
empty or overly long, and that date and time attributes adhere to some
known format.

2. Intra-entity description quality, where we check the quality of the entity
description as a whole. For example we check whether attributes appear
with the same name and different value (that would lead to a warning), etc.

3. Inter-entity description quality, where we check that changes in the reposi-
tory will not degrade the overall quality performance of the system. In par-
ticular, we make sure that modifications do not introduce duplicate entity
profiles, which would degrade the quality of search results. The duplicate
detection relies on the matching techniques, discussed in Section 3.4.

Evolution of Identifiers. Even though the identifier of an entity should never
change, in some special circumstances this may happen. For example, if we realize
that two different entity profiles refer to the same real world entity, or when
the same entity profile is already being used to refer to two distinct real world
entities. In these cases, we would like to take corrective action, by performing a
merge and a split, respectively.

The ENS supports the merge and split operations as follows. In the case of
a merge operation, we select one of the existing identifiers (i.e., the one that
according to the system statistics belongs to the most popular entity of the two)
to be the identifier of the merged entity. The other identifier will still exist, so
that users can refer to it, but only the selected identifier will be returned as
a result. When splitting an entity representation into two new ones, we have
no option but creating two new identifiers, since the old identifier has been
used to refer to a non-existing (wrong) entity. In both cases, the system keeps
the history of changes in order to be able to undo these operations. We also
provide a service that makes the information about these changes available for
users (and/or machines) to read, however in the current version the merge/split
operations can be performed only manually.

Monitoring of Repository Usage. The way that users access the system and
interact with it may provide useful insight on what actions to take in order to
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improve the performance of the ENS. Therefore, we monitor the data streams
relevant to the usage patterns of the system. We have extended and adapted
algorithms that can operate in an online fashion, and are flexible enough to
allow effective and efficient data analysis of the incoming data streams [28,19].
By monitoring and analyzing the way users interact with the ENS we can further
improve the ENS services.

3.6 Security and Trust

To provide services for a large number of users, the ENS has a specific set of
security requirements. These include access control requirements (fine grained
policies, easy policy specification, automated access control enforcement), legal
and privacy requirements (to be able to control in a confidential way, who can
modify entity profiles) and usability requirements.

Our security architecture is based on advanced use of certificate technologies.
Figure 1 shows a high-level view of the main elements of the security infrastruc-
ture and their interactions. Trust in ENS community is based on certificate au-
thorities that qualify the ENS, third party service providers and users by means
of identity and attribute certificates, compliant with X.509 [29] standard. The
infrastructure adopts several widely-used security technologies such as https10,
Web Services security standards11, and secure e-mail12.

Fig. 1. ENS Security Architecture

All communications between a user and the ENS are realized through security
proxies located at both at the ENS and the user sides. We have chosen a proxy-
based solution to decouple all security management and technological aspects
from application-level development. The proxy component allows transparent
security management, so that also thin ENS-empowered tools (e.g., MS Word
plug-in, see Section 4) can achieve a high level of secure communications. The
proxy implements latest WS security standards13 and advanced authorization
process based on certificate-based automated trust negotiation model [17].
10 Secure HTTP communications based on SSL/TLS standards.
11 WS-Security, WS-SecureConversation etc. at http://www.oasis-open.org/specs
12 OpenPGP-compliant e-mail security http://tools.ietf.org/html/rfc4880
13 Using Metro high-performance Web Services stack at https://metro.dev.java.net

http://www.oasis-open.org/specs
http://tools.ietf.org/html/rfc4880
https://metro.dev.java.net
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4 Tools

This section discusses tools, which benefit from the services of the ENS. OKKAM
Empowered Tools are extensions of existing tools that both use the services of
ENS, to enrich the processed plain text with entities and at the same time
enable content creation: if an entity description does not exist in the ENS, the
user might decide to create it. In this way, while they benefit from ENS, the ENS
and the whole community benefits from the new content. This mutual feedback
mechanism is intentional and shall foster the adoption of the ENS.

In the course of the OKKAM EU project, a whole suite of such tools is
developed. These tools include an extension to ontology editors Protege and
NeON [18], plugins for office products (MS word, outlook, Open Office), plugins
for popular browsers (e.g. Firefox). In the following we demonstrate the use of
OKKAM-plugins for popular Web tools.

Fig. 2. Okkam4Gmail plugin

4.1 For Web Users

The use of Okkam4Gmail, the Okkam plugin for Google’s webmail is depicted
in Figure 2. The user can enrich and automatically annotate the text he enters.
The extension identifies precisely and automatically entities by linguistic dis-
ambiguation techniques. They include morphological, grammar, syntactic and
semantic analysis of the text. All fundamental information for the disambigua-
tion process, i.e. the whole system knowledge, is represented as a concept-based
semantic network. Expert System’s semantic network, called Sensigrafo14, is a
rich conceptual representation of the language containing more than 400,000
concepts and millions of links between these concepts. Once an entity is identi-
fied by linguistic and semantic analysis, the plugin returns its unique identifier
from the ENS and injects it in an RDFa annotation inside the document. If the
14 Sensigrafo is a trademark of Expert System S.p.A., Italy.

http://www.expertsystem.it/

http://www.expertsystem.it/
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ENS does not contain a record about the entity, a new identifier can be gen-
erated. Okkam4Blogger is a web plugin for the free blog application Blogger15

from Google.

4.2 For the Linked Data Community

The goal of the Linked Open Data16 community is to connect several openly
available datasets on the Web. The initiative is closely related to the Seman-
tic Web community, indeed many of the datasets are published in the form of
RDF/OWL. A link among two URLs shall be interpreted as a owl:sameAs state-
ment. Identifying such links is a very work-intensive task and typically requires
data-source specific heuristics17.

The ENS can help the Linked Data community in particular to store and
represent the links, as the correspond to equivalent entities. The ENS implements
a functionality exposed through the method getAlternativeIDs() (accessible
via Web services), which allows someone working with Linked Data to retrieve
all the alternative identifiers known to the ENS for the same entity18.

5 Evaluation

In this section we report about some of our evaluation experiments, which sup-
port that the ENS can cope with large entity profile collections, show scalable
behavior and high search quality.

5.1 Scalability and Performance

For our scalability experiments we used a large dataset, which we syntactically
generated based on the US Census statistics19. The dataset consists of 100 mil-
lion entities and has a size of ca. 300GB. We queried the system using concurrent
clients. For the performance and scalability evaluation we used a synthetic query
set. Figure 3 depicts the average query throughput figures we measured with a
population of 1, 10 and 100 million entities, with 1-100 clients. For this measure-
ments we used the following configuration: 1 Index server with 8 cores (2.66GHz),
16GB RAM, 1TB disk, Solr 1.4, Tomcat 6, and 16 HBase nodes with 8 cores
(2.66GHz), 8GB RAM, 2x1TB disks, HBase 0.20.2.

5.2 Search Quality

We evaluated the quality and performance of entity resolution on different kinds
of queries over a storage containing 6.5 million entities, include people, orga-
nizations, and locations. We aimed at using queries covering a wide user and
15 http://www.blogger.com/
16 http://linkeddata.org/
17 http://esw.w3.org/topic/TaskForces/CommunityProjects/LinkingOpenData/

EquivalenceMining
18 This function is inspired by what has been called “coreference service” by Glaser

et al. in [15].
19 http://www.census.gov/genealogy/names/

http://www.blogger.com/
http://linkeddata.org/
http://esw.w3.org/topic/TaskForces/CommunityProjects/LinkingOpenData/EquivalenceMining
http://esw.w3.org/topic/TaskForces/CommunityProjects/LinkingOpenData/EquivalenceMining
http://www.census.gov/genealogy/names/
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applications range. For this reason, we collected query sets from four different
sources. The first query set, named ’human msn’, contains 610 queries from the
MSN Search query Log (RFP 2006 dataset)20. These queries are quite short in
length that user provided as input in web search engines, e.g., “whitney hous-
ton”, and “Bloody Mary of England”. The next set, named ’human historical’,
are queries created from text that people included on web pages, for example to
describe members of organizations, e.g., “Patrick de Gayardon French skydiver
skysurfing pioneer”. Our third set, named ’extracted’ contains 315 queries cre-
ated from data extracted from web blogs and news articles. We used two extrac-
tion tools, the OpenCalais, and the Expert System’s21 Cogito. Examples of the
resulted queries are name=“Hillary R. Clinton”, and name=“Barack Obama”.
The last set, named “resolution”, has 1000 queries created from structured DB-
Pedia data. In contrast to the previous sets, these queries provide much informa-
tion for matching while also providing the attribute values. For all queries, we
manually or automatically retrieved the Okkam identifier. Queries are available
upon request.

Figure 4 shows the success rate at different ranks, which measures the per-
formance of Okkam for returning the requested entity in the rank position, i.e.,
as the first answer, third, and seventh. Except for resolution queries, we observe
that the success rate stabilizes relatively quickly around rank 3 at values above
90%. Resolution queries show lower success rates, even though 80% at rank 7 is
acceptable. The difference between resolution and extracted queries is that reso-
lution queries tend to be over-specified, and a wider range of attribute label are
used than in extracted queries. It is interesting to note that for those structured
queries over-specification performs worse than under-specification, whereas for
human keyword queries the inverse is true. This might indicate a problem with
the attribute label similarity. Schema matching techniques will be investigated
to correct this. The average time for processing queries is bellow 0.5 seconds,
which means that Okkam can process up to 1̃20 queries per minute.

20 http://research.microsoft.com/en-us/um/people/nickcr/WSCD09/
21 http://www.expertsystem.net

http://research.microsoft.com/en-us/um/people/nickcr/WSCD09/
http://www.expertsystem.net
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6 Related Work

This paper presents the overall ENS and demonstrates through experiments,
that the system can cope with large entity profile collections and high number
of users. Thus, together with the OKKAM-empowered tools it can contribute
to realize entity oriented information systems. The conceptual model for reusing
OKKAM identifiers on the Web is discussed in [5]. The paper [7] presents and
early prototype of the ENS, the system and the corresponding ecosystem we are
presenting in this paper has significantly improved since these early versions.
The paper [6] focuses business-oriented use cases, scenarios and application pro-
totypes that might benefit from the use of the ENS.

OpenCalais [22] is a popular plugin for Web browsers. Using the plugin, the
identified named entities are highlighted on the Web page. The entities have an
identifier, however this might be not globally unique. The entity descriptions (if
they exist) are kept private and the Web users are not allowed to enter or edit
their own entities. On the contrary, the ENS provides unique identifiers and also
one can edit the entity profiles, under some access restrictions.

The zemanta [30] plugin, which is available for popular email and blog soft-
ware, empowers their users to automatically associate the text they are writing
with resources on the web, such as pictures, wikipedia links, etc. As far as we
know, they do not use globally unique identifiers.

Bautin et al. [1] propose an entity search engine. They construct concordance
documents for each entity consisting all sentences, which contain references to the
entity from their large text corpus. They do not provide tools or the possibility
of editing entity profiles (concordance documents) and also they do not use
globally unique identifiers. On the other hand they try to discover and depict
the relations among entities, which the ENS does not support in this version.

OpenID [23] uses unique identifiers, but for a very different goal: they try to
realize that users can identify themselves at different services with the same id
and password.

7 Conclusion and Future Work

We implemented an enabling infrastructure, the Entity Name System, which
opens the possibility to realize the web of entities. Our scalability and search
quality experiments suggest that the ENS is able to serve a larger user com-
munity. The ENS is accompanied by a number of tools, which both exploit the
services of the ENS, thus improving application experiences for users through
disambiguation, and offer the possibility of content creation. In this way the
whole user community can benefit from the individual contributions, and shall
result a continuous entity population growth.

The ENS is currently used in several pilot projects including the semantic in-
formation mashup Sig.ma 22 and at the Italian new agency ANSA23. The unique
22 http://sig.ma
23 http://ansa.it

http://sig.ma
http://ansa.it
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identifiers provided by ENS are also utilized in a private setting to manage pub-
lication records at Elsevier24 and to manage a large software product portfolio at
SAP25. The ENS is also used to link physical entities to electronic ones, through
QR codes, in the city of Manor, Texas, US.
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Abstract. Data schemas are primary artefacts for the development and
maintenance of data intensive software systems. As for the application
code, one way to improve the quality of the models is to ensure that they
comply with best design practices. In this paper, we redefine the process
of schema quality evaluation as the identification of specific schema con-
structs and their comparison with best practices. We provide an overview
of a framework based on the use of semantics-preserving transformations
as a way to identify, compare and suggest improvement for the most sig-
nificant best design practices. The validation and the automation of the
framework are discussed and some clarifying examples are provided.

Keywords: Database schema, schema evaluation, schema improvement,
schema transformation.

1 Context and Motivation

Modeling activities are increasingly important in software engineering. Accord-
ing to the Model Driven Engineering (MDE) paradigm, database schemas are
considered first-class artefacts. Due to the increasing cost of software design
flaws, early evaluation techniques, that are quite common in software engineer-
ing, also prove necessary in the domain of database schema design. The use of
software metrics have long been adapted to schema evaluation. They provide a
synthetic measure of the quality of a schema by comparing some of its global
characteristics to those of a set of reference schemas. The authors believe that
the next step in schema evaluation should be the precise identification of schema
defects according to a set of commonly agreed best practices that are to ensure
specific requirements such as expressiveness, maintainability, evolutivity, perfor-
mance, etc. From these defects and their scaling against best practices, it should
be possible to measure the quality of a schema and to suggest improvement.

Considering these best practices, the scope of the work described in this paper
is the evaluation and the improvement of database schemas for both existing
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and under development systems. It relies on the use of semantics preserving
transformations and on the identification of schema structures that have been
defined to express specific application domain fact types. This analysis is used
for evaluating the schema by comparing its structural content to a reference
frame and the requirements of the schema context. The improvement activity
will modify the schema structure in order to increase its compliance with the
context while preserving its semantics.

In section 2, we present the conceptual background of our work, specifically
the abstraction/paradigm space, the representation of heterogeneous schemas
and the concept of schema transformation. In section 3, we define the concepts
at the basis of the framework, namely equivalence classes of constructs, best
practices, schema context and construct ranking. In section 4, we illustrate the
framework through an example of alternative representations of a common data
schema construct. In section 5, we suggest a possible application of the framework
for the evaluation and the improvement of schemas. In section 6, we provide some
hints about the limits identified so far. Section 7 shows how the framework can
alleviate the problem of quality framework validation through field case studies.
Sections 8 (Related works) and section 9 (Conclusions) are as usual.

2 Background

In this section we briefly (re)define some basic concepts and techniques that will
be used to build our framework.

2.1 Abstraction Levels, Modeling Paradigms and Semantics

Database engineering processes generally rely on a hierarchy of abstraction levels.
Currently called Model-Driven Engineering, multi-level approaches have been
described since the seventies, when the terms conceptual, logical and physical
were coined by several authors in the database realm. A formal description of
the information/data structures of a database, be it in construction or in use, is
called a schema.

A schema is positioned at a certain level of abstraction, depending on the
technical detail it provides. In addition, a schema is expressed in a specification
language, based on a definite paradigm (table 1). Entity-relationship (ER) with
its many variants, UML class diagrams, relational, object-relational, XML, IMS,
standard files and even schema-less, are some of them. The database community
calls them models (e.g., the relational model), a term we will use in this paper.
There is an agreement on which abstraction level a given paradigm best fits. For
instance, the Entity-relationship model is as its best at the conceptual level while
the object-relational model should be used at the logical level. This defines a
two-dimension space in which an arbitrary schema can be located and evaluated.
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Table 1. A part of the abstraction/paradigm space

Abstraction Paradigms
Conceptual Historical ER, rich ER, Merise (Individual model), EER, UML class diagrams,

OO, Bachman DS, NIAM, ORM, binary ER, etc.
Logical Relational, object-relational, OO, hierarchical, network, shallow, standard files,

XML DTD, UML class diagrams, XML Schema, binary ER, etc.
Physical Oracle, DB2, SQL Server, PostgreSQL, MySQL, COBOL files, IMS, IDS2, IDMS,

Caché, ZODB, ADO.NET, etc.

A schema will be considered suitable if the constructs1 it is made up of comply
with the usual way of doing according to the dimensions that define its position
in this space.

Though a paradigm is considered suitable at some, but generally not all,
abstraction levels (e.g., binary ER), we sometimes observe some cultural border
crossover when a construct of one paradigm is used at an unusual position, in
a foreign paradigm or in a non standard abstraction level. We mention three
examples. A foreign key, which typically is a relational construct, could be found
in an ER schema to avoid spaghetti-like schemas, for instance to reference DATE,
LANGUAGE or NOTE general-purpose entities from hundreds of places in the
schema. Some developers, quite familiar with XML processing tend to build
database conceptual schemas that closely resemble a collection of tree structures.
Finally, many current databases result from the straightforward migration from
an obsolete technology, so that their schemas exhibit structural idiosyncrasies
inherited from this technology.

The position of a schema construct in this space must be further refined by
considering whether the intention of the designer has been translated adequately.
In other terms, given a construct C, does C best expresses its intended seman-
tics? We will call this property semantic expressiveness. A simple example will
clarify the point. In modern ER models there is a wide agreement on representing
sub-categories C11, C12, . . . , C1n of a reference category C1 in the application do-
main by an is-a relation between supertype C1 and subtypes C11, C12, . . . , C1n.
However, there are other ways to express these subcategories, such as by dis-
tributing the supertype components among the subtype (downward inheritance),
by integrating the subtype components within the supertype (upward inheri-
tance) and by representing is-a relation by one-to-one relationship types (is-a
materialization). Therefore, there are often several ways to translate the idea of
sub-category, but some can be considered more expressive than others.

To summarize, a schema is positioned at a certain level of abstraction, is
expressed in a certain paradigm and is intended to translate the intention of the
designer. A construct C of this schema can be evaluated through three questions:
Does C naturally belong to this paradigm? Does C feel comfortable (so to speak)
at this abstraction level? Does it best translate the intention of the designer? Our
1 A construct is a distinct part of a schema considered as a whole for the purpose of the

discussion. Typically it is a data structure (entity type, foreign key, is-a relation, the
set of columns of a table, index) or a constraint. We consider in this paper constructs
whose structure can be defined formally in a generic way, that is, through a pattern.
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research consists in converting the answers to these questions into a fine-grained
evaluation of a schema and into opportunities for improvement.

2.2 Schema Expression: The GER Model

Considering the multi-dimensional framework described above, we must be able
to express non standard schemas that do not meet the ideal rule only one
paradigm at only one abstraction level. In addition, a transformation can move a
construct across abstraction levels and paradigm boundaries. Therefore, we will
base the evaluation framework on a large spectrum data model encompassing
all the abstraction levels and paradigms, namely the Generic Entity-relationship
model, GER in short [1]. The GER is an extended Entity-Relationship model
including, among others, the concepts of entity type, domain, attribute, rela-
tionship type, method, inheritance, primary and foreign keys, index, as well as
various constraints. It also serves as a generic pivot model between the major
database paradigms. In fig. 1, we illustrate the graphical notation of the GER ob-
jects used afterward. The graphical notation also supports informal notes (yellow
boxes), which will be used to provide information that is not expressed struc-
turally. For instance, a foreign key expressed informally through a note will not
be declared in SQL-DDL but will be implemented in the application code. Such
constructs are called implicit constructs [2]. For instance, in fig. 4, schema (e) in-
cludes two explicit foreign keys IdA and IdB to A, denoted by keyword ref, while
in schema (f), these attributes form implicit foreign keys, defined through two
informally noted inclusion constraints. Among both foreign key specifications,
the first one clearly is of better quality.

An operational model M , that is, a model that is actually used in the design
environment, can be described by a GER submodel, comprising a subset of the
GER constructs together with a set of assembly rules that valid schemas must
satisfy. A M-compliant schema is a GER schema that includes only constructs
allowed in M and that satisfies all the assembly rules of M.

2.3 Schema Transformation

In this paper, we will address the multiplicity of representations of a given con-
cept. The most appropriate tool to study this phenomenon is the transforma-
tional framework according to which a construct C in a schema can be replaced
with another construct C’ in a way that preserves some characteristics of C.
In particularly, we are interested in semantics preserving, or reversible, trans-
formations that produce constructs C’ that model exactly the same application
domain situations as C does. A transformation is reversible iff there exists a
function g with inverse g’ such that, for each valid instance c of C, g(c) is a
valid instance of C’ and c = g’(g(c)). Provided we have at our disposal an ap-
propriate set of reversible transformation operators, a fairly large collection of
constructs equivalent to C can be generated. The interested reader is referred to
reference [1] for a more detailed description of the transformational approach.
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Fig. 1. Sample of GER schema at the conceptual level

3 Definitions

When a designer expresses an application domain fact type in a schema, s/he
uses the data model construct that best fits its intention. The construct that
most, if not all, skilled designers would choose in this situation is called a best
practice2. Best practices are defined considering the possible alternative rep-
resentations and the context in which the schema is used.

3.1 Semantic Equivalence Classes and Best Practices

Semantic equivalence class of a construct. We consider K, the collection
of all the constructs of the GER that are pertinent in some engineering pro-
cesses and a set of transformations T . Let us also consider a construct C from
K and all the equivalent constructs that can be derived through the reversible
transformations of T . All these constructs, together with C, form an equiva-
lence class called ec(C). Since only reversible transformations have been applied,
∀C′ ∈ ec(C), ec(C′) = ec(C). We now consider the function sec : K → (K×2K)
which associates to each construct in K its semantic equivalence class (sec).
sec(C) is an equivalence classes in which the specific element C has been tagged.
We call C the intention of this equivalence class. sec(C) provides all the con-
structs a designer can introduce in a schema to express the semantics (the appli-
cation domain fact type) of C, hence the name semantic equivalence class or sec.

The concept of best practice. Let us consider a structure comprising a cate-
gory A together with two of its sub-categories A1 and A2. It typically translates
into an is-a relation construct. However, under certain circumstances, other
equivalent constructs can be used instead as we have shown it in section 2.1.
If we call C the is-a relation, sec(C) includes all the constructs that express
2 Intuitively, a best practice is a common practice among skilled designers.
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category/sub-category structures, including C itself. C is the intention of its
semantic equivalence class. For a seasoned designer, the is-a relation is the pre-
ferred translation but others can be used instead, though with a lower preference
level. To better describe the notion of preference, we assign to each member C′ of
sec(C) a preference score expressing the extent to which an expert designer will
accept to use C′ to express the semantic of C. The higher the score, the better
C′ will be to express this semantics. The preference score can be defined by a
number or, more simply, by a partial order relation (C” < C′ if C′ is preferred
to C′′ to express the semantics of C). However, as we will discuss it later on,
the preference scoring of sec is context dependent. We will call best practices of
sec(C) the constructs with the highest preference score. It must be noted that,
depending on the context, C may not be the best practice in sec(C).

Generation of SEC. The equivalence class of a construct C can be obtained
by recursively applying the transformations of T until no new construct can be
produced. However, this naive approach can lead to a very large (and, depending
on T , possibly infinite) set of constructs of which only a small subset would be of
interest. Appropriate meta-rules are necessary to keep the process into reason-
able limits. Considering the is-a pattern, one can adopt a regularity of treatment
meta-rule according to which each sub-category of a given category must be
expressed in the same way. For example, a construct obtained by applying the
upward inheritance transformation to one sub-category and the materialization
transformation to another one would be rejected. Another example: when an en-
tity type EA results from the transformation of an attribute A, the attribute(s)
of the latter cannot be further transformed through the same transformation
(figure 2).
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...

Fig. 2. Infinite transformation of an attribute

3.2 Context and Best Practices

The context of a schema S under evaluation is the external conditions that de-
fines its intended use. S has been designed for the abstraction level A, according
to the paradigm P and to meet design criterion D3. We call (A, P, D) the context
of S. Given a construct C that can appear in schema S, a scoring function is
assigned to sec(C) for a given context.

3 For simplicity, we consider that a schema is to meet one design criterion only.
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Fig. 3. (a)Relational schema with functional dependency. (b) Normalized schema. (c)
Optimized schema.

Any model M is a point in the abstraction/paradigm space illustrated in
table 1 (e.g., (conceptual, “binaryER”), (logical, “SQL3”)). The members of
sec(C) comply with the GER, but, being independent of any abstraction level
and paradigm, they may not all comply with M . So, we introduce the concept
of projection of a set of constructs on a model. Let us consider KM ⊆ K and
model M , such that KM is the set of constructs that are valid in M . KM is the
projection of K on M . The projection can be applied to semantic equivalence
classes. We note secM (C) the subset of constructs in sec that are M-compliant,
i.e., secM (C) = sec(C) ∩KM .

Now, we classify the members of secM (C), (∀C ∈ KM ) according to the
evaluation criterion D. We assign (in a way that will be discussed later) each
member of secM (C) an order number, or, best, a numeric score in the range
[0− 1]. The first member(s) being the most appropriate according to D and the
last one(s) the worst one(s). As we have said above, the intention can be, but
need not be, the first member. For instance, in the sec of a foreign key at the
conceptual level, the one-to-many relationship type will probably be assigned
the highest score for D = Expressivity. Figure 3 describes a simple sec of
unnormalized relation R for the SQL2 logical model. Considering access time
optimization criterion, schema (c) can be assigned the highest score, since it is
optimized for R∗S join while being easy to implement through a (non minimal)
foreign key4. It is followed by schema (a), itself followed by schema (b). Of
course, the Normalization criterion would have yielded quite different scores.

Considering construct C, the bestpractice for C in a given context (A, P, D)
is the member (or members) of sec(C) with the highest score.

4 Illustration

In this section, we illustrate the concepts of semantic equivalence class and
schema context.

Figure 4 represents eight typical constructs that translate the category/subca-
tegory structure where subcategories are pairwise disjoint. In these subschemas,
AttX stands for a set of attributes of the entity type X ; AttX[0-1] means that
all these attributes are optional; tag id in the 3rd compartment declared a
4 This pattern is known as the Elementary Key Normal Form.
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Fig. 4. SEC representing the category/subcategory with a partition constraint

primary key; coex means that the attributes must all be null or all not null;
exact-1 means that exactly one attribute must be not null; ref declared a for-
eign key. Since constructs (b) to (h) can be derived from construct (a) through
semantics-preserving transformations, this set can be considered the sec of any
of its members, in particular (a). The constructs (b), (c) and (d) are com-
mon alternative representations of is−a relations that are obtained respectively
with the materialization, downward inheritance and upward inheritance trans-
formations. (e) and (f) are derived from (b). In (e), the primary/foreign keys
translate the relationship types of (b). In (f), the foreign keys are not declared
but the referential constraints are expressed informally. (g) and (h) are obtained
by the transformation of (d). In ER-like models, (b) will be considered the most
expressive construct.

Let us now project this set of constructs on some point in the (A,P) space,
namely: conceptual extended entity-relationship, logical IMS, logical relational
(SQL2) and logical object-relational (SQL3). In table 2, we indicate the results of
the projections on these four models. For convenience, we consider that models
EER, SQL2 and SQL3 each include a language or a mechanism (OCL-like, check,
triggers) to express coex and exact-1 constraints.



Transformation-Based Framework 325

Table 2. Suitability of the structures of fig. 4 in 4 projections

(a) (b) (c) (d) (e) (f) (g) (h)
Conceptual EER X X X X - X X X
Logical IMS - X X - - X - X
Logical Relational - - X - X X X X
Logical Object-relational X - X - X X X X

One can observe that nearly all structures of the sec are compatible with the
EER model. The only exception is the foreign key. The IMS model is the most
restrictive, as it imposes a strongly constrained tree-like structure between entity
types (called segment types in IMS vocabulary). The relational model accepts
five constructs. Its restrictions come from unsupported object types: relationship
types, is-a relations and complex attributes. Finally the object-relational model
is able to represent all sec constructs but relationship types and compound
attributes.

We can classify the constructs of the four sec resulting from these projections
according to a fitness criterion combining expressivity (specially for EER) and
ease of implementation (specially for logical models). The goal of such ranking
is to associate a score to the constructs, that will help for the evaluation of
the schema and in the choice between alternatives. There are different ways
to determine the scores. Among them, we are turning toward the collection of
expert opinions. It aims at placing the structure on a quality scale. We apply the
fitness criterion after a projection on the logical relational model. As a rough
guide, we place the remaining structures in a 5 grades ordinal scale (very bad,
bad, average, good and very good) as follow: (h) < (f) < (c) < (g) < (e).
Obviously, the quality rating can be based on a numerical scale, in order to
provide a more precise classification.

5 Framework Application

An important issue in software engineering is the evaluation of the quality of a
system. Software metrics have long been the favourite techniques to evaluate this
quality. Though they are not always easy to interpret, metrics are easy to com-
pute and they provide an immediate quantitative result [3,4,5]. However, when
applied to database schemas, they are generally based on counting atomic ob-
jects such as entity types, tables, attributes, etc. independently of their intended
meaning.

The approach described in this paper makes it possible to integrate seman-
tic aspects in qualitative and quantitative evaluations. A qualitative evaluation
requires a classification based of a simple order relation among the members of
each sec. Such classification is easy to achieve. However it will neither provide
a global score for the schema quality, nor allow one to quantify the difference
between two schemas. It allows one to identify construct instances, that are not
a best practice and that can be improved, together with the possible changes.
The quantitative evaluation requires a classification based on a more or less pre-
cise numeric scale. The grading will obviously require more effort from experts.
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Though defining metrics, their computation and their interpretation are beyond
the scope of this paper, we will suggest two metrics to develop quantitative
evaluations based on this framework.

The first suggested metrics is the Individual sec evaluation. It computes
the average quality score of a schema S for a particular sec, defined by its
intention I. We note sec(I) the semantic equivalence class, M the model of S
and D the criterion according to which secM (I) has been classified. The metrics
is defined as follows:

IndividualScoresecM (S, I) =
∑

c∈secM (I) �{inst(c,S)}×scoreD(c)∑
c∈secM (I) �{inst(c,S)}

where inst(c, S) is the set of all instances of the construct c in the schema S and
scoreD(c) is the score of c according to criterion D.

The second metric is the Global sec evaluation. It evaluates the average
score of a schema in a particular context using the sec of the most significant
constructs of M . We note II the set of these significant constructs. We associated
a weight to each construct I (and its corresponding sec) in order to define their
importance. We define normalized weights weight(I) in the range [0− 1] so that
their sum is equal to 1. The metric is defined as:

GlobalScoreM(S) =
∑

I∈II weight(I)× IndividualScoresec(M)(S, I)

The evaluation of the schema through the identification of deviations from best
practices naturally leads to its improvement according to a definite criterion D.
The improvement process takes into account the classification of the sec of the
most significant constructs (II) in order to maximize the schema quality. Though
the specification of a complete improvement method is beyond the objective
of this paper, we will sketch a tentative heuristics: for a specific I ∈ II, we
transform each instance of I into the instance of secM (I) that has the highest
score. Figure 5, represents the sec of is-a relation expressions of fig. 4 projected
on the SQL2 model, that is, secSQL2(Cis−a). Edges represent standard reversible
transformations, acting as improvement paths, and scores translate numerically
from 1 to 5 the very bad to very good scale of section 4. In some cases, the
improvement path uses transformations that lead out of secM . In this case, the
transformation chain has to form a path that goes back in the projected sec
(e.g., transform (c) into (e)).

In the remainder of this section, we apply this approach on a small schema.
In fig. 6, we represent 2 equivalent EER schemas. We identify in schema (a)
two significant constructs which, considering the expressiveness criterion, are
of poor quality (they have a low quality score in their respective sec). The
optional attribute DiscontinuedDate is the date from which the product has
been discontinued. Its sec contains, among others, a representation based on
an is-a relation, suggesting that the attribute represents a specific category of
product. We note CAtt the attribute construct and Cisa its is-a alternative. The
construct comprising entity types DETAIL, DET_ORD and DET_PRO, together with
their relationship types, is a complex but valid expression of a single many-to-
many relationship type very common in some legacy IMS databases. We note
CRTs this complex construct and CMM the many-to-many relationship type.
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Fig. 6. Evaluation and improvement of a conceptual EER schema

For the purpose of the example, we consider the same 1 to 5 coarse-grained
classification as above. The classification assigns the score 2 to CAtt and 5 to
Cisa. CRTs receives the score 1, while CMM gets a 5. Cisa and CMM are the
only constructs in their sec with the maximum score. These scores allow to
compute the IndividualScore metric. The results are trivial since they correspond
to the score of the only construct of the sec present in the schema. As a rough
guide, we assign CAtt and CRTs respectively scores 0.4 and 0.6. The results are
the following: GlobalScore(EER,expressiveness)(a) = 0.4 × 2 + 0.6 × 1 = 1.4 and
GlobalScore(EER,expressiveness)(b) = 0.4× 5+0.6× 5 = 5. The expressiveness of
(a) tends to be very bad while the score of (b) is maximum. The improvement
process transforms (a) into (b).

6 Limits

The framework described in this paper is under evaluation through a collection
of case studies. Though is is too early to draw definitive conclusions and to
specify precisely its application domain, we have identified some issues that will
be addressed in the near future. We will mention two of them.

Interactions are possible between the constructs of two distinct sec. We distin-
guish two types of interactions. In the first one, a construct appears in different
SEC. In this case, an in-depth analysis has to be done in order to determine the
very purpose of the structure. This can be performed using reverse engineering
methods, and particularly the conceptualization step, through which the seman-
tics of a technical construct is elicited. This implies that the identification of
some sec construct instances may not be fully automated and requires human
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Fig. 7. Relations between constructs of different semantic equivalence classes

intervention. This problem is illustrated in the Fig. 7, where the 1-to-1 rela-
tionship type can be involved in an category/subcategory relation, a relation
between two different concepts (employee-car) or a concept fragmentation.

The second type of interactions concerns structures that have a common part
or structures included in others. We use the structure (a) in the fig. 4 in order
to illustrate the problem. The attribute AttsA can be transformed into an entity
type independently of entity type A and the is-a relation. Such transformation
is used to extract a concept included in an other. The construct involved in this
transformation should only take into account entity type A and its internal com-
ponents (excluding the is-a relation) and is included in (a). As in the previous
case, such problems may require some interactions with a designer.

As a second example of challenge already identified, it appears that addressing
several criteria may lead to a conflicting situation. For example, the minimality
criterion may contradict “expressivity". Normalization versus optimization is
another popular example.

7 Validation of the Framework

The validation and tuning of an evaluation framework is such a complex, costly
and time-consuming task that it is seldom carried out according to standard
validation methodologies. Ideally, one should collect dozens of real schemas of
realistic size, that is, including at least 40-50 entity types or tables, and submit
them to dozens of experts in data modeling who are asked to evaluate them
according to various quality criteria such as expressivity, readability (for differ-
ent stakeholders), maintainability, evolvability, time/space performance, DBMS-
independence, etc. Considering that good experts are both scarce and very busy,
proceeding in this way is quite unrealistic. As a consequence, many proposals are
tested on closed systems comprising a teacher in IS design together with his/her
students, a procedure sometimes considered unreliable.

The framework described in this paper makes it possible to lower the cost of
the validation process.
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1. First, the framework relies on the concept of sec, the generation of which
can be, to a large extent, automated. However, the ordering of their mem-
bers must be performed by experts. We can formulate two observations. (1)
Though K can be an infinite set of patterns (depending on T), practice has
shown that only a subset of about 20 constructs is sufficient to built most
real schemas. (2) This provides us with about 20 sec, most of them com-
prising from 5 to 10 members. Ordering these sets of constructs is much
easier and more deterministic than evaluating complete schemas. According
to a first experiment involving four high level industrial experts5, assigning
value scores to one sec according to one criterion (e.g. expressiveness) takes
about 15 minutes and the results show very little variation among experts.
Processing the most useful sec for one major criterion requires less than one
day per expert, so that the complete parametrization of the framework can
be performed in a matter of one or two weeks.

2. Evaluating a schema according to a set of ordered sec is an automatic task.
Identifying constructs and their intention depends on the (still unknown)
quality of the schema, so that a conceptualization step may be necessary.
This process is automatic to a large extent6.

3. It remains to check the validity of the framework. Here, relying on teach-
ers and students makes sense. (Last year) students form a realistic sample
of designers of various skills, ranging from desperately inapt to experienced
and ingenious. On the other hand, teachers are expected to be expert in
evaluating the quality of medium size schemas. Therefore, comparing and
aligning academic and automated evaluations allow the tuning of the eval-
uation framework. These validation and alignment processes still are under
investigation.

8 Related Work

In the context of data schemas, very few authors seem to have explored the use
of reversible transformations to deal with schema quality. Among them, Codd
proposed the concept of relational normalization [6]. The normalization process
relies on the use of transformations in order to eliminate problematic functional
dependencies. Compared with our framework, it deals with a no redundancies cri-
terion. An early synthesis of the existing normal forms was proposed by Kent [7].
Another proposal was made by Assenova and Johanesson [8], who used reversible
transformations to increase the understandability of the conceptual models, a cri-
terion they decomposed into smaller quality criteria. In their work, a qualitative
quality indicator is associated to transformations for each criterion. In our frame-
work, we choose to relate the quality to the structure itself and develop more
precise indicators. Burton and Weber [9] realized a study on the use of attributes
in relationship types and its impact on schema clarity. Their observations were
5 From the ReveR company, specialized in database reengineering.
6 The DB-MAIN CASE tool we have been developing since 1993 includes pro-

grammable assistants that support this process.
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based on equivalent schemas. A similar work was carried out by Gemino and
Wand [10] on the use of mandatory properties and subtypes on ER schemas.
Both proposals deal with schema quality and propose solutions to increase it,
but none highlights the use of reversible transformations. Outside the context
of data schemas, Bouhours et al. proposal focuses on the transformation of soft-
ware architecture according to quality requirements [11]. Their transformations
consist in applying design patterns that best satisfy the requirements (another
name for design criteria). Finally, Kurtev [12] uses the concept of transformation
space for dealing with schema quality. Such space represents a transformation
by its initial and resulting structures and allows to link it with quality indica-
tor. However, studied objects are atomic, while we consider semantically richer
constructs.

9 Conclusion

The framework described in this paper intends to improve the precision and the
automation of the evaluation of a database schema according to a definite crite-
rion. Built on the transformational paradigm, it provides a sound and rigorous
basis to develop evaluation strategies (including metrics-based ones) and im-
provement techniques. In particular, it makes explicit and implements the idea
that a designer chooses, among a collection of candidate constructs (semantic
equivalence class), which best fits its intention, that is, the fact type from the
application domain. A defect in a schema occurs when this choice does not prove
to be optimal. The framework makes it possible to identify this collection and
the best choice, called best practice.

The framework also shows the importance of the three components of the
context of a schema: the level of abstraction, the paradigm (that both form the
data model) and the design criterion.

At the present time, we are parameterizing and validating the framework
through practical case studies and with the help of a community of expert
designers. We intend to compare the results of our framework with synthetic
metrics-based approaches. In addition, we are developing a tool, built on the
DB-MAIN platform, to identify significant patterns in a schema, to associate
with each of them a quality score according to a definite criterion and to suggest
improvement transformations.
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Abstract. The first step of most database design methodologies con-
sists in eliciting part of the user requirements from various sources such
as user interviews and corporate documents. These requirements formal-
ize into a conceptual schema of the application domain, that has proved
to be difficult to validate, especially since the visual representation of the
ER model has shown understandability limitations from the end-users
standpoint. In contrast, we claim that prototypical user interfaces can
be used as a two-way channel to efficiently express, capture and validate
data requirements. Considering these interfaces as a possibly populated
physical view on the database to be developed, reverse engineering tech-
niques can be applied to derive their underlying conceptual schema. We
present an interactive tool-supported approach to derive data require-
ments from user interfaces. This approach, based on an intensive user
involvement, addresses a significant subset of data requirements, espe-
cially when combined with other requirement elicitation techniques.

Keywords: Information systems engineering, Requirements engineer-
ing, Database engineering, Human-computer interfaces reverse
engineering.

1 Introduction

Data modeling plays a pivotal role in Requirements engineering, as it defines
the semantic core of the future application. Accurately eliciting and validating
user requirements are vital to build reliable specifications of the data application
domain. Database engineering precisely focuses on data modeling, where these
requirements are typically expressed by means of a conceptual schema, which
is an abstract view of the static objects of the application domain. Designing
databases often relies on various requirements elicitation techniques such as the
analysis of corporate documents and interviews of stakeholders. However beyond
the initial collection of the requirements, these techniques usually do not actively
and interactively involve end-users.
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Still, the necessity to associate end-users of the future system with its speci-
fication and development steps has long been advocated [1]. End-users can per-
ceive the qualities and the flaws of the information systems currently used, and
since they know “how business is done” in the developing environment, they have
the ability to state what could be done to improve it [2]. Involving them in the
expression of their needs and in the definition of an appropriate solution can
therefore reduce their resistance toward a new information system infrastruc-
ture and stimulate productivity [3]. As for the validation of these data require-
ments, their formal graphical representation is often difficult to grasp for the
end-users. Indeed, while analysts focus on building requirements meeting vari-
ous expectations (correctness, completeness, consistency, ...), requirements from
the end-users standpoint need to be understandable and expressive enough.

In order to tackle this issue, we present an approach to elicit and validate
database requirements, based on end-users involvement through interactive pro-
totyping, and adapting techniques coming from various fields of study. By taking
advantage of their expressiveness and understandability, we adopt form-based
user interfaces as a two-way channel to efficiently express, capture and validate
data requirements with end-users. In particular, we capitalize on the transfor-
mational power of data structure Reverse engineering techniques, which aim at
extracting specifications from existing artifacts.

This approach relies on the principles of the ReQuest framework [4,5], which
provides a complete methodology and a set of tools to deal with the analysis,
development and maintenance of web applications. This approach proved that
it is possible to efficiently and swiftly involve end-users in the definition of their
needs. Whereas ReQuest deals with data modeling and the dynamic aspects of
the future application (such as task analysis, behavior of the application, etc.),
while providing generators for several of its components (database, framework
skeleton, etc.), here we focus specifically on improving the data requirements
process, leading the interfaces to appear as a means rather than an end product.

The remainder of the paper is structured as follows. Section 2 delineates the
research context, while Section 3 describes the related works. The main principles
of the proposal are detailed in Section 4. In Section 5, we elaborate on key
aspects of our approach, namely Reverse engineering, modular refinement, view
integration and transformational approach. Section 6 briefly presents the tool
kit supporting the proposed methodology. Finally, in Section 7, we discuss the
merits and limitations of our proposal and anticipate future work.

2 Research Context

The process of designing and implementing a database that has to meet specific
user requirements has been described extensively in the literature [6] and has
been available for several decades in CASE tools. It consists of four main sub-
processes: (1) Conceptual design through which user requirements are translated
into a conceptual schema; (2) Logical design, which produces an operational log-
ical schema that translates the constructs of the conceptual schema according
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to a specific technology family; (3) Physical design, which augments the logical
schema with performance-oriented DBMS-specific constructs and parameters;
(4) Coding, which translates the physical schema (and some other artifacts) into
the DDL (Data Definition Language). Transformational and generative tech-
niques allow one to automate the production of logical and physical counterparts
of the conceptual schema [7], as well as artifacts of the final application [8], such
as database code, program fragments, interface forms, etc.

In this paper, we focus on the primordial conceptual design, for which the
Entity-Relationship (ER) model has long been the most popular medium to ex-
press conceptual requirements [9]. Its simplicity, its graphical representation, the
availability of numerous CASE tools that include an ER schema editor (should)
make it the ideal communication medium between designers and users. However,
despite its merits, the ER formalism often fails to meet its objectives as an effec-
tive end-users communication medium. The reason is easy to grasp: a conceptual
ER schema is actually a graphical presentation of a large and complex set of 1st
and 2nd order predicates, and implicitly conveys non trivial concepts such as
sets, non-1st normal form relations (NF2), algebraic operators, candidate keys
and functional dependencies. Fig. 1(a) shows a small conceptual schema and its
NF2 relational interpretation according to the GER formalism [7]. The intrinsic
complexity of the requirements has been concealed by the apparent intuitiveness
of the ER graphical notation but has not disappeared.

On the other hand, most users are quite able to deal with complex data struc-
tures, provided they are organized according to familiar layouts. In particular,
electronic forms have proved to be more natural and intuitive than usual concep-
tual formalisms to express data requirements [10], while making the semantics

Fig. 1. (a) An ER schema and its formal expression. (b) An almost equivalent electronic
form and its informational contents.
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of the underlying data understandable [11]. This naturally leads to ponder the
idea of using such forms as the preferred way to describe data structures in
requirements engineering processes.

3 State of the Art

The strong link existing between graphical interfaces and data models is usu-
ally exploited in forward engineering. Indeed, as we have seen, it is relatively
straightforward to produce artifacts such as form-based interfaces from a con-
ceptual schema. Conversely, a form contains data structures that can be seen as
a particular view of the conceptual schema. The transition from one to another
has been shown to be tractable [12], so that database Reverse engineering tech-
niques can be applied to recover a fragment of the conceptual schema. These
techniques can be combined with prototyping, which may also act as a basis for
interviews or group elicitation [13], while providing early feedback [14].

Deriving requirements from prototype artifacts has a long tradition. In 1984,
Batini et al. studied paper forms as a widely used means to collect and commu-
nicate data in the office environment. Later on, Choobineh et al. [10] explored a
form-based approach for database analysis and design, and developed an analyst-
oriented Form Definition System and an Expert Database Design System that
incrementally produced an ER diagram based on the analysis of a set of forms.
Kösters et al. [15] introduced a requirements analysis method combining user
interface and domain analysis. Rollinson and Roberts studied the problem of
non-expert customization of database user interfaces in [12], and developed a set
of graph-oriented transformations to extract an Extended Entity-Relationship
schema describing an interface’s information content. More recently, Yang et al.
inquired about the WYSIWYG user-driven development of Data Driven Web
Applications, while transparently generating their underlying application model
on the fly [16]. We can observe that all these approaches rely on the same core
principles: (1) build a set of form-based interfaces; (2) extract the underlying
form model; (3) translate the form model into a working data model; (4) pro-
gressively build an integrated data model by looking for structural redundancies
as well as constraints and dependencies.

We also notice that the number of studies on the subject is limited (especially
recently), and that several limitations must be underlined in most of them. First
of all, the tools provided for the drawing of the interfaces are not dedicated
to this purpose and/or not convenient for end-users. Secondly, the underlying
form model of the interfaces must often be constructed by analyzing the phys-
ical composition (layout) before the informational composition (content) of the
form, and in parallel, the prototypical form-based interfaces do not use a generic
language that would enable GUI generation of an application on any target plat-
form. Regarding the coherence of the interfaces, it is assumed that the labels are
used consistently through out the different forms, and little care is given to pos-
sible lexical variation (paronymy, feminine, plural, spelling, mistakes, etc.) and
ontological ambiguity (polysemy, homography, synonymy). The use of examples
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(either through static statements or dynamic interaction) is not systematically
used to elicit constraints and dependencies. And last but not least, the final
output is limited to the prototype itself and the final version of underlying in-
tegrated data model is not systematically submitted to the end-users in a way
enabling easy validation.

4 Proposal

To alleviate understandability limitations of the ER model, we propose to use
form-based user interfaces as a two-way channel to efficiently capture and vali-
date static data requirements with end-users by providing the latter with ade-
quate techniques to draw the interfaces describing the underlying key concepts
of their application domain. This approach benefits from the advantages of rapid
prototyping (such as visual expressiveness, early feedback and clarification) [17],
while making the user a central actor of the process.

Our RAINBOW approach involves end-users in a simple and interactive way
while providing the analysts with semi-automatic tools. The approach is formal-
ized into a seven step process whose aim is to support the development of future
applications and answer most of the concerns raised in Section 3. To illustrate
these steps, let us consider the example of a small sales company wanting to
develop a simple IT solution to manage its customers and their orders. Each
order is created in a given shop and specifies a list of products.

1. Represent : End-users are invited to draw a set of form-based interfaces to
perform usual tasks of their application domain. Such interfaces are typically
entry forms to capture data on, say, a new customer or a new product. The
end-users must at least provide basic properties regarding the interface elements
(typically a label and description). Advanced users may also provide other prop-
erties such as the size of a field, the expected type of values, default or predefined
values, existence constraints, as well as links between the concepts. Note that
the objective is not to let end-users draw the interfaces of a future application1,
but to capture requirements through a medium they are familiar with. A dedi-
cated drawing tool provides them with a limited set of primitive widgets, namely
interfaces, group boxes, tables, input fields, selection fields and button panels
(Fig. 2). These simple but usual form widgets can indeed be used to express any
other complex widget. Fig. 3(a) illustrates the key concepts (Customer, Order,
Product, Shop) that the end-users might draw for the running example.

2. Adapt : Once the interfaces are drawn, database Reverse engineering tech-
niques are applied to recover the underlying conceptual schema of the domain.
The interfaces (Fig. 3(a)) are automatically analyzed to extract data models
using mapping rules, a subset of which is presented in Fig. 2. The stereotype
<R> indicates an attribute associated to a button panel. Then, each individual
entity type (Fig. 3(b)) is transformed into a primitive conceptual schema by
transforming complex attributes (Fig. 3(c)). The structure of the data models is
very simple, but, as we will discuss it, there is no semantic loss.
1 Which is the case in the ReQuest framework.
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Fig. 2. Available graphical widgets with their mapping rules to data structures

Fig. 3. (a) Example of user-drawn interfaces. (b) Translation of the interfaces into raw
entity types. (c) Translation of the raw entity types into independent schemas.
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Fig. 4. Integrated schema of our running example

3. Investigate: Cross-analyzing each individual schema usually brings to light
possible ambiguities as well as redundant information in the interfaces. In par-
ticular, semantic and syntaxic redundancies are automatically identified and
presented to end-users for manual validation.

4. Nurture: To elicit possible constraints and dependencies among data struc-
tures, induction techniques are applied on positive and negative data samples
provided by end-users.

5. Bind : Validated redundancies, constraints and dependencies are processed
to integrate the individual schemas into a pure conceptual schema that repre-
sents the data requirements. A dedicated approach has been developed, based
on transformational techniques. Fig. 4 illustrates the result of the integration for
our running example.

6. Objectify: A lightweight prototype application is generated from the in-
tegrated conceptual schema. It comprises a simple data manager that uses the
interfaces drawn by the end-users and allows them to manipulate the concepts
that have been expressed, typically to inspect, create, modify and remove data.

7. Wander : Finally, the end-users are invited to “play” with the prototype in
order to ultimately validate the requirements, or identify remaining flaws.

5 Methodological Specificities

In this section, we describe in more detail four basic techniques at the core of the
RAINBOW approach, namely Reverse engineering, Modular refinement, View
integration and Transformational approach. We will show how the context in
which they are used has lead to specialize them.

5.1 Reverse Engineering

Reverse engineering consists, among other things, in recovering or reconstructing
the functional specifications from a piece of software, starting mainly from the
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source code of the programs [18,19]. Such a process is typically required when an
existing database has to be refactored or migrated toward a different technology.
Reverse engineering hence aims at recovering a conceptual schema that is the
most faithful to the original one, working from multiple system artifacts, such as
documentation (when available), the DDL code of the database, data instances,
screens, reports and forms, source code of application programs.

However, our objective is here to “build the truth” rather than “find the truth”,
as in traditional Reverse engineering situations. In particular, the interfaces are
used as a specification language as opposed to the usual Reverse engineering
of existing screens. This requires to significantly adapt the usual database Re-
verse engineering (DBRE) methodology [20]. Indeed, as depicted in Figure 5
(a), DBRE typically comprises the following four sub-processes: (1) Physical
extraction, which consists in parsing the DDL code in order to extract the raw
physical schema of the database; (2) Refinement, which enriches the raw physical
schema with additional constructs and constraints elicited through the analysis
of the application programs and other sources; (3) Cleaning, which removes the
physical constructs (such as indexes) for producing the logical schema; (4) Con-
ceptualization, which aims at deriving the conceptual schema that the logical
schema implements.

Such a methodology is not applicable as is in the context of the RAIN-
BOW approach, as shown in Figure 5 (b). Starting from a set of user interfaces

Fig. 5. (a) Standard database Reverse engineering methodology. (b) Reverse engineer-
ing methodology of the RAINBOW approach.
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(UI1, UI2, · · · , UIN ), the physical extraction does not allow one to derive a com-
plete physical schema, but a set of partial views of this schema (PS1, PS2, · · · ,
PSN ). Similarly, the refinement process may not rely on additional available
artifacts such as application programs or database contents. However, it can
take benefit from data samples provided by the users through the interfaces
they have drawn, leading to the identification, among others, of candidate de-
pendency constraints and attribute domains. The recovered constraints, once
validated, are used to enrich the physical schemas PSi in order to obtain a set of
logical schemas LSi. The cleaning phase, as defined above, does not make sense
in the absence of an initial DDL code. Instead, the conceptualization step allows
one to derive a set of partial conceptual schemas (CSi) from the logical schemas
obtained so far. In particular, the logical schemas are normalized in order to ease
the identification of similarities between them. This important process relies on
transformation techniques that will be developed in Section 5.4. During the in-
tegration phase, the partial conceptual schemas are merged, based on structural
and semantic similarity criteria. This process, further described in Section 5.3,
produces a single complete conceptual schema.

5.2 Modular Refinement

One of the key assets of our approach is its flexibility, especially regarding the
enrichment of the data models. As we have seen, proficient end-users can al-
ready provide technical properties (such as size and type of attributes, domain
of values, existence constraints, reference keys, ...) during the drawing phase.
For non expert end-users, such properties can be discovered later on, as well as
functional dependencies, from a set of positive and negative data samples [21,22]
provided by end-users. Several algorithms have been proposed to support such
a task [23]. However, a major limitation of these techniques comes from the fact
that they rely on massive preexisting data sets, whereas we are working in a
context where there is potentially no pre-existing data (or the (re)encoding cost
would be too high). We therefore use a simplified version of such a mining al-
gorithm to build Armstrong relations [24], by first asking end-users to provide
data samples through the interfaces they have drawn. From these data, candi-
date constraints and dependencies are identified. Subsequently, using additional
data samples and generated examples that the end-users may validate or reject,
the constraints and dependencies are progressively enforced, discarded or refined
for each entity type.

5.3 View Integration

In this section, we focus on the non standard integration process of our method.
First of all, elements of integration (ambiguities, similarities, ...) are gradually
collected, in order to be resolve later on.

The first element that retains our attention is the semantic redundancy and
ambiguity. This issue arises due to the previously mentioned limitations of writ-
ten natural language and possible mistakes, which lead to unclear labels in the
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interfaces. In our example, one can for instance notice the closeness of the la-
bels Orders (from the interface Customer) and Order. Moreover, consider for
instance the strings “primary provider” and “alternative supplier”, which could
be used as labels. They are not lexically close, but one may notice the nearness
of meaning of the words “provider” and “supplier”.

Identifying similar labels and words is a well-known problem that can be
dealt with using String Metrics [25], ontologies and similarity dictionaries. First
of all, we extract the set Wi of relevant words contained in each label li of the
interfaces elements, by typically casting away articles and conjunctions. Then,
by combining these techniques, we identify ambiguously labeled elements within
user-drawn interfaces.

For a given string distance metric s and threshold t, we declare two labels l1
and l2 as lexically similar iff :

s(l1, l2) ≤ t ∨ ∃ w1i ∈ W1, w2i ∈ W2 : s(w1i , w2i) ≤ t

Within a set of labels L = {l1, l2, ..., ln}, we also define a subset of lexically
similar labels Li as a subset {li1 , li2 , ..., lim} ⊆ L verifying:

∀ lij ∈ Li, ∃ lik
∈ Li : “lij and lik

are lexically similar ”
∧ ∀ lij ∈ Li, lk ∈ L\Li : “lij and lk are not lexically similar ”

Among the wide variety of reliable string distance metrics, Jaro-Winkler’s dis-
tance dw [26] has proved to be a good fit for short strings. It uses a prefix scale
which gives more favorable ratings to strings that match from the beginning for
a set prefix length. We use a variant sw of this distance, also taking the longest
suffix into account. We define it for two strings s1 and s2 as:

sw(s1, s2) = 1−max(dw(s1, s2), dw(s
′
1, s

′
2))

where s
′
i is the reversed version of the string si

and tw = 0.2 was found to be a reasonable threshold.

Since we want to partition the set L of all the labels available in the user-drawn
interfaces into subsets of semantically similar labels, we confront each label to
the others using sw for string distance and the lexical reference system WordNet
[27] for synonymy. We hence build the set of the lexically similar subsets, then
visually point out the discovered similarities between concepts in the user-drawn
interfaces in order to ask the end-users to validate or reject them.

Another issue concerns structural redundancy, which occurs when two entity
types share a pattern. We define a pattern as a bijection between two sets of
attributes belonging to different entity types. For instance, Customer and Order
share a pattern based on the labels First Name and Last Name. The similarity
between pairs of attributes from each set is measured using several indicators
(e.g., the label). For each indicator, we define a similarity index, the values of
which fall between 0 (strictly different) and 1 (strictly identical). The similarity
of two attributes is computed as a weighted average of the similarity indicators.
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Given the hierarchical structure of the interfaces, and thus the tree-like struc-
ture of the underlying models, the problem of extracting structural redundancies
constitutes a particular case of frequent embedded subtrees mining in rooted un-
ordered trees, which is similar to pattern mining in XML documents. This com-
plex issue is described by Jimenez et al. [28], who also list related algorithms
such as Zaki’s SLEUTH or Asai et al.’s UNOT. In this context, entity types
can be seen as root nodes, compound attributes as intermediary nodes, simple
attributes as leaves, and the attribute order is irrelevant, as we explored in [5].

While tree-based approaches are suitable for complex and deep graphs, we
observe that the structure of user-drawn interfaces is usually quite simple (no
more than four levels of imbrication), if only by concerns of legibility and usabil-
ity [10]. Instead of considering such heavy algorithms, we use a simple algorithm
that consists in comparing one by one each entity type to elicit patterns and
visually point them out. The end-users are then invited to arbitrate them by
classifying the relation between the concepts sharing a pattern among one of
these most usual cases: equality (the entity types represent the same concept),
union (the entity types partially represent the same concept, which may translate
the specialization of a higher-level concept non explicitly expressed), comprehen-
sion (one of the entity types is a specialization of the other), complementarity
(one of the entity types actually refers to the other) or difference (the entity
types fortuitously share a set of attributes).

Once the knowledge of the domain is enriched thanks to the end-user input,
that validates or rejects ambiguities, similarities and dependencies, the inte-
gration process can take place. Transformational techniques have proved to be
particularly powerful to carry out this task, which is a typical case of database
schema integration [29]. They enable the integration of similar objects into a
unique, non-redundant structure, without any loss of semantics. For simplicity,
we consider in this paper that two similar objects refer to the same concept
and can therefore be merged. Hence, the entity types of the logical schemas
are integrated pairwise, and whenever needed, end-users are invited to choose
which attributes of the two objects are relevant and should thus be kept during
the merging process. However, as mentioned in the structural analysis, there is
not always a strict identity between two concepts and other integration tech-
niques must then be used to resolve integration conflicts [30]. At this point, it
is clear that this process cannot be fully automated and that the analysts must
be actively involved.

5.4 Transformational Approach

Finally, our approach heavily relies on the transformational engineering
paradigm, according to which most (if not all) database engineering processes
can be modeled as a chain of schema transformations [7]. A transformation oper-
ator is defined by a rewrite rule that substitutes a target schema construct for a
source construct. The most interesting operators are said semantics-preserving,
in that the source and target constructs convey the same semantics. Recall for
instance Fig. 1. The schema on top of subfigure (a) is claimed to be a more
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expressive but equivalent version of the schema on the right of subfigure (b), the
latter representing the information contents of the electronic form on the left of
subfigure (b). Two questions naturally arise: (1) how has the schema with entity
types Department, Employee, Clerk and Worker been produced from the sole
Employee aggregate and (2) what guarantee do we have that both structures are
equivalent?

Fig. 6 illustrates two important operators in the context of user interface
Reverse engineering, namely attribute to entity type mutation and upward inher-
itance. Both are reversible or semantics preserving, so that they can be applied
from left to right and from right to left. The first one (T1) transforms an entity
type into an equivalent attribute (and conversely). The second transformation
(T2) integrates the subtypes of an entity type as complex attributes of the latter
(and conversely). They lack some necessary pre- and post-conditions to be fully
semantics preserving, but they are sufficient considering the scope of this paper.

When applied successively to the schema of Fig. 1(a), transformation T1 (on
entity type Department) and transformation T2 (on subtypes Clerk and Worker)
yield the schema of Fig. 1(b). Since the transformations are semantics-preserving,
their inverse can be applied to the schema of Fig. 1(b), which is transformed in
that of Fig. 1(a). This simple scenario illustrates the use of transformations
in the Conceptualization process. It also shows how the expressive schemas of
Fig. 3(c) can be extracted from raw physical schemas of Fig. 3(b) by a chain of
semantics-preserving transformations.

Besides, ER schemas, be they conceptual or logical, can be given a formal
semantics in several ways. Fig. 1(a) suggests an approach based on an ex-
tended NF2 relational model. This semantics makes it easy to demonstrate the
equivalence of two schemas by building a chain of algebraic operators, such as
project/join and nest/unnest [7]. This formal framework is essential to evaluate
the applicability of transformation in specific contexts, notably to identify miss-
ing parts in pre-conditions. For example, the functional dependency DeptNbr →
Location in Fig. 1(b) is a part of the pre-condition to recover the Department
entity type. Should this property be missing, the resulting schema would have
been different (as suggested by Fig. 6(a)).

Fig. 6. T1 (a) and T2 (b), variants of two (almost) semantics-preserving
transformations
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6 Tool Support

The RAINBOW Tool Kit is a user-oriented development environment, intended
to assist end-users and analysts in the definition and validation of database
requirements through prototyping. It therefore supports the first steps of our
approach by offering ready-to-use widgets and mapping rules with the ER model.
The tool kit interacts with the repository of DB-Main, a database engineering
CASE Tool [31] providing all the necessary functionalities to support a complete
database design process (from conceptual analysis to DDL code generation).
It provides transformation tools and supports database Reverse engineering.
The interaction between these tools allows one to cover the whole database
engineering process from both the end-user and the analyst perspectives.

7 Concluding Remarks

7.1 Contributions

This paper has presented a comprehensive interactive approach to bridge
the gap between end-users and analysts during the requirements analysis phase
of database engineering. This approach supports the elicitation and validation of
static data requirements with end-users, while overcoming several limitations of
existing prototyping methods. It relies on the expressiveness and understandabil-
ity of form-based user interfaces, used jointly with tailored Reverse engineering
techniques to acquire data specifications from existing artifacts. We offer a very
simple interface model, inspired by high level abstract models such as UsiXML
[32]. Since any interface widget dedicated to data representation can be expressed
using these basic components, limiting the number of available widgets appears
to ease the user interaction without restricting it. The process of drawing and
specifying the interfaces takes in account possible labeling variations, and offers
an incremental and flexible enrichment of the underlying data models.

The RAINBOW approach lies within broader perspectives, such as the Re-
Quest Framework. While offering a precious user empowerment and involvement
in the data requirements elicitation, it provides an expressive and interactive part
of user requirements thanks to the RAINBOW Tool Kit and its connection to
DB-Main. The requirements are materialized as a documented application do-
main (the conceptual model) and a documented database (DDL, queries, etc.).
The simple yet operational generated prototype can serve as a basis for further
application development over the database.

7.2 Limitations and Future Work

Although our approach addresses a significant subset of data requirements, it
does not cover all of its aspects, typically the dynamic ones. Therefore, our
approach does not replace more traditional task and information analysis ap-
proaches, but rather complements them. For instance, the form-based graphical
representation of the underlying data model can be used during interviews to
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stimulate the discussion. As for the generated prototype, it can be used during
the task analysis to capture real-time use cases and define the expected behav-
ior of the system. In addition, analyzing how the tasks are performed using the
prototype in comparison to the legacy information system (if any), can help
to support the Reverse engineering of existing artifacts and even induce more
general considerations on the definition of the target information system.

This work assumes that end-users are able, with proper training, to represent
simple and intuitive concepts. However, while limiting the approach to basic
data structures can be seen as a “positive” simplification, we intend to push our
investigation further to allow the users to also express complex structures such
as temporal or semi-structured data.

A more general issue concerns the feasibility of involving different levels of
users in our approach. A software engineering process may indeed involve stake-
holders ranging from casual (or even novices) to experts users, such as analysts,
designers or programmers, all of which may lack proper expertise in Database
engineering. Still, to ensure the quality of the requirements, none of these users
can be cast away, and each of them should be provided with adequate means to
express their needs. We therefore intend to continue working on our approach
and our tools, in order to make them even more intuitive and adaptative, ac-
cording to the category of all our potential users.
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Abstract. The increasing adoption of MDE (Model Driven Engineer-
ing) favored the use of large models of different types. It turns out that
when the modeled system gets larger, simply computing a list of incon-
sistencies (as provided by existing techniques for inconsistency handling)
gets less and less effective when it comes to actually fixing them. In fact,
the inconsistency handling task (i.e. deciding what needs to be done in
order to restore consistency) remains largely manual. This work is a step
towards its automatization. We propose a method for the generation of
repair plans for an inconsistent model. In our approach, the depth of the
explored search space is configurable in order to cope with the underlying
combinatorial characteristic of this problem and to avoid overwhelming
the designer with large plans that can not be fully checked before being
applied.

1 Introduction

As an effect of the increasing adoption of MDE (Model Driven Engineering),
large-scale industrial projects are currently being developed by hundreds of
people and make use of several models instance of different meta-models (e.g.
SysML, UML, Petri nets, architecture, work, business process) [1]. In such a
context, it turns out that inconsistencies that may exist in models have been re-
vealed as one of the main development problems [2] and that is why developing
techniques for inconsistency management becomes so important.

A model is considered to be inconsistent if and only if it contains undesirable
patterns, which are specified by the so called inconsistency rules [3]. Even if there
are several variants of inconsistency rules such as well-formedness rules of [4],
structural rules of [5], detection rules of [6], syntactic rules of [7], and inconsis-
tency detection rules of [8], approaches that deal with detection of inconsisten-
cies irremediably consists in browsing the model in order to detect undesirable
patterns. However, as defined by [4], inconsistency management not only con-
sists in the detection of inconsistencies but also in their handling. Indeed, once
inconsistencies have been detected on models, they have to be resolved.

The work we present in this paper focuses on the handling of inconsistencies,
which consists in automating the modification of a model in order to make
� This work was partly funded by ANR project MOVIDA Convention N◦ 2008 SEGI

011.
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it consistent again. The first challenge we address, in order to make a model
consistent, is to identify the potential changes that can be applied to fix detected
inconsistencies. Regarding this challenge, Nentwich has clearly shown that, for
any given set of inconsistencies, there exists an infinite number of possible ways
of fixing it [9]. Therefore for efficiency reasons, this challenge is more related to
narrowing the scope of the identification rather than to enumerate all possible
resolutions.

The second challenge we address is to measure the impact of a given identified
change. Indeed, as Mens has shown in [6], a change that fixes one inconsistency
may introduce new ones and therefore will be counter productive. This second
challenge consists then in filtering out non productive changes in order to keep
only productive ones.

The last challenge we address consists in computing the execution order of a
set of productive changes that do solve a set of inconsistencies and that do not
introduce new ones. This last challenge consists in choosing an appropriate order
of execution of the potential productive changes and is therefore a combinatorial
challenge. To sum up, we argue that the handling of inconsistencies aims at
providing what we call repair plans, which are sequences of concrete changes to
be performed over a given model and that fix existing inconsistencies without
introducing new ones.

In this paper we propose an approach for automatic generation of repair plans.
Our main motivation is to assist the developers while they build their models.
We argue that in such context being able to generate partial short plans very
quickly is a desirable feature.

Our proposal is based on Praxis[8], our model inconsistency detection ap-
proach. In Praxis, the model is represented as the sequence of actions executed
by the user in order to build it. The repair plans we propose to generate are
then sequences of Praxis actions. The key contribution of our work is leveraging
a search algorithm that is optimized to find the best plan (the shortest plan that
fixes the bigger number of inconsistencies) by exploring a limited and config-
urable subset of all possible plans. Our approach has been prototyped into the
Praxis environment that runs on top of the Eclipse EMF plataform. It proposes
repair plans to UML developers while they build their UML models.

This paper is organized as follows: in Section 2, we present a motivating
example of the inconsistency handling task. In Section 3, we present the Praxis
formalism. In Section 4, we present our approach for automated inconsistency
handling. In Section 5, we present our prototype implementation of this approach
and the runtime results in applying these techniques in a series of randomly
generated UML2 models. In Section 7, we conclude this paper after the section
6 that presents the related works.

2 Motivating Example

This section illustrates the problem of inconsistency handling in an example. All
models in this paper are instances of the subset of the UML2 meta-model[10]
displayed in Figure 1.
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Fig. 1. A simplified fragment of the UML2 meta-model

The root concept of UML21 is the one of model element that is represented by
the meta-class Element. Everything in a UML2 model is an instance of Element.
An Element may contain a set of other elements. The NamedElement meta-
class represents the elements that have a name (stored in the string attribute
name). A Namespace is a named model element that serves as a space of names
for the named elements it contains. Three classes inherit from Namespace:
Package, Class and Operation. A Package is a container for other elements.
A Class represents the object-oriented concept of a class of objects and serves
as a namespace for its operations. An Operation represents an operation that is
provided by the instances of a class and represents a namespace for its param-
eters. Every Parameter has a direction of one of four kinds: in, out, inout and
return.

Figure 2 presents a UML model used as an example in this paper. This model
contains a package called Azureus that owns two classes: Client and Server.
The Server class defines an operation called send(). Figure 3 presents this model
after some changes have been done on it in order to make it inconsistent. Those
changes break the following well-formedness rule defined in the UML2 specifica-
tion: “All the members of a Namespace are distinguishable within it”.

In the changed model, a new class named Client has been added. This creates
an inconsistency since there is now two classes with the same name. In the rest of
this paper, this first inconsistency is named namespace-1. In the changed model,
a new operation named send() has been added in the class Server. This creates
another inconsistency since there is now two operations with the same name. In
the rest of this paper, this second inconsistency is named namespace-2.
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Fig. 2. Sample UML2 model Fig. 3. Sample modified UML2 model

The first step in handling these inconsistencies is enumerating the repair
changes that could solve the detected inconsistencies (i.e. deciding how to solve
them). In this example, at least four sample repair changes1 can be enumerated:

1. Rename one of the Client classes to class1.
2. Rename one of the Client classes to Server.
3. Rename one of the send() operations to operation1().
4. Rename one of the send() operations to operation2().

Each of the four repair changes fix some particular inconsistency by renaming
one of the offending elements: repair changes 1 and 2 fix namespace-1 and repair
changes 3 and 4 fix namespace-2. The next step is thus to analyze what are the
impacts of each repair change. Notice that the repair change 2 introduces a new
inconsistency of the same kind by making the old class Client indistinguishable
with the the old class Server (let us name this inconsistency namespace-3).

Finally, a analyze has to be done in order to decide when each of the repair
change has to be executed, i.e. which change will be executed to fix each in-
consistency and in which order. For example, if the repair changes 2 and 4 are
executed in this order, this will solve both original inconsistencies, but will lead
to a new one: namespace-3. This analyze will result that, for this sample, four
possible repair plans can be executed: 1− 3, 1− 4, 3− 1, and 4− 1.

3 The Praxis Formalism

As described in [8], in the Praxis formalism, models are represented as sequences
of elementary actions needed to construct each model element. Each action is

1 Notice that these are just four among the infinite number of repair changes that
actually solve one of the inconsistencies in the model. For instance, for every string
s different from Client the plan “Rename one of the Client classes to s.” is a valid
one.
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create(p1,package,1)
addProperty(p1,name, ‘Azureus’,2)
create(c1,class,3)
addProperty(c1,name, ‘Client’,4))
create(c2,class,5)
addProperty(c2,name,‘Server’,6)
addReference(p1,ownedMember,c1,7)
addReference(p1,ownedMember,c2,8)
addReference(p1,ownedElement,c1,9)
addReference(p1,ownedElement,c2,10)
create(o1,operation,11)
addProperty(o1,name, ‘send’, 12)
addReference(c2, ownedProperty, o1, 13)
addReference(c2, ownedElement, o1, 14)

Fig. 4. Model construction operation sequence

annotated with a timestamp which indicates the moment when it was executed
by the user. The actions are inspired by the MOF reflective API [11].

The create(me, mc, t) and delete(me, t) actions respectively create and delete
a model element me, that is an instance of the meta-class mc at the times-
tamp t. The addProperty(me, p, value, t) and remProperty(me, p, value, t) add
or remove the value value to or from the property p of the model element
me at timestamp t. Similarly, the actions addReference(me, r, target, t) and
remReference(me, r, target, t) add or remove the model element target to or
from the reference r of the model element me at timestamp t.

Figure 4 presents the sequence of basic actions that construct the model pre-
sented in Figure 2. The action at timestamp 1 creates the package p1. The second
action sets its name to Azureus. The actions with the timestamps 3 and 4 and
those withe the timestamps 5 and 6 create the classes c1 and c2 and set their
names to Client and Server respectively. The actions with the timestamps 7
and 10 state that both classes are owned by the package p1. The actions with
the timestamps 10 and 11 create the operation o1 whose name is send and the
actions with timestamp 13 and 14 add it to the class c2.

Notice that this sequence is not unique, in the sense that there are usually
many sequences that construct the same model. For example, changing the places
of the actions with timestamps 7 and 10 and the actions with the timestamps
11 and 14 would result in the same model.

3.1 Inconsistency Detection in Praxis

In Praxis, inconsistencies are detected by the means of logic rules over the se-
quence of model construction actions that identify undesired patterns in it. The
actions in the sequence are referenced by the means of logical predicates (ex-
pressed in Prolog in our prototype) that match them. For example, the Prolog
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namespaceOCL1(ME1, ME2) :-

lastAddReference(NS,ownedmember,ME1),

lastAddReference(NS,ownedmember,ME2),

ME1 \== ME2,

not(distinguishable(ME2,ME1)).

Fig. 5. Inconsistency detection rule in Praxis

query create(X, package, 1) would result in the answer X=p1 in the model
represented in Figure 4.

As syntactic shortcuts, the ‘last’ prefix denotes actions that are not followed
by other actions canceling their effects. Moreover, for each predicate referring
to a Praxis operation, there is a similar one without the timespamp parameter.
For instance, a lastCreate(me, class) operation is defined as a create(me,
class,t) operation that is not followed by a delete(me,t) operation; and a
lastAddProperty(me, name, val) operation is defined as a addProperty(me,
name, val,t) operation for which the value of the name property of me in the
model corresponds to val.

Figure 5 displays an example of inconsistency detection rule. This rule defines
the predicate namespaceOCL1(ME1, ME2) that detects pairs of model elements
ME1 and ME2 that are owned by the same namespace NS but are not distin-
guishable. The rules defining the predicate distinguishable(ME1, ME2) were
omitted for the sake of brevity. Let us just consider that it holds if and only if
ME1 and ME2 are instances of different meta-classes or if they are instances the
same meta-classes but have different names.

4 An Approach for Inconsistency Handling in Praxis

In Praxis, it is worth to assume that model inconsistencies are introduced by
user’s actions that violate some of its constraints or by not executing actions
required by these constraints.

In order to generate a repair plan to fix these inconsistencies (either by un-
doing undesired actions or by adding omitted ones), our approach answers the
three following questions (i) how to detect the actions that caused inconsisten-
cies? (ii) how to enumerate the possible ways of changing a given inconsistent
action? and (iii) how to generate a repair plan for the model sequence from the
list of possible ways of changing the model?

4.1 How to Detect the Actions That Caused Inconsistencies?

Our approach to this problem is to adapt the inconsistency rules presented in
Section 3.1 so that, instead of pointing out the problematic elements in the
model they are going to identify the problematic actions which have (probably)
caused the problem.This is done by the means of the cause detection rules.
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namespaceOCL1(Cause) :-

lastAddReference(NS,ownedmember,ME1, TS1),

lastAddReference(NS,ownedmember,ME2, TS2),

lastAddProperty(ME1, name, NM1, TS3),

lastAddProperty(ME2, name, NM2, TS4),

ME1 \== ME2,

not(distinguishable(ME2,ME1)),

Causes = [ addReference(NS,ownedmember,ME1, TS1),

addReference(NS,ownedmember,ME2, TS2),

addProperty(ME1, name, NM1, TS3),

addProperty(ME2, name, NM2, TS4) ],

member(Cause, Causes).

Fig. 6. Cause detection rule in Praxis

Figure 6 presents the cause detection rule written from the inconsistency de-
tection rule initially displayed in Figure 5. This new rule identifies four possible
causes for the detected inconsistencies: the actions that added the model ele-
ments ME1 or ME2 to the same namespace NS or the actions that defined their
names. Notice that, for this rule, the version of the Praxis predicates with explicit
timestamps has been used because there is a need to identify unambiguously the
action that caused the inconsistency.

In most cases a trivial cause detection rule can be generated from an incon-
sistency detection rule: just point all actions used to prove an inconsistency as
possible causes of it. This is a possible strategy, although suboptimal, since not
all involved actions are necessarily responsible for an incoherence. For example,
let us take the following well-formedness rule from the UML2 metamodel: “The
visibility of all features owned by an interface must be public.”

This rule is specified as the following cause detection rule:

interfaceOCL1(Cause) :-

lastCreate(X,interface),

lastAddReference(X,feature, F),

lastAddProperty(F,visibility,V,TS),

not(V=’public’),

Cause = addProperty(F,visibility,V, TS).

This rule states that if X is an interface and F is one of its features and its
visibility is not public then the cause of this inconsistency is the action that
defines its visibility. For each inconsistency of such kind that is proved, three
actions need to be inspected: a create, an addReference and an addProperty;
although only one of them is actually responsible for the inconsistency. Therefore,
our manually written rule would prune two thirds of the search space, by avoiding
looking for repair plans that fix actions that did not caused the problem.
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4.2 How to Enumerate the Possible Ways of Changing a Given
Inconsistent Action?

We propose to use generator functions that determine a set of lists of actions
that cancel the effects of a given inconsistency causing action in the model. These
manually written rules are mostly independent of the cause detection rules, since
they do not have to consider impact of the changes they propose, neither to other
inconsistencies that might exist in the model nor to the set of cause detection
rules.

Let us analyze the following partial definition of the generator function:

generate(addProperty(E, name, OldName, TS),

[remProperty(E,name, OldName),

addProperty(E, name, NewName)]) :-

lastCreate(E, C),

randomNameGenerator(C, NewName).

generate(addProperty(E, visibility, ’public’, TS),

[remProperty(E, visibility, ’public’),

addProperty(E, visibility, ’private’)]).

generate(addProperty(E, visibility, OldVisibility, TS),

[remProperty(E, visibility, OldVisibility),

addProperty(E, visibility, ’public’)])

:- not(OldVisibility=’public’).

The first rule cancels inconsistencies in a addProperty action to
the name field of a model element E. It says that every time a
addProperty(E, name, OldName, TS) action is a source of inconsistency there
is a simple plan that may fix it: removing the old value of the property by execut-
ing the action remProperty(E,name, OldName) and setting its name to another
value NewName by the means of the action addProperty(E, name, NewName).

Observe that this new name is generated using a random name generator
accessible by the predicate randomNameGenerator(C, Name) such that it gen-
erates a name Name taking the meta-class C as a reference (e.g. generating a
metaclassX name for a metaclass named metaclass).

The second and third rules fix inconsistencies in the visibility property
of a model element E: if it was public the second rule suggests changing it to
private, otherwise the third rule changes it to public.

As it is shown in [12], brute force generation of choices is not scalable, there-
fore, a well-written generator function needs to be custom-tailored in order to
reduce the number of proposed choices while not introducing obvious inconsis-
tencies (i.e. removing all values of a non-optional property).

4.3 How to Generate a Repair Plan for the Model Sequence?

The Iterative Deepening Depth-first Search Strategy (IDDFSS) [13] is a depth-
first tree search algorithm that allows exploring the tree of possible repair plans
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by taking into consideration the first suggested change for the first cause of
inconsistency and going thus deeper and deeper in the search three until ei-
ther a consistent model is found or until there is no possible action and thus
backtracking.

The case when no action is possible happens when the algorithm reaches the
maximum allowed depth in the search tree (i.e. when a previously defined maxi-
mum number n of execution steps has been reached, this is called a depth-limited
search). This strategy is therefore capable of finding any repair plans that can
be constructed after executing at most n steps. Indeed, if no complete repair
plan exists in this limited search space, partial plans may also be constructed
by recording the best (e.g. the one that generates a final model with less incon-
sistencies) plan found during the search.

In IDFSS, the maximum number of steps n is iteratively incremented, e.g.
if the max number of steps is defined to be m, then a depth-limited search
will be executed for every n between 1 and m until a repair plan that fixes all
inconsistencies is found. This makes sure that the final plan was obtained with
the least number of steps as possible.

On top of IDFSS we propose to adopt an heuristics that decides the next
action to be fixed by ordering the inconsistency causes from the most recent
to the least recent one. This design decision is based on the assumption that
the user tries to maintain the model as consistent as possible at most of the
time. Taken into account that inconsistencies are introduced in the model by
actions executed later in the design process, it is reasonable to assume that the
actions that were executed more recently are more likely to have introduced new
inconsistencies that were not there before.

Finally, if there exists a repair plan that can be constructed with less than m
execution steps the IDDFSS algorithm is guaranteed to find it. The remaining
problem is thus determining the optimal value of m that is going to find a
complete repair plan.

In fact, this problem is simpler then it seems at first sight since defining a
precise value for m is not necessary. The value of m just needs to be set to be big
enough to allow us to find a solution. Choosing a value that is bigger than needed
has no impact on the actual execution time, since the depth-limited search will
be repeated for all values from 1 to m until a complete solution is found, i.e. if a
complete repair plan is found for some n = k before reaching m the rest of the
possible depths will not be tested.

4.4 Running Example

This section highlights our approach on the sample model displayed in Figure 3.
Let us suppose that its model sequence is composed by the sequence displayed
in Figure 4 appended with the following sequence:

create(c3, class, 15)
addReference(p1, ownedMember, c3, 16)
addReference(p1, ownedElement, c3, 17)
addProperty(c3, name, ‘Client’, 18)
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create(o2, operation, 19)
addReference(c2, ownedProperty, o2, 20)
addReference(c2, ownedElement, o2, 21)
addProperty(o2, name, ‘send’, 22)

This sequence defines an inconsistent model, because c2 and c3 and o1 and o2
and indistinguishable in their respective namespaces. Let us detail the execution
of one iteration of depth-limited search in the IDFSS algorithm in which the
depth of the search tree is limited to 2.

Step 1
At this point, the cause detection rules are used to compute the list of causes
of inconsistencies in the model. The list is organized in the inverse order of
timestamps:

addProperty(o2, name, send, 22)

addReference(c2, ownedmember, o2, 21)

addProperty(c3, name, ’Client’, 18)

addReference(p1, ownedmember, c3, 17)

addReference(c2, ownedelement, o1, 14)

addProperty(o1, name, send, 12)

addReference(p1, ownedmember, c1, 7)

addProperty(c1, name, ’Client’, 4)

The search tree is going to be explored in a depth-first search, this means that
each step fixes the possible causes of inconsistencies from the most recent to
the older one. If no consistent model was found after exploring one possibility,
the next cause should be tried. At this point, the first cause of inconsistency
(addProperty(o2, name, send, 22)) is taken. The generator function is then
used to obtain a list of possible actions to fix it.

In this case, the generator function returns only one possibility composed of
two actions:

remProperty(o2, name, send, 23)

addProperty(o2, name, operation1, 24)

Those actions are then appended to our model sequence.

Step 2
Like in the step 1, this step starts by computing the new ordered list of incon-
sistencies. The following list is then computed:

addProperty(c3, name, ’Client’, 18)

addReference(p1, ownedmember, c3, 17)

addReference(p1, ownedmember, c1, 7)

addProperty(c1, name, ’Client’, 4)

Then, this process process is repeated by using the generator function in order to
fix the first cause of inconsistency (addProperty(c3, name, ’Client’, 18))
and getting the following list of actions:
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remProperty(c3, name, ’Client’, 25)

addProperty(c3, name, class1, 26)

At this point there are no more inconsistencies left on the model sequence so,
the final repair plan is:

remProperty(o2, name, send, 23)

addProperty(o2, name, operation1, 24)

remProperty(c3, name, ’Client’, 25)

addProperty(c3, name, class1, 26)

Two depth levels were explored in the search tree and it was enough to find a
repair plan that fixed all inconsistencies in the model. If at the end of this limited
exploration no solution is found, the execution would restart from scratch, but
would explore a larger search space (e.g. a search limited to depth 3) and so on.

5 Prototype Implementation

In [8], we present the Praxis prototype. It is composed of two components: the
Sequence Builder (which integrates to Eclipse EMF Framework and builds the
model sequence from the actions executed by the user while creating a model)
and the Check Engine (which is responsible for detecting inconsistencies).

This prototype has been extended in order to support the generation of repair
plans. In particular, the Model Fixing Agent component has been integrated
within Praxis. This component is an intelligent agent that proposes real time
repair plans in order to fix the inconsistencies found in the model. The core
functionalities of this component is entirely implemented in a set of Prolog rules
that are packaged into an Eclipse Plug-in that interfaces with the existing Praxis
plug-ins.

Figure 7 displays a screenshot of this integration. In (1) we show the class
diagram presented in Figure 3 drawn using the Papyrus UML Tool integrated to
Praxis. While the user is building the model, the Sequence Builder component
in Praxis builds the sequence of actions. The Model Fixing Agent then watches
this sequence and checks for inconsistent actions in it regularly. In (2) we see
that it displays the list of inconsistencies found in the current model.

After detecting and showing the list of inconsistent actions, the Model Fixing
Agent computes a repair plan for them. In (3) the four actions needed to repair
the current model are listed in the order they need to be executed.

5.1 Case Study

Our approach has been stress tested with models that have been automatically
generated by a mathematically grounded random model sampler [14]. These tests
were executed with models of different sizes (varying from 20 to 10,000 model
elements), and using different depths in the explored search space (1, 5, 10 and
15 levels) to show the impact of this parameter on the plan generation time
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Fig. 7. Screenshot of integration with Praxis

Fig. 8. Timing results in seconds Fig. 9. Fixed inconsistencies results

and in the number of fixed inconsistencies. We manually implemented a subset
of 4 of the UML2 well-formedness rules as cause detection rules and a set of 7
generator functions. Each test was executed 10 times and the average time was
recorded.

Figure 8 shows the timing results of our tests. The graph clearly shows the
exponential characteristic of our problem. Notice that the ID1 line (the results
for exploring just one level in the search tree) is equivalent to current existing
inconsistency detection approaches that are only capable of suggesting fixes for
one inconsistency at a time.

Figure 9 shows the relative number of inconsistencies that is solved by our
approach for each model for each maximum level of exploration. This graph
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shows that the deeper is the level of the exploration the bigger is the proportion
of solved inconsistencies. It also shows that for each level of exploration, there
is a number of inconsistencies, such that, beyond that, only partial repair plans
can be found.

6 Related Work

In [12], an approach for fixing inconsistencies in UML models is presented. In
short, this approach uses a model profiler that monitors the parts of the model
that were touched when consistency rules are evaluated. Those parts are then
considered to be natural candidate for fixing actions when the rules are eval-
uated to be inconsistent. For each inconsistency, the approach explores all the
possibilities of changing the monitored model parts in order to make the model
consistent. The identification of possible changes are guided by the choice gen-
eration functions. The choices that turn the model into a consistent state are
then presented to the user. Instead of trying to automatically identify the causes
of the inconsistencies, our approach asks for their definition thanks to Cause
detection rule. This definition may be automatically generated from existing in-
consistency detecting rules, however, from our experience, it seems that is needs
to be manually optimized afterwards. The choice generation functions of Egyed’s
approach inspired our generator functions. However, instead of generating just
options for changing the model graph, our generator functions deliver alternative
fixing plans for given actions in the model sequence.

In [9], Nentwich et al describe a framework for repairing inconsistent docu-
ments in a distributed setting. Their approach consists of defining a mapping
from the logical language used to describe the inconsistency rules into a set of
repair actions that, after being executed, will make the model consistent again.
In [6], Mens et al present an approach for inconsistency management on top of
graph transformation tool AGG. They detect the inconsistencies in the model
by the means of the inconsistency detection rules (that tags model elements as
conflicted) and fix inconsistencies by the means of the resolution rules (for each
possible resolution of every kind of inconsistency there is one rule that describe
how should be the model after fixed). They use then a critical pair analysis algo-
rithm to infer dependencies between rules and aid the user in the task of fixing
the model. Both approaches automate the process of defining how to deal with
the inconsistency by proposing a set of actions that fix each of them, and they
automate the definition of what are the impacts of the suggested repairs: they
detect inconsistencies among different plans and thus discourage their applica-
tion at the same time. However, the decision on the order of the execution of
the proposed repair actions (or plans) is left to the user. In our proposal, we
cope with this problem by exploring the set of generated choices and actually
delivering a plan of execution of the proposed actions.

It is still noticeable that, as pointed out by [12], the use of choice functions
reduces significantly the programming effort when compared to the resolution
rules approach used in [6]. In that case, the number of “repair rules” is bounded
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by O(#R ∗ #LT ) (where #R is the number of consistency rules and #LT is
the number of location types) where in our approach it reduces to O(#LT ).
Notice also that the generator functions are manually custom-tailored to the
syntactical constraints of the particular meta-model. This avoids the problem of
non-scalability of approaches that compute all possible choices (such as [9] and
[15]) as pointed out in [12].

7 Conclusion

In this paper we propose an approach for obtaining automatic generated repair
plans for a given inconsistent model. Our approach is base on three main mech-
anisms, which are the Cause detection rules, the Generator functions and the
search algorithm. Cause detection rules are used to identify actions that make
the model inconsistent. Once those actions are identified, they can be repaired.
It should be noted that Cause detection rules are directly derived from inconsis-
tency detection rules employed in Praxis and can substitute them. Even if, for
the sake of efficiency, they currently have to be manually written, they should
be automatically generated from detection rules. This automatical generation is
however left as as future work. Generator functions are used to dive the genera-
tion of repair actions and are therefore loosely coupled with the Cause detection
rules. The search algorithm is used to efficiently generate repair plans, which
are composed of sequence of repair action. It is fitted to build repair plans that
start by fixing the most recent causes of inconsistencies. This algorithm is also
parameterizable in such a way that the size of the search space to be explored
during its execution can be decided beforehand.

Thanks to these three mechanisms, the modeler can, besides obtaining repair
plans that correct all inconsistencies in his model, get partial plans that start by
proposing fixes to the inconsistencies that were more recently introduced in the
model. We argue that this capacity helps the developer when correcting models
that have too much inconsistency and which would therefore require too much
time to compute a complete repair plan.

Our approach is integrated into the existing Praxis environment on top of
Eclipse EMF and thus is accessible to modelers using any compatible EMF
based Eclipse UML Editor (such as Papyrus, that was used in this study). We
currently elaborating a empirical study in order to measure the effect of our
approach for industrial developers who works on UML models.
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Abstract. Databases are now used in a wide variety of settings resulting
in requirements which may differ substantially from one application to
another, even to the point of conflict. Consequently, there is no database
product that can support all forms of information systems ranging from
enterprise applications to personal information systems running on mo-
bile devices. Further, domains such as the Web have demonstrated the
need to cope with rapidly evolving requirements. We define dynamic
metamodel extension modules that support adaptive data management
by evolving a system in the event of changing requirements and show
how this technique was applied to cater for specific application settings.

1 Introduction

Nowadays, database systems support everything from enterprise applications to
personal information management on mobile devices. These systems vary greatly,
not only in terms of the scale, but also data management requirements, which
may differ dramatically from one application to another. Currently, database
products tend to dedicate themselves more or less explicitly to a given domain
with major vendors offering either a family of products or means for design-
time configurability. For example, the open-source database MySQL addresses a
segment of the database market that differs substantially from that of products
such as Oracle Database or IBM DB2, which were designed to support large-scale
enterprise applications. In contrast, MySQL was originally developed to support
Web applications and its kernel optimised for a subset of SQL to meet the
requirements of that domain. MySQL also provides less support for transactional
query processing since it is less relevant in typical Web applications.

In some cases, the requirements of one domain may even conflict with the re-
quirements of another, making it impossible for one database product to support
all domains. One reason for very different and even contradicting requirements
is the fact that some of the features that are desirable during the design and de-
velopment phase of a database application may be undesirable during operation.
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For example, features such as schema evolution and versioning facilitate proto-
typing but often have adverse effects on system performance and may not be
required for system operation. Moreover, many Web applications evolve rapidly
and as a result the requirements may change dramatically during the operation.

The need for adaptation has already been recognised by the database com-
munity [1] and various proposals exist for tailor-made data management [2].
Traditional DBMS tended to be monolithic in structure and static in functional-
ity. Over the last decades, there have been different approaches to allow a DBMS
to be tailored to the requirements of particular applications and settings. The
general goal was to find ways in which database systems could be made exten-
sible and more configurable. While most of these approaches provide support
for design-time adaptation, more recently approaches based on service-oriented
architectures have been proposed that also support run-time adaptation.

Most existing approaches support adaptation through adaptable database ar-
chitectures. In this paper, we propose a different approach, showing how adapta-
tion in database systems can be supported by basing their implementation on a
well-defined system metamodel that can be evolved through dynamic metamodel
extension modules. Metamodel extension modules can be loaded and unloaded
dynamically, thus uniformly providing database system adaptation at design-
time and run-time. While our approach is generally applicable, we demonstrate
it in the setting of an object database system.

We begin in Sect. 2 with a discussion of related work. Our approach together
with the specification of metamodel extension modules is introduced in Sect. 3.
The application of the proposed approach is demonstrated in Sect. 4 and 5 where
the core metamodel and an example metamodel extension module are presented,
respectively. Implementation details are presented in Sect. 6. Concluding remarks
are given in Sect. 7.

2 Related Work

Adaptation of data management systems has been addressed in terms of light-
weight, configurable database management architectures. The emergent trend
of service-oriented architectures (SOA) has led to a number of proposals for
service-oriented database architectures (SODA), e.g. [3,4], that allow applica-
tion developers to configure a DBMS by linking together all services required for
a given application domain. The general ideas for these architectures are very
close to that of earlier configurable DBMS [5].

In [3], a service-oriented DBMS (SDBMS) architecture is described based on
the layered architecture proposed in [6]. In addition to being able to extend func-
tionality, it allows for the selection of an alternative service or service composition
in the case of service failure. This could also involve introducing a wrapper to
adapt the interface of a service. While the proposed architecture promises the
flexibility required, there are no details about the mechanisms used to achieve the
different kinds of flexibility and the implementation of the architecture. Further,
it is not clear if and how run-time adaptation would be supported.
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The CoBRA DB project [7] aims at providing run-time adaptation for DBMS.
The focus lies on modularizing a DBMS and supporting module exchange at
run-time in a transparent and atomic way. The authors experimented with two
methods of enabling dynamic adaptation, namely dynamic aspect-oriented pro-
gramming (d-AOP) and a second approach where a component implementation,
or part of it, is exchanged in order to adapt the component while the interface
remains valid. In [8], they present how a Transaction Manager can be added
and removed at run-time using the d-APO approach which the authors argue
in [7] has several disadvantages in terms of performance, code maintenance, lim-
ited functionality and testing. Therefore the approach of component replacement
has been adopted in the CoRBA framework. In this approach, the adaptation
manager is responsible for registering services offered by the components as well
as for managing and triggering all adaptation requests.

In mobile applications, computing resources may be limited and it is there-
fore important that a DBMS can be configured and optimized for a particular
application setting. COMET [9] is a component-based real-time database for
automotive systems that represents a typical example of a DBMS that can be
statically configured for a given application or target device. FAME-DBMS [10]
is an approach to configurable DBMS in the area of embedded systems that fol-
lows the idea of software product lines with static system composition. DBMS
functionality is tailored after the application has been developed to provide the
minimal functionality required based on code analysis. For example, if the join
operation is never used, the configured DBMS will not provide the operator. This
approach is a design-time approach and run-time adaptation is not supported.

In summary, the ability to support various types of adaptation in database
systems has been recognised as desirable, if not essential, in modern DBMS.
Architectural solutions such as configurable DBMS are capable of supporting
design-time adaptation, but they are not suited to run-time adaptation. While
approaches based on SOA do support run-time adaptation, their motivation has
mainly been to develop self-healing and self-managing systems in order to im-
prove reliability. In contrast, our work focuses on supporting different and/or
changing requirements of information systems brought about by wide variation
in application settings and system evolution. We believe that in a setting where
a DBMS is not distributed, for example applications on mobile devices, services
are not ideally suited to solving the particular problem of adaptation since the
fact that they are loosely coupled can have an adverse impact on system perfor-
mance. Further, since many proposals adopt service-based approaches in which
specific services are replaced or extended, it is difficult to support the types of
adaptation that require adaptation across services such as storage, query pro-
cessing and constraint management. For example, the kinds of adaptation that
require changes to the basic structures of the data model to support spatial
information or versioning may require changes to many parts of the system, es-
pecially if all data is to be handled uniformly. We therefore decided to investigate
how a DBMS could be adapted through changes to the metamodel rather than
to specific services.
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3 Approach

The development of a database application typically involves defining a model
of the application domain and implementing the means to create, retrieve, up-
date and delete instances of the application domain concepts. The application
model is itself defined in terms of the DBMS metamodel that specifies the core
constructs supported by the system. In the case of relational technologies, the
metamodel includes the concepts of relations and attributes, while object meta-
models describe object types and their properties. Therefore, a DBMS must offer
the basic database operations to create, retrieve, update and delete instances of
the metamodel concepts in order to specify an application model. Also, most
DBMS offer a database language (DBL) including data definition, data manip-
ulation and data retrieval components.

Our approach assumes that data and metadata are handled uniformly, so
that both the data model that defines the functionality of the DBMS and the
application model are represented explicitly as data. This means that, not only
may all database functionality such as storage management, query processing
and constraint management be applied to metadata as well as data, but also
they can be updated dynamically at run-time. The key to our approach to DBMS
adaptation is to allow the core metamodel, corresponding database operations
and the DBL to be changed or extended. This can be done either through a
configuration process at design-time or by extending functionality dynamically
at run-time to allow the DBMS to adapt to new requirements.

We claim that many requirements imposed by database applications can be
met by extending the metamodel with additional concepts. Therefore, we decided
to address the requirement of adaptive data management through a modular
system metamodel. An overview of this approach is shown in Fig. 1.

The core database module Modulecore is shown on the left-hand side of Fig. 1.
It comprises the core metamodel MMcore as well as the component to create,
retrieve, update and delete core metamodel concepts (CRUDcore) and the core
database language DBLcore. MMcore is a set of meta concepts {MC1, ..., MCn}.
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Fig. 1. Metamodel extension modules
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As seen in Fig. 1, the definition of metamodel extension modules follows the
design of the core system in the sense that each module also provides metamodel
concepts, operations to manipulate them and an extension to the database lan-
guage. The additional manipulation operations and database language exten-
sion for the new metamodel concepts are required to make the new functionality
available to other parts of the system as well as to the application developer or
end-user. In summary, database extensions consist of three components which,
together, form what we refer to as a metamodel extension module.

More formally, a module can be defined as a triple

Moduleext = 〈MMext,CRUDext,DBLext〉

where MMext is a set of additional concepts made available to the application
developer to model the application domain according to application-specific re-
quirements, CRUDext refers to the database operations and DBLext refers to the
extensions to the database language.

In general, such an extension is a set of concepts {C1, ..., Cm} where each
concept Ci ∈ MMext is an instance of a meta concept MCj ∈ MMcore, formally
written as Ci � MCj . Note that, once the metamodel extensions have been added
to the metamodel by loading the module, they become part of it and remain
indistinguishable from the perspective of an application or developer. Therefore,
the application developer can easily take advantage of these additional concepts
in order to model the application domain.

The term CRUDext refers to those facilities required for an application or
developer to manage the instances of all concepts defined by the module.

∀ Ci ∈ MMext ∃ CRUDext(Ci) ∈ CRUDext

where CRUDext(Ci) allows for instances of the concept Ci to be created, re-
trieved, updated and deleted. When a module is loaded, the set of its operators
CRUDext are registered with the database in such a way that they can be re-
trieved and used by the developer or application. In a more general sense, the
database operations can be seen as forming the API of the module.

The component DBLext is a set of symbols extending the core database lan-
guage DBLcore to allow access to the operations offered by CRUDext. In general,
a database language is defined by a grammar G consisting of a set N of non-
terminal symbols, a set Σ of terminal symbols and the set P of production rules
where each rule maps from one string of symbols to another. In short, the gram-
mar can be written as G = (N, Σ, P ). Consequently, with each module loaded,
the core language DBLcore defined by the core grammar Gcore is extended by
DBLext by unifying its grammar with the core grammar as

Gcore ∪Gext = (Ncore ∪Next, Σcore ∪Σext, Pcore ∪ Pext).

Moreover, there may exist dependencies among modules. By default, all mod-
ules are dependent on the core module. However, a module may additionally be
dependent on other modules which means that they must be loaded first. Simi-
larly, a module cannot be unloaded if other loaded modules depend on it. In order
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for the module run-time to check dependencies, a list [Module1, . . . ,Modulen] of
all dependent modules is defined as part of each module declaration.

Since the core components of our system also include a metamodel, database
operations and a language, our system is built so that the core itself is defined
as a module and loaded accordingly. In contrast to all other modules, the core
module cannot be unloaded at run-time since all other modules depend on it.
Nevertheless, the core module can be configured at design-time to adapt it, for
example, to a mobile environment requiring lightweight databases or a heavily-
used Web application relying on additional concepts to increase performance.

4 Core Metamodel

In this section, we present an example of a core database module consisting of a
core metamodel MMcore, core management functionality CRUDcore and a core
database language DBLcore. Based on this, we will show the use of metamodel
extension modules in the next section. As initially stated, our approach works
independently of the given data model of a system as long as it is defined through
a metamodel. Therefore, the approach can be equally applied to relational, XML
and object databases. We have implemented the approach in the object database
system OMS Avon [11] and therefore will present the details of the approach
using this as an example.

We begin by introducing the concepts of the core metamodel MMcore shown
in Fig. 2, which is based on the OM data model [12]. Essentially, the OM data
model is an integration of entity-relationship (ER) and object-oriented models.
In contrast to ER models where the concepts of entity types and entity sets
are often merged, OM introduces a clear separation between the typing and
classification of entities by using a two-level model. Each object has at least one
object type that specifies the representation and behaviour of the object in terms
of attributes and methods. Note that OM supports subtyping and also multiple
instantiation which means that an object can be said to have multiple types.
Objects are classified through membership in collections and each collection
has a membertype that restricts membership to objects of a particular type.
A collection is represented graphically as a shaded box with the membertype
specified in the shaded part.

Just as types can be specialised through subtyping, classifications can be
specialised through subcollections. A collection may have multiple subcollections
and classification constraints such as disjoint, cover, partition and intersect may
be placed over these. Note that for reasons of legibility, not all classification
constraints are shown in Fig. 2.

Relationships in OM are represented by bi-directional associations that are
defined in terms of a source and a target collection. Associations are a first-
order concept of the model and are represented by binary collections. As in some
extended ER models, cardinalities over associations are specified in terms of a
minimum and maximum value that expresses the number of objects to which
an object can be linked. Associations can also be specialised over collections.
Associations are represented graphically as shaded ovals.
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Fig. 2. Graphical representation of the core metamodel

create(Name): ObjectType
retrieve(Name): ObjectType
getName(ObjectType): Name
addAttribute(ObjectType, Name, Type)
remove Attribute(ObjectType, Name)
getAttributes(ObjectType): Collection
delete(ObjectType)

ObjectTypes

create(Name, MemberType): Collection
retrieve(Name): Collection
getName(Collection): Name
getMemberType(Collection): MemberType
addMember(Collection, Member)
removeMember(Collection, Member)
delete(Collection)

Collections

create(Name, Domain, Range, Relation, ...): Association
retrieve(Name): Association
getName(Association): Name
getDomain(Association): Collection
getRange(Association): Collection
getRelation(Association): Collection
addMember(Association, Member, Member)
removeMember(Association, Member, Member)
delete(Association)

Associations

Fig. 3. UML class definitions of the core system operators

As can be seen in Fig. 2, the instances of all constructs of the core model—
types, collections, associations, ISA relationships (subtypes and subcollections)
and also classification constraints—are represented as objects. These objects are
classified through membership of the corresponding metadata collections.

Formally, the concepts defined by the core metamodel MMcore are given by
its set of types, its set of collections and its set of associations.

MMcore = {{object, type, collection, association, . . .},
{Objects,Types,Collections,Associations, . . .},
{HasMembertype, . . .}}

It is beyond the scope of this paper to describe all aspects of the OM model in
detail.

In Fig. 3, we show UML type definitions of the manipulation operators for
these concepts. These diagrams show the methods to create, retrieve, update
and delete instances of the corresponding type. For example, the creation of
a collection takes the name and membertype of the collection as argument,
internally creates an object, dresses it with the collection type, sets the name
and membertype attributes and returns this object. Given a collection object, its
name and membertype can be retrieved using the getName and getMemberType



370 M. Grossniklaus et al.

methods. An object dressed with this membertype can be added to or removed
from the collection using the addMember and removeMember methods. Finally,
the delete method is used to delete a collection object.

The third part of the core module is the database language DBLcore. Asso-
ciated with the OM data model, we have defined the OML language [13] which
encompasses a data definition, data manipulation and query language. The query
language is based on a collection algebra that defines a set of operators to manip-
ulate and process collections and associations. Apart from being used for data
definition, manipulation and querying, OML also serves as a declarative object-
oriented implementation language for the methods of database objects as well as
for stored procedures and triggers. An example of an OML script is given below.

/* data definition language */

create type contact ( name : string, phone : string );

create collection Contacts as set of contact;

/* data manipulation language */

$obj := create object;

dress $obj with contact ( name = "Fred Bloggs", phone = "555-2223344" );

insert [ $obj ] into Contacts;

/* query language */

$fred := first(all $c in Contacts having ($c.name like "(F|f)red.*"));

In the data definition section, the application developer creates an object type
contact, which is used as membertype for collection Contacts. The first statement
creates an object of type objectType in the core metamodel, while the second
statement creates a collection object. The data manipulation section demon-
strates how an object is created and instantiated with the contact type using the
dress operation. Then the object is inserted into the Contacts collections. Fi-
nally, a simple selection query over the Contacts collection is shown that selects
the previously created object. Formally, OML is defined by a grammar expressed
as a set of productions Pcore. For reasons of space, only a subset of Pcore is given
below.

statements → statement { ";" statement }
statement → [ ddl statement | dml statement | query expression ]

ddl statement → create statement

create statement → "create" [ create object | create objecttype | . . . ]

create object → "object"

create objecttype → "type" name "(" attribute list ")"

. . .

Correspondingly, the DBLcore component is given by

DBLcore = {{statements, statement, ddl statement, . . .},
{"create", "object", "type", . . .}, Pcore}.
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5 Metamodel Extension Module

In this section, we show how we produced an object database with integrated
support for Web content management by defining the appropriate metamodel
extension module based on previous work [14] that established four information
concepts for content management: content, view, structure and layout. Content
elements represent the objects that are to be published on the Web, view ele-
ments define which attributes and relationships of these objects are displayed,
structure elements provide support for arbitrarily nested content hierarchies,
and layout elements govern the presentation of content and structure. Due to
space limitations, we will omit further discussion of view elements here. As all of
these elements are context-aware, the resulting system is very flexible and well-
suited to support personalisable and multi-channel Web applications. Context-
awareness is supported based on a version model [15] that manages each object
as a set of variants which are defined for specific context states. At runtime, the
client context state is matched against the variant context states and the best
matching variant is selected to represent the object.

The metamodel of the extension module is shown in Fig. 4. On the left, the
hierarchy of content management concepts is shown. On the right, the object
variants for context-awareness are shown. Note that we support object variants
based on multiple instantiation similar to the approach presented in [16]. To
publish an existing data object on the Web, it is simply dressed with an instance
of type variant that augments the object with context state information. Then
it is associated with an instance of type content that assigns a resource name to
the content for referencing it based on a URL. Elements and variants are linked
with two associations. HasVariants captures all context variants of an element,
while DefaultVariant designates a fallback representation of the object that can
be used, for example, in the absence of a client context state. In order to make
the application of layout elements to content elements type-safe, both concepts
are associated with a type. Since Types is a concept of the core metamodel, the
content management metamodel is an extension of the core.
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To implement this system as a module, the three module components have
been defined as follows. The metamodel is a definition of the types, collections
and associations introduced above.

MMcm = {{element, variant, component, layout, structure, . . .},
{Elements,Variants,Components,Layouts,Structures, . . .},
{HasVariants,DefaultVariant,HasTemplate, . . .}}

Note that the collections Elements and Variants are subcollections of the Objects
collection (not shown in the figure) of the core metamodel. The system opera-
tors providing the creation, retrieval, update and deletion of these metamodel
concepts are defined as

CRUDcm = {Content,Structures,Layouts,Variants}.

Those operators relevant to the client of the content management system are
shown in Fig. 5. Note that the operators shown implement just the management
operations required in order to interact with the content management system.
The part of the system that publishes the content on the Web is outside the
scope of this paper. The presented operations make use of the core operators
in CRUDcore in order to implement their functionality. For example, the create
operation in Variants calls the create operation in Objects, takes the returned
object and dresses it with the variant type before returning it.

create(String): Structure
getName(Structure): String
getChildren(Structure): List
addChild(Structure, int, Component)
removeChild(Structure, int)
delete(Structure)

Structures

create(String, Object): Content
getName(Content): String
delete(Content)

Contents

create(String, Document): Layout
getName(Layout): String
getDocument(Layout): Document
delete(Layout)

Layouts

create(): Object
delete(Object)

Objectsuses

create(Context): Variant
getContext(Variant): Context
delete(Variant)

Variants

uses uses uses

Extension Module Core Module

Fig. 5. UML class definitions of the content management system operators

Finally, the database language extension DBLcm provides the vocabulary al-
lowing the operations offered by CRUDcm to be invoked. The example below
shows how to setup the content management to publish a created object $obj
on the Web.
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/* Create content element*/

create content fred from $obj context ( lang = "english" ) default;

/* Create main structure */

create structure index context ( lang = "english" ) default;

insert [ fred ] into index;

/* Create a template for person content */

create layout contact_layout for content context ( lang = "english" )

[ <xsl:template match="..."> ... </xsl:template> ];

The extensions to the core language as defined in the previous section are for-
mally defined by the set of productions Pcm. Again, we limit ourselves to a subset
due to space limitations.

create statement → "create" [ . . . | create content | create structure | create layout ]

create content → "content" name "for" object ref [ context ]

create structure → "structure" name [ context ]

create layout → "layout" name "for" type ref [ context ] "[" template "]"

context → "context" value list [ "default" ]

insert statement → "insert" [ collection insert | structure insert ]

structure insert → component ref "into" structure ref

. . .

These productions lead to the definition of the DBLcm component as

DBLcm = {{create content, create structure, create layout, context, . . .},
{"content", "structure", "layout", "context", . . .}, Pcm}.

To conclude this section, we note that the approach has also been used to de-
velop an object database that allowed personal information to be integrated with
Web 2.0 data sources, to extend an object database to support event-based pro-
gramming [17] and to develop a platform for peer-to-peer data sharing in mobile
applications [18].

6 Implementation

As shown in Fig. 1, the module runtime of our adaptive database system is
built on top of a low-level persistent storage designed to provide flexible data
management. The flexibility is achieved by means of the data model outlined in
Fig. 6. We distinguish the notion of an object which strictly identifies a real-world
object and an instance which bears the attribute values declared by an object
type. An extent is a bulk of values that are described by an extent type and used
to support collections and associations. Note that attribute values and extent
members may be objects, extents or built-in values such as integer or string.

The persistent storage implements persistent data management according to
this data model and exposes the API shown in Fig. 7. Object types are createdwith
a list of attribute definitions, each declaring the name and type of an attribute. An
extent type is created by providing the membertype. In both cases, an object must
be provided which will serve as an identifier referring to the created type.
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Fig. 6. Data model of persistent storage

createObjectType(Object, Attribute[])
createExtentType(Object, Type)

createObject(): Object
dress(Object, ObjectType)
strip(Object, ObjectType)
setAttributeValue(Object, ObjectType, Attribute, Value)
getAttributeValue(Object, ObjectType, Attribute): Value

createExtent(ExtentType): Extent
add(Extent, Value)
remove(Extent, Value)
iterator(Extent): Iterator

Storage API

Fig. 7. Persistent storage API

The API offers methods to manage objects and extents. Once an object has
been created, instances can be added or removed using the dress and strip
methods, respectively. Attribute values can be set and retrieved by providing the
object, the object type declaring the attribute to be accessed and the attribute
itself. An extent is created by providing the extent type. Given an extent, values
can be added and removed as well as accessed by means of an iterator. Methods
for the deletion of types, objects and extents as well as a query facility are also
provided, but not shown in the figure.

The module runtime provides a single Java class OMObject that represents all
metamodel concepts uniformly in terms of the notion of an object as defined by
the persistent storage data model. It offers means to add and remove instances
as well as to access and manipulate attribute values. Another class OMExtent
wraps the notion of an extent and allows for members to be added, accessed
and removed. By separating the metamodel concepts from the actual concept
representation within the programming language, we achieve the flexibility of
being able to alter and extend the metamodel at runtime. Therefore, altering
and extending the metamodel in the database does not require any changes to
the in-memory Java representations of metamodel concepts.

To manage modules, the module runtime provides a ModuleManager that offers
methods to load and unload modules. When the manager is initialised, it reads
a configuration file where modules may be specified at design-time. The module
manager requires that a module implementation follows the Module interface that
is also defined by the runtime. This interface defines four methods that correspond
to the lifecycle of modules. To load a module, the module concepts are created by
the bootstrap method, then the operators are initialised with registerCRUDs
and, finally, generateDBL loads the database language. If no longer required, the
manager disposes of modules by invoking the unload method.

In the remainder of this section, we discuss the implementation of the core
and the extension modules presented in Sects. 4 and 5, respectively. Due to
the fact that all extension modules are implemented using the core module, the
implementation of the core module differs from that of an extension module.
For both modules, we will present an excerpt of the bootstrap and the operator
implementation. To illustrate the discussion, Fig. 8 gives a UML interaction
diagram that shows the communication between all involved actors.
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Fig. 8. UML interaction diagram of core and extension bootstrap and operators

The core metamodel is implemented entirely using the persistent storage
shown in Fig. 7. The bootstrap process creates the core concepts represented in
terms of types and collections and their relationships using the methods exposed
by the persistent storage. As shown at the top of Fig. 8, the core database module
creates the type objectType using the createObjectType method. The collec-
tion ObjectTypes is created by first creating the extent type using the method
createExtentType and then creating the extent using createExtent. All other
types and collections are created similarly.

Below the excerpt of the core bootstrap, Fig. 8 shows how the core opera-
tors make use of the persistent storage API to implement their concept-specific
services. They take an OMObject instance as argument—or return one—and en-
capsulate the creation, deletion, attribute access and manipulation implemented
using the methods of the persistent storage. For example, the object type op-
erator to create an object type gathers the required arguments and calls the
createObjectType method. The read and manipulation operations make use
of the setAttributeValue and getAttributeValue methods. In the figure, we
give an example of the latter, showing how the getName method of ObjectTypes
uses the storage to retrieve that name of an object type. Finally, retrieval is im-
plemented using the querying facility.

Extension modules are completely decoupled from the persistent storage as
they only interact with the module runtime and the core module. The exten-
sion bootstrap procedure shown near the bottom of Fig. 8 consists of using the
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core operators to create instances of the core metamodel representing extension
concepts. For example, the content management module uses the core opera-
tor ObjectTypes to extend the metamodel with object types such as element
and variant. In the same way, it uses the Collections operator to create the
corresponding collections, i.e. Elements and Variants.

Finally, at the bottom of Fig. 8, we present how the extension operators use
the core operators to provide the creation, attribute access and manipulation, re-
trieval and deletion facilities of the extension concepts. We use the example of the
Variants operator to show how its create method has been implemented based
on the core operator Objects as well as the module runtime classes OMObject
and OMExtent.

To generate the database language of a module, we currently use JavaCC1

and, therefore, the grammar is expressed in terms of the JavaCC syntax. Each
module provides its grammar as a single file that is merged with the correspond-
ing grammar files of other modules to obtain a comprehensive grammar before
generating the parser. As a consequence, we can only support design-time adap-
tation for modules that require a language extension since parser generation
requires an additional compilation step. To the best of our knowledge, there are
no compiler compilers available at the moment that overcome this limitation
and we are investigating how to engineer a solution that also provides runtime
adaption of the database language.

7 Conclusions

We have motivated the need for adaptive database management systems to sup-
port configuration at design-time and evolution at run-time and proposed an
approach that is based on revisions to the system metamodel. We have shown
how this can be implemented and also demonstrated the use of the approach
by means of an example. Even though the paper describes the application of
the approach in the setting of an object database, it is important to emphasise
that the approach generalises to all systems that use well-defined metadata to
describe the data that they manage. While our main focus to date has been on
achieving the desired functionality, we recognise that such flexibility of adapta-
tion comes at a price in terms of performance and are now investigating exactly
what the overhead is and how it can be reduced.
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Abstract. Using a context-aware approach, we deal with the automation of user 
routines. To do this, these routines, or user behaviour patterns, are described us-
ing a context model and a context-adaptive task model, and are automated by an 
engine that executes the patterns as specified. However, user behavior patterns 
defined at design time may become obsolete and useless since users needs may 
change. To avoid this, it is essential that the system supports the evolution of 
these patterns. In this work, we focus on supporting this evolution by confront-
ing an important challenge in evolution research: raise the level in which evolu-
tion is applied to the modelling level. We develop mechanisms to support the 
pattern evolution by updating the models at runtime. Also, we provide end-
users with a tool that allows them to carry out the pattern evolution by using 
user-friendly interfaces. 

Keywords: Context adaptation, models, tasks, user behaviour pattern  
automation. 

1   Introduction 

Context-aware systems are those capable of adapting its behaviour according to con-
text and performing actions on behalf of users without being intrusive. Using a  
context-aware approach, we deal with the automation of user routines. A routine, or 
behaviour pattern, is a set of tasks characterized by habitual repetition in similar con-
texts [1]. Some patterns are determined by our lifestyle, e.g. reading electronic mail 
and opening certain web pages as soon as we have access to internet; others are reac-
tions to things happening around us, e.g. lowering every blind and winding up every 
awning when it starts to rain.  

Several works [2, 3] have dealt with inferring these patterns from user action ob-
servation by using machine-learning algorithms. However, they require a lot of train-
ing data and may automate actions that users do not want to be automated because 
algorithms do not know the semantics of user-performed actions. Moreover, note that 
many patterns are well known before the system is implemented. These patterns can 
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be described at design time and automated under the adequate context conditions. Our 
approach [22] achieves this. It presents a context-adaptive task model that allows each 
behaviour pattern to be specified through a set of tasks that have to be carried out to 
automate it. These tasks are modelled according to context, which is previously speci-
fied in a context model. Both the context model and the task model are also used at 
runtime. A Model-based Automation Engine (MAtE) interprets them to execute the 
patterns as specified.  

However, this is not enough to automate user behaviour patterns since user needs 
may change in the future. It is essential that the system supports the evolution of the 
designed patterns to adapt to user behaviour changes; otherwise, their automation may 
become a burden on users instead of a way of helping them. In this work, we focus on 
supporting this evolution. To do this, we confront one of the most important chal-
lenges identified in software evolution according to works such as [4, 5]: raise the 
level of abstraction in which evolution is applied to the modelling level, i.e. perform 
system evolution by evolving the models that specify it. Since the research in model-
driven development started, this challenge becomes increasingly more relevant, and 
new approaches and tools for dealing with it are urgently needed. However, although 
many advances have been done in software evolution research, almost all existing 
approaches for supporting it are primarily targeted to source code, including the pro-
posed approaches for automating user routines that supports evolution. In contrast, we 
propose applying runtime evolution at modelling level, which allows us to manage it 
at a high level of abstraction.  

To do this, we take advantage of the design of our approach. Since the task model 
and the context model are interpreted at runtime to execute the corresponding behav-
iour patterns, as soon as the models are modified, the changes are applied by the sys-
tem. Thus, we design and implement mechanisms to support the update of both  
models at runtime [6] using the same high level concepts used for building the mod-
els. Furthermore, we provide end-users with a user-friendly tool to evolve the pat-
terns. This end-user tool uses the provided mechanisms to carry out the evolution. 
Note that these mechanisms could also be automatically applied, for instance, by 
using machine-learning algorithms that detect changes in user behaviour. However, 
this may lead to applying changes that do not correspond to user desires and to auto-
mating tasks that users do not want to be automated. This may be annoying to users 
and may cause users to feel loss of control of the system.  

The remainder of the paper is organized as follows. Section 2 gives an overview of 
our approach. Section 3 describes real examples of behaviour patterns. Section 4 
describes the context model and the task model. Section 5 presents the mechanisms to 
address pattern evolution. Section 6 explains the end-user tool. Section 7 evaluates 
our approach. Section 8 presents the related work. Section 9 presents the conclusions 
and the future work. 

2   Automating User Behaviour Patterns: An Overview 

Our approach, which is shown in Fig. 1, deals with automating the routines that users 
want to be automated, according to their desires and demands. To achieve this, ana-
lysts first interview end-users to determine the tasks that they perform and identify 
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behaviour patterns in these tasks. Also, the analysts determine the context in which 
the pattern has to be triggered and the context in which its tasks are performed. Thus, 
the analysts describe the needed context information by using a context model.  
With the participation of users, the analysts then specify the context situation that 
triggers the execution of the pattern, the tasks to be executed for each one of the iden-
tified patterns, and the temporal relationships that must be accomplished for the exe-
cution of these tasks. The behaviour pattern tasks and their relationships are specified 
using the context information of the context model, in such a way that the task execu-
tion automatically adapt according to context.  

In addition, the tasks to be executed are related to a pervasive service that can carry 
it out. A pervasive service is a piece of software that is in charge of controlling de-
vices in order to achieve a task goal. For instance, if a task whose goal is to lower the 
blinds has been defined, this task is associated to a pervasive service that executes this 
action by interacting with the blind device. These services are also in charge of updating 
the context model when context changes arise (e.g. indicating the current state of blinds: 
open or closed). To implement these pervasive services, a MDD method that generates 
them in Java/OSGi [7] technology from models is used. As an example, Figure 1 shows a 
partial view of a Java/OSGi-based pervasive service implementation. This method is out 
of the scope of this paper; more information about it can be found in previous works 
[8, 9]. 

Once the behaviour patterns have been specified using the Context Model and the 
Task Model, a Model-based user task Automation Engine (MAtE) is in charge of 
automating the patterns when needed. To do this, MAtE uses a Context Monitor that 
monitors the context changes reflected by changes on the context model. When a 
context change is arisen, MAtE checks whether some context situations are fulfilled 
by interpreting the task model and querying the context model at runtime. If so, MAtE 
interprets the task model to perform the tasks of the corresponding pattern according 
to their specification. To perform each task, MAtE executes the pervasive service 
related to it.  

 

public void lowerBlinds(){
if(pre_lowerBlinds()){

try{
disableNotificacions();
Implementation_lowerBlinds ();
if (post_lowerBlinds()){

HashMap parameters = null;
this.updateSTDState("lowerBlinds"

,parameters)}}
finally {

enableNotifications();
if (changeState()==true)

notifyConsumers();}}
}  

Fig. 1. Overview of the approach  

However, without explicit support for pattern evolution, system may become pro-
gressively less satisfactory. In this work, we deal with this problem by allowing end-
users to be able to evolve the behaviour patterns according to their needs. To do this, 
our approach provides a set of mechanisms to allow behaviour patterns to be evolved 
by updating the task model and the context model at runtime. Moreover, we provide 
end-users with a tool that allows them to evolve these patterns by using user-friendly 
interfaces. This tool uses the provided mechanisms to carry out the evolution. 
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3   User Routines: A Case Study 

We present some user examples in the smart home domain, since it is close to readers. 
A married couple (we will refer to them as Bob and Sarah), was first interviewed to 
determine their domestic behaviour patterns. We next present four representative 
examples of the behaviour patterns identified for the case study:  

1. WakingUp: At 7.00 a.m. on working days, the system wakes Bob up with his 
preferred music and raises the bedroom blinds to the middle. 

2. GoingOut: When Bob and Sarah left the house, the system closes all the win-
dows and doors, and switches off all the lights. If it is a working day, the system 
puts the air and heating conditioner in energy-saving mode; otherwise, the sys-
tem switches it off, turns the water off at the mains and turns the gas off. Finally, 
the system reminds users to enable security (they prefer to activate the security 
themselves; therefore, the system only sends them a notification to remind them 
to do this). 

3. Recording: If Sarah is not at home at 18.30 p.m., her favourite program is re-
corded. 

4. StormSecurity: If it starts to rain, the system lowers all the blinds and winds  
up all the awnings. If it does not stop raining and the garden sprinklers are 
switched on, the system switches them off. When it stops raining, the system 
calculates the cubic meters of rainfall and updates the irrigation timetable  
according to it. 

4   The Context Model and the Task Model 

The context model and the task model are used at design time for specifying the be-
haviour patterns that users want to be automated and their context; and also at runtime 
for supporting the specified behaviour pattern automation and evolution.  

4.1   Ontology-Based Context Model 

The context model semantically describes the Context required for properly automat-
ing the user behaviour patterns. This model is based on an ontology proposed in pre-
vious works [8], which defines classes such as User, EnviromentProperty or Location 
to capture context. We used an ontology-based approach because it provides a formal 
analysis of the domain knowledge and allows common understanding of the structure 
of context. At design time, we use the EODM plugin [10] to graphically specify the 
context. EODM provides a tree graphic editor and also stores the model in the Web 
Ontology Language (OWL) [11]. OWL is an ontology language that greatly facilitates 
knowledge automated reasoning and is a W3C standard. At runtime, we use the model 
representation in OWL. In OWL, the classes of the ontology are defined by OWL 
classes, and the context of the system is represented by OWL individuals, which are 
instances of these classes. Fig. 2 shows an example of context model in its both repre-
sentations (design and run time).  
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Fig. 2. An example of context model (graphical and OWL representation) 

4.2   Context Adaptive Task Model 

This model describes the behaviour patterns that have to be automated. Each pattern 
is specified by a task hierarchy. The root task represents the behaviour pattern and 
has an associated context situation, which defines the set of context conditions whose 
fulfilment triggers the execution of the pattern. It is broken down into Composite 
Tasks (which are intermediate tasks that can be broken down), and/or System Tasks 
(which are leaf tasks). Composite Tasks are used for grouping subtasks that share a 
common behaviour or goal. System tasks can be supported by a pervasive service. 
Both types of task can have a context precondition, which defines the context condi-
tions that must be accomplished so that a task is performed (if the precondition is not 
accomplished, the task is not executed). Each task also inherits the context precondi-
tions of its parent task. 

As examples, the modelling of the GoingOut and StormSecurity patterns (Section 3) 
using the task model is shown at the top of Fig. 3. For instance, the StormSecurity 
behaviour pattern is triggered when it starts to rain as indicated in the context situation. 
The pattern is split into four tasks: the lower blinds, wind up awnings and switch sprin-
klers off System Tasks, and the modify irrigation system Composite Task, which is also 
split into the calculate rainfall and update irrigation timetable System Tasks. In addi-
tion, the switch sprinklers off System Task has a context precondition (which is shown 
between brackets before the name of the task) that indicates that this task will be only 
executed when it is raining and the system is watering the garden.  

Tasks with the same father task are related by temporal relationships. They de-
scribe how the tasks are executed. For instance, the temporal relationship between the 
wind up awnings and switch sprinklers off tasks indicates that the sprinklers will be 
switched off 3 minutes after the awnings have been wound up (provided the context 
precondition fulfils). 

At design time, the task model is specified by means of an editor developed  
using the Eclipse platform and the EMF and GMF plugins [10]. By using this editor, 
the model can be graphically edited (as the top section of Fig. 3 shows) and is also 
stored in XMI (XML Metadata Interchange). At runtime, we use its representation in 
XMI. The bottom section of Fig. 3 shows part of the XMI representation of the 
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StormSecurity pattern, where the properties of the lower blinds and wind up awnings 
tasks are shown. Note that the service property is a reference to the service in charge 
of executing the task; e.g. the lower blinds task is related to the lowerBlinds method, 
which was presented in Section 2. 

 

<?xml version="1.0" encoding="UTF-8"?>
<org.pros:TaskModel xmi:version="2.0" xmlns:xmi="http://www.omg.org/XMI" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" xmlns:org.pros="http:///org/pros/taskModel.ecore">
…  
<Task xsi:type="org.pros:SystemTask" name="lower blinds" ID="StormSecurity_LB" isChildOf="//@Task.0">

<TemporalRelationship TemporalRelationshipType="|||"
TemporalRelationshipTo="//@Task.2" TemporalRelationshipFrom="//@Task.1"/>

<serviceMethod href="SmartHomeServices.serviceModel#// @Service.3"/@Method.LowerBlinds>
</Task>
<Task xsi:type="org.pros:SystemTask" name="wind up awnings" ID="StormSecurity_WUA" isChildOf="//@Task.0">

<TemporalRelationship TemporalRelationshipType=">>[3 min]>>" 
TemporalRelationshipTo="//@Task.3" TemporalRelationshipFrom="//@Task.2"/>

<serviceMethod href="SmartHomeServices.serviceModel#// @Service.2"/@Method.WindUpAwnings>
</Task>
…
</org.pros:TaskModel>

 

Fig. 3. Examples of behaviour pattern modelling (graphical and XMI representation) 

5   Addressing the Evolution of User Behaviour Automation 

The design of our approach facilitates to perform system evolution at modelling level, 
which is one of the top challenges in software evolution research. This is because 
MAtE automates the patterns by interpreting the models (the context model and the 
task model) where they have been specified, at runtime. Thus, if the models are 
changed to adapt the patterns, the changes are also taken into account by MAtE. 
Therefore, our approach gives us three immediate benefits to perform system evolu-
tion: 1) we do not have to maintain the consistency between the system modelling and 
system implementation as modifications are applied; 2) the evolution can be managed 
at a high level of abstraction (modelling level); 3) models can provide us with a richer 
semantic base for runtime decision-making related to system adaptation. 

From these premises, we address the pattern evolution by adapting the models 
where they are specified. We provide mechanisms capable of evolving the task model 
and the context model at runtime. These mechanisms use the concepts of the own 
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language (task, behaviour pattern, user, etc.) used for specifying the models, which 
facilitates understand and handle the evolution. In addition, the mechanisms ensure 
that the changes are in accordance with their metamodel definition and, therefore, 
syntactically correct. In this way, these mechanisms define how the patterns can be 
changed over time and maintain software quality characteristics. Note that the use of 
such mechanisms raises the evolution level to the modelling level which allows the 
system to be evolved at runtime by using high level abstraction concepts instead of by 
changing lines of code. Furthermore, the mechanisms are implemented in Java apply-
ing software design patterns [21] and are provided as APIs; therefore, they can be 
imported and used by any Java application.  

5.1   Supporting the Task Model Evolution 

Each automated behaviour pattern is specified by a task hierarchy in the context-
adaptive task model. Thus, to support the system adaptation to new user automation 
requirements, we have implemented a set of Model-Based User Task evolution 
mechanisms (MUTate) that allows evolving these patterns. For instance, MUTate 
allows the following: adding new tasks to a pattern; modifying the context precondi-
tion that must be accomplished so that a task can be executed; creating a new behav-
iour pattern; etc. To do this, MUTate provides an API that allows any elements of the 
specified task model (which are those specified in its metamodel, such as Behaviour 
Patterns, Tasks, Relationships between tasks, etc.), to be created, modified, or deleted. 
Specifically, this API consists of a Java class for each one of the elements of the task 
model metamodel. Each class provides:  

- An attribute for each one of the properties and relationships of the metamodel 
element that the class represents; e.g., the BehaviourPattern class has name and 
task as attributes. 

- Get, set and delete methods for each one of these attributes; e.g., getName. 
- An add method for the attributes whose type is a List. This method allows an ele-

ment to be directly added to the list; e.g., addTask method. 
- Get and delete methods for access to a certain element of the attributes whose type 

is a list. These methods allow us to get and delete an element of the list by search-
ing for it by using one of its identifier properties; e.g. getTaskByID. 

In addition, the API provides a Factory class for creating new instances (of the classes 
defined in the task metamodel) of a task model.  

We have used the EMF, EMF Model Query (EMFMQ), and EMF Model Transac-
tion (EMFMT) plugins of the Eclipse Platform [10] to implement MUTate. From the 
metamodel of the task model in ecore, EMF generates a basic API for managing a 
task model. This API provides the Factory and Model classes, as well as a Java inter-
face and an implementation class for each one of the classes of the metamodel. These 
implementation classes provide get and set methods to access and change the infor-
mation of the instances specified in the model. We have extended these classes by 
implementing the methods explained above. EMFMQ is used to search for and get the 
instances of the model that need to be modified. EMFMT provides us with mecha-
nisms for making transactions, reading and writing models on multiple threads,  
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and validating the semantic integrity of the modified model by detecting invalid 
changes. We have also extended the implementation provided classes in order to:  
1) add, modify, and delete a complete behaviour pattern as a unique transaction; 2) 
allow the reading and writing of the task model at the same time; and 3) semantically 
validate the changes in the task model.  

Figure 4 shows a partial view of the source code of MUTate. As an example, the 
figure shows the getBehaviourPatternByID method of the TaskModel class. This 
method returns the behaviour pattern whose ID is the same that the behaviourPat-
ternID argument value. To find the pattern, it searches for it by using a query state-
ment build with EMFMQ.  

 

Fig. 4. Partial view of MUTate source code 

5.2   Supporting the Context Model Evolution  

New automation requirements may require new context information to support them. 
In our approach, Context is captured in the OWL context model as OWL individuals. 
To change the context model, we have implemented a set of Ontology-based Context 
model Evolution mechanisms (OCEan) that allows evolving these individuals. For 
instance, if a change in a pattern requires knowing the preferred environmental tem-
perature of Bob and Sarah, OCEan allows us to create this new user preference (e.g. 
idealTemperature) to the User individuals that represent Bob and Sarah. To do this, 
OCean provides an API that allows any individual of the context model to be created, 
obtained, modified, and deleted. Specifically, this API consists of a Model class that 
allows us to open the context model, save it, and manage its individuals (addIndi-
vidual, getIndividual and deleteIndividual) in a generic way. The API also provides 
an implementation class (and its Java interface) for each one of the OWL classes 
defined in the context ontology. Each Java class provides: 

- An attribute for each one of the properties and relationships of its OWL class; e.g., 
the User OWL class has DNI and preference as attributes. 

- Get and set methods for each one of these attributes; e.g., getDNI. 
- An add method for the attributes whose type is a List. This method allows an ele-

ment to be directly added to the list; e.g., addPreference method. 
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- Get and delete methods for access to certain element of the attributes whose type 
is a List. These methods allow us to get or delete an element of the list by search-
ing for it using one of its identifier properties; e.g. getPreferenceByName. 

- The new method that creates an individual of the corresponding OWL class and 
calls the addIndividual method of the Model class to add it to the context model. 

We have used the OWL API 2.1.1 [11], SPARQL [12] and the Pellet reasoner 1.5.2 
[13] to implement OCean. The OWL API is an open-source API that provides facili-
ties for creating, examining and modifying any element of an OWL ontology. 
SPARQL is a graph-matching query language recommended by the W3C that allows 
queries to be built to search for certain individual. Pellet is an open-source OWL 
reasoner that provides reasoning services. Pellet allows us to launch a SPARQL query 
against the model.  

Figure 5 shows a partial view of the source code of OCean. As an example, the 
figure shows the deleteIndividual method of the ContextModel class. Using the OWL 
API, this method first creates a remover entity, it then gets the individual that is to be 
deleted, and passes it to the remover entity for deletion. Finally, the method applies 
the changes in the context model.  

 

Fig. 5. Partial view of OCean source code 

5.3   Using the Evolving Mechanisms 

In this subsection, we present an example of how the presented mechanisms are used 
(see Figure 6). In this example, we add a new preference (wakeUpTime) to the user 
Bob. This preference indicates the time he prefers to wake up. To do this, we simply 
create a new preference, search for the user that represents Bob and add the created 
preference to his list of preferences. Afterwards, we change the context situation of 
the WakingUp pattern in order to indicate that it must be triggered when the time  
is the value indicated in the wakeUpTime preference. Thus, MUTate and OCEan 
allow the models to be evolved by using concepts of a high level of abstraction (Pref-
erence, ContextSituation, etc.), which are easy for developers to understand and use. 
However, these mechanisms are still difficult for end-users. For this reason, we have 
also developed an end-user tool that allows them to evolve the patterns by using intui-
tive interfaces. 
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//Create a new user preference
Preference preference= new Preference("wakeUpTime","8:00");
User user= contextModel.getUserByName("Bob");
user.addPreference(preference);
//Using this preference in the context situation of a pattern
BehaviourPattern behaviourPattern = taskModel.getBehaviourPattern("WakingUp");
behaviourPattern.setContextSituation("currentTime=wakeUpTime AND workingDay=true");  

Fig. 6. Code example for model evolution 

6   End-User Toolkit for Evolving the System 

To carry out the pattern evolution, we provide end-users with a tool that allows them 
to use MUTate and OCEan in a user friendly way. This tool provides users with the 
following functionalities: 

• Context Specification: the tool shows users the context information for which they 
have permission. It also allows a user to add new individuals corresponding to his/her 
information, modify them, and delete them if they are not used in the task model. 

• Pattern Specification: the tool allows users to add, modify, or delete behaviour patterns 
by facilitating the information necessary to do this. If users do not want certain patterns 
to be executed during a period of time, they also can enable or disable specified  
patterns. 

To provide user interfaces with this functionality, we have been inspired by the Natu-
ral Programming and Visual Programming end-user development approaches [14]. 
Based on these approaches, we have developed an interface for each one of the pro-
vided functionalities by using the SWT (Standard Widget Toolkit) [10] plugin in 
Eclipse. All of them follow a similar style. At the top of the interface, we guide users 
by using tabs that indicate the previous, current, and next steps to perform in order to 
achieve the corresponding goal. At the bottom of the interface, a text message is 
shown where help and explanations are provided to end-users. The rest of the inter-
face is divided into two main frames: the left frame, which represents the work area 
where users specify the corresponding information; and the right frame, which shows 
users the information that they need for each step. Thus, end-users just need to select 
the information from the right frame and drag it to the proper location in the left 
frame.  

Figure 7 shows a snapshot of an interface of our prototypical tool. This snapshot 
shows the first step for creating a new behaviour pattern in the task model: the speci-
fication of the context situation whose fulfilment triggers the execution of the pattern. 
The current tab and the other tabs that allow the user to navigate through the steps to 
be accomplished are shown at the top of the interface. On the right side, the context 
information that is available for Bob (who is using the interface) is shown in a tree 
form, going from more general information to more specific. In the work area, we 
facilitate the needed operators to form the context situation. Finally, the information 
area is provided at the bottom of the interface. This area shows what the pattern will 
do in a language close to natural language. 

By using these interfaces, end-users can carry out the changes that they need. 
However, to preserve software quality characteristics, these changes are validated 
before they are applied to the system. Up to date, these changes are revised by  
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analysts; however, we are currently developing a tool to ensure the reliability of the 
system without the participation of analysts. This tool generates all the possible con-
text situations that may play a part in the behaviour patterns changed by users. Then, 
it builds a set of tests that have to be passed by the system before these changes can 
be taken into account. If any of these tests are not passed, the system notifies the users 
about the possible mistakes so that they can be corrected. Finally, once the changes 
are validated, the tool updates the task model and the context model accordingly. The 
tool uses MUTate and OCEan to do this at runtime.  

Also, we are currently working in incorporating the possibility of using machine 
learning algorithms to infer new behaviour patterns from user behaviour observation. 
These algorithms could automatically apply the mechanisms to evolve the patterns 
according to the inferred patterns. However, in this way we would not take into ac-
count users’ desires since the repeated execution of an action does not imply that 
users want its automation. Thus, instead of this, the tool will present the inferred pat-
terns to users once a month allowing them to modify or add these patterns if users 
regard them as appropriated. 

 

Fig. 7. Snapshot of the end-user tool  

7   Evaluation 

In order to evaluate our approach, we carried out two evaluation studies. First of all, 
we evaluated the feasibility of using models at runtime in our approach. Second, we 
performed a case study-based evaluation to test our approach in supporting user be-
haviour automation and evolution. To perform these evaluations, we use a Pentium 4, 
3.0 GHz processor and 2 GB RAM with Windows XP Professional Edition SP3 and 
Java 1.5 installed. In addition, we used the implementation of OSGi Prosyst Embed-
ded Server 5.2 [15],  the EMF 2.3, EMFMQ 1.1, EMFMT 1.1 eclipse plugins, Pellet 
and the OWL API. 

7.1   System Evolution by Using Models at Runtime 

We evaluated the feasibility of using models at runtime in the evolution mechanisms. 
The model operations that they perform have to be efficient enough so that the system 
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response is not drastically affected. Thus, we performed an experiment to get the 
temporal cost of the operations of MUTate and OCEan that access to models. We 
used our context model and an empty task model to be randomly populated by means 
of an iterative process. The context model was populated with 100 new individuals 
each iteration, while the task model was populated with one new pattern whose task 
structure formed a perfect binary tree, varying its depth and the width of the first level 
each iteration.  

 

Fig. 8. Temporal cost of task model operations 

After each iteration, we tested all the model operations of MUTate and OCEan 20 
times and calculated the average temporal cost of each one. As an example, the opera-
tion over the context model with the highest temporal cost was the getIndividual opera-
tion, which took 7 milliseconds with 100 individuals and 10 milliseconds with 6000 
individuals. This is because this operation has to get the individual by using a SPARQL 
query, which determines the temporal cost of the operation. Figure 8 shows the tempo-
ral cost of the task model operations with the highest cost. At the top of the figure, we 
show the time required to add a behaviour pattern according to the number of tasks. 
This operation took less than 50 milliseconds to add a pattern of 2296 tasks. At the 
bottom, we show the getTask, updateTask and deleteTask operations. Their costs are 
very similar since all of them make the same query to get the corresponding task. Even 
with a model population of 45612 tasks, these model operations provide a fast response 
(<250 milliseconds). Thus, the response time of using models at runtime is adequate. 

7.2   A Case Study-Based Evaluation 

As a case study-based evaluation of our approach, we developed a prototype to sup-
port the automation of the daily tasks that Bob and Sarah perform in their home (ex-
amples of these daily tasks have been presented in Section 3). To develop the case 
study, we specified the behaviour patterns that the system had to automate (with the 
participation of Bob and Sarah), using the proposed task model. To facilitate the par-
ticipation of the users, we briefly explained the main concepts of the model and how 
we modelled the identified behaviour patterns. We found that this model was intuitive 
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enough for users and expressive enough to model all the identified automation re-
quirements. However, the end-users found it a little difficult to understand some of 
the used temporal relationships.  

To support the functionality needed to execute the system tasks of the patterns, we 
used the MDD strategy presented in [8] to obtain the code of the required services 
used to execute the system tasks. To evaluate the feasibility of our approach, we ran 
the system in real-life deployment sessions using Prosyst. In the experimental set-up, 
a scale environment with real devices was used to represent the Smart Home [16].  

In addition, we evaluated the usability of the tool for evolving the system automa-
tions. To do this, we arranged several sessions in which Bob and Sarah used the tool 
under our supervision. An observer sat side by side with them and measured (without 
intervening in their activity) their number of errors and their number of help requests. 
Since the users had participated in the modelling of the behaviour patterns, it was easy 
for them to change it. Specifically, 85% of the updates of the patterns were correctly 
performed; however, they needed particular help to properly establish the temporal 
relationships between the tasks of a new behaviour patterns. Finally, we measured 
errors in terms of “wrong clicks” which were, on average, 13% of the overall set of 
interactions. 

8   Related Work 

Current approaches for automating users’ behaviour patterns are predominantly ma-
chine learning-based approaches. Some examples are: the MavHome project [2] or 
the iDorm project [3]. The MavHome project uses prediction algorithms to identify 
common sequential patterns from data captured from the sensors of a smart home. 
From this learning, Mavhome builds a Markov model of user behaviour in which 
patterns are specified through a series of states linked by transitions with certain prob-
abilities. If changes in user behaviour are detected by the algorithms or user feedback, 
the system is rebooted to obtain an improved Markov model using a new set of obser-
vations. The iDorm project models user behaviour by learning fuzzy rules that map 
sensor state to actuator readings representing inhabitant action. If changes in the user 
behaviour are detected by the algorithms, rules can be added, modified, and deleted. 
Thus, the evolution of these models is performed at a low level of abstraction. In 
addition, these techniques present some problems that can cause the loss of user ac-
ceptance of the system, e.g.:    

• The algorithms used require a great amount of training data and make mis-
takes during the learning process, causing frustration to users;  

• Lack of knowledge about user performed tasks may lead to automating tasks 
which the user may not want automation or reach generalizations in such a 
way that the automation becomes a burden on the user; e.g., the actions pre-
dicted by these algorithms for the WakingUp pattern (Section 3) would be: 
switch on the light, raise the blinds and switch the light off again, instead of di-
rectly raising the blinds.  

In addition, these approaches could not predict some patterns of our case study be-
cause users do not perform these actions (Sarah does not record her favourite program 
when she is not at home), or they are not performed in the same context (the actions 
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to be automated when it starts to rain are performed when Sarah and Bob are at home, 
but not when they are out). In our approach, the evolution is performed at modelling 
level using concepts of a high level of abstraction, such as task or behaviour pattern, 
instead of adding states or rules as the above presented approaches. Moreover, users 
participate in the modelling of the system automation and in its evolution; therefore, 
the system only automates the tasks that users want automated and without requiring a 
learning process.  

Other approaches try to specify proactive behaviour by using rule-based systems. 
Some examples are the proposal by García-Herranz et al. [17] and the proposal by 
Henriksen and Indulska [18]. These approaches are not focused on the automation of 
whole user behaviour patterns and do not cover the evolution of the rules once the 
system is running. In contrast, our approach automates whole user behaviour patterns 
by modelling them using a context-adaptive task model. This model considerably 
improves the expressivity of the above approaches by using the task concept and the 
temporal relationships among tasks. Thus, our approach allows users to view the 
automated actions as a whole task and not as isolated actions that are triggered when 
some conditions arise. 

9   Conclusions and Further Work 

In this work, we have presented and evaluated a novel approach for confronting the 
challenge of automating users’ behaviour patterns end evolving them at runtime. 
These patterns are specified in a context-adaptive task model and automated by an 
engine (MAtE) that interprets the models to execute the patterns as specified. To deal 
with the evolution of these behaviour patterns, we have implemented MUTate and 
OCEan that are mechanisms capable of updating these models at runtime [6]. Since 
these models are interpreted at runtime by MAtE, as soon as they are modified, the 
changes are applied by the system. In addition, we provide an end-user tool that, by 
using MUTate and OCEan, allows users to change the patterns by using user-friendly 
interfaces. Thus, users can update the automated behaviour patterns without having to 
stop the system using this tool. 

As further work, we plan to extend our end-user toolkit to provide interfaces that 
adapt according to the user preferences, skills and knowledge of the system [20]. Ac-
cording to this information (stored in the context model), the interfaces will provide 
users with the appropriate end-user techniques to change the automated behaviour 
patterns. 
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Abstract. The emergence of large-scale online collaboration requires current in-
formation systems to be apprehended as service ensembles comprising human
and software service entities. The software services in such systems cannot adapt
to user needs based on autonomous principles alone. Instead system requirements
need to reflect global interaction characteristics that arise from the overall col-
laborative effort. Interaction monitoring and analysis, therefore, must become a
central aspect of system self-adaptation. We propose to dynamically evaluate and
update system requirements based on interaction characteristics. Subsequent re-
configuration and replacement of services enables the ensemble to mature in par-
allel with the evolution of its user community. We evaluate our approach in a case
study focusing on adaptive storage services.

1 Introduction

Over the past years we have observed a trend towards online collaboration. Web sites
for social networking (e.g., Facebook, LinkedIn), collaborative tagging (e.g., Digg,
Del.ici.us), content sharing (e.g., Youtube), or knowledge creation (e.g., Wikipedia)
have attracted millions of users. People increasingly utilize such tools to pursue joint
interests and shared goals.

The scientific community in particular comes to profit from a tight interweaving of
social networks and technological networks [1]. Barabasi [2] highlights the tendency
for research teams to grow in size. Guimera et al. [3] describe the impact of social
network dynamics on team performance. Scientific teams emerge in an ad-hoc fashion,
gather the persons with the required expertise, conduct research, and dissolve again.

The scientific community is one example where collaboration emerges in large-scale,
heterogeneous systems. Kleinberg [4] notices the opportunity to observe the dynamics
and complexity of such systems that arise from the convergence of social and technical
networks in general. We refer to such systems as service ensembles.

The scale of online collaborations prevents a single ensemble entity from obtain-
ing a complete picture of the overall service ensemble. Simultaneously, services lack
adequate mechanisms that derive global-level interaction characteristics. Services will
exhibit poor performance and slow reaction to a changing environment: promising col-
laborations dissolve prematurely; helpful services remain unavailable as nobody be-
comes aware of the demand. As a result, enabling interaction-driven adaptivity is a
prime concern in evolving information systems.
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Several challenges need to be addressed before a service system can adapt to global-
level ensemble interaction characteristics. Users apply both direct and indirect interac-
tion means as well as exchange services as they feel suitable. Any interaction metric
needs to abstract from these low-level interaction details and has to derive user prox-
imity across activities, services, and shared artifacts. Any distance measurement needs
to take into account also the focus and magnitude of interaction among humans, among
services, and between humans and services. Existing work on social network analysis
(e.g., [5,6]) provides insight into the community structure. Deriving requirements from
this data, however, is non-trivial.

In this paper we provide models and mechanisms to align configuration and pro-
vided functionality of software services with the ensemble’s interaction structure. The
main goal is to establish the set of required service capabilities - i.e., what function-
ality and adaptability services need to support - but not how services achieve specific
adaptation. Our mechanisms, for example, discover that ensemble users tend to inter-
act in co-located groups, and derive requirements demanding location-aware services.
We do not, however, specify how these services exploit information about the ensemble
interaction structure.

Specifically, we extend the traditional autonomic feedback loop with a secondary
loop to monitor and analyze interactions across the complete service ensemble (Sec-
tion 2). Interaction analysis relies on our bipartite interaction graph that tracks relations
between humans and services across activities and artifacts. Distance measurements on
this graph consider the interaction focus and global significance of individual ensem-
ble entities (Section 3.2). Significant changes in the users’ interaction structure trigger
an update of the system’s configuration via requirements rules. These rules take the
interaction structure to derive necessary service capabilities (Section 3.3). Finally, we
validate our approach (Section 4) based on the case study presented in the following
section (Section 1.1).

1.1 Motivating Scenario

We observe a service ensemble comprising a group of 20 scientists working together
closely on a research proposal. They utilize various services to coordinate their work,
communicate on- and off-line, manage documents and figures, update and revise finan-
cial tables for example. In this scenario, we focus on the requirements and adaptation
particular to storage services.

In such a relatively small service ensemble already, individual users find it consid-
erably hard to gain an overview of the underlying interaction structure and the system
requirements emerging from that structure. During the proposal drafting phase (Fig. 1a)
users will collaborate on the various proposal sections in an ad-hoc manner, giving rise
to short-lived interactions between a subset of users that dissolve again. A storage ser-
vice will, therefore, need to provide maximum cooperation flexibility. A suitable service
enables simple file storage and exchange between participants without requiring exten-
sive configuration of file versioning or access control.

Let us assume, the proposal is accepted and the regular project phase commences
(Fig. 1b). As the number of project participants rises, we expect stable subgroups
to form that work on various project tasks. Subsequently, users require services that
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(a) Phase 1

(b) Phase 2

(c) Phase 3

Fig. 1. Scenario: (Colors online) - (a) Phase 1: single cluster, dense interactions. (b) Phase 2: intra
organizational interaction with ties to the coordinator. (c) Phase 3: task-centric interaction, feed-
back from T1 (upper left) to T2 (right) and T3 (bottom). Line thickness indicates the amount
of interactions. Red links denote cross-cluster interaction, blue links represent intra-cluster
interactions.

reflect this structure. A suitable service, for example, reduces information overload of
individual users by focusing the interactions to users within a subgroup. Other adap-
tation dimensions include services keeping content within user proximity, limiting re-
source access to users of the same organization, or providing notifications to users with
specific roles or skill.

Towards the end of the project (Fig. 1c), users have to collaborate across organi-
zational boundaries again to integrate their research results and prototypes. Commu-
nication remains mostly within the scope of the various tasks, with users involved in
demonstration activities giving feedback to users working on scientific dissemination
as well as to users planning industrial exploitation. Derived requirements demand a
shift from organization-centric to task-centric services.

Throughout the evolution of the ensemble, no single user obtains a complete overview
of interactions and respective system requirements. Continuous interaction monitoring
and analysis is therefore quintessential to enable software services to evolve in line with
the overall ensemble structure.

2 From Autonomous to Evolving Service Ensembles

A service ensemble consists of humans (i.e., the users), software services, and a service
infrastructure. The infrastructure typically provides a service registry and a graphical
user portal. The registry contains a comprehensive set of service descriptions. At any
time, however, only a subset of those services is actively deployed in the ensemble. We
refer to the complete set of software elements as the system. Whereas an autonomous
system aims to fulfill a static set of requirements, an evolving system replaces and
reconfigures its parts (i.e., services) to match the dynamically changing requirements
of the ensemble’s user base. Here, dynamic system requirements ultimately cause the
replacement, deployment, removal, or reconfiguration of services.
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Most traditional autonomous systems follow a Monitor- Analyze- Plan- Execute+
Knowledge (MAPE-K) approach [7,8] - although these phases are sometimes named
differently [9,10]. The core cycle in Fig. 2 visualizes the basic MAPE-K steps 1a, 2a,
3a, and 4. In a service ensemble, System Monitoring observes changes in services ca-
pabilities and QoS parameters, service dependencies, and service load. System Analysis
compares the current requirements with the current system state. System Planning ini-
tiates changes when capabilities or QoS degrade, with System Execution enforcing the
replacement and reconfiguration of the actual service instances.

We introduce a parallel (incomplete) MAPE-K cycle to turn an autonomous system
into an evolving system (Fig. 2). Ensemble Monitoring (1b) observes the interactions
and properties of the user set. Ensemble Analysis (2b) extracts interaction patterns and
changes thereof. Given the structure of collaboration, user properties, shared artifacts,
and service usage, Ensemble Planning (3b) updates the system requirements to match
the dynamic user characteristics. Direct Ensemble Control of human behavior is not
possible, thus the outer MAPE-K cycle remains incomplete. Any desirable impact is
induced via system reconfiguration. Consequently, the system MAPE-K cycle reacts
not only to system events but also to updates of the system requirements.

Interactions play a most important part in our approach. Extraction of the ensemble
structure from interactions not only reveals relevant system requirements but also pro-
vides the additional information on the system level to analyze service dependencies in
more detail. In the following sections we will, therefore, focus on the interaction-centric
models and mechanisms for realizing steps 1b, 2b, 3b, and 3a. Specific adaptation and

Service Ensemble

Ensemble 
Planning

System 
Monitoring Knowledge

System Analysis System Planning

System
Execution

Ensemble
Monitoring

Ensemble 
Analysis

2a

1b 1a

2b 3b

3a 4 Ensemble
Control

Fig. 2. Approach: from autonomous to evolving service ensembles
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reconfiguration mechanisms in step 4 or within individual services remain outside the
scope of this paper.

3 Interaction-Based Continuous Adjustment

3.1 Interaction Monitoring

The key to extracting meaningful information from interaction data is monitoring the
context in which the various interactions take place (Fig. 2 Step 1b). Introduced in
previous work [11], the principle interaction event is an action that describes the co-
occurrence of users, services, and artifacts (e.g., documents) in a common activity at the
given time. In this manner, actions describe interaction among users, among services,
and between users and services.

Additional information sources from the environment such as user profiles available
from online social platforms or enterprise directories (in corporate settings) comple-
ment action events by putting them in perspective. The raw events are captured by
distributed logging [12], monitoring [13], or sensing [14] mechanisms. Within individ-
ual services, autonomous toolkits (e.g., [15,16,17]) provide monitoring techniques to
provide an up-to-date view on capabilities and QoS values.

3.2 Interaction Structure

We propose to integrate multiple interaction types into a single distance measurement to
reflect more accurately the tight inter-dependency between humans and services (Fig. 2
Step 2b). Most existing approaches to interaction analysis observe one interaction type
only, for example, either emails, friendship links, or posting threads. Furthermore, little
attention is put on the focus and magnitude of links between entities, i.e. the distri-
bution of re-occurring interactions across established links, respectively the amount of
re-occurring interactions. The key aspect of our approach is weighting the entity’s local
interactions according to its global significance.

We map the captured actions into a bipartite interaction graphAG2(V, E). Our bipar-
tite graph defines two vertex categories: actions (Va) and ensemble entities (Ve). Edges
are undirected and exist only between vertices of different category. Fig. 3a displays an
example bipartite interaction graph comprising actions (a1, a2, a3, a4) and ensemble
entities of type user (u1, u2, u3, u4), activity (t1, t2), artifact (o1, o2), and service (s1,
s2, s3). An action’s weight w(a) corresponds to the number of times that action has oc-
curred. Two actions are considered identical when they exhibit the same set of involved
ensemble entities.

We measure the distance between two vertices of the same ensemble entity type by
aggregating their involvement in shared and related actions. The distance, for example,
between two users is based on actions involving joint activities, joint resources, and
joint artifacts. In the example graph (Fig. 3a) users u2 and u3 become linked to user u4
through the shared artifacts o1 and o2. The process of calculating the distance between
two entities requires determining the similarity between any two actions first.
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Fig. 3. Bipartite interaction graph (a) combining user, activities, artifacts, service, and actions;
action similarity graph (b); user distance graph (c)

Action similarity. For each pair of actions (ai, a j), we consider the amount of shared
entities. The set of common entities, however, is insufficient to accurately establish
the distance between two actions. We also consider the global significance of a shared
entity in contributing to the overall distance measurement. For example, service s2 has
edges to all actions. It should not be considered as it does not add any information to
distinguish the similarity of two actions.

We apply Shannon’s entropy definition [18] H(w) = −∑(w ∗ log(w)) to describe the
information content of an entity’s edge set, thus deriving the global significance sig(v) .
The significance of entity v is defined as1:

sigv = 1 − log(deg(v))
log(|a|) ∀ v ∈ Ve and deg(v) > 1 (1)

where deg(v) is the degree of vertex v and |a| denotes the total number of actions. The
normalization yields a significance value in the interval [0, 1]. When a vertex v links to
all actions, it exhibits no focus (i.e., minimum entropy) and thus significance becomes
0. Vertices with one neighbor yield sig(v) = 1. Italic numbers in Fig. 3a provide the
global significance values for the example entities.

The Jaccard similarity metric determines the similarity of two actions based on their
common entities. We consider, however, only those entities which exceed a given signif-
icance threshold γ. The Jaccard similarity is defined as 1 minus the difference between
set union and set intersection, divided by the set union:

Jδ = 1 − |A ∪ B| − |A ∩ B|
|A ∪ B| (2)

where sets A and B contain the references to users, services, activities, and artifacts
when comparing two actions ai and ai. Jδ becomes 1 when the two sets contain the
same entities and yields 0 when the two sets are completely disjoint. The complete
action similarity graph is denoted AGaction(Va, Ea) shown in Fig. 3b for the example
bipartite graph with γ = 0.3.

1 Reduced from sigv = 1 − −deg(v)∗( 1
deg(v) ∗log( 1

deg(v) ))

log(|a|) .
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Interaction distance. The distance measurement between two ensemble entities of
same type takes two aspects into account:

– The distance between two entities decreases with increasing number of shared ac-
tions. A large amount of shared actions, however, does not necessarily imply low
distance.

– The distance between two entities decreases with increasing re-occurrence of in-
teractions. The more often two entities have interacted (i.e., high action weight)
the closer they become. Two entities having interacted only once in the scope of
three actions, yield higher distance than two entities having interacted 10 times
via a single action. Users u2 and u3, for example, yield lower proximity than u2
and u1.

In the case of user distance, we take measurements across services, activities, and ar-
tifacts to derive interaction distance for direct and indirect communication. One user,
for example, uploads a document, while another user downloads it. This process con-
sists of two actions, each involving a single user, and the same document. Total dis-
tance disttotal(ui, u j) between two users derives, thus, not only from shared actions
(dist1(ui, u j)), but also related actions (dist2(ui, u j)):

disttotal(ui, p j) = dist1(ui, u j) + dist2(ui, u j) (3)

We define two action sets. Set Ai contains all neighboring actions of ui. There exists an
analogous set A j. The shared action distance is defined as the sum of actions weights w:

dist1(ui, u j) =
|N|∑

n

w(n) (4)

where N(ui, u j) is the interaction of Ai and A j.
The related actions distance dist2(ui, u j) defines the edge set Ea(ak, al) in the action

similarity graphAGaction such that ak ∈ Ai, al ∈ A j, and ak � al.

dist2(ui, u j) =
∑

E(we ∗min[w(ak),w(al)])
|E| (5)

The set of pairwise distance measurements generates the entity interaction distance
graph AGuser(VP, EP) — here specific to users — required in the subsequent analy-
sis step (Section 3.3). The corresponding graph for the four users in the example is
displayed in Fig. 3c.

3.3 Interaction-Driven Requirements Adjustment

System requirements need to reflect the significant changes in the ensemble’s interac-
tion structure (Fig. 2 Step 3b). One important structural property of service ensembles
is the number and the size of subgroups that emerge from the interaction distance graph
and what factors cause this structure. Graph analysis based on interaction affinities (e.g.,
[19]) or community detection algorithms (e.g., [20] or [21]) describes the underlying
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tMetrics
«attribute» EnsembleURI : anyURI

tEntity
Type : tEntityType
GlobalActionSignificance : decimal [0..1]
GlobalInteractionCentrality : decimal [0..1]
«attribute» EntityURI : anyURI

Entity
1..1

tClusterAnalysis
MemberType : tEntityType
«attribute» ImpactPropertyType : anyURI [0..1]

ClusterAnalysis
0..*

tCluster
«attribute» InteractionDensity : decimal [0..1]
«attribute» AverageInteractionCardinality : decimal [0..1]
«attribute» InteractionImpact : decimal [0..1]
«attribute» ClusterName : anyURI [0..1]

Cluster
1..*

tElement
URI : anyURI
«attribute» Membership : decimal [0..1] = 1
«attribute» IntraClusterInteractionCentrality : decimal [0..1]

Element
0..*

Fig. 4. Excerpt of the ensemble model specifying the in-
teraction analysis result
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1

0

c)
0 50 / 100 DOUBLE_max

1

0

Fig. 5. Utility function: (a) generic
form, (b) fct. utilized in the exam-
ple rule, and (c) fct. used in the
evaluation

structure from which we subsequently derive appropriate system requirements. Fig. 4
displays the UML representation of the interaction analysis data model. The model lists
the set of involved entities of type users, activities, artifacts, and services. It states for
each entity the centrality in the overall interaction graph and the global significance
value applied during distance calculation. Each ClusterAnalysis element describes the
observed entity type and the context property that most likely caused the clusters to form
(e.g., location, organization, task, or role). Each detected Cluster states the interaction-
centric metrics such as density, average cardinality, interaction direction (interaction
within the cluster [0 → 1] or external [0 → −1]), and cluster name (e.g., the organi-
zation’s name, particular location, or role identifier). The membership degree specifies
the degree to which an entity belongs to a particular cluster, and its centrality within
that cluster.

Our previous work [22] introduced a capability model for services. The capabil-
ity model specifies non-functional properties such as storage space per user, cost, or
a service’s adaptability of resource access to location or organization context. System
requirements are expressed in terms of necessary capabilities. Coupling these system
requirements with rules enables us to dynamically adjust the system configuration to
match the interaction structure of the service ensemble.

The example requirement rule in Listing 1 demands common storage space for each
tightly connected subgroup (i.e., a cluster with interaction impact between 0 and 1). A
requirements rule consists of four parts:
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1. the interaction-based condition triggering the rule. In the example we wait for two
or more clusters of users. Simultaneously, we limit that number to a quarter of the
total number of users to mitigate potential errors during the clustering process.

2. the computation of utility function parameters (optional).
3. the generation of the desired capability constraints. A constraint specifies the de-

sired capability, the utility function type, utility function parameters, and the im-
portance of the constraint. Fig. 5 visualizes the general utility function (a), and
the instance (b) utilized in requirement req2. In this example, we require a storage
service to be aware of the source causing the clustering (e.g., clusters mapping to
organization, locations, or roles). We also demand that the service supports as many
folders as there are clusters, and that each folder can be accessed simultaneously
by at least as many users as contained in the largest cluster.

4. the update of the knowledge component of the system’s MAPE-K cycle.

1 rule "StorageClusterSupport"
2 dialect "java"
3 when
4 em : EnsembleMetrics ((UserCA.clusters.size() >= 2) &&
5 (UserCA.clusters.size() <
6 (0.25*em.getEntities().getUsers().size()))
7 then
8 int clusterCount = UserCA.clusters.size();
9 int maxClusterSize = 0;

10 for (int i = 0; i<clusterCount; i++)
11 {
12 int size = UserCA.cluster.get(i).elements.size()
13 if (size > maxClusterSize) maxClusterSize = size;
14 if (UserCA.cluster.get(i).getImpact() < 0) clusterCount --;
15 }
16 URI impactTypeURI = UserCA.getImpactPropertyType();
17 TCapabilitySelectionRequirement req1 = RequirementsFactory.getSelectConstraint(
18 "Require Adaptability to Interaction Cluster Impact",
19 URIs.SELECTCAP_ADAPTABILITY ,
20 new String[]{impactTypeURI},
21 ChoiceUtilityHigh.class.getSimpleName(), ChoiceUtilityHigh.UTILITY_TYPE
22 0.8d);
23 TSimpleDecimalConstraint req2 = RequirementsFactory.getConstraint(
24 "Support folders for all clusters",
25 URIs.CAP_ResStorage , URIs.PROP_MaxFoldersPerAccount_ResStorage ,
26 ValueUtility.UTILITY_TYPE , ValueUtility.class.getSimpleName()
27 new double[]{ clusterCount , 0.25*em.getEntities().getUsers().size(),
28 Double.MAX_VALUE , Double.MAX_VALUE},
29 0.5d);
30 TSimpleDecimalConstraint req3 = RequirementsFactory.getConstraint(
31 "Support sufficient concurrent users within folders",
32 URIs.CAP_ResStorage , URIs.PROP_MaxConcurrentUsersPerFolder_ResStorage ,
33 ValueUtility.UTILITY_TYPE , ValueUtility.class.getSimpleName()
34 new double[]{ maxClusterSize*0.9, maxClusterSize*2,
35 Double.MAX_VALUE , Double.MAX_VALUE},
36 0.4d);
37 knowledge.addRequirement( em.getEnsembleURI(), req1);
38 knowledge.addRequirement( em.getEnsembleURI(), req2);
39 knowledge.addRequirement( em.getEnsembleURI(), req3);
40 end

Listing 1. Example DROOLS requirement rule generating three storage capability constraints
when interaction clusters have emerged
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3.4 System Planning and Execution

The new capability constraints need to be matched against the current system configura-
tion (Fig. 2 Step 3a). Along with the capability model, we have introduced a constraint
matching and selection algorithm in [22].

The ultimate execution of adaptation plan involves removal, replacement, or deploy-
ment of new services. Dynamic invocation frameworks such as VRESCO [23] provide
the appropriate mechanisms to exchange service endpoints during runtime. We rely on
VRESCO’s runtime SOAP message interceptors to perform necessary message trans-
formation operations. This addresses potential service interoperability problems and
allows interaction-based requirements analysis to work on a common capability model
without having to take heterogeneous service interfaces into account.

4 Case Study Evaluation

We base our evaluation on the three phases of the motivating scenario in Section 1.1.
Throughout the evaluation we focus on a limited number of requirements and service
specific storage capabilities for sake of clarity. Table 1 (upper part) lists the monitored
capabilities and their support by ten example services (S1 ... S10). The underlying in-
teraction data (Fig. 1a-c) for the three phases are synthetic, but yield the same global
interaction characteristics we observed in our past research projects. Excerpts from the
corresponding bipartite action graphs are visualized in Fig. 6a-c. Table 7 provides the
results of the cluster analysis subsequently applied to the rules in Listing 1. We also ap-
ply an additional cost constraint. The respective cost utility function yields maximum
utility at $0 , and minimum utility from $50 (Phase 1), respectively $100 (Phase 2 and
3), onwards. Table 1 (lower part) lists the final service ranking result, while the right
part supplies the parameters for the respective utility functions. The ranking process uti-
lizes the Logic Scoring of Preferences (LSP) algorithm [24] - a weighted sum of utility
scores.

Phase 1: During the project proposal drafting the 20 initial participants interact closely
without being affected by location, their role, or organizational boundaries (Fig. 1a).
The bipartite action graph excerpt for phase 1 (Fig. 6a) has most users involved in
every action using an email service (sig(S 0) = 0) . S0 is thus not considered for action
similarity measurements. The corresponding interaction cluster analysis for users does
not reveal emergence of distinct subgroups, thus the only task of preparing the proposal
becomes the best explanation for the dense interaction graph (Fig. 7). As outlined in
the motivation, services which are cheap and offer the minimum required amount of
support for users and folders rank highest. Here, we select service S2.

Phase 2: The participant number raises sharply shortly after the project kickoff. In our
scenario, ten organizations allocate between 6 and 18 members for a total number of
100 participants. Project coordinator is Organization 10, exhibiting a neutral impact due
to a balance of organization internal and external interaction. Most members keep inter-
action organizations internal, with exception to Organization 2, who’s members focus
purely on coordinating members in Organization 8 (Fig. 1b). The underlying bipartite
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Fig. 6. Bipartite action graph excerpt - activities omitted and services s2 and s7 split for the sake
of clarity. Significance values are given only for a subset of entities and are based on the complete
bipartite graph.

Phase Property ClusterName Impact Size
1 Task Proposal 1 20
2 Org. Org. 1 1 9

Org. 2 -1 6
Org. 3 1 10
Org. 4 1 10
Org. 5 1 13
Org. 6 1 18
Org. 7 1 11
Org. 8 1 8
Org. 9 1 8
Org. 10 0 7

3 Task Dem. (T1) 0.83 22
Dissem. (T2) 1 12
Exploit. (T3) 1 16

Fig. 7. Interaction Cluster Analysis
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Fig. 8. Interaction analysis performance mea-
surements (in milliseconds) for service ensem-
ble graphs exhibiting 100 to 20000 entities,
featuring 10, 50, and 100 properties

action graph (Fig. 6b) emphasizes the uptake of service S2 in Phase 1 as an indirect
interaction tool via shared artifacts. Simultaneously, users continue to utilize the email
service (S0), albeit, mostly for organization internal communication. Both services thus
provide useful (but low significance) information for the calculation of action simi-
larity. The subsequent cluster analysis reveals a strong impact of the organizational
topology on the interaction structure (Fig. 7). The same requirement rule of Phase 1
will now request services exhibiting adaptability to the organizational structure, while
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Table 1. Storage service capabilities, utility function parameters, constraint weight, and ranking
results (top services in bold font)

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 Para 1 Para 2 Para 3 w
Org-adaptability - - x - - - x - x x - x - 0.8
Loc-adaptability - - - x - - x - - x - - - 0.8

Task-adaptability - - - - x - - x x x - - x 0.8
Role-adaptability - - - - - x - x x x - - - 0.8

FoldersPerAccount 5 5 20 50 50 100 50 250 100 250 1;5 9;25 3;12.5 0.5
UsersPerFolder 10 50 100 20 50 10 10 50 100 100 18;40 16.2;36 19.8;44 0.4

Costs $ 0 0 60 50 20 100 50 30 90 200 0;50 0;100 0;100 0.5
Rank Phase 1 56 100 44 3 78 0 0 36 44 44
Rank Phase 2 0 25 98 49 34 41 100 46 94 76
Rank Phase 3 0 19 42 44 100 10 18 98 89 71

supporting the required number of users within each cluster. In our scenario, we conse-
quently switch from service S2 to S7.

Phase 3: The number of project participants decreases to 50 towards the end of the
project (Fig. 1c). The bipartite action graph (Fig. 6c) draws attention to the task internal
direct communication, and cross-task indirect interaction via shared artifacts. We also
note the switch of storage services as recommended in the previous phase (S7 instead
of S2). Interaction analysis now identifies the task structure as the most likely factor to
give rise to clusters (Fig. 7). Derived requirements demand a change from organization-
centric to task-centric services. Subsequently, we replace service S7 with service S5.

Discussion. During the scenario users switch between different communication types
(direct such as email, and indirect such as shared artifacts). They also exchange ser-
vices. Nevertheless, we are still able to track those interactions and thus derive accurate
user proximity as we map all actions onto our bipartite graph. The significance of par-
ticular entities changes throughout the scenario. Dynamically assessing their impact on
similarity guarantees accurate distance measurements during all scenario phases.

A global-level view on interactions is vital to establish the underlying interaction
structure such as emerging clusters. The interaction analysis detects the cause of clus-
tering, such as organizational, spatial, or task-related constraints. The respective re-
quirements demand exactly those services that are able to adapt to and support these
constraints. Observation of individual user or service properties alone can never reveal
such requirements.

The performance evaluation of the interaction analysis algorithm for various con-
figurations of service ensemble size and property count is displayed in Figure 8. The
algorithm exhibits exponential runtime behavior as expected for a growing interaction
network. However, even for the most complex scenario of 20000 entities each exhibiting
100 properties, the interaction impact is derived within 10 seconds which is sufficiently
fast.
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5 Related Work

Interaction-based adjustment of service systems builds on concepts and techniques from
the autonomic computing domain and service adaptation community. Current general-
purpose autonomic techniques and toolkits (e.g., [15,16,17]) primarily apply context
about the software environment. These frameworks adhere to the basic MAPE-K feed-
back loop, limiting the application of user context to properties such as location or
device.

Jennings et al. [25] propose an architecture for autonomic management of commu-
nication networks that comes close to our approach of monitoring a large-scale system.
No human interaction characteristics, however, are considered.

Colman [26] proposes a hybrid approach to self-organization services through hier-
archical structuring of autonomic managers and services. An autonomic manager mon-
itors and controls all composed services, but lacks insight into the interaction charac-
teristic of the environment. In our work, adaptation to the environment is sensed and
analyzed in parallel to regular system monitoring. Any effect on the environment, how-
ever, can only be achieved through the system MAPE-K cycle.

The main shortcoming of the presented autonomic computing approaches is their
fixed set of requirements. These remain valid throughout the system’s lifetime or re-
quire manual configuration. In large-scale ensembles neither the services’ providers nor
individual users can grasp the system functionality required by the overall ensemble.

Specifically in service-oriented systems, extensive research efforts focus on service
selection based on Quality-of-Service (QoS) attributes (e.g., [27,28,29]), context infor-
mation (e.g.,[30,31]), or trust (e.g., [32,33,34]). Recently, Skopik et al. [35] extended
the notion of trust to cover both humans and services in mixed service-oriented systems.

These approaches consider only a subset of an ensemble context during composi-
tion. Adaptation and selection criteria usually build upon QoS metrics or context about
the service execution environment. Involved user context comprises mostly location,
devices, and preferences. None of these efforts evaluates the complex user interaction
structure within the service ensemble.

Social network analysis investigates the interaction characteristics of online commu-
nities. Information (e.g., [5,6]) that potentially serves as context for adaptation is usu-
ally not available in near-realtime, nor does it include aspects beyond human-to-human
communication. Our approach derives similarity from users’ involvement in joint ac-
tivities, use of common services, or modification of shared artifacts. Additionally, we
take into consideration the global significance of individual elements when computing
distance measurements.

6 Conclusion and Outlook

We have demonstrated the importance of monitoring global-level user interaction char-
acteristics to adapt system requirements. Based on captured user actions, our bipartite
interaction graph enables proximity measurements across users, activities, resources,
and artifacts. Subsequent interaction analysis identifies those properties that determine
the emergence of clusters. Clustering results and other interaction metrics provide
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meaningful data for interaction-centric requirements rules. These rules generate ser-
vice capability constraints which serve as system requirements. Final matching against
service capability profiles provides recommendations for system reconfiguration.

The current approach evaluates the strongest interaction impact for the complete ser-
vice ensemble. We plan to introduce context-dependent analysis that observes different
parts of the ensemble independently to simultaneously adapt to multiple impact fac-
tors. The second line of future research activities focuses on deriving and describing
reoccurring global-level interaction patterns. So far changes in the interaction structure
cannot be anticipated. We expect that prediction techniques combined with patterns
enable the early detection of structural changes and facilitate such transitions through
a-priori service reconfiguration.
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Abstract. A use case is a description of the interactions of a system with the ac-
tors that use it. The Achilles' heel of use cases is the unclear UML semantics, in 
particular the definition of the extend relationship. This article is an attempt to 
clarify the semantics of the extension mechanism. In particular, we advocate for 
the application of the open-closed principle, adding modification details in the 
extending use case, instead of in the base case. A revision of the UML standard 
would be impractical, but a disciplined reinterpretation of the extend and exten-
sion point concepts could represent a great improvement. Textual and graphical 
approaches (based in the UML Behavior meta-model) are considered. Using 
these recommendations, the base use cases can be independently described, 
while the extending use cases will be self-contained.  

Keywords: use case, extend relationship, extension point, UML meta-model. 

1   Introduction 

Ivar Jacobson proposed use cases and incorporated them into his OOSE development 
method [13], being recognized as a useful technique to elicit and record user require-
ments. A use case describes the possible interactions that can occur between an actor 
and the future system. It also describes the responsibilities of the system under design, 
without getting into implementation techniques or system internal details. 

The inclusion of use cases in the first versions of UML as standard modeling lan-
guage [20] is probably the main reason of its widespread acceptation. Nowadays use 
cases are one of the preferred techniques for the representation of user requirements 
(and the external behavior of an information system considered as a black box). They 
are essential in the Unified Process, as this development method was evolved from 
the ideas of Jacobson [12]. One of the major controversies is the UML’s explanations 
of include and extend relationships. In particular, extend concept remains vague, and 
apparently contradictory. Precise and unambiguous definitions are missing in the 
numerous UML documents. The original motivation of the extend relationship was 
the aspiration of never touching the requirements of a previous version of a system. 
But the presence of the extension point concept in UML violates the original purpose. 
In UML you must anticipate in the base use case those places at which extensions are 
permitted (i.e, the extension points). Therefore, UML's explanations for extend rela-
tionship are still subject to debate. Some conferences have been devoted to these and 
other conflicting aspects [7]. 
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Fig. 1. UML extension (only possible if an extension point exists) and unanticipated extension 
(not possible in UML) 

Figure 1, inspired in the example of Point-Of-Sale used by Larman [15], shows the 
differences between the original intention and the UML concept of extension. While 
the original extension could be considered as an enhancement of existing require-
ments (leaving untouched the original version), as depicted in evolution 2 of Figure 1, 
UML requires a previously defined extension point to incorporate a new extension. In 
the example of the base case of Figure 1, a new payment method (“Check payment”) 
is possible in UML but not the evolution 2 of Figure 1. In this situation, the system 
evolution requires a new use case that allows the application of discounts to certain 
products, as introduced by the cashier. If “Process Sale” does not have an adequate 
extension point, UML forbids the direct extension. The original intention is clearly 
more useful and we suggest recovering it in the UML context. As the alteration of 
UML meta-model is not an easy mission and we want to use conventional CASE 
tools, we propose to use some of the existing UML mechanisms to incorporate the 
original semantics of extend.    

The rest of the paper is as follows: The next section briefly summarizes the UML 
vision of the extend relationships. Section 3 discusses the problems with the extend 
relationship, under the prism of the open-closed principle, and proposes a semantic 
reinterpretation of the extension point concept. Section 4 uses the UML Activity 
Package elements to visually represent an unanticipated extension. Section 5 presents 
related work and section 6 concludes the paper and proposes additional work. 
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2   The Extend Relationship in the UML Documentation 

A use case describes an interaction between one or more actors and the system as a 
sequence of messages. Thus, a use case diagram has two types of nodes: actors and 
use cases, connected by association relationships. The original proposal of Jacobson 
also included two kinds of relationships between use cases: The uses and extends 
relationships, both indicated with generalization arrows.  This syntax was initially 
preserved in primitive UML versions [20] but, beginning with the refined 1.3 version, 
a new set of relationships was proposed and this definition has essentially been kept, 
with minor changes, until the actual UML 2.1.2 version. From UML 1.3, relationships 
between use cases can be expressed in three different ways: generalization, include, 
and extend relationships. An extend relationship defines those instances of a use case 
that may be augmented with some additional behavior defined in an extending use 
case. While, the semantics of include relationship has always been reasonably clear, 
the extend relationship has generated a lot of controversy. Several modifications have 
been added to the different versions of UML. Attempts at removing these difficulties 
have been proposed in these documents.   From here until the end of the article, we 
base the discussion on the official UML documentation, version 2.1.2 [19].  

In the UML 2.1.2 meta-model, Actor and UseCase are both BehavioredClassifier, 
which itself is a descendent of Classifier. As UML documentation states, the extend 
relationship specifies how and when the behavior defined in the extending use case 
can be inserted into the behavior defined in the extended use case (at one extension 
point). Two important aspects are: a) this relationship is intended to be used when 
some additional behavior can be added to the behavior defined in another use case; b) 
the extended use case must be independent of the extending use case.  

Analyzing the meta-model (see the white meta-classes of Figure 3), the exten-
sionLocation association end references the extension points of the extended use case 
where the fragments of the extending use case are to be inserted. An extensionPoint is 
an owned feature of a use case that identifies a point in the behavior of a use case 
where it can be extended by another use case. The extend condition is an optional 
Constraint that references the condition that must hold for the extension to take place. 
The notation for conditions has been changed in UML 2: the condition and the refer-
enced extension points are included in a Note attached to the extend relationship. 

Semantically, the concept of an “extension location” is left underspecified in UML 
because use cases “are specified in various idiosyncratic formats”. UML documenta-
tion refers to the typical textual use case description to explain the concept: “The use 
case text allows the original behavioral description to be extended by merging in 
supplementary behavioral fragment descriptions at the appropriate insertion points”. 
Thus, an extending use case consists of behavior fragments that are to be inserted into 
the appropriate spots of the extended use case. An extension location, therefore, is a 
specification of all the various (extension) points in a use case where supplementary 
behavioral increments can be merged.  

The next sections are devoted to analyzing this relationship and the connected ex-
tension point concept, including its necessity. Then, in section 4, we make use of the 
UML Behavior meta-model package to visualize the notion of use case extension. 
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3   The Extend Relationship and the Open-Closed Principle 

In this section, we try to answer a preliminary question: Is the presence of the exten-
sion point concept in the use case models really indispensable? From the point of 
view of the semantics of the dependence relationship, the mere presence of an exten-
sion point in the base use case is confusing. Removing (or perhaps reinterpreting) the 
extension point concept could be a way of avoiding many problems. 

The first intention of a dependence relationship is to establish a directed relation-
ship between an independent element (the base or extended use case) and a dependent 
element (the extending use case). Therefore, if the base use case must have no infor-
mation a priori about its possible modification, the obligation of predetermining an 
extension point is contradictory.  

Meyer, as long ago as 1988 coined the open-closed principle [16], that states:  

• "software entities (classes, modules, functions, etc.) should be open for 
extension, but closed for modification" 

This definition applied originally to the object-oriented programming languages. In 
this context, an entity can allow its behavior to be extended without altering its source 
code. Open for extension means that the behavior of the entity can be extended (we 
can make the module behave in different ways as the requirements change, or to meet 
the needs of new requirements). Closed for modification means that the source code 
of such an entity is not modifiable. The well known solution to this dilemma is the use 
of inheritance in object-oriented languages. This idea applies directly to the speciali-
zation relationship among classes in object-oriented designs and can also be adopted 
in requirements artifacts. In a wider vision, a broader definition can be stated. If we 
substitute the concept of entity by generic software artifacts, we can affirm: 

• "software artifacts (requirements, designs, implementations, test cases, 
etc.) should be open for extension, but closed for modification" 

In the use case context, open for extension means that the behavior of the use case can 
be extended (we can make a use case behave in different ways as the requirements 
change, or to meet the needs of new requirements). Closed for modification means 
that the details of this use case (the textual or graphical description of the behavior) 
are not modifiable. We are ready to map the open-closed principle from object-
oriented programming languages to use cases. We will try to apply the same approach 
in two parallel situations:  

• A base class is extended by redefinition of an operation in a specialized 
class (the simple addition of a new operation is a less problematic 
situation) 

• A base use case is extended by an extending use case 

Figure 2 presents two situations that share the idea of extension: In a typical Sales 
application, a previously existent (cash) payment is extended by a new type of pay-
ment. In structural models we will need probably one or several new classes. We will 
need also to redefine the pay()operation, adding details of the credit card, authoriza-
tion codes, etc. In the use case diagrams we solve the situation with a extend relation-
ship and a new use case that incorporates the new steps (including the introduction of 
the credit card number, the connection with and external authorization service, etc.).  
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Service  

Fig. 2. The extend and specialization mechanisms in UML 2.1.2 [19] 

If we consider Figure 2, we can appreciate that all the extension details of a class in 
a structural design diagram are defined in the extending class: The original Payment 
class in unaware of the redefinition of the pay method in the new class. The Eiffel 
version is absolutely clear (Java or C# versions are similar but not so explicit):  

 
Class Payment  

 feature 
 pay(…) is do…end 
 end 

 

Class CreditPayment 
   inherit Payment 

    redefine pay end 
 feature 
 pay(…) is do…end 
 end 

 
 

Nothing in the original Payment class make reference to a hypothetical future 
modification and the class is closed. The two basic elements of the extension are the 
specialization relationship itself (and this is associated with the source element, i.e. 
the new class inherit the old) and the reference to the operation that need modification 
(and this is indicated by the redefine clause in Eiffel, or simply by duplicating the 
original name of the operation in UML diagrams).  

The parallel version in the use case diagram is different: the details of the extension 
are in the new use case but, and here is the difference, an extension point must be 
previously defined in the original use case (in disagreement with the enunciated open-
closed principle). 

The open closed principle is feasible in object-oriented programming languages 
because they provide the adequate mechanism: the extension point (really a reference 
to the redefined method) and the extension itself (the new version) are both in the 
specialized class. The base class is unaware of the extension. Nevertheless, in  
use cases the extension is described in the new use case but the point of insertion is 
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defined in the base class.  The situation is loosely similar to the old C++ implementa-
tion of inheritance using virtual functions (the “clairvoyance principle” as opposite to 
the open-closed principle).  

In the context of use cases, the situations we want to solve are, for example: a use 
case can evolve during the development of several versions of a software system; the 
requirements can change; new constraints or business rules can appear, etc. The es-
sence of these situations is that the evolution usually occurs “in an unexpected way”. 
While the user requirements are being elicited, we have a possible solution with plain 
use cases: add an alternative sequence of steps to the set of exceptions of the use case, 
referring to a step of the main scenario.  

The generalization of the idea is exactly the extension concept, useful when a) the 
use case is already completely developed through a collaboration that involves analy-
sis or design models, or b) the complexity of the steps that must be added recom-
mends separating this piece of behavior in a new use case.  In both cases, as in the 
plain solution, we must be able to indicate where the new sequence must be inserted 
(after the original step n) and where the original scenario must continue (at the origi-
nal step m). This can be as complex as needed, as in the idea of extension points with 
several fragment insertions.  

The concept of scenario, as sequence of steps, is not directly present in the UML 
meta-model Use Case Package, probably in order to allow different particular imple-
mentations of the Behavior meta-class (visual or textual, formal, structured or infor-
mal). However, independently of the concrete format, the concept of sequence of 
steps could be present in this Use Case Package.  

Extend

UseCase

ExtensionPoint

+extendedCase

+extend

+extensionLocation

+extensionPoint

Step +steps {ordered}

1..*

+extensionLocation

Include

+addition+including Case

+include

+inclusionLocation
1

 

Fig. 3. The Step concept added to the UML Use Case Package meta-model  
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Consider provisionally the minimal variation of the meta-model shown in Figure 3: 
Only a new meta-class is added, representing the concept of Step and a UseCase owns 
an ordered set of steps. (A more complete version, considering all the possible alter-
native sequences, would include the intermediate Scenario concept as a set of ordered 
steps, owned by a UseCase.) This simple addition would allow defining the extension 
directly in function of the steps of the base use case, instead of a predefined extension 
point. As collateral effect (beneficial in this case), the exact position where the In-
clude relationship is located can be made visible.  

As we do not foresee immediate changes in the UML meta-model, we suggest an 
apparently incorrect solution to deal with this problem. Taking into account that the 
Step and ExtensionPoint definitions in Figure 3 are very similar from the viewpoint of 
the Extend meta-class, we consider that a use case has a set of steps (or sequences of 
inseparable steps) called extension points. If we think this way, all the steps of a use 
case are extensible. This interpretation implies that the use cases are completely open 
to future extensions (in the same way an unaffected class can be extended by a new 
one using inheritance in object oriented languages).  

Really, this discussion about the meta-model is only conceptual. The details are in 
the textual step-based description of the use cases. In fact, this proposal assumes that 
the extension point concept is not used in the diagrams. In its place, we must indicate 
in the textual documentation of the extending use case: 

a) The base use case that is extended.  
b) The step where the extended use case is modified, using the same conventions 

of the alternative/exception fragments of the monolithic use cases; in other words, the 
precise step number must be referred.  

c) The “rejoin point” in the extended use case in order to continue with the normal 
sequence of steps. The last step of the extension must indicate it. 

The adoption of this approach means that all the possible situations must be docu-
mented in the textual information of the extending use case. The extended use case 
remains unchanged and unaware of the extensions. All the exceptions related with the 
new extension must be treated (and solved) in the new use case.  

Summarizing the idea, in many cases (in particular in agile developments), it is 
preferable not to use extension points with the original UML semantics. Or, changing 
the point of view, all the steps of a use case can be considered as extension points. 
This version smoothes the learning curve of the technique by beginners (in fact we 
use this approach with our undergraduate students, avoiding many confusing discus-
sions in the requirements gathering sessions). 

In this Section we have dealt with the textual specification of the use case details. 
The next Section examines the alternative (and less informal) graphical representation 
of the extension notion using the behavioral concepts of the UML meta-model. 

4   The Extend Relationship and the Use Case Behavior 
Specification 

As visible in the meta-model of UML, a BehavioredClassifier (and hence a UseCase) 
has an associated Behavior that can have a set of activities, actions, messages, states, 
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etc. The sequence of steps of the use case textual representation can be seen as a way 
of describing this behavior and many authors advocate for this perspective. This Sec-
tion explores the possibilities that UML 2 have opened to specify the use case details 
in a graphical representation. The use of an Interaction as the representation of use 
case details is a familiar strategy. Larman [15] distinguishes the system sequence 
diagrams to specify the external behavior (requirements level) from the complete 
interaction that is the way the classes’ new operations are discovered (the idea of 
collaboration as realization of the use cases).  

The interaction diagrams have an evident problem: it is difficult to represent simul-
taneously all the alternative paths (in spite of the combined fragments possibilities). A 
better option is to use activities as the behavior specification of the use case. In the 
UML meta-model fragment of Figure 4 it can be realized that:  

a) Activity is a subtype of Behavior.  
b) Activity owns ActivityNodes (control or executable nodes), ActivityEdges, 

and ActivityGroups.   
c)  ActivityNode or Action can be used as representation of a step of the use 

case scenarios. As UML states: “An action represents a single step within 
an activity, that is, one that is not further decomposed within the activity”. 
Other specialized control nodes, such as InitialNode or DecisionNode, can 
be used to organize the alternative paths.   

d) ActivityPartition (shown as a swimlane or a stereotype) can represent the 
actors that interact with the system (and the system itself). The swimlane 
graphical representation allows associating easily each Action with an ac-
tor or the system.  

UseCase

Actor

BehavioredClassifier

Behavior

+ownedBehavior

Interaction

Constraint

+precondition

Activity

+postcondition

0..1*

ActivityEdge

+redefinedElement

ActivityPartition

ActivityNode

Action

ActivityGroup

+containedNode
*

*

+redefinedElement

InitialNode DecisionNode

StructuredActivityNode

ExecutableNode

SequenceNode LoopNode ConditionalNode

ControlNode

...

 

Fig. 4. Meta-model fragment of UML Activities and Use Case Packages 

A fragment of the Process Sale use case (cash payment, following the example of 
Larman [15]) is shown in Figure 5. Only a successful scenario is represented and no 
extension points are provided. 
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Fig. 5. A simplified fragment (successful scenario) of the Process Sale use case of Figure 1  

To handle the extension points, all the potential of the Activity Packages of Figure 
4 must be used. Note that an ActivityNode can be redefined. This opens the possibility 
of replacing a node with a StruturedActivityNode, indicating that the original node is 
substituted by a group of nodes. The semantics of this element refers to a basic se-
quence of nodes (SequenceNode specialization) or a complex construction (Condi-
tionalNode and LoopNode).  The key is that StructuredActivityNode is simultaneously 
a specialization of ActivityNode, ActivityGroup  (pag. 309 of [19]) and Action (pag. 
310 of [19]). At the same time, StructuredActivityNode contains a set of ActivityNodes 
(pag. 309 of [19]), where each node can be itself a StructuredActivityNode, configur-
ing a typical composite pattern.  

The strategy for representing the extension mechanism can be seen in Figure 6: A 
stereotyped node represents the extension point in the base activity and each extend-
ing use case requires an activity that redefines the extension point node (<<extend>> 
stereotyped dependency). This interpretation is consequent with the UML semantics: 
a pre-defined “hook” allows inserting the new behavior at the extension point. 

As in the previous section discussion, this is approach is only valid if we known a 
priori the details of the future extension. A set of alternatives are imaginable to con-
form to the open-closed principle. The original use case can be described with no 
mention to future extensions and the activity diagram will be similar to Figure 5. If a 
later evolution of the system requires an alternative payment form, two respectful 
variants of the previous solution are sketched in Figure 7. The first solution uses the 
generalization relationship between use cases, adding the extension point to the spe-
cialized use case. This variation does not change the original use case and divides the 
new information between the two new use cases: the intermediate Advanced Process 
Sale and the extending Credit Payment. However, the UML generalization semantics 
implies lost of control over the changes in the new version. The second variant uses 
the package merge mechanism of UML 2: The new version package contains a use 
case named as the original but with an added extension point. The package merge  
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Fig. 6. A variant of the Process Sale use case with an extension point and two extensions 
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Fig. 7. The Use Case Process Sale and two reinterpretations of the Process Payment extension 
as an a posteriori addition 

operation yields a full extensible use case. This is a valuable solution for the develop-
ing of product families, as new features can be incorporated gradually. 

Although these solutions are semantically correct and complies with the open-
closed principle, the overload is manifest. A slightly modification of the scheme  
of Figure 6 can exploit the node redefinition mechanism of the UML meta-model. 
Figure 8 shows how an activity node (not an extension point) can be replaced by a 
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structured activity (<<redefine>> stereotyped dependency). The simplicity of the 
solution is appealing but it is only applicable to situations where all the sequence of 
elements can be neatly inserted in the position of the original node. Therefore, several 
problems remain unsolved: How to insert a new sequence when there is not a clear-
cut node to be substituted? And, what if there are one or more “rejoin points” differ-
ent of the extension point? Note that, if it is difficult to anticipate an extension point, 
it is yet more difficult to foresee the several possible “rejoin points” as the extension 
can include several success and fail scenarios 
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Fig. 8. Activity node replaced by a structured activity 

The solution emerges if we recognize that an extension is really an alternative path 
(group of elements or ActivityGroup) that complements another existing path (another 
group). Therefore, the extend relationship is better formulated between the original 
unchanged activity and the extension activity. Inside the new activity, the connecting 
points must be referenced. The concrete graphical representation is an open issue, and 
varies with the concrete facilities of CASE tools. Taking into account these considera-
tions, the use cases behavior specification could be depicted as shown in Figure 9, 
where an activity (“Process Sale”) is extended by another activity (“Rebate Product”), 
in parallel with the use case diagram. The inner region delimits the extension and the 
nodes outside this region are references to the original activity nodes that connect the 
old and new paths. The use of the associated Note indicates the extend condition (as 
in the standard) and the list of parameter values that serve to reference the connection 
points. This parameterization allows the reuse of the extending use cases with differ-
ent base cases.  The main advantage is the exclusion of the extension details from the 
original use case. In this sense, the final conclusion is that the UML meta-model pro-
vides the extensibility elements we need to apply the open-close principle in use case 
evolution. 
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Fig. 9. Not anticipated use case extension with inclusion of the connection points  

5   Related Work 

Many suggestions for modification of the UML meta-model have been proposed, 
including the use of ontologies instead [9]. Some authors, such as Berard [1] or 
Simons [24] have been detractors of use cases, thought Simons (in a work with van 
der Berg [27]) proposed control flow semantics for use case scenarios. Conversely, 
there are many works that try to improve or at least clarify them, such as the classical 
book of Cockburn [4] or the work of Williams et al. [29]. Metz et al. distinguish sev-
eral textual variants for clarifying the semantics of extension points and rejoin points 
[17]. 

Many authors, such as Cockburn [4], have suggested that the most important char-
acteristics of use cases are the textual details to be discussed with the end users while 
neglecting the visual representation and semantics proposed by UML. Others, such as 
Rumbaugh and Jacobson, insist on the graphics aspects [23].  
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Some additional relationships between use cases have been proposed. Rosenberg 
[21] uses precedes and invokes constructs to factor out common behavior. Con-
versely, other authors such as Larman [15] advocate not using the extend relationship 
or using only when it is undesirable to modify the base use case. 

The BehavioredClassifier specialization of the use cases has been analyzed in [7]: 
The Behavior meta-class is a specification of how its context classifier (use case) 
changes over time and the BehavioredClassifier is a classifier that can have behavior 
specifications. In other words, a BehavioredClassifier is rather an ordinary classifier 
that can own behaviors [7].  The conclusion is that the formalization of use cases as 
classifiers in UML has obscure points: Two contradictory notions of use cases coexist 
in UML 2: “set of interactions” vs. “set of entities”. The authors propose the meta-
model should be changed to make UseCase a subtype of Behavior, not of Behavio-
redClassifier. Alternatively, they admit that the meta-model may be kept as it is, but it 
should be recognized that a use case is the specification of a role. Williams et al. also 
analyze the UML 2 meta-model and propose changing UseCase to a subclass of Be-
havior [29]. Isoda states that UML 2 has a correction about the relationship between 
use cases and actors, which effectively means that UML has finally abandoned the 
idea of “actors call operations of a use case”, but the details of UML 2 in fact still 
retain those defects [10]. Jacobson believes that integrating use cases and aspect ori-
ented programming (AOP) will improve the way software is developed. The idea is to 
slice the system and keep the use cases separate all the way down to the code. “In the 
long term we will get more of extension-based software-extensions from requirements 
all the way down to code and runtime; and extensions in all software layers, for ex-
ample, application, middleware, systemware, and extensions across all these layers” 
[11]. Other approaches different from UML have considered the behavior extension. 
For example, the Taxis semantic model defines transactions as class hierarchies [18]. 

Sousa et al. adapt use-cases in order to explicitly provide the separation of cross-
cutting concerns in requirements artifacts. They propose crosscutting use-cases to 
separate crosscutting behavior (for example, security) from the main scenario [26]. In 
the same line, Somé and Anthonysamy [25] present an approach for modeling use 
cases with aspect-oriented techniques. Cross-cutting requirements are modeled in 
addition to functional requirements using a new relationship stereotyped as <<as-
pect>>. The composition is based in Petri nets properties. In both cases, new elements 
are proposed to complete the UML meta-model or to represent the details of use case 
composition. 

Araujo et al. compose aspectual and non-aspectual scenarios instead use cases. 
Non-aspectual scenarios are modeled as UML sequence diagrams. Aspectual scenar-
ios are modeled as Interaction or State Machine Pattern Specifications [6]. Then, 
aspectual and non-aspectual scenarios are composed at sequence diagram and state 
machine levels [1]. Whittle proposes use case charts with the aim of formally defining 
the semantics of scenarios [28]. These proposals are close to our vision of composing 
fragments of models but introduce additional complexity and separates from UML 
standard.  

As a general observation about these advances, in spite of the utility of considering 
early aspects (for example to model repetitive requirements as security or audit steps), 
we think that extension problems should not be treated inevitably as aspects.  
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Braganza et al., discuss the semantics of use case relationships and their formaliza-
tion using activity diagrams in the context of variability specification. They propose 
an extension to the extend relationship that supports the adoption of UML 2 use case 
diagrams into model driven methods. The proposal results from the 4 Step Rule Set, a 
model driven method in which use cases are the central model for requirements speci-
fication and model transformation [3]. 

The common conclusion of most of the work done in use case semantics is that the 
question is not well solved in UML and a redefinition of the concepts is needed. We 
believe that our contribution can help in this redefinition. 

6   Conclusions and Future Work 

In this article, the problems of interpretation of the extend semantics in use case mod-
els are analyzed. An improvement of the extension notion is proposed, based in the 
open-closed principle, by adding the Step concept or alternatively using as substitute 
the extension point concept itself.  

The second part of the article presents a possible graphical approach, using the Be-
havioral aspects of the UML meta-model. We have shown that UML provides the 
extensibility elements we need to apply the open-close principle in use case extension. 
We think that, without neglecting major future modifications in the UML meta-
model, these proposals can help in the process of elicitation and specification of func-
tional requirements, clarifying the intention of the final users.  

In conclusion, we believe that the set of semantic reinterpretations proposed in this 
article can help to solve many of the practical extension problems the requirements 
engineers face in their daily work.  The empirical validation is a work in progress to 
check the usefulness of the approach. We are defining a set of problems so that di-
verse groups (from undergraduate students to experts) can use these techniques to 
compare (via controlled experiments) the comprehensibility and feasibility of the 
diverse variants of the extension concept. 
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Abstract. Despite advances in situational method engineering, many software 
organizations continue to adopt an ad-hoc mix of method fragments from well-
known development methods such as Scrum or XP, based on their perceived 
suitability to project or organizational needs. With the increasing availability of 
empirical evidence on the success or failure of various software development 
methods and practices under different situational conditions, it now becomes 
feasible to make this evidence base systematically accessible to practitioners so 
that they can make informed decisions when creating situational methods for 
their organizations. This paper proposes a framework for evaluating the suit-
ability of candidate method fragments prior to their adoption in software pro-
jects. The framework makes use of collected knowledge about how each 
method fragment can contribute to various project objectives, and what requi-
site conditions must be met for the fragment to be applicable. Pre-constructed 
goal models for the selected fragments are retrieved from a repository, merged, 
customized with situational factors, and then evaluated using a qualitative 
evaluation procedure adapted from goal-oriented requirements engineering. 

Keywords: Software Development Methodology, Situational Method  
Engineering, Goal-Oriented Modeling, Method Evaluation. 

1   Introduction 

One of the common concerns of project managers is to ensure that their development 
processes fit well with the particular needs of their projects. Despite the proposal of 
elaborate frameworks for building situational methods [1-4], many software compa-
nies still follow ad-hoc methods of software development, which are built intuitively 
by adopting some fragments from different methodologies and tailoring them to their 
development method [5, 6]. With this approach, the best case scenario is that the 
company will benefit from all advocated advantages of selected method fragments. 
Unfortunately, this is not always the case, and there are numerous reports of project 
failure that were due to the improper choice of development method [7].   

For instance, suppose that a software organization wants to incorporate “Pair Pro-
gramming” [8] as part of its development method. It is known that pair programming 
usually helps to achieve some objectives such as “reduced defect rate” and “real-time 
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knowledge transfer”. But, are these objectives fully achievable in all project situa-
tions? Could other method fragments, when combined with pair programming, facili-
tate (or hamper) these objectives? There are increasing empirical studies that have 
addressed such questions, and investigated the success or the failure of different 
method fragments in different project situations. For instance, there exist over 100 
empirical studies about “Pair Programming” in various situations1. Considering the 
large number of existing method fragments and their volume of supporting studies, the 
need arises for a solution that can systematically make this evidence-based information 
available to practitioners, and help them during the process of method construction.  

This paper proposes a framework for evaluating software development processes. 
The proposed framework considers a development method as a set of method frag-
ments [2], and helps project managers anticipate whether the expected benefits in 
adopting the selected fragments will be attainable given the particular circumstances 
faced by the project. Starting from a set of candidates fragments, the framework leads 
the user to consider their objectives and requisites. Then, method objectives will be 
evaluated by reflecting the impacts of situational factors on method requisites, and 
propagating the achievement status of method requisites to method objectives.  

In order to take advantage of existing situational knowledge of different method 
fragment, the proposed framework provides evidence-based repositories, which con-
tain a structured representation of results from empirical studies. The contents of these 
repositories are gathered through systematic literature review [9]. The evidence base 
of this framework visualizes the collected knowledge of method fragments in a goal-
oriented representation. The framework reuses its ready-made goal models to facili-
tate the process of method evaluation. The proposed framework can be deployed as a 
complement to existing method engineering frameworks, and due to its simplicity, it 
can also be used by project managers who are not willing to become involved in the 
detailed steps of situational method construction. In the rest of this paper, we will 
explain the framework using an illustrative scenario, introduced in the next section. 

2   Motivating Scenario 

As an illustrative scenario, consider a project manager facing the following circum-
stances in her project: (1) Technology used in the project is new to the company; (2) 
Developers are mainly junior programmers; (3) Team members are distributed, with a 
project wiki and email-lists being the main communication channels; (4) the project 
manager serves as the customer representative; and (5) Developers do not have access 
to the target device on which the product software will be installed, and can only test 
the software on a limited emulator. 

The project manager is attracted to agile methods as they are said to lead to faster 
time to market, improved communication, more reliable project planning, and more 
effective teamwork (e.g. efficient self-organizing). Based on what she knows about 
agile methods and the characteristics of her organization, the manager is planning to 
adopt the following method fragments from XP [8] and Scrum [10]: (1) Daily Scrum 
Meeting: Short daily meetings to explain performed activities and to discuss obsta-
cles; (2) Short Iterations: Delivering an increment of software every three weeks;  
                                                           
1 The search was run on libraries of IEEE Explorer, Springer, and Elsevier in November 2009. 
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(3) Iteration Planning: Selecting high priority requirements at the beginning of each 
iteration, and breaking them down to smaller tasks; (4) Pair Programming: Assigning 
two programmers to work together on each software component. However, she is 
unsettled by many questions, such as:  

• Will the selected method fragments work well together or will they conflict? (e.g. 
should pair programming be used together with iteration planning?) 

• Does my team and project environment satisfy the necessary requisites to take 
advantage of the selected method fragments?  

• Will the combined set of fragments produce the desired results and meet project 
objectives? 

3   Evaluation Framework  

This section introduces a framework for evaluating a set of candidate method frag-
ments to be a part of organization development method. The framework helps project 
managers to anticipate the achievement of method objectives, and find answer for 
questions, such as those mentioned in previous section. Fig. 1 shows the overall struc-
ture of the framework. The existing knowledge about method fragments will be kept 
in an Evidence Base, which is composed of two repositories: (1) Method Fragment 
Repository that holds objectives and requisites of method fragments, along with situ-
ational evidences; and (2) Model Fragment Repository that holds the graphical repre-
sentations of method fragments. 

To evaluate a number of candidate method fragments, their corresponding model 
fragments will be retrieved from the Model Fragment Repository, and will be merged 
based on their objectives. Then the integrated models will be customized and initialized 
with respect to the project situational attributes. During this step, the situational evi-
dences that have been stored in Method Fragment Repository will be reused. At the end, 
the integrated models will be evaluated, to anticipate the satisfaction degree of method 
fragments’ objectives. The framework makes its evidence base available to software 
organizations, and process designers are responsible for performing the evaluation steps. 

 

Fig. 1. Evaluation Framework 

3.1   Evidence Base 

The evidence base of this framework is inspired by the assembly-based SME frame-
works [2, 11]. But, unlike current method repositories (e.g. OPF [12]) that store the 
specification of method fragments, the evidence base of this framework contains the 
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experience results of empirical studies that have been conducted for different method 
fragments. This framework follows the definition of Method Fragment as explained 
in [2], which classifies method fragments into process and product fragments, respec-
tively referring to the elements of development process and structure of products. 
Another category of method fragments has been introduced in [12], called producer, 
which represent methodology roles played by persons or tools. As mentioned before, 
the evidence base is composed of two repositories that will be explained in the next 
two subsections. 

3.1.1 Method Fragment Repository  
The Method Fragment Repository stores the textual information of method fragments. 
The information has been collected through systematic literature review of published 
empirical studies, which have tested the enactment of method fragments in different 
situations. For each method fragment, this repository holds two datasets: Objectives 
Dataset, and Requisites Dataset.  

3.1.1.1 Objectives Dataset. For each method fragment, the repository provides an 
objectives dataset, which represents the quality goals that are expected to be achieved 
by the enactment of the method fragment. These objectives have been extracted from 
published empirical studies on method fragments (i.e., the dataset does not include 
quality goals that were just claimed for a method fragment without any supporting 
empirical evidence). This dataset stores method objectives in two categories: major 
and minor. A major objective is defined as a quality goal that can be decomposed  
into a number of sub-goals, called minor objectives. Perhaps the classification of 
quality goals could be performed more elaborately; however, for the sake of  
simplicity this framework considers only these two levels. The objectives dataset also 
provides situational evidences for the contribution of method fragment to its objec-
tives. Besides, for every contribution relation, the dataset provides the reference 
 

Table 1. A subset of major and minor objectives that “Daily Scrum Meeting” contributes to 
them, with reference to the investigating empirical studies, and particular situational evidences 

Major 
Objective Minor Objective 

Contribution 
Type from 
Fragment 

Study Situation 

  ++ [S1]  Default 

++ [S1]  Default Improved awareness 
(of what others are 
doing) - [S1] 

Large projects, as they 
may need extensive 
number of meetings 

+  [S8]  Default 
Real-time knowledge 
transfer - [S2, 

S12] 

Distributed Development: 
use of email and wiki 
pages for comm. 

Enhanced  
Communication with 
business people / 
project leader 

++ [S3, 
S8] 

Existence of multi-level 
Scrum in case of many 
scrum teams 

E
ffe
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e 
C

om
m

un
ic

at
io

n 

Better understanding 
of customer needs  

+ [S8]  Default 
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to the study that provided the empirical evidence, and possibly the description of the 
situation of study. Table 1 shows a portion of the objective dataset for method frag-
ment “Daily Scrum Meeting”. 

Typically the contribution of a method fragment to its objectives is positive. How-
ever, there might be some situations where a method fragment adversely impacts its 
objectives. For instance, although “Daily Scrum Meetings” usually makes strong 
positive contribution to the “Improved Awareness” of a team about the activities of 
other team members, as studied in [S1], in the case of large projects with multiple 
development teams, daily meetings can cause confusion by bringing up excessive 
details, which are not relevant for a large portion of developers. The framework pro-
poses four possible types of contribution relations: strongly positive (++), positive (+), 
negative (-), and strongly negative (--). 

3.1.1.2   Requisites Dataset. The other dataset kept for each method fragment is the 
requisites dataset. This dataset contains the conditions that should be met for the 
successful enactment of a method fragment (e.g., resources to be provided, tasks to be 
performed, or personnel qualifications to be met). The framework defines the relation 
of a method fragment to its requisites as decomposition relation, since the successful 
enactment of a method fragment is due to the successful achievement of its requisites. 
Similar to the objectives dataset, this dataset represents method requisites in two lev-
els of abstraction (major and minor), also sets the contribution relation of minor  
requisites to major ones. Besides the dataset provides situational evidences for each 
requisite, by referencing to the studies in which the requisite was satisfied or denied 
(partially or fully). In most cases it explains the significant situational factors of the 
referenced empirical studies that affected the fulfillment of method requisites. Fig. 2 
(a) shows the metamodel of the method fragment repository. 

Table 2. A subset of requisites of “Pair Programming“, Contribution of Minor to Major Requi-
site; Situational Fulfillment Status [Satisfied( ), Denied( ), or Partially Denied( )] 

Major 
Req. Minor Requisite 

Contrib. 
to Major 

Req. 

Situa. 
Fulfill. 
Status 

Study Situation 

+  [S15] Pairing programmers with 
equal expertise  Equal  

engagement in 
coding +  [S15] 

Pairing programmers with 
different expertise (weaker 
programmer became passive) 

Joint Decision 
Making +  [S15] 

Similar pairs; the one who had 
the control of machine usually 
had a significant advantage 
w.r.t decision making 

 [S17] Pairs with heterogeneous 
personality profile Collaboration be 

viable + 

 [S17] Pairs with homogenous  
personality profile 

E
ffe

ct
iv

e 
C

ol
la

bo
ra

tio
n 

Similar working 
and resting 
hours 

+  [S30] Pairs with different times for 
starting their job or resting 
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Table 2 shows a subset of the requisites of “Pair Programming”, focused on “Effec-
tive Collaboration”. For instance, it shows that “Equal engagement (of pairs) in Cod-
ing” is a minor requisite that contributes positively to the major requisite “Effective 
Collaboration”. However, not every situation can satisfy this requisite. For example, 
the empirical study [S15] has shown that pairing programmers with different levels of 
expertise can result in passiveness of the weaker programmer, thus partial denial of 
the requisite. The objectives dataset also takes a goal-oriented approach in represent-
ing method requisites in order to facilitate their modeling and evaluation in later 
stages of the framework. 

3.1.2   Model Fragment Repository 
The Model Fragment Repository of this framework contains the pre-constructed 
graphical representations of method fragments. For each method fragment, this re-
pository contains a number of models, called model fragments, each visualizing a 
subset of its objectives and requisites (which were textually stored in the method 
fragment repository). In fact, each model fragment is a piece of a comprehensive 
model that could represent the whole knowledge of a method fragment. The main 
reason for breaking down the visualization of each method fragment was to avoid the 
potential complexities that could have emerged if the whole knowledge of a method 
fragment was represented in a single model.  

The suitable modeling language for representing model fragments should have 
enough constructs to model method objectives and requisites, and also contribution 
and decomposition relations. We found the i* modeling language [13] as an appropri-
ate choice, especially by considering its prior use for modeling the intentional aspects 
of software processes [14]. For developing model fragments, the following set of i* 
constructs are used: Task, representing method fragments; Softgoal, representing 
method objectives and requisites; Contribution Link, representing contribution rela-
tions; and Decomposition Link, representing decomposition relations. We defer the 
representation of actors to future work.  

Fig. 2 (b) shows an example model fragment, developed for the method fragment: 
“Iteration Planning” and the major objective: “Effective Project Planning”. This 
model fragment shows that conducting iteration planning sessions would help to en-
hance the Effective project planning by positively contributing to the (1) realistic 
prioritization of tasks; (2) clear definition of iteration goals; and (3) accurate project 
scheduling. The meaning of contribution links used in model fragments corresponds 
to their counterparts in method fragment repository: Some+ and Help contribution 
links represent strong (++) and normal (+) positive contributions; Some- and Hurt 
contribution links represent strong (--) and normal (-) negative contributions. 

Since a model fragment usually represents only one of the major objectives of a 
method fragment, it contains a limited set of fragments’ requisites – those that are 
somehow related to the major objective. For instance, in Fig. 2 (b) if the objective of 
model fragment was “Effective Communication” (rather than “Effective Project Plan-
ning”), then requisites that were related to the capability of team members in task 
estimation and task breakdown, should have been discarded. 
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Fig. 2. (a) Metamodel of method fragment repository; (b) An instance of model fragment re-
pository, representing the method fragment: “Iteration Planning” and the objective:  “Effective 
Project Planning” 

3.2   Situational Evaluation 

So far we have described the evidence base of the framework. In the following sub-
sections we describe the steps to be taken to evaluate a set of method fragments being 
considered for a given organization/project. 

3.2.1   Model Merging 
This framework evaluates a set of candidate method fragments by anticipating the 
extent to which their objectives will be satisfied. Some objectives of a method frag-
ment may be in common with those of other method fragments. Thus, for correct 
anticipation of method objectives we have to consider the contribution of all candi-
date method fragments to those objectives. Model merging is intended to develop 
integrated views of model fragments, which highlight their contribution to the com-
mon set of objectives. In order to develop integrated models, process designers should 
first specify a set of major objectives that they want to be evaluated. Then, retrieve the 
relevant model fragments from the Model Fragment Repository, and for every in-
tended major objective, merge the related model fragments by following these steps:  

1)   Identify its minor objectives that are contributed to by candidate method fragments 
2)   Set the contribution relations from minor objectives to the major ones 
3)   Set contributions of method fragments to the minor objectives 

While merging method fragments based on their objectives, we should also consider 
the potential contributions that may exist between the requisites of method fragments. 
Such contribution relations (if detected) should be represented in integrated models. 
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The contribution relation of minor objectives to major ones (with respect to the 
method fragment) is proposed in the model fragment repository. 

In our motivating scenario, project manager was interested to anticipate the satis-
faction (or denial) degree of three major objectives: “Effective Communication”, 
“Effective Project Planning”, and “Efficient Self-Organizing”. Fig. 3 shows the result 
of merging three of our model fragments based on the common objective: “Effective 
Communication”.  

 

Fig. 3. Merging model fragments based on the common objective: “Effective Communication” 
(Requisites are not shown in this model) 

Integrated models serve as intermediate artifacts in this framework. They can help 
process designers identify (1) method objectives that receive contradictory contribu-
tions via different method fragments; (2) method objectives that are strongly contrib-
uted, typically by different method fragments; and (3) method objectives that are 
weakly contributed, typically by only one method fragment. For instance, Fig. 3 shows 
that “Better Understanding of Customer Needs” is a method objective that receives 
contributions from two fragments “Daily Meeting” and “Iteration Planning”, thus we 
would expect its successful achievement according to the generic knowledge from  
the evidence base. However, will the specific situation of this project affect this as-
sessment? To answer this question we need to first customize the integrated model 
according to the project situational factors and then complete its evaluation. 

3.2.2   Model Customization 
This phase is intended to customize the integrated goal models, in order to reflect the 
impacts of situational factors on them. The customization process takes place in two 
complementary stages: Model Refinement, which modifies the structure of the goal 
model; and model initialization, which assigns initial values to the requisites of 
method fragments. This framework proposes two strategies for model refinement: 

o Changing the type of contribution links – regarding the specific situation of a soft-
ware project, the types of contributions that a method fragment makes to its objec-
tives may differ from their default contribution types (stored in the model  
fragments repository). In such cases, the contribution type should be altered to rep-
resent the specific situational attributes of software project. For instance, the  
default contribution of method fragment “Conduct Daily Meetings” (as defined in 
Scrum [10]) to its objective “Improved Awareness (of what others are doing)” is 
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“Help”. However, in an organization where the size or the number of development 
teams is too large, this contribution should be altered to “Hurt” (explained in the 
reference [S1] of the Appendix). 

o Adding new softgoals to the requisites – situational factors that impact the fulfill-
ment of method requisites will be represented as new softgoals, contributing to the 
existing method requisites. Different categories of situational factors have been 
proposed in [2, 15, 16]. These can be represented as softgoals. For instance, “Es-
tablished Standards” is a situational factor [2] that can be represented as softgoal 
“Standard X be followed”. 

Different project situations imply different initial values for the achievement status of 
method requisites. This framework identifies two types of initialization for method 
requisites: 

o Evidential – initializations that are supported by solid evidence(s). For instance, in 
distributed projects where development teams have substantial time zone differ-
ences, the achievement status of method requisite “Meetings be face-to-face” will 
be initialized with “Denied” value.  

o Assumptive – Initializations that are based on assumptions with no significant evi-
dence. For example, in situation that most of team members have just met each 
other, the achievement status of method requisite “Collaboration be Viable” cannot 
be predicted for sure, yet it can be assumed to become at least “Partially Satisfied”. 

The empirical evidences, which have been populated in the repository of method 
fragments, can be quite helpful during model refinement and initialization, provided 
that a similar situation has been expressed.  

Table 3. Significant situational factors, their category based on [2] (Project/Organization, 
Project, Constraint, Environment), and their impact on customizing the goal model 

Situational Factor Category Model Customization 
Developers have little  
experience of software  
development 

Project / 
Org. 

Initialize the softgoal “Experienced  
Programmers” to “Denied” 

The technology is new to the 
company  

Project / 
Org. 

Initialize softgoal  “High Tech  
Knowledge” to “Partially Denied” 

Developers are not always  
working at the same time/place 

Project / 
Org. 

Initialize the softgoal “Team members  
be Co-located” to “Partially Denied” 

Face-to-face meeting with 
Scrum Masters are accessible 
only at certain times  

Constraint Add softgoal “Scrum Master be  
Available”, initialize to “Partially  
Denied” 

Wiki pages are used for  
implementing daily meetings 

Project Add softgoal “Wiki Pages be  
Deployed” / Change the value of  
contrition links that connects “Daily Meet-
ing” to “Higher Frequency of  
Com. With Business People”, and  “Real-
Time Knowledge Transfer” to “Hurt” 

Use of emulator instead of 
actual devices 

Environ-
ment 

Add softgoal “Resources be  
Adequate” with initial value of  
“Partially Denied” 
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Table 3 describes a number of significant situational factors of the illustrating sce-
nario, their category (based on [2]), and their impact on model refinement. For ini-
tialization of model, both evidential and assumptive initializations have been used. 
For instance, since developers are junior programmers, we have enough evidences to 
initialize the “Experienced Programmers” to “Denied”. For requisites that we do not 
have solid evidences, we use assumptive initializations. For example, we assume the 
initial values of “Joint Decision Making” and “Collaboration be Viable” to be “Satis-
fied”. Fig. 4 shows the evidential initializations with green labels, and assumptive 
ones with red labels.  

3.2.3   Model Evaluation 
This phase iteratively propagates the initial (achievement) value of method requi-
sites into the higher level elements of the integrated model. The proposed value 
propagation algorithm mainly follows the i* forward evaluation algorithm [17] [18]. 
Value propagation will be performed with respect to the current value of contribut-
ing element and the value of contribution link, based on the propagation rules de-
fined in Table 4. Since a contributed element might receive various values in this 
procedure, its “value bag” will be resolved based on the following value resolution 
rules [17]: 

• Use the single label if the value bag has only one label 
• Use the full label if:  

• The value bag has multiple labels of the same value 
• The value bag has labels with the same polarity with at least one full label 
• The previous human judgment produced a full label and new contribution is 

of the same value 
• Use the minimum label if the bag has been filled through decomposition links. 

(Satisfied > Partially Satisfied > Conflict > Unknown > Partially Denied > Denied) 
• Otherwise, use human judgment 

Giorgini et al. in [19] introduced the concepts of symmetric and asymmetric contri-
butions. When an element of a goal model symmetrically contributes to a softgoal, 
both its satisfaction and denial will be propagated to the softgoal. But in asymmetric 
contribution, the propagation will be performed either when the contributor is satis-
fied, or denied. The i* forward evaluation algorithm considers all of the contribu-
tion relations as symmetric. However, this may not be appropriate for negative 
contributions (Hurt, Some-). For instance, when a method fragment (e.g. “Pair Pro-
gramming”) makes a Hurt contribution to a softgoal (e.g. “More LOC per program-
mer per hour”), the denial of method fragment would not necessarily result in  
partial satisfaction of softgoal, while its satisfaction would result in partial denial of  
softgoal. Here, we modified the i* forward evaluation algorithm by considering  
positive contributions (Help, Some+) as symmetric, and negative contributions 
(Hurt, Some-) as asymmetric, applicable only when the contributor is (Partially) 
satisfied.  
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Table 4. Propagation Rules for Contribution Links (adopted from [17]) 

 

 
Scenario: As an example of automatic resolution (not requiring human judgment), 
consider the objective “Better Understanding of Customer Needs”. The method 
fragment “Conduct Daily Meeting” has a “Help” contribution to this softgoal,  
and had been evaluated to “Partially Satisfied”. Therefore, based on the propagation 
rules of Table 4, a “Partially Satisfied” label will be added to the value bag of  
this softgoal. A similar label will be added to this bag, through the contribution of 
method fragment “Conduct Iteration Planning”. Therefore, this softgoal will be auto-
matically evaluated to “Partially Satisfied”. 

Manual resolution is needed where the automatic approach cannot be applied. In 
such cases, human judgment determines the value of the element, considering its 
value bag and status of its contributing elements. For example, consider the requisite 
softgoal “Be Productive” (a requisite of “Pair Programming”). This softgoal had re-
ceived two “Partially Denied” and one “Partially Satisfied” labels through its contrib-
uting elements. We evaluated this softgoal to “Partially Denied”, based on the percep-
tion that the contributions of adequate resources and programming experience to the 
productivity of programmers are more significant than the similarity of their personal-
ity. Fig. 4 shows the result of evaluating an integrated model, developed for the “Effec-
tive Communication”. 

4   Validity of Framework 

Although the motivating scenario introduced in Section 2 was fictitious, we had ex-
perienced a similar scenario in a classroom setting. A software development method 
was created by combining the above-mentioned method fragments, and used for the 
major project in a second-year undergraduate computer science course, with 40 4-
person teams. The project was to build an application for Blackberry devices. Most 
team members had little programming experience. Furthermore, the Scrum masters, 
who were course teaching assistants (TAs), had limited availability (their office 
hours), and were not so familiar with mobile programming.  

As an initial test of framework validity, we compared the evaluation results gener-
ated by framework with what was observed in the classroom. For this comparison, we 
considered 18 minor objectives that were contributing to the three major objectives.  
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Fig. 4. Modification, Initialization, and Evaluation of an integrated model 

The comparison showed that for 12 softgoals (66%), the framework-generated values 
were the same as the observed ones. For 4 of the softgoals (22%), the observed status 
of method objectives were better than what the framework suggested. In most cases 
the framework-generated values were “Partially Denied”, whereas the observed values 
were “Partially Satisfied”. For 2 of the softgoals (12%), the observed values were 
worse that what the framework anticipated. Thus overall, the framework produced 
results that were more conservative than actually observed.  

5   Discussion and Future Work 

This paper proposed a framework for anticipating the attainability of the objectives of 
a development method in a particular project situation. The framework aims to help 
project managers in deciding on a set of suitable method fragments. Methods for 
selecting method fragments have been proposed, e.g. Situation-Scenario-Success (S3) 
[2] and Assembly Process Model (APM) [3], but they do not focused on the evalua-
tion of objectives. A method fragment evaluation technique was proposed in [20], 
which also deals with capturing the evaluation experiences in method fragments  
repository. The proposed framework adopts a goal-oriented approach for analysis, 
modeling, and evaluation of method fragments. Similar approaches have been  
acknowledged in [19, 21, 22]. 
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The reliance of this framework on the results of empirical studies has both positive 
and negative sides. On the positive side, it can help project managers by providing an  
evidence base, supported by the experiences of many practitioners and researchers on 
deploying different method fragments. On the negative side, reliance on the extensive 
body of empirical evidence can be subject to misinterpretation, inadequate or unreli-
able evidential data, and conflicting scenarios (e.g., same situation, different results). 
These negative effects can be moderated by relying mostly on empirical studies that 
had been peer reviewed and published in highly regarded conferences or journals and, 
if possible, whose results have been replicated.  

One of the important factors that we considered in the design of this framework is 
that it should not impose excessive overhead to software organization. The provision 
of a model fragment repository is an initiative towards this end. Although this claim 
needs to be verified in our further industrial case studies, we expect that the pre-
constructed model fragments facilitate the use of framework. So far, we have popu-
lated the framework repositories with an initial collection of 15 method fragments. 
More are being added in an ongoing project. As future work, we are developing 
automated tools to support the process of model merging, and will take advantage of 
the OpenOME2 tool for the evaluation of goal models. 

An underlying premise for this framework is to focus on method fragments rather 
than on the prescription of an entire process. This approach is in line with the idea of 
agility while doing software process improvement (SPI) [23]. Unlike traditional SPI 
frameworks that focus on improving the maturity of software processes, a goal-
oriented agile SPI framework would focus on improving the effectiveness of software 
processes with respective to stated objectives. In future work, we intend to use the 
method fragment evaluation framework as a part of an agile SPI framework, in which 
the local improvements (improving method fragments) provide the basis for global 
optimization (improved overall process). 

Limitations of the framework include reliance on human judgment during qualita-
tive evaluation, and when there is no adequate evidential data. For instance, during 
the model refinement and initialization phase, the correct identification of significant 
situational factors is crucial. This issue has been widely studied in situational method 
engineering [2]. In this framework we have tried to propose a simple approach for 
modeling project situation factors. Another limitation of this framework is the value 
propagation and resolution phase, in which the manual resolution of value bags is 
subject to personal judgments. Of course the experience of model evaluator is impor-
tant here, but we hope to reduce the risks of such subjective decisions by enriching 
the evidence base. However, the evidence base is unlikely to cover all possible situa-
tions as there might be always some short-cuts to achieve goals, or some hidden  
factors that impede certain objectives of method fragments, regardless of their  
stated requisites. Nevertheless, the proposed framework can potentially help process 
managers make better-informed decisions based on the growing body of empirical 
evidence. 

                                                           
2

 An Eclipse-based tool for modeling and evaluation of i* goal models, available on-line at: 
https://se.cs.toronto.edu/trac/ome 



 Situational Evaluation of Method Fragments 437 

 

Appendix: List of Referenced Studies 

Code Approach Reference 

S1 
web-based 
survey 

Begel, A., & Nagappan, N. (2007). Usage and Perceptions of Agile 
Software Development in an Industrial Context: An Exploratory 
Study.  First International Symposium on Empirical Software  
Engineering and Measurement, 2007 (ESEM 2007). , 255-264. 

S2 
Observa-
tory  

Sutherland, J., Viktorov, A., Blount, J., & Puntikov, N. (2007).  
Distributed Scrum: Agile Project Management with Outsourced De-
velopment Teams.  40th Annual Hawaii International Conference on 
System Sciences, 274a. 

S3 
Experi-
ence 
Report 

Given, P. (2006)  Scrum in a Fixed-Date Environment. accessed via: 
http://www.scrumalliance.org/articles/29-scrum-in-a-fixeddate-
environment, in May, 2009 

S8 
Experi-
ence 
Report 

Moore, R., Reff, K., Graham, J., & Hackerson, B. (2007). Scrum at a 
Fortune 500 Manufacturing Company.  Agile, 175 - 180. 

S12 
Experi-
ence 
Report 

Berczuk, S. (2007a). Back to Basics: The Role of Agile Principles in 
Success with an Distributed Scrum Team.  Agile, 382-388. 

S15 
Ethno-
graphic 
study 

Chong, J., & Hurlbutt, T. (2007). The Social Dynamics of Pair  
Programming.  Proceedings of the 29th international conference on 
Software Engineering, 354-363, IEEE Computer Society. 

S17 
Controlled 
Experi-
ment 

Sfetsos, P., Stamelos, I., Angelis, L., & Deligiannis, I. (2009). An 
experimental investigation of personality types impact on pair  
effectiveness in pair programming. In Empirical Software Engineering,  
14(2), 187-226. 

S30 
Experi-
ence 
Report 

O’Donnell, M. J., & Richardson, I. (2008). Problems Encountered 
When Implementing Agile Methods in a Very Small Company. 
(Ed.).In:  Software Process Improvement (pp. 13-24). Springer 
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Abstract. When building large-scale goal-oriented models using the i* frame-
work, the problem of scalability arises. One of the most important causes for 
this problem is the lack of modularity constructs in the language: just the con-
cept of actor boundary allows grouping related model elements. In this paper, 
we present an approach that incorporates modules into the i* framework with 
the purpose of ameliorating the scalability problem. We explore the different 
types of modules that may be conceived in the framework, define them in terms 
of an i* metamodel, and introduce different model operators that support their 
application. 

Keywords: goal-oriented models, i*, modularization, modules, scalability. 

1   Introduction 

The i* framework [1] is currently one of the most widespread goal- and agent-
oriented modelling and reasoning frameworks. It has been applied for modelling or-
ganizations, business processes, system requirements, software architectures, among 
others.  

Several challenges have been identified with the goal of overcoming different re-
ported problems (see e.g. [2]). Among them, one of the most important issues is to 
make i* models more manageable and scalable by defining modularity constructs. 
This paper presents a proposal for converting i* into a modular language. This is a 
basic notion for any language expected to create big models as i* is, but it has been 
not yet proposed for i* except for some proposals of new constructs in the language. 
Instead, we do not propose to extend the language, but to add modularity facilities to 
the metamodel of i* in a loosely coupled way. 

The rest of the paper is structured as follows. Section 2 provides the background on 
case studies and empirical evaluation as well as related work. Section 3 presents an i* 
metamodel to be used for reference the rest of the paper. Section 4 proposes the dif-
ferent types of modules for the i* language. Section 5 defines two module operations, 
combination and application. Section 6 includes some discussion about the presented 
work. Finally, Section 7 states the conclusions and future work. 

Basic knowledge of i* is assumed in the paper, see [1] and the i* wiki 
(http://istar.rwth-aachen.de) for a thorough presentation. 
                                                           
* This work has been partially supported by the Spanish project TIN2007-64753. 
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2   Background and Related Work 

2.1   Use of i* in Industrial Projects 

Some industrial experiences on the use of i* have been documented. In [3], a report is 
presented about three air traffic management projects in which i* was applied to 
model requirements for new socio-technical systems. Among other remarks, the prob-
lem of managing large SR models is highlighted. This large size cannot be lowered 
due to the absence of structuring mechanisms. 

In [4] an experience is reported about how to support the continuous alignment of 
corrective software maintenance processes with the strategic goals of a Software De-
sign Maintenance Organization at Ericsson Marconi Spa. The authors used a model 
slicing technique to break the model into pieces. However, this partition was done by 
hand since the authors did not bring the notion of module into the i* framework, with 
the inherent drawbacks of proceeding this way. 

In [5], the authors report the use of i* for architecting hybrid systems in two indus-
trial experiences at the Etapatelecom Ecuadorian company. One of the cornerstones of 
the proposed method is the reconciliation of the individual models that the different 
stakeholders build. The models have not been encapsulated into modules due to the 
absence of this capability in the i* framework, making this process more difficult to 
implement. Also reusability is highlighted as a key concept, but at the time being it 
has been supported simply by manual management of the models. 

As a summary of these cases, the existence of modularity constructs in the i* 
framework’s language could help to ameliorate some of the problems mentioned. 

2.2   Empirical Evaluation of i* 

At the time being, the only in-depth empirical evaluation of the i* framework reported 
in the community we are aware of is [2]. The authors propose a feature-based evalua-
tion scenario and they assess i* with respect to these features in the light of three 
industrial projects. The results of the analysis is that i* supports well the expressive-
ness and domain applicability features, provides some insufficient support to the re-
finement, repeatability, complexity management and traceability features, and does 
not support at all modularity, reusability and scalability features. It is also stated that 
reusability and scalability have a causal relationship with modularity, which means 
that providing some solution to the latter feature impacts on the former. We may con-
clude then that providing a solution to the modularity problem can be a topmost pro-
ductive effort in terms of improving the evaluation of the i* framework. 

2.3   Existing Approaches to Model Modularity 

Although we have stated that the i* framework does not include modularity con-
structs, there are some lines of research addressing this issue. The two most remar-
kable contributions at this respect are the incorporation of aspects and services into i*. 

Concerning the first point, a line of research [6][7] proposes the use of aspects for 
modelling cross-cutting concerns. Although it is true that separation of concerns may 
help to structure the i* models, the proposal still does not include modules to support 
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the basic concept of stepwise refinement. Also, the addition of aspects into i* results 
in a framework that is more complex and may eventually require a steeper learning 
curve. Therefore we do not consider this proposal as a general solution for the modu-
larization problem. 

In [8], the concept of service is incorporated into the i* framework. This type of 
modularity unit is closer to the concepts managed in the domain (i.e., business ser-
vices) and from this point of view fits better than aspects to the natural stepwise re-
finement process. However it is true that this particular proposal introduces a lot  
of complexity to the framework, with the fundamental concepts of “service” and 
“process”, and also with the configuration of services inside SR boundaries using a 
variability-like model with mandatory and optional features combined in several 
ways. 

In this work, we have preferred to search for other solutions that do not require the 
addition of new constructs into the i* framework and that are basic enough to be 
bound to different concepts in different methods. 

3   The i* Metamodel 

The i* community has defined several dialects of i* that add new constructs for par-
ticular purposes (e.g., trust constructs, temporal constructs, …), remove some that are 
not of primary interest for their purposes (e.g., types of actors) or modify some condi-
tions of use (e.g., which type of intentional element is a valid end for a means-end 
relationship). In [9][10] we provide a thorough analysis of these variations. Also, in 
[11] we may find a survey of variations used by the community in several proposals. 
Variations occur both in Strategic Dependency (SD) and Strategic Rationale (SR) 
diagrams. This diversity makes advisable to identify which constructs we do consider. 

Following our previous work [9][12], we propose in this section an i* metamodel 
that is used as reference in the rest of the paper. The metamodel is built under the 
principles of generality (i.e., trying to host as most as possible the existing variations), 
extensibility (for incorporating future extensions) and suitability for modularity (being 
this the goal of the paper). As a result, we remark here the most important innovations 
with respect to the metamodel we have proposed so far: 

– We have added an abstract Link class that holds binary relationships among Nodes 
(being Node the general concept of i* model element). This Link class generalises 
the concepts of link among actors (e.g., is-A relationships), among SR elements 
(e.g., means-end link) and among dependums (and thus dependencies). These 
three particularizations are considered abstract links themselves specialized into 
the available types of links in a uniform way. As a modelling decision and for 
clarity purposes, we provide the conditions that each particular type of link may 
impose (e.g., Covers is a many-to-many association from position Actors to role 
Actors) as OCL constraints instead of graphically (although we show the resulting 
dependencies to make evident this relationship). 

– For illustration of dependum links, and considering the goal of this paper, we have 
added a class for the Support dependum link as introduced in [13]. A dependum 
d1 supports another dependum d2 when d1 has been introduced in a later devel-
opment stage than d2 in a way that d1 provides details about the form that d2 has. 
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This proposed construct keeps track of refinement of dependums in a similar way 
than means-end and task-decomposition links do for SR elements. 

– Due to the objectives of the paper, it will become necessary to work with depend-
encies in which either the depender or the dependee are temporarily unknown. We 
have modified the core of the dependency concept to support this need, by defin-
ing Dependency as a class with two specializations. Again for clarity, we have 
preferred to model the restrictions on each subclass with OCL constraints instead 
of graphically (i.e., instead of redefining the associations). 

– We have included a class Model that records the Nodes that compose an i* model 
(and transitively also the links, i.e. those that connect two nodes from the model). 

 

Fig. 1. The i* metamodel 

Table 1. Constraints on the i* metamodel: a sample 

Constraints on the i* metamodel 
context Link inv Nodes_Are_From_The_Same_Model: 
  self.from.model = self.to.model -- both ends of link belong to the same model 
context SR-Link inv Nodes_Are_SR_Elements: 
-- both ends of an SR-Link are SR elements 
  self.from.oclAsType(IntentionalElement)->oclIsTypeOf(SR-Element) and 
  self.to.oclAsType(IntentionalElement)->oclIsTypeOf(SR-Element) 
context TaskDecompositon inv To_Node_Is_Task: 
-- the node object of a Task Decomposition (“to” role) is a Task 
  self.to.oclAsType(IntentionalElement).type = task 
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The resulting metamodel is shown in Fig. 1. We also show some representative  
OCL constraints, especially to illustrate how the different levels of abstraction in the 
class diagram have also their counterpart in the OCL constraints (see Table 1). In  
the following sections, we will define new classes and associations corresponding to 
the modularity constructs that will be linked with the required elements of this  
metamodel. 

4   Types of Modules 

In this section we present the two types of modules we envisage for encapsulating 
meaningful i* model pieces: SR modules and SD modules. Both types are subclasses 
of a more general class that declares the common attributes of interest, at least the 
name of the module and other required information not relevant for this paper (e.g., 
metadata as author, date, etc.). In addition, also the whole model can be encapsulated 
in a module, in which case the metamodel of Fig. 1 describes the allowed contents. 

4.1   SR Modules 

SR modules are the most obvious type of module because the elaboration of SR mod-
els relies upon the application of several kinds of refinement operators. 

According to the metamodel presented in Section 3, the two usual kinds of refine-
ment operators are decomposition of tasks and identification of means for an end. 
Also, softgoal contributions need to be considered. However, aligning with the gen-
eral guidelines of our approach, we define first the general concept of SR module and 
then show how to customize it to the cases above, leaving open the door for incorpo-
rating further types of modules if new decomposition operators are proposed.  

Fig. 2 shows the connexion of SR modules to the i* metamodel and Table 2 lists 
some additional integrity constraints expressed in OCL, which need to be considered 
as additions to the ones already defined in the metamodel. In its more basic form, an 
SR module is composed of SR elements and links among them. Upon this basic struc-
tural form, we have added as few additional constraints as possible to allow defining 
in the future different types of SR modules: 

– Multiplicities show that the module shall contain at least two SR elements. Also, 
an OCL constraint (not shown) requires at least one link among them. 

– At least one of the SR elements shall be a root (see the definition of root at  
Table 2). We have considered that constraining to one single root could be unnec-
essarily restrictive (as illustrated below). 

– From the root elements, all other intentional elements shall be reachable (see 
All_SR_Elements_Reachable_From_Roots in Table 2). That is, no unconnected 
partitions are allowed since we consider that they would represent different con-
ceptual units that would require encapsulation in different modules. 

– We remark that we do not impose any restriction on the decomposition depth.  
This means that the decomposition complexity is left up to the modeller’s  
decision. 
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Fig. 2. Integrating SR modules with the i* metamodel 

Table 2. Constraints over SR modules 

General constraints on SR Modules 
context SR-Module inv All_SR_Elements_Reachable_From_Roots: 

let descendants(x: Set(SR-Element)): Set(SR-Element) =  
         x->union(descendants(x.from)) in 

   descendants(self.root)->includesAll(self->boundary) 
context SR-Module inv All_Dependencies_Are_Without_Dependees: 
   self.boundary->forAll(x | x.dependency[depender] 
                          ->forAll(d | d.oclIsTypeOf(DependencyWithoutDependee)) 

Particular constraints on particular types of SR Modules 
context TaskDecomposition-Module inv Valid_Task-Decomposition_Module: 

self.root->select(x | x.type = task)->size() = 1 and 
self.root->reject(x | x.type = task)->forAll(x | x.type = softgoal) and 
self.root->select(x | x.type = task).link[to] 
        ->forAll(l | l.oclIsTypeOf(TaskDecomposition)) and 
self.root->select(x | x.type = softgoal).link[to] 
        ->forAll(l | l.oclIsTypeOf(Contribution)) 

context MeansEnd-Module inv Valid_Means-End_Module: 
   ...similar to the one above 

context Contribution-Module inv Valid_Contribution_Module: 
   self.root->size()= 1 and any(self.root).type = softgoal and 
   self.root.link[to]->forAll(l | l.oclIsTypeOf(Contribution)) 

 
This basic form could be enough in those cases where the intentional elements may 
fulfil the required goals by themselves. But most often, they will require the collabo-
ration of other actors and this will be represented, as usual, by dependencies. The 
fundamental point here is just to show the dependers and dependums of those depend-
encies, not the dependees (see All_Dependencies_Are_Without_Dependees). As a 



 Incorporating Modules into the i* Framework 445 

 

result, the SR module does not include any assumption about what intentional element 
will collaborate with these dependers. The connection of the dependencies defined in 
the SR module and the surrounding actors will be established as part of the module 
operations (see Section 5). The structure itself of the enlarged metamodel ensures that 
dependers are always SR elements (i.e., dependencies at the level of actor are not 
allowed when decomposing at the SR level). 

SR modules in general may contain any arbitrary decomposition of elements. From 
this general form, we define three different types of SR modules that appear as spe-
cializations of the SR module class in the class hierarchy (we remark that the partition 
is incomplete). Their particular constraints are shown in Table 2. 

– Task-decomposition SR modules. The intentional element of interest is a task 
decomposed into subelements. These subelements may be further decomposed. 
The intentional elements that appear in this multi-level decomposition may con-
tribute to softgoals (that are also roots in the diagram), and these contributions 
may also be included in the module.  

– Means-end SR modules. The intentional element of interest is a goal whose means 
are tasks. As happened above, tasks may be further decomposed and all the inten-
tional elements may contribute to softgoals. 

– Contribution SR modules. They identify intentional elements that contribute to 
one softgoal. In this case, we consider methodologically convenient to allow just 
one root, namely the softgoal of interest. Also just intentional elements that di-
rectly contribute to the root softgoal are included. 

New types of modules could be eventually defined by adding specializations with the 
corresponding integrity constraints. 

Fig. 3 shows examples of these modules. At the left we have a contribution module 
with no stemming dependencies, whilst on the right a means-end module states the 
need of collaboration with some undefined actor and a contribution to softgoal. 
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Fig. 3. Examples of SR modules 

4.2   SD Modules 

This type of module is conceived to contain subsets of actors and dependencies 
among them. In their general form, SD modules encapsulate actors and dependencies 
without any restriction. From a methodological point of view, it is interesting to  
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Fig. 4. Integrating SD modules with the i* metamodel 

designate some particular types of SD modules that seem convenient to define, 
namely actor diagram modules and dependency modules. 

Fig. 4 shows the integration of SD modules into the i* metamodel and Table 3 
shows some representative constraints. Some similarities may be established with SR 
modules: (1) a minimum of two actors are required (since recursive dependencies are 
not allowed by the metamodel), as well as at least one link or dependency among 
them (by an OCL constraint not shown); (2) all the actors should be interconnected 
somehow, otherwise they would represent different abstractions and should be encap-
sulated in different modules; (3) there is no restriction about the number of actors, 
links or dependencies, it’s up to the modeller to decide the appropriate size of the 
module; (4) dependencies are established among actors, not intentional elements; (5) 
there may be some dependencies from actors that have not dependees inside the mod-
ule, mixed with dependencies whose both ends are actors belonging to the module 
(see Fig. 5, (a)). Furthermore, for methodological reasons (see [13]) we allow actors 
to include a primary objective in the form of an intentional element inside their 
boundaries. This way, the SD diagram may declare the overall intention of its en-
closed actors. Even in this case, the dependencies are between actors. To reinforce 
that these goals are roots, SR links are not allowed in SD diagrams. OCL constraints 
take care of these conditions. 

The two specializations of the general concept of SD module are defined as: 

– Actor diagrams SD modules. The module just contains actors and links among 
them, i.e. no dependencies are included, see [14]. This module recognizes the  
rich variability of actor types and their relationships by creating networks of roles, 
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positions and agents with specialization and aggregation information. See Fig. 5 
(b) for an example. 

– Dependency SD modules. The module just contains a dependency of interest  
between two actors and then some supporting dependencies (making use of the 
support dependum link), that may be decomposed at their turn. Therefore, we can 
refine dependencies in a similar way than SR elements. In Fig. 5 (c) we show an 
example that reflects the refinement process as mutual needs of both actors. 

Table 3. Constraints over SD modules 

General constraints on SD Modules 
context SD-Module inv All_Actors_Are_Connected: 
   self.actor->forAll(x,y | existsPath(x, y)) -- auxiliary function not included 
context SD-Module inv There_Are_Not_Dependencies_Without_Depender: 
   not self.actor.dependency[dependee].oclIsTypeOf(DependencyWithoutDepender) 
context SD-Module inv No_SR-Links_Allowed: 
   self.actor.root->forAll(SR-Link[from]->isEmpty() and SR-Link[to]->isEmpty) 

Particular constraints on particular types of SD Modules 
context ActorDiagramModule inv No_Dependencies_Allowed: 
   self.actor.dependency[depender]->isEmpty() and 
   self.actor.dependency[dependee]->isEmpty() 
context DependencyModule inv Just_Two_Actors: self.actor->size() = 2 
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Fig. 5. Examples of SD modules 
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5   Module Composition 

Once module types and their valid contents have been defined, it is necessary to for-
mulate the operations needed to manage them. Basically we need to cover two parti-
cular needs: merging two modules into one, and including a module into a model.  

5.1   Model Combination 

Fig. 6 defines an abstract module combination operation at the level of the i*-Module 
superclass. This operation fixes common preconditions and postconditions with some 
protected auxiliary functions (refinement not included), to be enriched in the subc-
lasses. It is worth noting along the section that, since modules and models are defined 
as composition of elements, node comparison is done not by oid but by identifier. 

 
combine(a1: i*-Module, a2: i*-Module, name: String, other info...) 
  /* there is not a module with the name of the new one */ 
pre not i*-Module.allInstances().label->includes(name) 
  /* common nodes are of the same type */ 
pre compatibleNodes(allNodes(a1), allNodes(a2))  
  /* the new module has been created */ 
post oclIsNew(s) and 
     s.label = name and s.otherInfo = other info... and oclIsTypeOf(i*-Module) 
  /* nodes in the new module are the union of those from starting modules */ 
     and sameNodes(allNodes(s), allNodes(modelUnion(a1, a2))) 
  /* nodes in the new module are compatible to those from the starting mods. */ 
     and compatibleNodes(allNodes(s), allNodes(modelUnion(a1, a2))) 

Fig. 6. The combination operation in the superclass 

A question arises to know which type of module results from the combination of 
two modules. In some cases the question is straightforward, e.g. the case of combina-
tion of Actor Diagram modules, which results in another module of the same type if 
preconditions hold. In other cases the answer depends on the contents of the module, 
e.g. when combining two Task Decompositions modules A and B, if A’s task root 
appears as a leaf inside B, then the operation yields another Task Decomposition 
module, otherwise the result does not comply with the constraints on this type and 
needs to be considered as an instance of the more general concept of SR module. 
 
 
combine(a1: ActorDiagramModule, a2: ActorDiagramModule, 
        name: String, other info...) 
   /* there is at least one actor in common */ 
pre a1.actor.label->intersection(a2.actor.label)->isNotEmpty() 
   /* the result is also an Actor Diagram Module */ 
post oclIsNew(s) and s.label = name and s.oclIsTypeOf(ActorDiagramModule) 

Fig. 7. Module combination operation: the Actor Diagram Module case 

Fig. 7 illustrates the refinement for the case of Actor Diagram modules combina-
tion. A new precondition demanding at least one common actor is requested to ensure 
the invariant of this type of module. Also, the type of this kind of combination is 
detailed. The rest of conditions are fulfilled by inheriting the superclass definition 
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(which is more general than needed, e.g. Actor Diagram modules do not have SR 
links, but this is not a problem). This particular example of combination refinement is 
quite straightforward since by definition this type of module does not have dependen-
cies, see 5.2 for this case. 

5.2   Module Application 

Application of a module over an i* submodel or element relies on the same principles 
and in fact, several auxiliary functions appearing in the OCL definition will be  
shared.  

 
apply(m: Model, a: i*-Module, depMtch: Set(dpdm: Dependum, x: DependableNode)) 
   /* common nodes are of the same type */ 
pre compatibleNodes(allNodes(m), allNodes(a))  -- nodes in m not in a are not  
   /* the dependency matching is correct */    -- considered 
pre depMtch->forAll(  
       allNodes(a)->includes(dpdm) and  
                    dpdm.dependency.isOclTypeOf(DependencyWithoutDependee) and 

  allNodes(m)->includes(x) and not allNodes(m).label->includes(dpdm.label) 
       and compatibleLinkEndPoints(dpdm.dependency.depender, x)) 
   /* the nodes in the module are included in the model */ 
post hasNodes(m, allNodes(a)) 
   /* the nodes keep being compatible after the application */ 
post compatibleNodes(allNodes(m), allNodes(a)) 
   /* the matching has been applied in the model */ 
post depMtch->forAll( 
       allNodes(m).label->includes(dpdm.label)) and 
       allNodes(m)->select(label = dpdm.label). 
              dependency.depender.label = dpdm.dependency.depender.label and 
       allNodes(m)->select(label = dpdm.label).dependency.dependee = x)) 

Fig. 8. Applying an i* module to an i* model 
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Fig. 8 shows the general application function. We remark here the connection of 
dependencies stemming out of the module. The header of the function includes a 
matching from dependums of the module to dependable nodes of the model. Correct-
ness of this matching requires the dependum to correspond to a dependency without 
dependee, and compatibility of the already defined depender and the proposed de-
pendable node that acts as dependee in the resulting node. Note that the matching may 
be partial, meaning that after its application some dependencies may remain without 
dependee (of course, this means that the model is still incomplete).  

Fig. 9 provides a very basic example applying the module in Fig. 5(a) to a model 
that includes an actor, being in this case the matching: Information Hazards Identified 
→ Information Expert.  

In Fig. 10 we refine the general application function to the particular case of apply-
ing a Task Decomposition module to an i* model. In this case it is necessary to add a 
precondition to check that the task decomposed in the module is not yet decomposed 
in the model. 
 
 
apply(m: Model, a: TaskDecompositionModule) 
let theTask: SR-Element = a.root->select(type = task) in  -- the root task of a 
   /* the task is in the model and it is not decomposed (it is a leaf) */ 
pre m.boundary.label->includes(theTask.label) and 
    m.boundary->select(label = theTask.label).to->isEmpty() 

Fig. 10. Module application operation: the Task Decomposition Module case 

6   Discussion and Further Issues 

In Sections 4 and 5 we have presented the types of modules and two basic module 
management operations. We have presented in detail the structure of the modules and 
the specification of operations. But there are some additional issues that we have not 
tackled due to lack of space that we enumerate below. 

Relationships among modules. In the proposal, relationships between modules are 
implicit: a module is related with another if some component of the former is bound 
somehow with some component of the latter. This kind of relationship is quite basic 
and could be improved by defining semantic ones. We envisage two types of  
such relationships. On the one hand, adding rationale to the implicit relationship men-
tioned above. On the other hand, refinement-related relationships, in which it may be 
established, for instance, that a module refines another, or that it is a different version, 
etc.  

In addition to this, structural relationships among modules can be convenient, e.g. 
composition or nesting. The UML metamodel may be a source of inspiration with the 
objective of having a uniform treatment with respect to this widespread modelling 
notation. Nevertheless, trade-offs need to be assessed (see future work at Section 7). 

Concept-driven modularization. The proposal presented here is not much linked to 
the problem domain, since the criteria used to identify the modules is not established 
explicitly. In the specializations of SR modules, it may be argued that the criterion is 
the intentional element to be decomposed. This also happens in Dependency modules. 
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But in the general case, the criterion is missing. A simple solution to this problem is 
to add the Property class from the metamodel to the modules metamodel. For in-
stance, going back to Section 2, one property could be Business Service, and then 
each different business service in [8] could be represented by a module. The same 
applies to the Etapatelecom case, where the property could simply be Stakeholder and 
then each stakeholder may have her own model encapsulated in a module. 

Model matching and model integration. In this work, operations defined in Section 5 
are binding elements by name. But more sophisticated forms may be defined. The 
most immediate extension is to provide a mapping of names. In fact, this extension is 
almost mandatory if we think about reusability (see below). But also we may think of 
more sophisticated integrations. For instance, one possibility is to consider i* model 
merging as proposed in [15]. We remark that the consideration of these proposals 
impacts on the definition of the module combination and application operations but 
not in the proposal of modules presented in this paper. 

Reusability. A natural consequence on having a modularization structure available is 
thinking about reusability. Currently, reusability is just a copy-and-paste process due 
to this lack of modularity. Having modules available makes it easier to organize re-
positories of modules. Several consequences can be listed. 

First, new types of modules could be considered, for instance, a specialization of 
SR module called Actor module that contains all the rationale of an actor, ready to be 
reused. In this reusability context, the most general type of module, corresponding to 
a whole model (as mentioned at the beginning of Section 4), would surely play a 
prominent role.  

Second, it may be convenient to add incoming dependencies to modules. These in-
coming dependencies would synthesise the intentionality provided by the (sub)model 
encapsulated in the module. Therefore, it would not be necessary to analyse any sin-
gle intentional element inside that (sub)model to reuse the actors. 

Last, as mentioned above, in the reusability context, binding by name as proposed 
here is clearly insufficient and at least a name mapping is required. 

Views. The proposal of this paper is oriented to provide support to the modeller whilst 
developing the models, and facilitate their latter understandability and maintainability. 
Another possibility could have been to define views over i* models that could eventu-
ally be stored in modules if required. Views are a powerful mechanism to extract 
information from models and in fact it is natural to think in this to make modular 
existing models. This is the idea followed in [6][7] to create aspects from existing i* 
models. But still the problem to build the model remains, and scalability is still an 
issue. Therefore, we see views not as a different alternative but complementary to our 
proposal. 

Tool-support. At the bottom line, modules are a model management mechanism and 
not a fundamental ontological construct in i*. Because of their operational nature, tool 
support is fundamental to make them usable. In fact, a good tool support for this pro-
posal should hide the metamodel details presented here and provide functionalities 
that represent practical needs for the modeller whilst constructing her model. 
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7   Conclusions and Future Work 

In this paper we have proposed some modularity constructs for structuring i* models. 
These constructs have taken the form of building blocks, i.e. modules, together with a 
model combination operator. We have determined the i* metamodel, and then defined 
those modules as new classes that refer those metamodel elements. Finally, we have 
defined some module operations and outlined some further issues. 

In the rest of the section, we assess the modularity proposal using the features de-
fined in [2].  

Features considerably improved 
– Modularity. According to [2], this feature is not currently supported by i*. The 

main rationale was “[…] i* doesn’t have mechanisms for using building modules 
[…]”. We have tackled this issue in the paper. In [2] the emphasis was on defining 
building modules for business processes. In our approach, we have adopted a more 
neutral view, presenting the building modules more related to the structure of the 
models than to the ontology of the domain. As a consequence, modules may be 
eventually bound to whatever concept may be considered of primary interest. 

– Refinement. [2] states the need of “[…] incrementally add more detail […] until 
we reach concrete models of business processes and their actor dependencies”. 
Having building modules impacts positively in this stepwise refinement of i* 
models, since modules can be used to encapsulate elements that are at the same 
level of abstraction. 

– Complexity Management. This feature is defined in [2] as “the capability of the 
modelling method to provide a hierarchical structure for its models, constructs and 
concepts”. In this proposal, since an element that appears in a module may, at its 
turn, be decomposed itself, there is an implicit hierarchy of models (i.e., those that 
are enclosed in the modules) and thus of constructs and concepts (as part of the 
models).  

– Reusability. As stated in [2], “this feature is causally related to modularity”, thus it 
can be said that the existing modules are providing the basic foundations for reus-
ability of models and model elements. 

– Scalability. Also there is a causal relationship to modularity, therefore we may 
argue that the existence of building modules is expected to improve the scalability 
of the i* framework.  

Features slightly improved 
– Expressiveness. Although not a fundamental issue in this work, it must be remar-

ked that a couple of characteristics of the metamodel enhance expressiveness. 
First, the capability of linking model nodes to any external concept represented in 
the Property class. Property instances may represent ontological concepts (e.g., 
the concept of business process) or instances of these concepts (e.g., a particular 
business process). Second, the high-level abstraction classes Node, Intentional 
Element and especially Link support extension of the language from the syntactic 
point of view (the most fundamental perspective in this modularity-related work). 

– Traceability. The Support dependum link increments the degree of traceability in 
i* models, although of course this is a quite limited contribution. More fundamen-
tal traceability mechanisms are still missing. 
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Features not affected. Repeatability and Domain Applicability are not related to this 
work. 

Our future work moves along three main directions. First, to enrich the modularity 
constructs especially by supporting module nesting and a language of module rela-
tionships. This second feature may help to record semantic relationships among mod-
els (a way to support traceability), e.g. a model for a socio-technical system derived 
from a pure social model. Second, to settle an experimentation program oriented to 
gain insights about the advantages and possible obstacles of the proposal, whilst ob-
taining quantitative feedback about production time, learning curve, etc. Assessment 
of some decisions taken (e.g., to force all elements in a module to form a connected 
graph) will be stem from this program. Third, to implement the framework both in i* 
edition tools (our HiME, http://www.essi.upc.edu /~llopez/hime/, but also try to in-
corporate it in OME, jUCMNav, REDEPEND, etc.) and in the iStarML interchange 
format [16]. This is a critical point, since most of the concepts presented here at the 
modeling level need to be naturally generated by adequate tool support, as transpar-
ently as possible for the final user. 
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Abstract. In this paper, we present our experience in using narrative scenarios 
as a tool to communicate and validate semi-formal requirements with the stake-
holders in a large software project. The process of translating the semi-formal 
language of Tropos into the narrative form of scenarios is introduced and some 
unintended implications of this process are discussed. In particular, we define 
the notion of Ahab’s leg to describe the necessity to introduce new constraints 
or features in a description when moving to a different representational lan-
guage. Starting from the lessons learned with this specific case study, we derive 
some general implications concerning the issue of requirement translation for 
validation tasks and we propose some methodological guidelines to address the 
Ahab’s leg dilemma. 

Keywords: Goal-Oriented Requirements Engineering, User-Centred Design, 
Persona, Scenario. 

1   Introduction 

The focus group with the stakeholders was proceeding in a satisfactory way when 
suddenly in discussing a scenario one of the nurses commented negatively about the 
use of sensors located on the doors. She complained that the doors in their facilities 
are wider than the one depicted in the scenario and that for security reasons they 
should never be closed. A very lively discussion began about the possibility of lock-
ing the doors in a nursing home while the facilitator tried to focus the attention of the 
group to the functional requirement to be validated: that is, the need to trigger an 
alarm if a guest leaves a common room. 

Situations like this happen very often when a design team wants to validate late re-
quirements with stakeholders: although narrative scenarios are powerful tools to rep-
resent and communicate requirements to non-technical people, it may be the case that 
stakeholders focus their attention on non-central aspects. This paper discusses our 
experience in using narration as a tool to communicate and validate semi-formal re-
quirements with the stakeholders of a large software project. We encountered the kind 
of problems above in different forms when we had to decide how to instantiate the 
formal concepts in a narrative form and which details have to be added to make the 
story more engaging for the stakeholders. In this paper, we present the process of 
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translating the semi-formal language of Tropos into the narrative form of scenarios 
and some unintended implications of this process. 

The importance of narration for mediating and discussing requirements with  
stakeholders has already been discussed in requirements engineering (RE) 
[1,4,10,13,14,15]. While several studies addressed the issue of integrating scenarios in 
the requirements elicitation phase, few works specifically considered the challenge of 
using scenarios—and in particular scenarios represented in a narrative form—to 
communicate and validate requirements with stakeholders. Efficient communication 
and iterative validation of requirements with stakeholders is a key challenge for RE. 
The issue of adequately communicating and negotiating requirements with stake-
holders and software engineers still challenges approaches based on formal represen-
tation of requirements. 

In the context of a large software project, we used narrative visual scenarios to ef-
ficiently communicate requirements collected in the field and to provide all partici-
pants—both software engineers and professionals—with adequate information to 
envision innovative and useful services. The semi-formal methodology Tropos was 
used to filter information, maintain traceability and provide tools for requirements 
conflict analysis. This paper addresses the advantages and shortcomings of the com-
plementary use of semi-formal descriptions and narrative informal descriptions for the 
purposes of requirements validation focusing on the challenges posed by the transla-
tion between the two. Starting from the lessons learned within a specific case study, 
we derive some general implications concerning the issue of requirement translation 
for validation tasks. 

In Section 2 we introduce the conceptualization of the Ahab’s Leg dilemma, that 
is, the necessity to add more constraints or features to a description when moving to a 
different representational language. Section 3 briefly summarizes the methodology 
and the techniques used for requirement elicitation and management in our project 
and the issue we encountered. Section 4 introduces a post-analysis of the scenarios 
used and a proposal for a methodological framework to limit and manage the impact 
of Ahab’s legs in a validation process. 

2   The Ahab’s Leg Dilemma 

In the famous novel Moby Dick, the main character, Captain Ahab, has a peg–leg. 
The author, Herman Melville, told us that it is made from a whale jaw but nothing is 
said whether it is the left leg or the right one. In 1956, John Houston directed a film 
adaptation of the book starring Gregory Peck as Captain Ahab.  He and the screen-
writer, the novelist Ray Bradbury, were forced, because of the constraint of the visual 
media, to decide that the left leg was the whale bone peg. Although the peg-leg is a 
fundamental part of the story (you cannot imagine any adaptation of the book for 
which Ahab does not have a peg-leg), knowing which one has no bearing on it. Yet, 
when the peg-leg is instantiated, this decision may generate a lot of consequences, 
some of them might be harmless and some might not1. 

                                                           
1 The Ahab’s leg example was introduced by Eco [7] in discussing the problem of translation. 
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The Ahab’s leg dilemma consists of the necessity to add more details to the origi-
nal storyline, because of the different characteristics of the target media (visual vs. 
textual, in the case of Moby Dick) or because of the use of a different communication 
style, dramatization vs. neutral description, that requires the story to be engaging (as 
in our example above). Ahab’s legs are often unavoidable and they do not necessarily 
represent a problem unless they bring the viewers (or the stakeholders) to draw un-
wanted inferences that can contradict other aspects of the story or, as in our example 
above, divert their attention from the important aspects of the story. 

In the case of scenarios derived from requirements, Ahab’s legs may be introduced 
because abstract requirements, summarized as short and clear sentences, are translated 
into full-fledged narrations. In this process, usually information must be added in 
order to raise the dramatic tension to the story (the importance of engagement in sce-
narios is well known in literature [8]) and to instantiate requirements in a concrete 
spatial-temporal context.  

It is worth noting that not every problem encountered when validating scenarios 
during group discussions can be classified as Ahab’s legs. Problems may, for exam-
ple, be related to the group dynamics rising in focus groups that possibly drift the 
topic of discussion. Actually, focus groups, different from other methods, require 
greater attention and the role of moderator is crucial in keeping the group discussion 
on track [12]. In other cases, when stakeholders complain about a specific aspect of a 
scenario, it may be the case that the corresponding requirement is wrong or not well 
understood by the designers. Indeed, spotting these problems in the requirements is 
precisely the purpose of scenarios as we used them. 

The problems raised by Ahab’s legs do not correspond to any part of an actual re-
quirement and therefore any discussion about them is a useless waste of time. It is 
worth noting that Ahab’s legs do not necessarily induce shortcomings in validating 
requirements. In many cases stakeholders are able to avoid discussions deemed irrele-
vant, especially, as noted above, if the focus groups are effectively moderated by a 
professional facilitator. 

The Ahab’s legs can thus be recognized as translation challenges. The possibility 
of such problems is also recognized by authors in the field of RE (see for example 
[14]). Interesting suggestions are given by Marasco [11] who underlines the short-
comings but at the same time the necessity to create different views of requirements, 
highlighting the importance of bridging the gap between text-based and visual re-
quirements representation to improve the quality of requirements in terms of com-
pleteness and validity. Still, no systematic analysis has been done to understand and 
provide concrete solutions to help designers and analysts cope with different views of 
requirements, in particular between semi-formal representation and narration. 

3   Methodology and Techniques 

ACube is a large research project funded by the local government of the Autonomous 
Province of Trento in Italy with the aim of designing a highly technological smart 
environment to be deployed in nursing homes as a support to medical and assistance 
staff. An activity of paramount importance was the analysis of the system require-
ments for what concern cost containment and quality improvement of services in 
specialized centers for people with severe motor or cognitive impairments. From a 
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technical point of view, the project envisages a network of sensors distributed in the 
environment or embedded in users’ clothes. This technology should allow monitoring 
the nursing home guests unobtrusively, that is, without influencing their usual daily 
life activities. Through advanced automatic reasoning algorithms, the data acquired 
through the sensor network will be used to promptly recognize emergency situations 
and to prevent possible dangers or threats for the guests themselves. 

The ACube project consortium has a multidisciplinary nature, involving software 
engineers, sociologists and analysts, and is characterized by the presence of profes-
sionals representing end users directly engaged in design activities. A User Centered 
Design (UCD) approach was implemented to manage the multidisciplinary effort of 
balancing stakeholders’ needs and technical constraints. The integration of UCD 
methods with the goal-oriented requirements engineering methodology Tropos was 
meant to assure the validity, completeness and traceability of requirements. 

In the following we briefly discuss the two methodologies employed in our study 
and how they were jointly used during the project. 

3.1   Tropos 

The Tropos methodology [3,17] relies on a set of concepts, such as actors, goals, 
plans, resources, and dependencies to formally represent the knowledge about a do-
main and the system requirements. An actor represents an entity that has strategic 
goals and intentionality within the system or the organizational setting. An actor is 
used to model both human stakeholders and software and hardware systems. Goals 
represent states of affairs an actor wants to achieve. Executing a plan can be a means 
to realize a goal. Actors may depend on other actors to attain some goals or resources 
or for having plans executed. Tropos models are visualized through actor and goal 
diagrams.  The former are graphs whose nodes represent actors and arcs are strategic 
dependencies between pairs of actors. A goal diagram represents an individual actor 
perspective in terms of its main goals, and their decomposition into sub-goals. Fur-
thermore, plans and resources that provide means for goal achievement are depicted 
through means-end relationships. 

Tropos distinguishes five phases in the software development process: Early Re-
quirements, where the organizational domain is described, Late Requirements, where 
the system-to-be is introduced in the organization, System Architecture Design, Sys-
tem Design and System Implementation. In the project, we applied the first two phases 
of the methodology to describe the nursing homes organizational setting and stake-
holders’ needs and to investigate the technical requirements for the ACube system. 

3.2   Personas and Visual Scenarios 

Usually, in the practice of requirements engineering, scenarios have been intended 
mainly as abstract descriptions of systems functionalities. In this project, we took a 
slightly different stance by employing narrative scenarios and personas in the way 
they are used within the field of Interaction Design (ID) [6]. Narrative scenarios are 
stories characterized by their brevity and simplicity which represent people acting in a 
specific context and supported by technologies. Scenarios make concrete the behavior 
of a service as experienced by specific, though fictional, users. They help design 
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teams in negotiating a shared representation of the domain and hence a more effective 
elicitation of requirements. In ID, scenarios are proposed to be used in several phases 
of the design, from early requirement elicitation to design validation. Actually, as 
recently stressed by Katasonov et al. [9], a major problem in requirement quality 
control is the achievement of a satisfactory level of understanding on the requirements 
by stakeholders especially when they lack technical expertise and do not share the 
same (formal and abstract) language of analysts and engineers. Due to the assumption 
that validating requirements is more an issue of efficiently communicating and itera-
tively negotiating knowledge than a linear process of checking a given corpus of data, 
in our study we designed visual scenarios as communication tools to allow technical 
and non-technical partners to symmetrically contribute to requirements validation and 
refinement. We adopted the specific scenarios approach as developed by Carroll and 
Rosson [4] and subsequently enriched by Cooper with the notion of personas [5], 
Personas are rich descriptions of archetype users meant to draw attention on users’ 
goals and motivations. Introducing personas in scenarios-based approach provides an 
anchor against self-referentiality in design and makes scenarios more concrete. Perso-
nas (an example of personas is given later in Section 3.3) are created starting from 
data gathered from actual users interviewed and observed through contextual inquir-
ies. They are usually evaluated with respect to their believability for the stakeholders 
before creating the actual scenarios. It is worth noting the difference between Tropos 
actors and personas. While actors are abstract entities and they are not sufficiently 
concrete to provide understanding of empathy with users, personas are expected to 
engage the empathy that helps the designers, stakeholders and software engineers to 
make decisions on both the cognitive and emotional sides. 

Table 1. Main characteristic of TROPOS and ID methods 

TROPOS PERSONAS/SCENARIOS 
 Exhaustive picture of the domain.  
 Abstract representation of the domain. 
 Static and invariant picture of the 

domain. 
 Do not  provide specific tools for finer 

prioritizing requirements than the rea-
soning on alternatives and contribu-
tions. 

 Neutral representation that do not 
engender an emotional response. 

 Do not provide information about the 
physical context.  

 Provides a general representation of 
invariant dependencies among actors. 

 Support traceability. 

 Selection of specific situations that are described 
in a narrative form (coverage problem). 

 Concrete representation of the domain. 
 Dynamic representation involving the spatio-

temporal dimension.  
 Stories provide a support for prioritizing require-

ments. 
 “Dramatic” representation that engenders empa-

thy. 
 Provide details about the physical context in 

which people act. 
 Provide details about how interactions occur in a 

given specific situation. 
 Do not support traceability. 

3.3   Joint Process: Concurrent Use of Tropos and ID 

In ACube, we made joint use of the semi-formal Tropos language and ID methods 
throughout the whole project lifecycle, in particular from early requirements 
identification to final validation with stakeholders. 
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The two approaches explore different dimensions of the domain and of the design 
space of the system using complementary approaches, tools and languages (see  
Table 1). In this context, one of the most relevant problems is the perspective and 
foucs of the two research approaches: ID methods strongly emphasize users and the 
contexts in which they behave while Tropos focuses on roles and goals, promoting a 
more abstract level of description that is typical in software engineering techniques. In 
order to effectively integrate the different methods we developed a framework to 
allow for the alignment of the approaches, their languages and to facilitate a shared 
representation of data. Table 2 illustrates the four phases that caracterized the process: 
Early exploration, Problem identification, Envisioning, and Validation. For each 
phase of the process the table shows the contributions of the two methodologies and 
artifacts that allowed to maintain an alignement between the two representations. 

Table 2. The four phases that characterized the process and artifacts used for communica-
tion/integration issues 

Phases/ 
methods  

1. Early explo-
ration  

2. Problem 
identification  

3. Envisioning  4. Validation  

UCD 
methods  Contextual inquiries  

Definition of 
personas  

Participative work-
shops to develop 
envisioning scenar-
ios  

Scenarios discus-
sion with the 
stakeholders  
 

Descriptive table 
(narrative)  

Personas  
Narrative techno-
logical  scenarios  
and  storyboards  

Narrative descrip-
tion and story-
boards 

Communi-
cation/ 
integration 
tools Actor-Action-

Resource-Goal 
Analysis 

Critical Aspects  
Positive-negative 
contributions  

Functional and 
Non-functional 
Requirements  

Tropos  
methods  

Domain knowledge, 
Early actor model-
ing 

Early Requirements 
Phase 

Late Requirement 
Phase 

Requirements 
Refinement 

Table 3. Some of the personas used in ACUBE Project 

Piera Age: 90 

She’s lived in a Nursing Home for 6 years. She is not 
self-sufficient because of health and motion disabilities. 
She suffers from low level depressing that causes her 
frequent anxiety and agitation. She wishes for more 
human relationships with caregivers, nurses and rela-
tives. 

Sabrina Age: 40 

Health operator, she assists hosts in daily 
activities. Her activities: (i) monitor 
dangerous events, analysis of the kind of 
event, (ii) raise up an alarm via phone or 
direct contact with operators, (iii) moni-
tor patient conditions.  
She likes the human side of her work but 
she complains to spend too much time in 
bureaucratic matters. Problems: hard to 
follow the hosts in absence of an ade-
quate number of health workers.  

Maria Age: 85 

She’s lived in a Nursing Home for 1 year. She suffers 
from Alzheimer’s at middle level with lack of memory 
and confusion. She tried to leave the institute to go back 
home once, thus caregivers look at her movements with 
a special attention. 
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1. Early exploration. The process started with the investigation of the domain to 
understand the organizational setting in representative sites and to derive possible 
needs and a set of possible services that the system may provide to users. In the 
ACube project, contextual interviews [2] were performed in 4 different nursing homes 
and involved about 40 health professionals including health workers, nurses, medical 
staff and managers. Information retrieved via contextual inquiry are represented via 
Tropos actor-goal early requirement models. 

2. Problem setting. The analysis of critical aspects has been developed to highlight 
the main problems that professionals of nursing homes experience in their job. We 
defined a set of personas (see Table 3) and generated narrative descriptions of these 
personas deploying their daily working activities in a specific context, using resources 
to reach their goals. The aim was to represent criticalities that may be addressed 
through a technological intervention. Here, Tropos models support the representation 
of critical aspects via the characteristics of actors and goals. 

3. Envisioning. A participative workshop has been organized to analyze how technol-
ogy could positively intervene in activities thus supporting the achievement of goals 
and resolving critical issues identified in the problem identification phase. It is worth 
noting, that in this phase our main goal was investigating high level requirements and 
not producing design ideas. About 10 participants attended the workshop including 
the ID team and representatives of stakeholders and technologists. The heterogeneity 
of the group was meant to guarantee the generation of creative but feasible ideas, to 
provide concrete solutions to problems identified by nursing home professionals as 
well as to provide solutions that could meet engineers’ expectations and their research 
interests. Outcomes were pursued at multiple levels: to expand the designer’s perspec-
tive and to see the problems from different points of view, to figure out how their 
ideas can work in a real context, to identify design criticalities and open issues, to 
generate requirements of the system-to-be. The workshop ended with the definition of 
5 different macro-services the ACube system might provide. 

As a consequence of the envisioning focus group, and the introduction of the sys-
tem into the organization, the Tropos process moved from the early requirement phase 
to the late requirement phase. Figure 1 shows an excerpt of the Tropos model, de-
scribing a small part of the goals and the activities of the SeniorOSS actor (a caregiver 
in the nursing home). In particular the actor Senior OSS has the goal to [prevent dan-
gerous behavior in patients] that can be AND decomposed in [monitor patients in her 
visual area] and [coordinate interventions in the nursing home area]. 

This latter goal is delegated to the ACube System actor via the goal delegations 
[identify a guest dismissing the group] and [receive alerts of relevant events]. These 
goals are two requirements to be satisfied by the system that must instantiate  
them (means-ends relationships) via the plans [monitor patients] and [send alarms] 
respectively. 

4. Validation. Two focus groups were organized with stakeholders and the technical 
staff for validating the list of requirements produced in the previous phase. Due the 
importance of this step for the topic of the paper, this is part is discussed in detail in 
the following subsection. 
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Fig. 1. An excerpt of the Tropos model for the nursing home 

3.4   The Validation Phase 

After the preparation of the Tropos late requirement diagrams, and the corresponding 
list of requirements, we started the validation phase. Simple visual scenarios were 
designed to make the list of requirements more understandable by partners. To gener-
ate scenarios we imagined how the system could support personas to cope with prob-
lematic situations during their daily work. Macro-services emerged in the envisioning 
phase have been instantiated into concrete – but non exhaustive – representations of 
the system functionalities. Eventually, 5 visual scenarios were generated, each ad-
dressing a problematic situation identified in nursing homes accompanied by one of 
the possible technological solutions. 

A first focus group was held with the representatives of the 10 research groups in-
volved in ACube project, 27 people attended the meeting. The second focus group 
was organized with the stakeholders, 3 managers of nursing homes previously in-
volved in the early exploration phase attended the meeting. The goal of these meet-
ings was to assess of the validity, acceptability and feasibility of requirements and to 
envision alternatives not considered in the scenarios. 

The structure of the two meetings was the following: first, a general presentation 
was given to introduce the goals of the meeting and to discuss general results col-
lected in the fieldwork. Then, for each of the five scenarios generated we introduced: 
the context of the scenario – organization context and personas acting in those con-
texts, the rationale for the scenario, which is the criticality we wanted to address with 
that specific scenario. Subsequently, the scenarios were represented in a visual form 
through storyboards (see Figure 2). Finally, criticalities the scenarios could rise – in 
terms of technological feasibility and acceptability for end-users – and the underlying 
abstract requirements that the scenarios instantiate were presented to trigger the dis-
cussion. For each scenario, 20 minutes of discussion followed. A moderator was in 
charge of driving the discussion on the specific dimensions we wanted to assess. 

The workshop with technological partners was focused on technical feasibility and 
research interest, and on the envisioning of original solutions to the critical situations 
identified. Acceptability and usefulness were instead the pivots of the workshop with  
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Fig. 2. A scenario extracted from the Tropos model of the domain 

end-users representatives. Expected outcomes of the two focus groups were the emer-
gence of design criticalities, the resolution of open problems and the identification of 
new propositions and ideas, in order to collect additional elements to elaborate an 
organic description of the technological architecture. The role of the moderator was 
also to focus participants’ attention on specific aspects of the scenarios (those directly 
related to requirements) and to cut discussions concerning non relevant aspects. The 
output of this phase was the agreement on certain requirements and the refinement of 
Tropos late requirement diagrams. 

Besides the general positive output and the satisfaction of the partners – principally 
satisfied of the rich discussion emerged around scenarios – several secondary (collat-
eral) issues emerged. Several times the discussion of participants focused on aspects 
non-relevant for technological purposes. Beside traditional shortcomings usually 
found when conducting focus groups [12], we identified other impasses pertaining to 
the kind of information communicated through visual scenarios, leading participants 
to lose repeatedly the focus of attention. As discussed above, we defined as Ahab’s 
Legs the translation and communication shortcomings rising from the necessity to 
translate information from one media to another. 

4   Re-thinking the Approach 

The issues we experienced during the focus groups with technological partners and 
with stakeholders were mainly due to Ahab’s legs (AL). This section reports the 
analysis we conducted, after the validation phase, in comparing the knowledge ex-
pressed in the requirements documents with the knowledge mediated by the visual 
scenarios. 
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4.1   Ahab’s Leg Classification 

In order to identify the ALs in our 5 scenarios we compared each frame of each sce-
nario with the corresponding requirement. For example, Table 4 illustrates the case of 
the requirement [The system identifies when a guest is dismissing the group]. This 
requirement has been visually represented in the scenario for the emergency monitor-
ing and prevention of falls. This scenario shows a guest of the institute that wears a 
sensor that sends a signal. This is captured by a receiver that is placed near the door of 
the room, where the guest is passing through. 

This simple piece of scenario includes four ALs: 1) the definition of the time and 
place in which the scene is set: a wide common room with one door; 2) the couple 
wearing sensor/receiver is an AL cause it is not yet defined by design how to track 
guest movements; 3) the receiver placed on the door is another AL, because it refers 
to a decision to set the device in a precise position of the environment; and 4) the use 
of arcs going out from the sensor to the receiver is a graphical means for communicat-
ing the presence of an interaction in a symbolic way. 

With this procedure, we collected 34 ALs from the 28 frames of the 5 scenarios. 
An analysis based on similarities of occurrences results in 6 different categories of 
AL. Three of these categories relate to the cause of the difference in translation: (i) 
the need to introduce a design feature to visualize a part of the system, (ii) the need to 
make concrete an abstract representation and (iii) the use of symbols that may be 
misleading. The other three categories related to the impact that the AL has on the 
target language: (i) the resource used, (ii) the context in which the scene takes place 
and (iii) the working practice that is represented. These categories are not exclusive 
and an AL can be classified as belonging to one or more categories. 

An AL is generated by an early design when the scenario is constrained to show 
some design solutions that have not been explicitly chosen but that have been repre-
sented in order to elicit underlying problems and suggest concrete solutions. For in-
stance the use of a wearable sensor that sends signals does not come out from the 
requirements list, but the design team decided to make concrete the presence of the 
system in such a way. Nevertheless, the presented technical solution is only a possible 
alternative among others; other solutions could be designed, for instance, the use of 
cameras spread in the environment was going to be evaluated too. Starting from ab-
stract requirements (such as “The system alerts caregivers of relevant events”), one of 
the possible design solutions has been visualized (“a PDA in the caregiver’s pocket 
vibrates to signal the event”) to communicate to stakeholders one of the possible de-
sign solution that could meet that requirement. 

An AL can be generated by the level of details due to the specific media used for 
representing the scene. The typical example is the one that inspired the name of 
Ahab’s leg: the cinematographic version of the novel requires a decision about which 
is the peg–leg. An example from the project concerns the decision to set the scene in a 
specific kind of environment, a common room, close to a door. 

This kind of AL can be minimized by carefully translating abstract information to a 
concrete scene. While a certain contextualization is necessary to create a credible 
story, the designer should however pay attention to convey only the necessary infor-
mation, and to maintain abstract those contents that could generate a discussion on 
non relevant details. In our case it was important to communicate the information that 
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the scene was taking place in a common room but we decided to keep all the other 
information on the environment implicit in order to let stakeholder focus only on the 
relevant event, such as common room with several patients and few health profes-
sional available. 

An AL is generated by the use of symbols, typical of comics, that communicates 
something abstract in a scene, as well as an interaction, a mood, the act of thinking 
and so on. The twofold risk is to use a symbol whose meaning is not commonly rec-
ognized by people, or to communicate in a concrete way something that would be 
better to maintain abstract. An example of AL in this category is the use of arcs for 
representing a wireless communication or signal connecting the sensor with the re-
ceiver. This graphical expedient is used to show an interaction between two devices, 
but the risk is stakeholder focus on the direction of the communication (who is the 
transmitter, who is the receiver). This problem pertains to a more general issue well 
known within the semiotic research area, that is, inter-semiotic translation, occurring 
every time a linguistic sign is translated by means of non-linguistic signs (visual or 
audio texts).  

Table 4. Requirements, scenarios and Ahab's legs in our example 

Requirement Scenario Frame Ahab’s Leg 
1. The system 
identifies when a 
guest is dismissing 
the group 

3.00 pm, common room. The scene 
shows a guest of the institute that 
wears a sensor that sends a signal. 
This is captured by a receiver that is 
placed near the door of the room, 
where the guest is passing through 

AL1: time and place 
AL2: resources - wearable 
sensor and receiver 
AL3: receiver on the door 

2. The system alerts 
caregivers of rele-
vant events 

The scene shows (and describes) a 
PDA in the caregiver’s pocket that 
vibrates 

AL4: resource - PDA 
AL5: caregivers have a de-
vice in their pocket 
AL6: vibration for alerting 
the caregiver 

 
Among impact we identify: (i) resource, (ii) context and (iii) working practices. 

An AL may influence a resource (typically a technological device) that the system 
will introduce in the environment, or already existing in the domain. An example is 
the introduction of a sensor in the environment that tracks guest movements. An AL 
may influence the context represented in a scenario, adding details about the time (for 
instance by specifying when the scene is set: ‘at 3:00 pm’), about the space (for in-
stance by specifying where the scene is set: ‘in the common room’), about a condition 
or an event that is occurring (for instance ‘the guest is moving through the door’) or a 
quantity (for instance specifying how many guest and caregivers are present). An AL 
may also add details about a working practice or a methodology that caregivers will 
adopt as a consequence of the system-to-be. The scene provides details (for instance 
about decisions that are taken or activities that are executed) just because the dramati-
zation of the story needs a plot in which personas act for solving emergencies. 
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This classification has been developed starting from a specific case and it has not 
yet been completely investigated. Therefore, we cannot at this stage claim that it is of 
general purpose. However this classification is coherent with the categories identified 
by Eco [7]. Table 5 reports a subset of the ALs we identified in this project. 

This analysis has been used to provide a rationale to each AL found in the 5 sce-
narios and to decide whether it could have been removed or not. The scenario-
authoring activity should be iterated by considering the evidence of each AL and 
considering the relevance of the corresponding detail in the scene. If the detail can be 
removed without losing important data that designers want to communicate, the sce-
nario should be redefined. For example, in the case of the AL3 [the receiver placed on 
the door], this detail could have easily been removed reducing the risk to focus stake-
holders’ attention to technological details that were not yet discussed. 

Table 5. Classification of the Ahab’s Legs in our example 

 Early 
Design 

Level of 
Details 

Use of 
Symbols 

Resource Context Working 
Practice 

AL1: time and place  √   √  

AL2: wearable sensor and 
receiver 

√  √ √   

AL3: receiver on the door  √   √  

AL4: resource - PDA √  √    

AL5: caregivers have a 
device in their pocket 

 √    √ 

AL6: vibration for alerting 
the caregiver √  √    

 
The categorization of the AL dilemma brought us to propose some guidelines to 

systematically approach the elimination of some irrelevant details from scenarios. In 
the cases in which removing an AL is not possible or too complicated, it is very im-
portant to frame the scenario (for example with an introductory description) in such a 
way that the discussion from the AL is averted as much as possible. 

4.2   Toward a Methodology for Translating Requirements into Scenarios 

When we prepared our narrative scenarios we were aware of the possible communica-
tion problems that may occur during the validation phase, thus we spent a lot of effort 
in preparing the meeting, to direct the conversation in the desired direction. Despite 
this preliminary work, we have been unable to avoid having stakeholders sometimes 
concentrate on some secondary aspects of the narration (for example the discussion 
about the doors of the room in the introduction). The post-analysis conducted on the 
scenario before the validation experience revealed a bigger number of ALs than we 
recognized at the beginning. This suggested to introduce a scenario-refinement activ-
ity in our analysis process in order to consider whether the use of each AL was really 
beneficial to the scenario (because it supported a greater level of engagement or made 
a requirement clearly visible, for example) or was just a distracting narrative element. 
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Design phase Authoring phase

Validation phase Refinement phase

 

Fig. 3. A methodology for translating requirements into scenarios 

 The methodology for moving from requirements to their validation with stak-
holder can be summarized as (see Figure 3): a design phase in which requirements are 
draft, a scenario authoring phase in which these requirements are represented in a 
narrative (and often visual) format. Finally, the validation meeting in which scenarios 
are presented and discussed with stakeholders. We propose to introduce a refinement 
phase after the scenario authoring and before the validation meeting. For each sce-
nario an AL detection activity is executed, that may lead to re-elaborate the scenario 
representation in order to reduce the number of irrelevant details. The steps can be 
summarized as follows. (i) Sort requirements by the scenario in which they are repre-
sented; (ii) divide the scenario in frames, each is a self-explicatory part of the story; 
(iii) compare the requirement with the frame and record each detail that is added for 
enriching the story as an AL; (iv) use the classification schema for evaluating the 
importance of the presence of the AL to the aim of telling the story; (v) proceed to the 
elimination of the surplus details from the story or to their modification. It is worth 
noting that scenarios and not requirements are subject to changes during the refine-
ment phase. 

As we already mentioned removing ALs from a narrative description is by no 
means the only way to manage ALs. For example, when a fieldwork analysis was 
conducted before the requirement phase, the illustrative material (photos, sketches, 
interviews, etc.) may be used to add details to the narrative scenarios that result “natu-
ral” and therefore less distractive for the stakeholders. Finally, the remaining ALs 
may be the properly framed by the facilitator to reduce the risk to discuss them for too 
long. 

5   Conclusion 

In this paper, we discussed some issues that emerged in a large research project when 
we tried to validate our requirements with the stakeholders by using narrative scenar-
ios instead of the textual version of the requirements themselves. This practice is 
sometimes used in RE, nevertheless several authors acknowledged the problem of 
running into misunderstanding when minor details are added to the narration to enrich 
it and make the presentation concrete and easy to understand. We identified this trans-
lation challenge as the Ahab’s leg problem. 

Although only a few ALs creates problems during validation with stakeholders, 
several more were identified in a post-analysis of the scenarios generated. Six non-
exclusive categories of ALs have been identified by the analysis. Consequently we 
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propose a methodology to manage the insurgence of ALs that consists in a scenario-
refinement phase in which every AL is checked and, when possible, is eliminated or 
modified in order to be understandable by stakeholder without conveying undesired 
meanings. It is worth noting that to some extent ALs may also be considered benefi-
cial. In a ID perspective, showing a hypothetical vision of the system-to-be is a way to 
open up the discussion on design in order to redefine the problem with stakeholders. 
In this respect, ALs may help to foster the discussion on some not-central but still 
very relevant dimensions of the problem. This approach is recommended by a modern 
approach to ID [19]. Yet, even in these cases, ALs should still to be carefully man-
aged by clearly communicating the goals and motivations behind their introduction. 

Finally, the problem of generalization is still an open question on our work. By 
comparing them with categories identified in semiotics studies, we assume that they 
are general enough to be applied in other contexts but more data is needed for assess-
ing the classification. Another aspect that still needs attention is how to relate the AL 
categories identified in the post analysis to systematic procedures for controlling (lim-
iting or encouraging) the occurrence of ALs in the scenario specification. 

Acknowledgments 

The research was funded by the Autonomous Province of Trento, project ACube 
(Grandi Progetti 2006). 

References 

1. Aoyama, M.: Persona-and-Scenario Based Requirements Engineering for Software Em-
bedded in Digital Consumer Products. In: Proc. of 13th IEEE International Requirements 
Engineering Conference (RE 2005), pp. 85–94 (2005) 

2. Beyer, H., Holtzblatt, K.: Contextual Design: Defining Customer-Centered Systems. Mor-
gan Kaufmann, San Francisco (1998) 

3. Bresciani, P., Giorgini, P., Giunchiglia, F., Mylopoulos, J., Perini, A.: Tropos: An Agent-
Oriented Software Development Methodology. Autonomous Agents and Multi-Agent Sys-
tems 8(3), 203–236 (2004) 

4. Carroll, J.M., Rosson, M.B.: Getting around the task-artifact cycle: How to make claims 
and design by scenario. ACM Transaction on Information Systems 10, 181–212 (1992) 

5. Cooper, A.: The Inmates are Running the Asylum. SAMS Publishing, USA (1991) 
6. Cooper, A., Reimann, R., Cronin, D.: About Face 3: The Essential of Interaction Design. 

Wiley Publishing, Chichester (2007) 
7. Eco, U.: Kant and the platypus: essays on language and cognition. Harvest Books (2000) 
8. Grudin, J., Pruitt, J.: Personas, participatory design and product development: an infra-

structure for engagement. In: Proceedings of Participatory Design Conference 2002 (June 
2002) 

9. Katasonov, A., Sakkinen, M.: Requirements Quality Control: a Unifying Framework. Re-
quirements Engineering Journal 11(1) (2006) 

10. Liu, L., Yu, E.: Designing Information Systems in Social Context: A Goal and Scenario 
Modelling Approach Information Systems 29(2), 187–203 (April 2004) 

 



 Ahab’s Leg: Exploring the Issues of Communicating Semi-formal Requirements 469 

11. Marasco, J.: The requirements translation challenge,  
http://articles.techrepublic.com.com/ 
5100-10878_11-6128696.html 

12. Morgan, D.: Focus groups as qualitative research. Sage Publications, Thousand Oaks 
(1997) 

13. Pohl, K., Haumer, P.: Modelling Contextual Information about Scenarios. In: Proceedings 
of the Third International Workshop on Requirements Engineering: Foundations of Soft-
ware Quality REFSQ 1997 (1997) 

14. Potts, C., Takahashi, K., Antòn, A.: Inquiry-Based Requirements Analysis. IEEE Software 
archive 11(2), 21–32 (1994) 

15. Rolland, C., Achour, C.B., Cauvet, C., Ralyté, J., Sutcliffe, A., Maiden, N., Jarke, M., 
Haumer, P., Pohl, K., Dubois, E., Heymans, P.: A proposal for a scenario classification 
framework. Requir. Eng. 3(1), 23–47 (1998) 

16. Seyff, N., Maiden, N., Karlsen, K., Lockerbie, J., Grünbacher, P., Graf, F., Ncube, C.: Ex-
ploring how to use scenarios to discover requirements. Requir. Eng. 14(2), 91–111 (2009) 

17. Susi, A., Perini, A., Giorgini, P., Mylopoulos, J.: The Tropos Metamodel and its Use. In-
formatica 29(4), 401–408 (2005) 

18. Uchitel, S., Chatley, R., Kramer, J., Magee, J.: Goal and scenario validation: a fluent com-
bination. Requir. Eng. 11, 123–137 (2006) 

19. Wolf, T.V., Rode, J.A., Sussman, J., Kellogg, W.A.: Dispelling “design” as the black art of 
CHI. In: Proceedings of CHI 2006 (2006) 



 

B. Pernici (Ed.): CAiSE 2010, LNCS 6051, pp. 470–482, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

The Brave New World of Design Requirements:  
Four Key Principles 

Matthias Jarke1, Pericles Loucopoulos2, Kalle Lyytinen3,  
John Mylopoulos4, and William Robinson5 

1 RWTH Aachen University, Germany 
2 University of Loughborough, U.K. 

3 Case Western Reserve University, USA 
4 University of Toronto, Canada 
5 Georgia State University, USA 

Abstract. Despite its undoubted success, Requirements Engineering (RE) needs 
a better alignment between its research focus and its grounding in practical 
needs as these needs have changed significantly recently. We explore changes 
in the environment, targets, and the process of requirements engineering (RE) 
that influence the nature of fundamental RE questions. Based on these explora-
tions we propose four key principles that underlie current requirements proc-
esses: (1) intertwining of requirements with implementation and organizational 
contexts, (2) dynamic evolution of requirements, (3) architectures as a critical 
stabilizing force, and (4) high levels of design complexity. We make recom-
mendations to refocus RE research agenda as to meet new challenges based on 
the review and analysis of these four key themes. We note several managerial 
and practical implications. 

1   Introduction 

The genesis of Requirements Engineering (RE) research around 30 years ago was 
motivated by practitioner who noticed the urgent need for disciplined  RE  in large 
software projects [1, 2]. Much of RE research since then has focused on artifacts that 
help capture, share, represent, analyze, negotiate, and prioritize requirements as a 
basis for design decisions and interventions (for recent reviews see e,g, [21, 22, 23]). 
This is evidenced by the volume and impact of a plethora of requirements topics pa-
pers published in top the level software engineering and computing conferences and 
journals (for a survey see [4, 23] . Due to its practical origins it is not surprising that 
some of its findings, like the use of business and system modeling (ERD, use cases), 
risk driven methodologies, structured requirements documents,  and simple require-
ments tracing, have found their way into practice[3].  

Yet, the environment in which RE is practiced has changed dramatically. Partly, 
this is due to increases in computing speed, lowering of computing cost, and advances 
in functionality, which has made software common in all walks-of-life. Partly, this is 
due to the changes in technological, task, and organizational environments where 



 The Brave New World of Design Requirements: Four Key Principles 471 

 

software is either produced or deployed.  The field’s focus and scope has shifted from 
engineering of individual systems and components towards the generation and adapta-
tion of software intensive ecosystems. Accordingly, a term design requirements rather 
than software requirements is needed as an inclusive term to denote all common sets 
of requirements issues within these ecosystems that need to be addressed at the cross-
roads of business development, software engineering, and industrial design. This shift 
has created a strong need to re-think and re-align RE practices to meet the new chal-
lenges. Both academia and industry need to understand more deeply issues that under-
lie current RE and address associated challenges. We posit that answers cannot come 
just from doing more of the same—i.e., traditional RE research focusing on notations 
and tools alone. The research scope of RE has to become more interdisciplinary, and 
it needs to carefully evaluate some of its critical assumptions. This essay aims to iden-
tify some of these challenges based on a detailed field and content analysis of exten-
sive expert discussions and feedback on current RE practices [4]. Based on these 
explorations we propose four principles that underlie future requirements processes 
and influence their successful resolution. Finally, new research challenges and practi-
cal implications are identified.  

2   The Changing Nature of Requirements 

Current RE landscape is marked by new challenges and opportunities [3]. Its envi-
ronment, target technologies, processes, and fundamental problems have undergone a 
tectonic shift. The environment of RE now involves elements that were not there 20 
or 30 years ago [5].  First, the economics of RE has changed. Large systems like ERP 
systems need more rigorous ROI, but at the same time horizons for ROI have reduced 
to 18-20 months thanks to massive reuse and COTS deployment. Second, there is 
practically no green-field software development; RE acts more like the Roman god of 
gates—Janus, with one face, looking at new business and technological challenges 
and opportunities and another face gazing at existing (technological, organizational, 
social and political) environments and resource sets. Third, the scaling towards soft-
ware intensive  ecosystems results in exceedingly complex and non-linear dynamic 
dependencies between system components and their natural, technical and social 
environment—“green IT” being just one of the latest buzzword that characterize this 
trend. Fourth, speed and agility, time to market, low-cost iterative, or even end-user 
development have become critical factors leading to search for new design trade-offs 
between efficiency, openness, and flexibility. This has also increased outsourcing and 
off-shoring, which requires disciplined evolution and management of explicit specifi-
cations as a basis for delegation and framing design problems. Fifth, RE now cuts 
across industrial design (e.g., pervasive applications), media design (e.g., e-commerce 
and media applications), interaction design (e.g., new modalities of interaction in 
mobile computing, telematics etc.), and business process design (e.g., open business 
platforms), and regulatory and juridical issues (e.g. management and control of multi-
ple licenses in software platforms). Overall, design requirements need to capture and 
coordinate increasingly diverging and dynamic needs of users and other stakeholders 
during the evolution of a product, a service, or a platform.   
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Table 1. Summary of Critical Design Requirements Issues (adopted from [4]) 

 Critical  
Requirements Issues  

Brief description 

Business process focus Requirements focus simultaneously on the business 
process, and requirements for technological artifact 
driven by that business process. 

Systems transparency Requirements involve the demand for a seamless user 
experience across applications. 

Integration focus Requirements focus on integrating applications rather 
than development of new ones (i.e., less green-field 
development). 

T
ar

ge
t 

pl
at

fo
rm

 

Packaged software Purchase of commercial off-the-shelf (COTS) software 
and components rather than internal development. This 
has lead to market driven vendor-led requirements and 
knowledge brokering. 

Distributed  
requirements 

In addition to increasingly diverse stakeholders,  
requirements processes are distributed across multiple 
organizations, groups and social worlds globally. 

Centrality of  
architecture 

Architectural considerations and associated  
evolutionary paths take a central role and drive  
business, product and application requirements. 

Layers of requirements Requirements need to be iteratively developed across 
multiple levels of abstraction, design focus, or  
temporal horizon. 

Interdependent  
Complexity 

While some forms of design complexity have been 
reduced (loosely coupled components), the overall  
interaction complexity of the design ecology has risen 
enormously. 

D
ev

el
op

m
en

t 
pr
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s 

Fluidity of design Requirements process must accommodate the need for 
continued evolution of the artifact and the solution  
after initial implementation. 

 
What are the critical issues that emerge during RE in this brave new world?  

Table 1 presents nine critical issues that were solicited in a field study in Fortune 500 
companies [4]. These are divided into the changing nature of the object of RE (target 
platform), and the process of RE (development process). Overall, these issues reso-
nate well with the debate Simon engages in his design classic, The Sciences of the 
Artificial [6]. On the one hand, software designs resemble increasingly continuous 
and dynamic searches for satisficing solutions—not an optimized and fixed solution at 
one time point conforming to a fixed set of requirements. On the other hand, they go 
beyond Simon’s original model in that they emphasize sense-making in shifting and 
complex environments [7] and associated problem framing over focused problem 
solving in a bounded context. To wit, these changes in the environment and the object 
and process of RE are changing the three classic RE problems as follows:  

First, the design requirements problem already pointed out in [1, 2] can be stated as 
follows: What is the emergent behavior and dynamics of the software artifact and its 
environment in their evolutionary trajectory? Now users, designers and other stake-
holders need to ask: will the system continue to satisfy emergent goals, and what 
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those goals could be expected to be during the artifact’s life-time; in contrast to the 
older problem: What are the goals of the system and what is expected to do 

Second, the specification problem can be stated as follows: How can designers an-
ticipate and represent the emergent behaviors of the system and its components and 
how does the resulting system behavior conform and relate to the emerging environ-
ments and the notations used to represent and predict it? Accordingly, now designers 
need to ask how they can represent, communicate and analyzed increasingly complex 
and dynamics systems and their emergent requirements in contrast to the older prob-
lem: how to represent the system components, their relationships and behaviors and 
guarantee that they meet functional and non-functional requirements? 

Third, the predictability problem of designs can be stated as follows: How does the 
artifact and its behavior change the environment as to make our predictions of the 
system behaviors faithful? In other words, now designers need to attend more to  
the dynamic composition of the system and environment and do they together differ 
from the environment alone, and can he/she accordingly predict faithfully the impact 
of the system on the environment, and vice versa?  This is a different problem from 
those faced earlier where the system was assumed to not affect the environment, or 
the environment the system, but in some rare cases [14]. 

3   Four Requirements Principles 

Past RE research has been informed by a few key principles such as those of: separa-
tion of what, why and how [1], information hiding (see e.g. [2], and the principle of 
abstraction (see e.g. [22]). These principles reduced design complexity by localizing 
design decisions. They also helped reduce their interference and analyze and predict 
system behaviors and structure from specific viewpoints [21, 22].  

But, what are the key principles that will underlie successful design and RE in the 
brave new world we face? What principles will help us address the design require-
ments problem, the specification problem, and the predictability problem in the new 
context? We propose next four principles that were gleaned from our analysis of  
expert opinions and related discussions, and a review of the literature dealing with 
design dynamism and complexity. These four principles are:  

Intertwine Requirements and Contexts: The necessity to intertwine design and 
requirements with design and implementation across multiple dimensions.  

Rationale: This principle observes the design requirements problem and the new 
demands for understanding evolutionary trajectories.  

Evolve Designs and Ecologies:  The necessity to view design and design processes 
as evolving elements in an ecology.  

Rationale: This principle observes the new design requirements and specification 
problem and increasing demands to analyze evolutionary principles of a large set of 
heterogeneous elements comprising the requirements space. 

Manage through architectures: Architectures have a critical role of as enablers and 
constraints in the constant creation and shaping of design ecologies. 
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Rationale: This principle recognizes the specification problem and the shifting focus 
towards ecologies where increased emphasis must be placed on antecedent factors 
that affect the organization and evolution of the ecology.  

Recognize complexity: The heightened interaction complexity of requirements proc-
esses demands new ways to approach design problems and manage requirements. 

Rationale: This principle recognizes the predictability problems and that the new 
interaction complexity requires designers to heed on the external relationships of the 
software and their evolution as reflected in the requirements. 

We will next describe each principle in more detail in terms of the content of the 
principle, related research questions, and emerging research. 

3.1   Intertwine Requirements and Contexts 

The debate about the role of requirements is as old as the field itself. Whilst a rough 
consensus has been reached that requirements are a pre-requisite for downstream 
development, there is a great deal of controversy on how ‘problem’ and ‘solution’ 
spaces interplay during the evolution. One school of thought regards the influence of 
implementation on requirements as being harmful [8]. They argue that understanding 
the system’s context, such as its organizational and social factors and goals can pro-
vide a sufficient set of functional and non-functional requirements, which can then be 
mapped onto appropriate implementation models. This school regards requirements as 
the “downward” bridge between the ‘subject’ and ‘system’ worlds by assuming that 
there exists a high degree of stability on business, organizational, and community 
goals. An opposing view stresses the need for revisiting requirements as implementa-
tion progresses and emphasizes the dynamics and intertwining of these activities [9].  

The review of existing practice [4] shows that implementation and its requirements 
specification are now necessarily intertwined. In fact, many requirements emerge 
from existing solution spaces. Accordingly, the concept needs to be extended to the 
whole system context. In addition, the salient factors shaping RE seem to be innova-
tion and effective differentiation. The interplay between the two worlds has thus be-
come more intricate, complex, dynamic, and generative. In these innovation-driven 
settings, requirements become part of both the business solution and the system solu-
tion, and they constantly bridge new solutions to organizational and societal prob-
lems. The evolving designs need to reduce the distance between a problem and a 
solution through novel and dynamic thinking, acting, and innovating. In such a de-
sign-thinking culture, design requirements become increasingly central and need to be 
understood as part of a multi-system, socio-technical ecology, which drives organiza-
tional innovation. Therefore, software requirements need to be dynamically situated 
between these spaces as they intertwine organizational and implementation considera-
tions, providing leverage to influence both. 

Due to this constant intertwining some systems and ecologies may be reaching a 
practical world-model limit.  While prior design efforts could rely on an adequate, 
stable, world-model as the basis for specifying nearly stable software designs, now, 
software must be agile—rapidly evolving to meet changing needs. The level of stabil-
ity of the world-assumptions is less limited in context-aware, customer-focused appli-
cations. The unavoidable intertwining between requirements and contexts will make 
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designers constantly seek correspondence between the models in software and its 
world context. Only software embedding an adequate, flexible, and evolvable world-
model is likely to survive. The idea of evolutionary software and variability selection 
aims to partially meet this need. But, little attention has been given to the challenge of 
formulating evolutionary world models that form the basis for the necessarily simpli-
fying, but evolving model assumptions in the software. Software developers must thus 
monitor and evolve their understandings of the world, and sustain an adequate corre-
spondence between the world and the modeled world.  

Overall, RE processes face a new kind of uncertainty that goes beyond traditional 
RE uncertainty characterized by: (1) requirements identity (knowing requirements), 
(2) requirements volatility, and (3) requirements complexity [10]. In addition, design-
ers need to devote their efforts: (1) requirements fidelity uncertainty, which denotes 
the uncertainty about the level of intertwining between the world and the software 
model. Examples of techniques that help mitigate fidelity uncertainty are exception 
and event-based analysis; software tailoring and user-based development, and case-
based learning; and (2) requirement monitoring uncertainty, which denotes uncer-
tainty of the level and mode of observation, and analysis necessary to assess the 
world, the model, the requirements, and their alignment. Examples of monitoring 
include ethnographic methods, business activity monitoring (BAM), and software 
instrumentation. These two new levels of uncertainty highlight the need for increased 
run-time monitoring to maintain the fidelity of the world-model intertwining with 
requirements.  

3.2   Evolve Designs and Ecologies 

Meeting stakeholder needs is fundamental to requirements activity. When require-
ments increasingly intertwine with organizational and implementation concerns, they 
will constantly and non-linearly evolve as part of the “ecology”. Traditional causes of 
software evolution have been classified into: (1) the software, (2) the documentation, 
(3) the properties of the software, and (4) customer-experienced functionality[11]. 
Evolution has been studied mainly as a software design problem and it has been ad-
dressed by improving methodological support (e.g., how can development activities 
most effectively incorporate evolution?) and its management (e.g., how one can one 
record and trace software releases or link the code to changing domain knowledge?). 
Now, the reality of an ever incomplete and evolving design needs to be addressed. We 
need to ask: what are the principles that guide developers evolve ‘incomplete designs’ 
so that they remain functionally adequate, but offer flexibility? What are appropriate 
co-evolutionary design methods to achieve these goals? How does one determine the 
impact of co-evolutionary design change? 

Activities in open source development, such as inter-project merging and the crea-
tion of new software artifacts, for example, compound the need for new frameworks 
to cope with requirements evolution. Another example is agile methods and scenario 
based modeling which offer a means to better cope with the fast paced evolution of 
requirements ecologies [12]. Likewise research into co-evolution and co-design [13] 
has addressed drivers and interaction laws that deal with the intertwining of contexts 
and requirements. Yet, such studies are in early stages, and agile methods only deal 
with micro-level evolution of local tasks, but ignore their recursive nature as the 
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change propagates across the higher levels of architectures and systems. Here we 
clearly need longitudinal studies of the dynamics of software ecologies and how dif-
ferent causes ranging from technological, user level learning, organizational policies, 
market based, and regulatory changes intertwine and generate new evolutionary paths. 

3.3   Managing through Architectures 

Architecture is concerned with blueprints that connect high level organizational, busi-
ness, or implementation considerations with a long-term evolutionary perspective. 
Organizations now increasingly conform to business or information architectures that 
provide stability, scale and change to their data, business rules and decision models. 
Designers have, for some time relied on implementation architectures while evolving 
their designs. In its variety of forms an architecture provides the stepping-stone neces-
sary to understand and evolve any system functionality across different domains. 
Through release planning, requirements play a central role in systems evolution, 
where architectures provide “nearly” fixed points of reference to moderate, constrain 
and enable evolution. Such dependence on architecture is inherent in Lehman’s law 
that “the incremental growth (growth rate trend) of evolutionary software systems is 
constrained by the need to maintain familiarity” [14].Architectural dependencies arise 
also in approaches like IKIWISI (I’ll Know It When I See It), and COTS (Commer-
cial off-the-shelf) based software deployment [15].  

Though RE research in the past has paid significant attention to ‘software architec-
tures’, it offers limited insight to the role of architectures in the new RE terrain. Many 
of the past studies focus on organizing sets of design elements and their components 
in the context of a single system. Accordingly, they approach architectural design 
akin to generating a blueprint for a single house. In the context of dynamic software 
ecologies, such an analogue fails. In the brave new world, managing through architec-
tures is about generating and evaluating multiple and multifaceted plans similar to 
urban planning. Like urban planning blueprints, architectural models provide the key 
artifact for coordinating components, functionalities, and their evolution. As in urban 
planning, the architectures in RE may have alternative and overlaying variation points 
that influence the evolution of the software ecology. As in urban planning, architec-
tures embody specific business models or design visions, and come in different forms 
in different design contexts. By doing so, they integrate the needs of multiple stake-
holder groups with varying roles. Finally, like urban plans they involve the same level 
of complexity and interdependencies. Therefore, in the new RE, we see an increasing 
need to understand the variation between types of architectural models needed and 
how they relate to specific families of systems and their ecologies. 

Recent attempts to deal with architectural considerations include the transfer of in-
dustrial concepts, such as product lines to the software field [16]. They help manage 
and cope with continuous and rapid change in software by defining the scale, scope, 
and direction of its variance and selection. Other architectural models such as busi-
ness architectures [3] help stakeholders to envision the impact of proposed changes on 
business by providing contextual information that allows for selecting variation points 
across multiple stakeholders. Yet, many research challenges remain in taking the 
advantage of the idea of architecture: How do architectures influence the evolution of 
requirements and their identification? What is the nature of requirements discovery 
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and elicitation under varying architectural principles? Is it possible or even desirable 
to construct a single common ontology of business, information and technology archi-
tectures?  How to relate different architectural presentations and reason around them? 
How can architectures help in flexible composition of systems and ecologies?    

3.4   Recognize and Mitigate against Design Complexity 

Complexity is borne out of the existence of multiple uncertain futures that relate to 
software and their evolving ecologies [17]. A mix of human, social, political, eco-
nomical, technological, and organizational factors has a bearing on the level of com-
plexity associated with RE. Overall a new sort of interaction or systemic complexity1 
needs to be reckoned and managed during the RE, where design becomes a problem 
solving and framing process with inherent uncertainties driven by the partial un-
knowns. Dealing with such design complexity impacts two areas of RE: (1) the stra-
tegic decision-making in generating and selecting requirements, and understanding 
their impact on the ecology; and (2) selecting tractable design-approaches that make 
complex system designs possible. The former is the concern of how to relate com-
plexity with stakeholders within their ‘subject’ world, whereas the latter influences 
behaviors within the ‘design’ world. 

In the brave new world of RE the implementation of requirements impacts not only 
on the technical systems, but also on their organizational and social settings that in-
creases interaction complexity. In addition, the increased variety of requirements that 
emanate from diverse communities need to be negotiated, evaluated, and selected 
compounding the complexity. Qualitative and often structural conceptual models like 
goal or business models, whilst rich and useful in representation and analysis for 
design are less helpful for stakeholder evaluation and understanding the interaction 
complexity. Due to the design complexity, it is also difficult for some stakeholders to 
visualize and understand the system’s behavior. It is tempting to think that “stake-
holders understand a description when they don’t really understand it at all”.  There-
fore, many questions remain poorly understood concerning design complexity: What 
is the nature of design complexity and increased interaction complexity, and how can 
we identify, analyze and measure it?  

One way of coping with design complexity is through architectural designs and 
control that allow ‘nearly’ decomposable system designs. This mitigates complexity 
by ensuring that interactions among components are weak, though not negligible. 
Thus, designing a nearly decomposable system in the face of uncertain requirements 
becomes a difficult satisficing problem. Perhaps, not surprisingly, a new look at de-
sign methodologies can play the central role here. An emergent design methodology 
will be an improvement over conventional a priori methodologies. Open source sys-
tems, following nontraditional methodologies, for example evolve systems faster than 
traditional life cycle and requirements driven development approaches [18]. The  
co-design and co-evolution of the system and its stakeholders seems to play here a 
pivotal role, as does the fact that “open source systems entail internal architectures 
with orthogonal features, sub-systems, or modules, as well as external system release  
 

                                                           
1 This should not be confused with computational complexity as defined by well-known com-

plexity notions like NP hard problems. 
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Table 2. Four key requirements principles 

Principle Description Rationale 

Intertwine 
Requirements 
and Contexts  

Requirements are interdependent 
with their social and technical  
contexts. As boundary objects in  
the intersection of the technical and 
social domains, design  
requirements seek to constantly 
resolve the gap between problems 
and solutions. Specification and 
implementation intertwining is long 
recognized, but the social context 
and specification intertwining is 
growing in importance.  
RE Problem addressed: design 
requirements problem. 

Intertwining between business, 
organizational, community context 
and requirements is as important as 
it is between requirements and 
software. 
 
 
 
New RE Issues : Fluidity of  
designs, , Business process focus; 
Integration focus, Distribution of 
requirements 

Evolve  
Designs and 

Ecologies 

Design ideas and artifacts evolve, 
from stakeholder preferences to the 
implementations. Evolution needs  
to be managed through selectively 
freezing some aspects while  
changing other aspects thus  
allowing increased variation,  
dynamic selection and diffusion of 
structures and behaviors.  
 
RE Problem addressed: design 
requirements problem,  
specification problem. 

Everything evolves, but at different 
rates. Design around relatively  
fixed evolutionary paths that allow 
for increased but controlled  
variation and effective selection  
and diffusion. 
 
New RE issues : Fluidity of  
designs, Layers of requirements, 
Distribution of requirements,  
Packaged software 

Manage 
through  

architectures 

Architecture is the least evolving 
and most widely referenced anchor 
of the design, be it business  
architecture, or implementation 
architecture. 
 
 
 
RE Problem addressed: specifica-
tion problem  

If well-designed, the architecture 
(business or software) evolves 
slowly, and influences and interacts 
with many requirements. We know 
poorly however how architectures 
shape, allow and constrain  
evolution. 
 
New RE issues : Interdependent 
complexity, business process focus,  
Centrality of architecture 

Recognize and 
mitigate 

against design 
complexity 

The necessity to consider  
simultaneously a large number of 
issues and their non-linear  
interactions during design raises 
design and requirements  
complexity beyond what a single 
designer can understand or  
visualize.  
 
RE Problem addressed:  
predictability problem. 

Historically, tools aided a single 
designer or a small group in design 
decision making. New design tools 
need to be extended to monitor and 
analyze the dynamic design  
evolution, highlighting its  
trajectory and helping negotiate at 
the team and community level. 
 
New RE issues : Interdependent 
Complexity, Fluidity of designs, 
Business process focus, Layers of 
requirements 
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architectures that span multiple deployment platforms”[18]. A better understanding of 
complexity can be obtained, if system descriptions are tested against concepts familiar 
to stakeholders, and multiple scenarios are played out by fixing key parameters as 
proposed by the architecture. Experimenting with different scenarios has proved a 
powerful means for discovering and refining requirements with heightened complex-
ity [19]. Still, we need to examine: What types of interdependencies influence and 
affect system change and create higher levels of design complexity? How can archi-
tectural models be exploited mitigate against design complexity, and to what extent 
they are a cause of it?  

3.5   Summary of Four Key Design Principles 

The four principles are summarized in Table 2 together with the rationale for using 
each principle, as well as what critical RE issues motivate each. We do not claim that 
they all apply in all design contexts, or even that some will apply in all contexts. In 
contrast, when e.g. designs are expected to be fluid, when they integrate with business 
process, or involve significant distribution of requirements we can expect the princi-
ple of intertwining of requirements and contexts to be instrumental. Finally, these are 
similar to threshold indicators as used in claiming that abstraction is important, when 
the size and the number of dependencies within the software system goes beyond a 
certain threshold. 

4   Implications 

Over its thirty-year history, the idea of design requirements has changed from single, 
static and fixed-point statements of desirable system properties into dynamic and 
evolving rationales that mediate change between the dynamic business environments 
and the design and implementation worlds. As Fred Brooks noted in the Dagstuhl 
workshop: “Design is not about solving fixed problems; it is constant framing of 
solution spaces”. This evolution has now probably reached a new turning point char-
acterized by unprecedented scale, complexity, and dynamism. This calls for new ways 
to think about requirements and their role in the design. Like earlier turning points, 
such as the software crisis in the 1970s, it will demand a resolute and careful intellec-
tual response. The four requirements principles discussed have numerous implications 
for research of which only a tip of the iceberg has been addressed. There are also 
multiple implications for RE practice both at the management and at the engineering 
level. For the sake of brevity, we discuss below three closely related practical strate-
gies being pursued and exposed by the four principles. 

Service orientation and task distribution: The life cycle of systems must now be 
aligned more closely with the business process lifecycle. Service oriented architec-
tures, possibly combined with model-driven code and test generation, are now rea-
sonably well established at the programming level to do the job. The situation is quite 
different, however, at the level of business services, despite their ongoing standardiza-
tion. The decomposition of monolithic business process systems into freely configur-
able business services has turned out to be far more complex task than expected due 
to the need to make business semantics explicit that were hitherto hidden in the code. 
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This is, however, not only true for runtime service configurations, but also when out-
sourcing and especially when off-shoring. The design challenge is how to tackle the 
domain of business semantics, which is often culture dependent. Intercultural compe-
tencies become a must for requirements engineers in such settings, where pilot cases 
can be a promising means to establish cultural understanding. Legal aspects are also 
forming an increasingly important aspect, not only in terms of how to protect intellec-
tual property (IP)—what should I not offshore, if IP handling is doubtful? —but also 
in terms of protecting oneself against being sued by customers due to imprecise con-
tractual agreements or.e.g not honoring open source licenses in some parts of the 
code. 

Importance of the Edge: In the increasingly complex environments the distinction 
between users and developers is vanishing, and the user networks and the developer 
networks are becoming increasingly fuzzy and intermingled. Many contributors to 
system designs, and even implementations are no longer located in the kernel, but at 
the network edge. This situation— characterized as an evolution from user to citizen—
enables greater diversity of system variants and system uses, especially in cross-
cultural environments. Web-based social networks have proven to be the infrastructure 
of choice for such settings, and quick and dirty testing of incremental changes in lim-
ited market portions is the necessary requirements testing strategy. Accordingly, design 
incentives now go beyond monetary ones. Bricoleurs at the edge must be harnessed to 
contribute to usability and functionality beyond the initial enthusiasm. Thus, transpar-
ency, accountability, and maintenance of a core vision in ecologies become more im-
portant. Requirements traceability within such evolutionary processes often involves 
runtime monitoring towards the requirements. Finally, new design goals enter the 
stage. For example, industrial design ideals such as innovativeness or aesthetics of the 
user experience play often a larger role than pure functionality. 

Capability-based platforms: For the past twenty years, the dominant trend design 
has been business process modeling and optimization that go together within mono-
lithic COTS, or software product lines.  As noted, we witness a move towards capa-
bility-based evolutionary platforms defined by consumption and production networks. 
Such networks need to analyze or define their core capabilities, and seek opportunities 
(often initiated from the edge, as noted above) to exploit for market or process inno-
vations in a speedy and flexible manner. Capability-based platforms define core capa-
bilities that can be competitively delivered with and by the networks. These platforms 
also hold the networks together. By fixing ‘core’ requirements and the related archi-
tecture for the efficient core implementation, the platform designer makes bets on 
assumptions about the speed of change related to different requirements sets associ-
ated with the platform (and the network). For example, platform strategies have been 
a critical success factor in the automotive industry, but this advantage can turn into a 
deadly trap, when economic considerations mandate that the company must be split in 
a manner orthogonal to the original platform and related network. Software platform 
strategies go thus beyond the idea of product lines as a means to manage efficiently 
variability in software. They need to consider distinctions between core processes 
(supported in the platform) and context processes (around it). These distinctions must 
be based on a careful analysis of market power and network strength, and anticipate 
technology evolution in the underlying technological standards and architectures. 
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To sum up, the good news is that the RE has never been more important and its criti-
cality will continue to grow. The bad news is that RE is a different beast now. Ac-
cordingly, we need to consider RE in new ways that take into consideration the need 
for the alignments with business processes, the need to understand core capabilities, 
the need to ensure legal protection or, the need to create user buy-in, or the need to 
minimize training costs. In consequence, we need to expand RE research into new 
directions —including complexity science, industrial design, organization design, and 
economics- and engage these fields in a honest intellectual exchange why and how 
design requirements matter in the design of complex software and world.  
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Appendix: Data Collection and Analysis 

The new requirements engineering challenges reported in this essay were discussed in 
a series of workshops, designed to accomplish three objectives: (1) engage separate 
research communities in a dialogue, (2) strengthen design science principles, and (3) 
open new vistas for the research on design requirements. The first workshop was held 
in the United States in June 2007, while the second workshop was held in October 
2008 in Germany (see [3] for more detailed description). The discussions were re-
corded in the workshop Wikis (see e.g. http://weatherhead.case.edu/requirements; 
http://www.dagstuhl.de/Materials/index.en.phtml?08412). In addition we undertook a 
field study to understand the perspectives of practitioners on successful requirements 
practices, anticipated developments, and new challenges in design environments [5].  
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Abstract. Business process models can be compared, for example, to
determine their consistency. Any comparison between process models
relies on a mapping that identifies which activity in one model corre-
sponds to which activity in another. Tools that generate such mappings
are called matchers. This paper presents the ICoP framework, which
can be used to develop such matchers. It consists of an architecture and
re-usable matcher components. The framework enables the creation of
matchers from the re-usable components and, if desired, newly developed
components. It focuses on matchers that also detect complex correspon-
dences between groups of activities, where existing matchers focus on
1:1 correspondences. We evaluate the framework by applying it to find
matches in process models from practice. We show that the framework
can be used to develop matchers in a flexible and adaptable manner and
that the resulting matchers can identify a significant number of complex
correspondences.

1 Introduction

Organisations compare business process models to identify operational common-
alities and differences. Such comparisons are, for example, necessary when or-
ganisations merge and need to determine and resolve the differences between
their operations, and when an organisation needs to check whether its opera-
tions conform to an company-wide or industry-wide standard. The first step
when comparing business process models is always to determine which activities
in one business process model correspond to which activities in the other. This
step is called the matching step and can be supported by tools that are called
matchers. This paper presents a framework that can be used to develop such
matchers.

A major challenge for matchers is that business process models often do not
use the same level of detail and the same words to describe activities. For exam-
ple, there is a problem with level of detail if one business process model contains
an activity ‘Check Invoice’, whereas the other describes the same activity us-
ing a sequence of ‘Verify Customer Data’, ‘Decide on Correctness of Data’, and
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‘Approve Invoice’. This problem relates to refinement and meronymy. There is
a problem with the words used to describe an activity if there are two labels
‘Check Invoice’ and ‘Verify Bill’ that point to the same activity, although using
very different words. These are problems of synonymy and homonymy. This prob-
lem of heterogeneous representation and description is of striking relevance in
practice [1,2], because organisations usually do not align the way in which they
describe their business processes. It also is the major reason why the comparison
of related processes requires an extensive amount of manual preprocessing.

Therefore, this paper presents automated assistance for this ‘preprocessing’
step, by proposing a re-usable framework for identifying correspondences be-
tween activities in one process and equivalent activities in a similar process,
while taking into account that equivalent activities may be modelled at different
levels of granularity, have different labels, and have different control-flow rela-
tions to other activities. The framework is specifically tailored to also deal with
complex 1:n matches (i.e., each activity can be matched to an arbitrary number
of other activities), where existing matchers focus on elementary 1:1 matches
(i.e., each activity can be mapped to at most one other activity). The framework
consists of an architecture and a set of re-usable matcher components. Matchers
can be developed in the framework by composing them from existing components
and, if desired, newly developed ones. We present matchers that we implemented
within the framework, and we evaluate them using models from practice. Our
contribution is a framework with re-usable components to automatically find
both 1:1 and 1:n matches between activities from similar business processes.

While this contribution is significant to the process model matching field, it
also has implications for schema matching in general [3]. The research area of
schema matching covers a broad set of techniques, including structural analysis
and natural language processing to automatically identify the elements of one
schema (which are activities of a process model in our case) that match to those
of a second schema. Unfortunately, there has been a predominant focus on 1:1
matches in the schema matching community, such that ‘1:n and n:m mappings
[..] are currently hardly treated at all’ [3]. Although there are notable exceptions,
like iMAP [4], these techniques cannot be applied in our context as they have
been tailored for data models and partially also use the extension of a database.
We further discuss this issue when reviewing related work in section 5.

The paper is structured as follows. Section 2 describes the background of the
problem by an example of process models with activity correspondences. Sec-
tion 3 introduces the ICoP framework for developing matchers. It describes both
the framework itself and the techniques that are implemented as components of
the framework. Section 4 presents the evaluation of the framework. Section 5
assesses our contribution in the light of related work. Section 6 concludes.

2 Background

The relevance of finding matches in pairs of corresponding process models has
been described before [1,2]. In this section, we aim to illustrate the problem and



The ICoP Framework 485

M
an

uf
ac

to
rin

g 
U

ni
t

Gather 
Installation

Requirements

Negotiate 
Support 

Contracts

Create Laser 
Specification

Develop
Laser Unit

Transfer 
to Test 

Bay

Adjust 
Optical 

Components 

Preliminary 
Tests of Optical 

Components

Review 
Test 

Results

Prepare 
Laser Unit 

for Shipping

Complete 
Shipping

Documents

Request Support 
from Second 

Production Line 

Set up Laser 
Component 
Production

Conduct 
Standard 
Testing

Laser 
Specification

Test Results

Lo
ca

l Q
M

K
ey

-
A

cc
ou

nt
 

M
ng

r

M
an

uf
ac

to
rin

g 
M

an
ag

er

Specification 
for Laser 

Component 

Order 
Mechanical 

Parts

Develop
Optical Parts

Assemble
Laser 

Component

Configure 
Laser 

Component

Run Default 
Test Cases

Shipping 
Documents

Log Test 
Results

Results for 
Test Cases

Set up incorporates identification of installation requirements and the creation of the specification 
document. In case support agreements are also negotiated, the key-account manager is involved.

Develop mechanical, 
electrical, and optical 
parts of the laser unit.

Note that standard testing includes 
the configuration of the unit before 
the standard test cases are run.

While adjusting the 
components, they are 
also cleaned.

Usually done 
by a 
subcontractor.

Final Laser 
Unit

Installation

Final Laser 
Installation

Fig. 1. Two BPMN process models with one 1:1 and three 1:n correspondences

the underlying combinatorial challenges using a pair of example processes. We
also introduce terminology that we will use throughout the paper.

Figure 1 shows the operations of a company that produces lasers. The upper
model depicts the process in a way that hand-overs between different depart-
ments can easily be traced. The lower process focusses more on the operational
details as being conducted in the manufacturing unit. Roughly speaking, both
processes describe that first the component production is set up, then the laser
units are developed, assembled, tested, prepared for shipment, and finally in-
stalled at the sight of the customer. There are matches of different complexity
between the activities of the two models. In the general case, a match refers to a
correspondence, which is an element of the powerset of activities of a first model
times the powerset of activities of a second model. Thus, a match is denoted by
a tuple (A1, A2) of two sets of activities. A match (A1, A2) is called elementary
match, if |A1| = |A2| = 1. An example are the ‘Final Laser Unit Installation’
(FLUI) and the ‘Final Laser Installation’ (FLI) activities. We say that FLUI
matches or corresponds to FLI. This match pair can be easily identified due to
the syntactic similarity of the labels and the same position at the end of the
processes.

Figure 1 also highlights three complex matches by dotted lines. A match
(A1, A2) is called complex if at least one activity set in the pair contains more
than one element, i.e., |A1| > 1 or |A2| > 1. The first complex match on the
left-hand side shows that ‘Set up Laser Component Production’ of the lower
model describes the same activities as the set of ‘Gather Installation Require-
ments’, ‘Negotiate Support Contract’, and ‘Create Laser Specification’ in the
upper model, but at a different level of granularity. Thus, it is a 1:3 match as
there is one activity corresponding to three activities in the upper model.



486 M. Weidlich, R. Dijkman, and J. Mendling

The goal of automatic process model matching is to find all those matches
that are meaningful. Usually, there are conditions that a collection of meaningful
matches has to obey, for instance, that the matches do not overlap. That is, for
every pair of matches (A1, A2) and (A3, A4) in the mapping it holds A1∩A3 = ∅
and A2∩A4 = ∅. We call this collection of matches a mapping. From a structural
point of view, a mapping is an element of the powerset of matches.

Identification of complex matches imposes serious challenges. For the case of
1:1 matches, it might be feasible to analyse the whole set of potential matches,
which corresponds to the Cartesian product of activities of two process models.
In contrast, the possibility of 1:n matches increases the size of the set of po-
tential matches significantly. For two process models with n and m activities,
respectively, the number of 1:x matches is given by n ∗

(
m
x

)
+ m ∗

(
n
x

)
. Here, the

binomial coefficient
(
n
x

)
defines the number of x-element subsets of an n-element

set. For instance, the two process models depicted in Fig. 1 consist of 13 and 8
activities, respectively, which, in turn, yields 104 potential 1:1 matches. However,
considering the possibility of 1:2 and 1:3 matches in addition increases the set
of potential matches by 13 ∗

(8
2

)
+ 13 ∗

(8
3

)
= 1092 matches for one direction,

and 8 ∗
(13

2

)
+ 8 ∗

(13
3

)
= 2912 matches for the other direction. One might argue

that for the case of process models, the value of x might be bound by some
threshold instead of the number of nodes of the respective model. However, our
experience shows that this threshold must not be set too low (we encountered
up to 1:9 matches), such that the amount of possible combinations still hinders
any attempts to analyse the whole set of potential matches. These observations
call for adequate search heuristics and an architecture that evaluates efficiently.

3 The ICoP Framework

This section introduces the ICoP framework for automatic derivation of matches
between two process models. Section 3.1 discusses the overall architecture. We
elaborate on the four types of components, namely searchers, boosters, evalua-
tors, and selectors, in detail and present exemplary realisations in Sections 3.2
to 3.5.

3.1 Architecture

The overall architecture of the ICoP framework stems from the observation that
the number of (1:n) matches between two business process models is potentially
large and therefore it is not feasible to explore all possible matches exhaustively.
Instead, the ICoP framework proposes a multi-step approach, which is illustrated
in Fig. 2. Given two process models, searchers extract potential matches based
on different similarity metrics and heuristics for the selection of activities. The
result of the search stage is a multiset of matches due to the possibility of multiple
searchers identifying the same potential matches. Each match is assigned a match
score, which results from the scoring function implemented by the searcher to
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Fig. 2. The architecture of the ICoP framework

select potential matches. Note that a searcher may use the knowledge about
potential matches that have been identified by other searchers already.

After completion of the search stage, the scored potential matches are con-
veyed to boosters. These components ‘boost’ the matches that are returned by the
searchers using certain heuristics in order to aggregate matches, remove matches,
or adapt the score of a match. As part of the boosting stage the multiset of po-
tential matches is transformed into a set of potential matches by aggregating
matches that have been identified by multiple searchers.

Subsequently, a selector builds up the actual mapping from the set of po-
tential matches. That is, it selects the best matches from the set of potential
matches, in such a way that the constraint that matches are not overlapping is
satisfied. The selection of the best matches can be guided by two kinds of scores.
On the one hand, the individual match scores of the potential matches can be
exploited. On the other hand, an evaluator can be utilised, which assigns a single
mapping score to a mapping. An evaluator may use knowledge about the origi-
nal process models to compute this score. The selection is an iterative process.
In each iteration the selector selects a set of matches, the evaluator computes
the score for this set, upon which the selector either decides to modify the set
of matches and continue the selection, or to complete the selection. Once the
selection procedure completes, the selector produces the final mapping between
elements of the process models.

3.2 Match Searchers

Searchers identify potential 1:1 and 1:n matches between two process models
along with a score that indicates the quality of the match. Such a match is
denoted by (A1, A2, s) with s being the match score based on the similarity of
the matched activities. Therefore, we will also refer to the similarity score of a
match. The similarity of a match can be determined based on various aspects,
including the labels or descriptions of the matched activities and structural or
behavioural relations between those activities.

We now introduce four searchers that have been implemented in the ICoP
framework. Although a similarity score for the activity labels is at the core of all
searchers, they incorporate similarity metrics for different aspects of labelling.
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Fig. 3. (a) groups of activities for the lower model of Fig. 1, (b) virtual document for
‘Sequence E 2’

Similar Label Searcher. The purpose of this searcher is to identify straight-
forward 1:1 matches based on a high syntactic similarity of activity labels. It
computes the Cartesian product of activities of two process models and selects
all pairs of activities for which the string edit similarity of their labels is above a
given threshold. For two strings s1 and s2 the string edit similarity is defined as
sim(s1, s2) = 1− ed(s1,s2)

max(|s1|,|s2|) with ed(s1, s2) as the string edit distance, i.e., the
minimal number of atomic character operations (insert, delete, update) needed
to transform one string into another [5]. As the string edit similarity is a rather
strict criterion (different orders of words and linguistic phenomena such as syn-
onymy are neglected), the potential matches are identified with high confidence,
such that the initial score for these matches is set to one by the searcher. For the
scenario illustrated in Fig. 1 and a threshold of 0.8, for instance, the searcher
identifies the match between the activities describing the installation of the laser.
Clearly, the runtime complexity of this searcher depends solely on the number
of activities of the respective process models.

Distance Doc Searcher. This searcher follows a two step approach in order
to identify potential 1:n matches. First, activities of both process models are
grouped heuristically. Second, the similarity between such a group of activities
in one model and all single activities in the other model is assessed. Assuming
that it is more likely that activities that are closer to each other should be in the
same group, we use the graph distance to group activities. The graph distance
between two activities is the number of edges on the shortest path from one
activity to the other. Given a base activity and a distance, we look for four
types of groups:

– Sequences, which are determined by a base activity and the activities on a
directed path of the given length (distance) from the base activity.

– Splits, which are determined by a base activity and the activities that can
be reached from the base activity and that are within the given distance.
The base activity can or cannot be considered in such groups, depending on
whether the choice leading to the split is or is not modelled explicitly.

– Joins, which are determined by a base activity and the activities from which
the base activity can be reached and that are within the given distance. The
base activity can or cannot be considered in such groups.
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Fig. 4. (a) RPST fragments for the lower model of Fig. 1, (b) the corresponding RPST

– Others, which are the groups that consist of all activities that are within the
given distance of a base activity (not considering the direction of edges). In
contrast to sequences, these activities are not necessarily on a path.

For the lower model of Fig. 1, Fig. 3(a) shows examples of a group that is a
sequence with base ‘E’ and distance 2, a split with base A and distance 2, and
an ‘other’ with base F and distance 2. The distance doc searcher identifies all
groups of activities in a process model by taking each of the activities as a basis
and creating each possible type of group for each possible graph distance value.
A maximum distance value can be set as a parameter. The groups are collected
in a set to avoid duplication.

Once all groups of activities have been identified, the notion of ‘virtual docu-
ments’ is used to score their similarity. Virtual documents were introduced for
aligning ontologies [6]. A virtual document of a node consists of the words from
all textual information that is related to that node. Given two virtual documents,
their similarity can be calculated based on their distance in a vector space, in
which the dimensions are the terms that appear in the documents and the val-
ues for the dimensions are computed using term frequency [7]. In our setting,
a virtual document for an activity consists of the terms that are derived from
the activity label and, if this information is available, the labels of the roles that
are authorized to perform the activity, the assigned input and output data, and
a textual description of the activity. For a group of activities, the virtual doc-
ument is derived by joining the documents of the respective nodes. Note that
the creation of virtual documents includes a normalization of terms, filtering of
stop-words, and term stemming [8]. Fig. 3(b) illustrates the terms of the virtual
document for the group ‘Sequence E 2’. These terms originate from the activity
labels, the label of the associated role, and the data output of one activity, while
we also applied stop-word filtering and term stemming. Note that the runtime
complexity of this searcher is heavily influenced by one parameter besides size
and structure of the models. The maximal graph distance value for grouping
activities might increase complexity significantly.

Fragment Doc Searcher. This searcher is similar to the distance doc searcher,
except that it relies on the Refined Process Structure Tree (RPST) [9] for group-
ing activities. The RPST parses a process model into a hierarchy of fragments
with a single entry node and a single exit node. Fig. 4(a) depicts these fragments
for the lower process model in Fig. 1. The fragments are defined in such a way
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that they do not overlap. Consequently, they form a tree-structure, as illustrated
in Fig. 4(b) (cf., [9]). We leverage the hierarchy of fragments in order to select
the groups of activities that will be considered by the searcher. Starting with the
leaf fragments of the RPST, the tree is traversed upwards up to a height that is
given as a parameter. All traversed fragments are considered by the searcher that
creates two virtual documents for each fragment, one containing all activities of
the fragment and one containing all activities except those that are boundary
nodes of the fragment. As in case of the Distance Doc Searcher, the similarity of
the virtual documents is assessed using a vector space approach. For the example
in Fig. 4 and a height threshold of two, the searcher considers the fragments B1,
B2, P2, P3, and P4. The runtime complexity of this searcher mainly depends,
besides size and structure of the models, on the height up to which the RPST is
traversed upwards for identifying groups of activities.

Wrapup Searcher. This searcher resembles the Similar Label Searcher, as it
also aims at deriving potential 1:1 matches by analysing the string edit similarity
for the labels of a pair of activities. In contrast to the Similar Label Searcher,
however, not the whole Cartesian product of activities of two process models
is considered. In fact, solely activities that have not been addressed in poten-
tial matches retrieved by other searchers are taken into account. Obviously, the
Wrapup Searcher has to be run after all other searchers. In addition, the thresh-
old for the similarity of two activity labels is typically set to a lower value than
for the Similar Label Searcher.

3.3 Match Boosters

After potential 1:1 and 1:n matches have been identified, the multiset of scored
matches is propagated to a set of boosters. We implemented the following four
boosters as part of the ICoP framework.

Cardinality Booster. This booster reduces the multiset of potential matches to
a set by aggregating the similarity scores for potential matches that associate the
same (sets of) activities to each other. Two matches (A1, A2, s1) and (A3, A4, s2)
with A1 = A3 and A2 = A4 are replaced by a match (A1, A2, sa), such that
sa = s1 + (1 − s1) ∗ s2 is the first score increased by the second relative to
its current value. Note that the operation is symmetric and can iteratively be
applied if more than two scores need to be aggregated.

Subsumption Booster. The idea behind this matcher is that a 1:n match
(A1, A2, s1) might subsume another match (A3, A4, s2), such that A1 = A3 and
A4 ⊂ A2. As similarity scoring based on vector spaces tends to favour documents
consisting of a small number of terms, the subsumed matches will have higher
initial similarity scores on average. To countervail this effect, we boost a 1:n
match, if it subsumes other matches. If the match (A1, A2, s1) subsumes the
match (A3, A4, s2), its similarity score is increased relative to the current value,
such that s1 := s1 + ws ∗ (1− s1) ∗ s2 with ws ∈ [0..1] as a weighting factor.
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Tree Depth Ratio Booster. In contrast to the aforementioned boosters, this
booster considers solely a single match and boosts the score of a match, if its
activities show a certain structural property that is evaluated based on the RPST.
Given a match (A1, A2, s1), we determine the least common ancestors (LCA) of
A1 and A2 in the RPST of the respective process model, denoted by lca(A1) and
lca(A2). Further on, let maxDepth1 and maxDepth2 be the maximal depths of a
fragment in the RPSTs of the two process models. Based thereon, we determine
two ratios by relating the depth of the LCA to the maximal depth of the tree,
i.e., r1 = lca(A1)

maxDepth1
and r2 = lca(A2)

maxDepth2
, with r1, r2 ∈ [0..1]. Boosting the match

takes places, if the average of the two ratios is above a threshold, which indicates
that both LCAs are relatively low in the tree. That, in turn, can be interpreted
as a hint for a good quality of the match. In this case, the similarity score of
the match is increased according to the average of the two ratios, relative to
the current similarity score, i.e., s1 := s1 + (1 − s1) ∗ wr ∗ 0.5 ∗ (r1 + r2) with
wr ∈ [0..1] as a weighting factor.

Distance Ratio Booster. This booster also considers solely single matches.
Here, the structural property that is evaluated relates to the graph distance
as mentioned above. For each of the sets of activities A1 and A2 of a match
(A1, A2, s1), we determine the maximal distance between two activities of this set.
That is, for each activity we compute the distance from or to all other activities
and select the minimal distance. Then, the maximal value of all these minimal
distances is chosen, denoted by maxDistance(A1) and maxDistance(A2), re-
spectively. Furthermore, let maxDistance1 and maxDistance2 be the maxi-
mal distances that can be observed between two activities that are connected
by a path in the two process models. Again, we define two ratios r1 = 1 −
maxDistance(A1)

maxDistance1
and r2 = 1− maxDistance(A2)

maxDistance2
, with r1, r2 ∈ [0..1]. If the average

of both ratios is above a threshold, the similarity score of the match is increased
according, i.e., s1 := s1 + (1 − s1) ∗ wd ∗ 0.5 ∗ (r1 + r2). Here, wd ∈ [0..1] is the
weighting factor.

3.4 Mapping Selectors

Once the match similarities have been adapted by the match boosters, a selector
extracts a mapping from the set of scored potential matches. As mentioned above,
any mapping has to satisfy the constraint of non-overlapping matches. While
selectors follow different notions of quality for a mapping, they have in common
that the derivation of the optimal mapping (w.r.t. to the chosen quality criterion)
is a computationally hard problem. Therefore, our selectors follow a greedy or
1-look-ahead strategy. Experiments in a similar context revealed that results
obtained by a greedy matching strategy are close to those obtained with an
exhaustive strategy [10]. The ICoP framework consists of the following selectors.

Match Similarity Selector. This selector selects a non-overlapping mapping
solely based on the similarity scores assigned to potential matches. The match
with the highest score is selected (in case of multiple matches with an equal
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score one is chosen arbitrarily) and the set of potential matches is reduced by
the matches that are overlapping with the selected match. The mapping is con-
structed iteratively until the highest score for a potential match is below a given
threshold. Besides this greedy strategy, we also implemented a 1-look-ahead strat-
egy, which optimizes the score for the succeeding iteration in case of multiple
matches with equal scores.

Mapping Similarity Selector. This selector neglects the scores assigned to
potential matches and relies solely on the score for a (partial) mapping as pro-
vided by an evaluator. The matches to build the mapping are iteratively selected
such that in each step the match leading to the maximal score for the mapping is
selected. In case of multiple matches meeting this requirement, one is chosen ar-
bitrarily. The procedure terminates once the mapping score cannot be increased
any further. Again, we implemented this greedy strategy and a 1-look-ahead
variant that selects the match that leads to the maximal mapping score in the
succeeding iteration.

Combined Selector. This selector uses both, match scores and mapping scores
as provided by an evaluator. In a first step, the highest match score is deter-
mined. All potential matches having assigned this score are then selected for
the mapping (in case this is not possible due to overlapping matches, selection
is randomised). In a second step, the mapping is iteratively extended with the
match that maximises a combined score that is built from its individual match
score and the mapping score as computed by the evaluator. Here, both scores
are combined in a weighted way (e.g., the mapping score might have a bigger
impact than the match score). The procedure terminates if the combined score
cannot be increased any further. Again, the second step of the selector has been
implemented as a greedy and as a 1-look-ahead strategy.

3.5 Mapping Evaluators

A mapping selector can use a mapping evaluator to score mappings. Given a
(partial) mapping, the evaluators return a single score for the quality of the
mapping. Of course, different notions of quality can be considered. In the ICoP
framework, we implemented the two following evaluators.

Graph Edit Distance Evaluator. This evaluator scores a given mapping
based on the graph edit distance of the two original process models that is in-
duced by the mapped activities. For a pair of graphs and a mapping between
their nodes, the graph edit distance defines the minimal number of atomic graph
operations (substitute node, insert/delete node, (un)grouping nodes, substitute
edge, insert/delete edge) needed to transform one graph into another [11]. For
these operations, only mapped nodes are considered to be substituted and poten-
tially grouped. For example, to transform the upper process to the lower process
in Fig. 1, considering the mapping that is represented in the figure, operations
that have to be performed include: substituting ‘Final Laser Unit Installation’
by ‘Final Laser Installation’; grouping ‘Order Mechanical Parts’ and ‘Develop
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Mechanical Parts’; and inserting ‘Assemble Laser Component’. Optionally, oper-
ations can be weighted instead of just counted (e.g.: a node insertion can count
for 0.8 instead of 1). The graph edit distance can be leveraged to define a similar-
ity score according to [12]. This score is computed as 1 minus the fraction of the
given mapping and a hypothetical ideal mapping. The ideal mapping matches
each node and each edge in one process with a node or an edge in the other pro-
cess with a quality of 1.0. The similarity score defines the quality of the mapping
according to the Graph Edit Distance Evaluator.

Path Relation Evaluator. The evaluator scores a given mapping based on
whether the path relations are preserved for the activities of a pair of matches of
the mapping. For a pair of matches M1 = (A1, A2, s1) and M2 = (A3, A4, s2), we
derive the number of preserved path relations pre(M1, M2) = |{(a1, a2, a3, a4) ∈
(A1 × A2 × A3 × A4) | path(a1, a3) ⇔ path(a2, a4)}| with path(x, y) being a
predicate that denotes the existence of a path from activity x to activity y.
Then, the evaluation score for the pair of matches M1 and M2 is defined as
s(M1, M2) = pre(M1,M2)

|A1×A2×A3×A4| . Based thereon, the score for the mapping is com-
puted by iterating over the Cartesian product of matches and computing the
average of their scores.

4 Evaluation

We evaluate the matchers by comparing the matches that they discover to
matches that business process analysts found in a collection of 20 pairs of pro-
cess models. 3 pairs are taken from a merger in a large electronics manufacturing
company. Each of these pairs represents two processes that have to be merged.
17 pairs are taken from municipalities. Each of these pairs represents a standard
process [13] and an implementation of this standard process by a municipality.
Each process model from the collection has, on average, 31.1 nodes, with a min-
imum of 9 nodes and a maximum of 81 nodes for a single process model. The
average number of arcs pointing into or out of a single node is 1.2 and the average
number of words in the label of a single node is 2.8.

For the 20 process model pairs, process analysts determined a total of 520
matched activity pairs. Of these 520 pairs, 221 were part of a complex match.
However, the distribution of these complex matches in our model collection shows
a high variation. For instance, for 3 out of the 20 model pairs (the model pairs
from the merger), more than 90% of the activity pairs relate to complex matches.
In turn, 6 model pairs contain solely elementary 1:1 matches.

We evaluate the performance of the matchers in terms of precision and recall.
The precision is the fraction of found activity matches that that is correct (i.e.,
that is also found by process analysts). The recall is the fraction of correct activity
matches that is found. The F-Score combines precision and recall in one value. We
also compute the Overall score, an alternative metric that has specifically been
developed for measuring the quality of schema matches [14]. Note that all metrics
are based on activity pairs. Thus, complex matches are split up into activity pairs,
e.g., ({a, b}, {x}) yields two activity pairs ({a}, {x}) and ({b}, {x}).
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Ch = Activity pairs identified by human observer
CCh ⊆ Ch = Activity pairs that are part of a complex match
CEh ⊆ Ch = Activity pairs that are elementary matches (CCh and CEh partition Ch)
Cm, CCm, and CEm are analogously defined as the sets of activity pairs, complex
matches, and elementary matches identified by matcher m.
precision = |Cm ∩ Ch|/|Cm| recall = |Cm ∩ Ch|/|Ch|
recall-elementary = |CEm ∩ CEh|/|CEh| recall-complex = |CCm ∩ CCh|/|CCh|
F -score = 2 · (precision · recall)/(precision + recall)
Overall = recall · (2 − 1/precision)

For our evaluation, we created five matchers within the ICoP framework.

Baseline Matcher. This matcher represents the greedy graph matcher pre-
sented in [12] and consists of a Wrapup Searcher, a Graph Edit Distance
Evaluator, and a Mapping Similarity Selector. This matcher identifies solely
elementary matches and achieves high precision and recall in doing so. There-
fore, we use it as a baseline benchmark for our framework, which focuses on
improving results with respect to complex matches.

Matcher A. This matcher consists of all searchers (cf., Section 3.2) and a Look
Ahead Match Similarity Selector. Thus, it demonstrates the pure perfor-
mance of our searchers.

Matcher B. This matcher extends Matcher A by incorporating all four match
boosters introduced in Section 3.3. Therefore, this matcher shows the impact
of the boosters on the matching process.

Matcher C. This matcher consists of all searchers, but in contrast to matcher
A, it takes the evaluation of (partial) mappings into account when selecting
a mapping. That is, it relies on the Path Relation Evaluator, while a Look
Ahead Combined Selector is used to demonstrate its effect.

Matcher D. This matcher consists of all searchers and evaluates partial map-
pings, but uses another mapping evaluator than matcher C, i.e., a Graph
Edit Distance Evaluator.

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

Precision Recall Recall
Elementary

Recall
Complex

F-Score Overall

Baseline Matcher A Matcher B Matcher C Matcher D

Fig. 5. Metrics derived for the whole model collection

Note that matchers A
and B, as well as C
and D, are very similar.
The former rely solely
on the scores assigned to
matches in order to build
up the mapping, whereas
the latter use a combined
approach that also con-
siders the scores derived
by evaluating a (partial)
mapping.

Fig. 5 depicts the re-
sults of applying these
five matchers to the set
of 20 model pairs, by
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showing the precision, recall, F-Score, and Overall as defined above for one spe-
cific configuration of each matcher that maximises the F-score for the whole
model collection. In addition to presenting the recall as a whole, it presents the
recall for the complex 1:n matches and the elementary 1:1 matches separately.
Note that, although the baseline matcher is not meant to detect complex matches,
it does return some, due the fact that some activity pairs that it identifies as 1:1
matches are actually part of a complex match.

The results show that the architecture works and, while it has a more adapt-
able modular setup, produces the same results as were obtained by the more rigid
matcher that we developed in prior work [12]. The results also show that the
architecture can be used to produce matchers that detect complex 1:n matches
and that their recall is better than that of our baseline matcher. Unfortunately,
the complex matchers improve recall at the expense of precision, leading to an
F-Score that is slightly lower than that of the baseline matcher. The comparison
of the results for matchers A and B reveals that the application of match boost-
ers increases the precision, at the cost of decreased recall. Similarly, the Path
Relation Evaluator in matcher C leads to a better precision than the Graph Edit
Distance Evaluator in matcher D, which, again, is traded for recall to a certain
extent.

There is a large difference between the results with respect to the use-case
from which they were derived. As indicated 3 model pairs originated from a
comparison in a merger, while 17 originated from a comparison of standard
processes to their implementations. The results for the merger model pairs are
much worse than the results for the standard process comparison pairs. With
an F-Score of around 0.3 the results for the merger model pairs are so bad that
we conclude that the matchers cannot be used for this use-case. Qualitative
analysis of the results shows that the reason for the bad performance of the
matchers for this use-case mainly stems from the fact that the activity labels of
matched tasks are very different. This leads to the conclusion that, in order for
the current matchers to work, there must be some level of similarity between
activity labels of similar activities; a pre-condition that is met in the standard
process implementation use-case, but not in the merger use-case.

5 Related Work

Our work can be related to two main areas of research, namely process model
similarity and database schema matchers that aim at finding complex matches.

Work on process model similarity can be traced back to formal no-
tions of behavioural equivalence (see [15]) and integration of process models
(see [16,17,18,19,20]). These works assume that correspondences between pro-
cess models have been identified, but do not discuss how these correspondences
can be found. Recent research in this area provides promising solutions to au-
tomatically match activities in pairs of process models, mainly as a vehicle to
automatically calculate a similarity value for the models altogether. Structural
and semantic information is used in [21], behavioural information in [22], and



496 M. Weidlich, R. Dijkman, and J. Mendling

graph-edit distance techniques are used as well [10]. All these approaches only
identify 1:1 matches between activities, just as many approaches from schema
matching do [3,7]. With our ICoP framework we address the need to automati-
cally propose complex matches between process model activities, which has been
identified in [1].

One of the few database schema matching approaches that consider complex
matches is the iMAP system [4]. iMAP inspired our work, as it introduces the
idea of searching the space of potential complex matches using a set of searchers
implementing different search heuristics. Subsequently, the similarity of target
entities and potential matches is analysed in order to select the final mapping. In
contrast to our work, iMAP searchers exploit the value distribution of instance
data and also take domain knowledge (e.g., domain constraints) into account.
Another fundamental difference is the search result, as iMAP searchers derive
(linguistic, numeric, structural) mapping expression. While these expressions are
of crucial importance for relating database entities to each other, they might
be derived automatically in case of process model correspondences. Given a
match between one activity in one process model and multiple activities in a
second model, the model structure can be leveraged to decide whether the former
corresponds to the conjunction, disjunction, or another logical combination of
the latter. Similarly, the approach presented by Xu and Embley [23] relies on
the discovery of characteristics for the instance data, the application of domain
ontologies that describe expected data values, and further external knowledge
(i.e., WordNet relations). Other work that aims at finding complex matches
uses correlation mining techniques. The DCM framework [24] proposes to mine
web query interfaces in order to identify grouping attributes, i.e., attributes
that tend to be co-occurring in web interfaces. This knowledge is exploited to
mine negative correlations between groups of attributes, which, in turn, hint at
potential complex matches. Note that there are other matchers, e.g., Cupid [25],
that retrieve complex matches by just applying a static similarity threshold
for the selection of matches. Given a similarity matrix for all model elements,
various match combinations for a single element might show similarity values
above the threshold, such that complex matches are created. However, such an
approach does not hint at strategies that are used to identify complex matches,
as it assumes this knowledge to be already encoded in the similarity matrix.

We summarize that the few existing approaches for finding complex matches
extensively rely on instance data and external knowledge. The former is not
always available for process models, while the latter raises the question of how
to utilize external knowledge for a dedicated domain. Nonetheless, the use of
instance data and external knowledge are promising directions for future work.

6 Conclusion

This paper presents the ICoP framework, which provides a flexible and adapt-
able architecture for the implementation of matchers, by splitting up matchers
into searcher, booster, evaluator and selector components. Also, it enables the
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development of matchers that detect complex 1:n matches, where existing match-
ers focus on detecting elementary 1:1 matches. Experimental results show that
the framework can reproduce results of existing matchers by composing them
from separate searcher, booster, evaluator, and selector components. The results
also highlight that we are able to identify a significant number of complex 1:n
matches. While this demonstrates the potential of our framework for improving
matching results, we also explicated that, compared to existing 1:1 matchers,
the increase in recall is often traded for a decrease in precision. Finally, the ex-
periments show that a minimal level of label similarity for similar activities is
required for the matchers to produce acceptable results. This level is met in case
matches are determined between standard processes and their implementations,
but not for the use-case in which matches are determined between processes that
must be merged.

We aim at addressing this phenomenon in future work. In order to counteract
the decrease in precision when considering complex matches, we plan to integrate
the usage of external knowledge into the ICoP framework. The usefulness of ap-
plying such knowledge in general, and WordNet in particular, has been demon-
strated by the aforementioned approaches for matching data schemas [4,23]. It is
worth to mention that external knowledge for the domain of business processes
is also available in terms of several reference models such as the MIT Process
Handbook. Moreover, we aim at extending the framework towards n:m matches.
That requires new heuristics to select groups of activities for analysis, as the
combinatoric problem is increased even further for this kind of matches.
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Abstract. Process compliance measurement is getting increasing atten-
tion in companies due to stricter legal requirements and market pressure
for operational excellence. On the other hand, the metrics to quantify
process compliance have only been defined recently. A major criticism
points to the fact that existing measures appear to be unintuitive. In
this paper, we trace back this problem to a more foundational question:
which notion of behavioural equivalence is appropriate for discussing
compliance? We present a quantification approach based on behavioural
profiles, which is a process abstraction mechanism. Behavioural profiles
can be regarded as weaker than existing equivalence notions like trace
equivalence, and they can be calculated efficiently. As a validation, we
present a respective implementation that measures compliance of logs
against a normative process model. This implementation is being evalu-
ated in a case study with an international service provider.

1 Introduction

Compliance management is becoming increasingly important. Companies seek
for a better control of their processes not only to satisfy new legal requirements
but also to leverage cost-saving opportunities through standardization of busi-
ness operations. Once non-compliant cases of operations are detected, the com-
pany can either update its process model to cover the respective case or it can
impose new mechanisms to enforce best practice execution. In this way, com-
pliance management is a central piece in the puzzle of advancing a company
towards a higher degree of process maturity.

In order to make compliance management work in practice, it is required to
gather detailed information on the execution of particular business processes.
In recent years, process mining has emerged as a technique that automatically
reworks process logs data such that managerial decision making can be sup-
ported [1]. Most importantly, certain key measures of compliance management
can easily be quantified. Therefore, some compliance metrics have been proposed
in recent literature, e.g., by Medeiros et al. [2], and Rozinat and van der Aalst [3].

B. Pernici (Ed.): CAiSE 2010, LNCS 6051, pp. 499–514, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



500 M. Weidlich et al.

These metrics check a set of logs against a normative process model to calculate
the degree of compliance.

The aforementioned metrics have a few drawbacks. On the one hand, they rely
on state-based techniques that involve replaying the logs. They are based on the
notion of trace equivalence, which is a weak notion in the linear time – branching
time spectrum [4]. As a consequence, these approaches have to cope with the
state explosion problem in order to achieve efficient computation [5]. That, in
turn, leads to the application of heuristics that have to be tuned for a certain
setting. On the other hand, these metrics have been tested by Gerke et al. [6]
for their applicability in a case study with a German air carrier. As it turned
out, these metrics yielded non-compliance values that are significantly smaller
than the degree of non-compliance perceived by the business users. While adap-
tations to the metrics have been proposed, the conceptual basis in terms of trace
equivalence remains unchanged. These results, along with the inherent complex-
ity of state-space based approaches, suggest to choose a different approach for
measuring compliance.

In this paper, we approach the problem from the perspective of relations be-
tween pairs of activities or log events, respectively, instead of trying to replay logs
according to a rather strict notion of equivalence. Thus, our contribution is a foun-
dation of compliance measurement in a notion that is more relaxed than trace
equivalence. We utilize behavioural profiles as a base line to calculate novel com-
pliance metrics. As behavioural profiles can be calculated efficiently, we avoid per-
formance issues of existing state-based metrics. We implemented our approach
and validated it on an industry case study. In this context, our metrics showed a
good approximation of the compliance as perceived by the business users.

Against this background, the paper is structured as follows. Section 2 discusses
the challenge of measuring compliance by means of an example and elaborates on
existing compliance metrics. Subsequently, Section 3 presents preliminaries for
our investigations. Section 4 introduces compliance metrics based on behavioural
profiles. Based thereon, Section 5 presents findings from our validation, for which
we implemented a prototype and tested it on real-world logs. Section 6 discusses
our approach in the light of related work. Finally, Section 7 concludes the paper
and identifies topics for future research.

2 Background

In this section, we discuss the challenges of measuring behavioural compliance.
Fig. 1 shows the example of a BPMN process model that includes 11 activities,
all named with a capital letter. The diamonds define the routing behaviour of the
BPMN model. Once I and A have been executed, there is a choice being made
whether the branch including B is executed or as an exclusive alternative, the
branch leading to the diamond with the plus sign. The latter option leads to a
parallel execution of the sequences C, D, E and F , G, H . Finally, these branches
are synchronized and control is passed through the merge node (with the X in the
diamond) towards the completion of the process after execution of O.
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Fig. 1. Example of a BPMN process model

The challenge of compliance measurement is to quantify the degree to which
a certain set of logs matches a normative process model. Logs (or log files)
represent observed execution sequences of activities from the normative process
model. In the desirable case the logs completely comply with the behaviour
defined by the process model. In this case, the logs are valid execution sequences.
In practice, however, observed execution sequences often deviate from predefined
behaviour. This may be the case when the execution order is not explicitly
enforced by the information system that records the logs. In fact, it is also
possible that people deliberately work around the system [1]. This may result in
logs such as the following for the process model in Fig. 1.

◦ Log L1 = I, A, C, D, F, G, E, H, O
◦ Log L2 = I, A, C, B, E, F, H, O
◦ Log L3 = I, A, E, D, C, H, G, O, F
◦ Log L4 = I, C, D, F

From these four logs, only the first one is also a valid execution sequence, i.e., it
can be completely replayed by the process model. Still, the other logs capture a
good share of the behaviour defined in the model. Such cases make it necessary
to measure compliance a posteriori.

Compliance measurement has recently been approached using state-based con-
cepts from the Petri nets theory. The idea of the fitness measure proposed by
Medeiros et al. [2] is to replay the log through the model. Activities that are
enabled in the model when they appear in the log are counted and related to the
overall number of activities. If an activity is not enabled, the respective Petri net
transition is forced to fire, which produces a token on each of its output places.
In this way, one can quantify compliance of the logs against the process model
as a ratio of enabled activities to the total number of activities. For example,
in Fig. 1, log L1 can be completely replayed and has therefore a compliance
value of 1. Instead, log L2 can be replayed solely until B appears in the log.
This activity is then fired without being enabled. The same holds for E and
H . Therefore, three firings are non-compliant from the eight firings altogether,
yielding a fitness value of 0.63. In log L3, activities E, D, H , and G are forced
to fire although they are not enabled. Thus, altogether, only I, A, C, O, and
F are fired correctly from nine tasks. Therefore, the fitness is 0.56. Finally, for
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log L4, the absence of activity A in the log implies a non-compliant firing of C
and D, such that fitness is two out of four, which is 0.5.

As mentioned above, the metrics proposed by Medeiros et al. are based on
computationally hard state space exploration, which has to be addressed using
heuristics for the general case. In addition, other work reports on these metrics as
yielding compliance values which are significantly lower than what is considered
to be correct by domain experts [6]. Therefore, for our notion of log compliance,
we do not try to replay the log through the model. Instead, we identify different
types of constraints that a process model can impose for a pair of activities on the
execution order activities, such as exclusiveness (B and C in Fig. 1) and order (C
and E in Fig. 1). Based thereon, the preservation of these constraints is leveraged
to assess the compliance of a given log. Besides constraints in terms of execution
order, we also take the obligation to execute a single activity in a process model
into account. Evidently, activities that are defined as being mandatory in the
process model have to occur in a log, or can be expected to occur in future if
the process has not yet completed. An example for such a mandatory activity in
the model in Fig. 1 is activity A. A third group of constraints that we evaluate
relates to the causal coupling of executions for a pair of activities. That is, the
occurrence of one activity implies the occurrence of another activity. For instance,
both activities, C and E, are optional for the completion of the example process.
Still, the occurrence of C implies the occurrence of E, i.e., their execution is
causally coupled.

While these behavioural constraints are not addressed in existing compliance
metrics, we show how they can be leveraged in order to assess the compliance of
a log in the remainder of this paper.

3 Preliminaries

This section gives preliminaries for our work in terms of a formal framework.
For our investigations we use a notion of a process model that is based on a
graph containing activity nodes and control nodes, which, in turn, captures the
commonalities of process description languages. Thus, the subset of BPMN used
in our initial example can be traced back to the following definition of a process
model.

Definition 1. (Process Model) A process model is a tuple P = (A, ai, ao, C, F, T )
with
◦ A as a non-empty set of activity nodes, and C as a set of control nodes, A

and C are disjoint,
◦ ai ∈ A as an initial activity, ao ∈ A as a final activity,
◦ F ⊆ ((A \ {ao}) ∪ C)× ((A \ {ai}) ∪ C) as the flow relation, and
◦ T : C 	→ {and, or, xor} as a function that assigns a type to control nodes.

In the remainder of this paper, the identity relation for activities is denoted
by idA, i.e., (a, a) ∈ idA for all a ∈ A. Further on, we do not formalise the
execution semantics of a process model, but assume an interpretation of the
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model following on common process description languages, such as BPMN, EPCs,
or UML activity diagrams. It is worth to mention that we do not assume a
certain definition of semantics for the inclusive OR construct, which raises serious
issues in cyclic structures. We solely assume the existence of such a definition.
Under the assumption of a definition of execution semantics, the set of all valid
execution sequences, as well as the notion of a process log, can be defined as
follows.

Definition 2. (Execution Sequence, Execution Log) The set of execution se-
quences EP for a process model P = (A, ai, ao, C, F, T ) is the set of all lists of
the form {ai}·A∗ ·{ao}, that can be created following on the execution semantics
of P . An execution log LP that has been observed for P is a non-empty list of
the form A∗.

Note that we speak of an execution sequence of a process model, solely in case the
sequence is valid regarding the process model, i.e., it can be completely replayed
by the model. In contrast, a log is a non-empty sequence over the activities of a
process model. As a short-hand notation, we use AL ⊆ A to refer to the subset
of activities of a process model that is contained in log L.

In order to capture the constraints imposed by a process model on the order
of activity execution, we rely on the concept of a behavioural profile [7]. Be-
havioural profile defines relations for all pairs of activities of a process model.
These relations, in turn, might be interpreted as the essential behavioural char-
acteristics specified by the models. All behavioural relations are based on the
notion of weak order. That is, two activities are in weak order, if there exists an
execution sequence in which one activity occurs after the other. Here, only the
existence of an execution sequence is required.

Definition 3 (Weak Order (Process Model)). Let P = (A, ai, ao, C, F, T )
be a process model and EP its set of execution sequences. The weak order relation
�P ⊆ (A×A) contains all pairs (x, y), such that there is an execution sequence
σ = n1, . . . , nm in EP with j ∈ {1, . . . , m − 1} and j < k ≤ m for which holds
nj = x and nk = y.

Based thereon, we define the relations of the behavioural profile for pairs of
activities. Each pair can be related by weak order in three different ways.

Definition 4 (Behavioural Profile (Process Model)). Let P = (A, ai, ao,
C, F, T ) be a process model. A pair (x, y) ∈ (A × A) is in at most one of the
following relations:
◦ The strict order relation �P , iff x �P y and y ��P x.
◦ The exclusiveness relation +P , iff x ��P y and y ��P x.
◦ The interleaving order relation ||P , iff x �P y and y �P x.

The set BP = {�P , +P , ||P } is the behavioural profile of P .

Note that we say that a pair (x, y) is in reverse strict order, denoted by x �−1
P y,

if and only if y �P x. Interleaving order is also referred to as observation con-
currency. Further on, the relations of the behavioural profile along with reverse
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strict order partition the Cartesian product of activities [7]. We illustrate the
relations of the behavioural profile by means of our example model in Fig. 1.
Here, for instance, it holds I � D. Evidently, strict order does not imply the
actual occurrence, i.e., activity D might not be executed. Further on, B + C
as both activities will never occur in a single valid execution sequence of the
model, and C||G as C might occur before G and vice versa. Note that it holds
B||J due to the control flow cycle. That is, an occurrence of J is followed by an
occurrence of B. Further on, an activity is either said to be exclusive to itself
(e.g., I +I) or in interleaving order to itself (e.g., B||B). The former holds, when
an activity cannot be repeated, whereas the latter implies that the activity is
part of a control flow cycle.

The concept of a behavioural profile relates pairs of activities according to
their order of potential occurrence, whereas further behavioural characteristics
are not considered. Both, the fact that an activity is mandatory for process
completion and causality between activities are not covered. Causality, in turn,
involves two orthogonal aspects, i.e., the order of activity occurrences and their
causal coupling (the occurrence of one activity enforces the occurrence of another
activity). While the former is already addressed by the behavioural profile in
terms of the (reverse) strict order relation, the latter is not captured. In order to
cope with these aspects, the behavioural profile is extended by a fourth relation,
yielding the causal behavioural profile.

Definition 5 (Causal Behavioural Profile (Process Model))
Let P = (A, ai, ao, C, F, T ) be a process model.
◦ A pair (x, y) ∈ (A × A) is in the co-occurrence relation  P , iff for all

execution sequences σ = n1, . . . , nm in EP it holds ni = x with 1 ≤ i ≤ m
implies that there is an index j ∈ {1, . . . , m}, such that nj = y.
◦ The set B+

P = BP ∪ { P } is the causal behavioural profile of P .

Given a process model P = (A, ai, ao, C, F, T ), the set of mandatory activities
AM ⊆ A is given by all activities that are co-occurring with the initial activity,
that is, AM = {a ∈ A | ai  P a}. Moreover, causality holds between two
activities a1, a2 ∈ A, if they are in strict order, a1 �P a2 and the occurrence of
the first implies the occurrence of the second, a1  P a2. Again, we refer to the
example in Fig. 1 for illustration purposes. In this model, there are only three
mandatory activity, namely AM = {I, A, O}. Moreover, it holds C  E and
E  C. Thus, all complete execution sequences of the process model that contain
activity C are required to also contain activity E, and vice versa. In addition,
the model specifies a strict order relation between both activities, C � E, such
that we speak of a causal dependency from C to E.

4 Measuring Compliance Based on Behavioural Profiles

This section introduces compliance metrics based on behavioural profiles. First,
Section 4.1 shows how the concepts introduced in the previous section can be
lifted to logs. Second, we elaborate on a hierarchy between the relations of the
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behavioural profile in Section 4.2. Based thereon, we introduce the compliance
metrics in Section 4.3.

4.1 Causal Behavioural Profiles for Logs

In order to lift the concept of behavioural profiles to logs, first and foremost,
we have to clarify the notion of weak order for logs. Following on the definition
given for process models, two activities are in weak order in a log, if the first
occurs before the second.

Definition 6 (Weak Order (Log)). Let LP = n1, . . . , nm be a log of a process
model P = (A, ai, ao, C, F, T ). The weak order relation �L ⊆ (AL×AL) contains
all pairs (x, y), such that there exists two indices j, k ∈ {1, . . . , m − 1} with
j < k ≤ m for which holds nj = x and nk = y.

Based thereon, we define the behavioural profile of a log.

Definition 7 (Behavioural Profile (Log)). Let LP = n1, . . . , nm be a log of
a process model P = (A, ai, ao, C, F, T ). A pair (x, y) ∈ (AL ×AL) is in at most
one of the following relations:
◦ The strict order relation �L, iff x �L y and y ��L x.
◦ The interleaving order relation ||L, iff x �L y and y �L x.

The set BL = {�L, ||L} is the behavioural profile of L.

Again, the pair (x, y) is in reverse strict order, denoted by x �−1
L y, if and

only if y �L x. The relations of the behavioural profile along with reverse strict
order partition the Cartesian product of elements of a log. For the exemplary
log L3 = I, A, E, D, C, H, G, O, F , for instance, it holds C � F and D �−1 A.

It is worth to mention that there are fundamental differences when interpret-
ing the behavioural profile for a process model and a log. On the one hand,
in contrast to the profile of a process model, we cannot observe exclusiveness
between two activities in a single log. On the other hand, activities that might
be enabled concurrently in a process model (e.g., C and G in our example) are
related by interleaving order in the behavioural profile of the model (C||G). How-
ever, if both activities are not part of a control-flow cycle, they might be related
by strict order or reverse strict order in the profile of a corresponding log. For
instance, for the log L3 = I, A, E, D, C, H, G, O, F , we observe C � G as the
behavioural relation for activities C and G.

Moreover, we can also lift the definition of a causal behavioural profile to
process logs. Obviously, all elements of a log are co-occurring.

Definition 8 (Causal Behavioural Profile (Log)). Let LP = n1, . . . , nm be
a log of a process model P = (A, ai, ao, C, F, T )
◦ The co-occurrence relation  L= (AL × AL) contains all pairs of log

elements.
◦ The set B+

L = BL ∪ { L} is the causal behavioural profile of L.
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4.2 A Hierarchy of Behavioural Relations

As mentioned above, there is a fundamental difference between behavioural pro-
files of process models and of logs. The former defines relations based on the
set of all possible execution sequences, whereas the latter considers only one
observed execution sequence as defined by the log. In order to cope with this
phenomenon, we introduce a hierarchy between the relations of behavioural pro-
files (we neglect the co-occurrence relation at this stage). The idea is to order
the behavioural relations based on their strictness. We consider the exclusive-
ness relation as the strongest relation, as it completely disallows two activities
to occur together in an execution sequence. In contrast, the interleaving order
relation can be seen as the weakest relation. It allows two activities to occur in
any order in an execution sequence. Consequently, the strict order and reverse
strict order relation are intermediate relations, as they disallow solely a certain
order of two activities. We formalize this hierarchy between behavioural relations
as a subsumption predicate. Given two behavioural relations between a pair of
two activities, this predicate is satisfied, if and only if the first relation is equal
or weaker than the second.

Definition 9 (Subsumption Predicate). Given two behavioural relations
R, R′ ∈ {�, �−1, +, ||} of the same or different behavioural profiles, the sub-
sumption predicate S(R, R′) is satisfied, iff (R ∈ {�, �−1} ∧ R′ = +) or
R = R′ or R = ||.

Again, we illustrate this concept using the example model in Fig. 1 and the log
L3 = I, A, E, D, C, H, G, O, F . As mentioned above, for activities C and G, it
holds C||G in the profile of the process model and C � G in the profile of the
log. The former specifies that C and G might occur in any order in an execution
sequence, owing to the interleaving semantics of activities that are enabled con-
currently. The latter, in turn, captures the fact that the occurrences of C and
G in the log are ordered. However, we see that there is a subsumption relation
between both relations, as S(||, �) is satisfied. Evidently, this information has
to be taken into account when assessing compliance of logs. This stems from the
fact that logs do not hint at potential interleaving execution of activities.

4.3 Compliance Metrics

For our measurements of compliance between a process model and a log, we
consider three aspects separately, namely execution order, mandatory activities,
and casual coupling. While the last two aspects address the question what should
be contained in the log (activities that are mandatory in a global sense or that are
implied by the occurrence of other activities in the log), the first aspect clarifies
how these activities should be ordered in the log. While each of these aspects is
assessed by a separate compliance degree, their values may be aggregated into a
single compliance degree.

Execution order compliance is motivated by the fact that the order of exe-
cution of activities as specified by the log should be in line with the ordering
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constraints as imposed by the process model. Evidently, the question whether
there is such a difference is of limited usefulness. Instead, any deviation has
to be quantified to allow for thorough compliance analysis. We achieve such a
quantification based on the notion of behavioural profiles and the hierarchy of
behavioural relations. That is, we analyse the Cartesian product of activities
that are contained in a log and determine, whether the behavioural relation for
a pair of activities in the log is subsumed by the relation specified in the process
model. Based thereon, the degree of behavioural compliance is defined as a ratio
of consistent behavioural relations relative to the number of activity pairings in
the log. Note that for the case of a behavioural relation that holds between an
activity and itself, the subsumption predicate cannot be applied. If an activity
can occur at most once in the process model (it is exclusive to itself), it is not
allowed to occur multiple times in the log (it cannot be in interleaving order
to itself), whereas the opposite case (exclusive in the log, in interleaving order
in the model), as well as equal relations, are considered to be compliant. Based
thereon, we define execution order compliance.

Definition 10 (Execution Order Compliance). Let LP = n1, . . . , nm be a
log of a process model P = (A, ai, ao, C, F, T ). Then, the set SR ⊆ (AL × AL)
contains all pairs of activities (x, y), for which the behavioural relation in LP

is subsumed by the relation in P , i.e., ∀ R ∈ (BP ∪ {�−1
P }), R′ ∈ (BL ∪ {�−1

L

}) [ (xRy∧xR′y)⇒ (S(R, R′) ∨ (x = y ∧ R = ||P ∧ R′ = +L)) ]. The degree
of execution order compliance of LP to P is defined as

ECLP =
|SR|

|(AL ×AL)| .

Note that the compliance degree ECLP for a log is between zero, i.e., no execution
order compliance at all, and one indicating full execution order compliance. It is
worth to mention that this degree is independent of the size of the process model,
as solely the activity pairs found in the log are considered in the computation.
Given the log L3 = I, A, E, D, C, H, G, O, F and our initial example (cf., Fig.1),
we see that various order constraints imposed by the model are not satisfied.
For instance, D � E and G � H are specified in the model, whereas we have
D �−1 E and G �−1 H in the profile of the log. That, in turn, leads to an
execution order compliance degree of EC = 67

81 ≈ 0.83 for this particular log.
Due to the fact that execution order compliance relates solely to the ordering

constraints, we embrace further process characteristics for compliance measure-
ments. In particular, we take the mandatory activities that are required for
completion of the process into account. The ratio of mandatory activities of the
process model that are contained in the log, and all mandatory activities would
be a straight-forward measure for this aspect. However, we want to consider also
logs that might not have completed yet, such that missing mandatory activities
might be added later on. In order to cope with this, not all mandatory activi-
ties of the process model are required to occur in the log. Instead, we consider
only those mandatory activities, for which we can deduce from the log that they
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should have been observed already. That is, a mandatory activity is considered,
if it is either in the log, or it is in strict order with one of the activities in the
log.

Definition 11 (Mandatory Execution Compliance). Let LP = n1, . . . , nm

be a log of a process model P = (A, ai, ao, C, F, T ) and AM = {a ∈ A | ai  P a}
the set of mandatory activities of P . Then, the set EAM ⊆ AM contains all
mandatory activities a1 that are in the log or can be expected to be in the log,
i.e., a1 ∈ AL or ∃ a2 ∈ AL [ a1 �= a2 ∧ a1 �P a2 ]. The degree of mandatory
execution compliance of LP to P is defined as

MCLP =

{
1 if EAM = ∅,
|AL∩AM |
|EAM | else.

Consider the log L4 = I, C, D, F of our initial example. The process model in
Fig. 1 specifies three mandatory activities, i.e., activities I, A, and O. While
activity I is in the log, activity A is not, although we know that it should have
been observed already owing to the strict order relation between A and C, D,
and E, respectively. The mandatory activity O is not required to occur in the log,
as the log does not contain any activity that is in strict order with O. Therefore,
the log contains one out of two expected mandatory activities, such that the
execution compliance degree is MC = 0.5. Note that the mandatory execution
compliance degree might be overestimated. That is, a mandatory activity might
be part of a control flow cycle, while the log does not contain any activity that is
in strict order with the mandatory activity. In this case, the mandatory activity
will not be considered in the mandatory execution compliance degree. This holds,
even though the log might already contain activities that can only be reached
after executing the mandatory activity in the process model.

The mandatory execution compliance relates to activities that should be ob-
served in each log as they are required for completion of the process. Still, there
might be dependencies between the occurrences of activities even though they
are not mandatory. In the model in Fig.1, for instance, neither activity C nor E
are mandatory for completion. However, there is a causal relation between both,
as the occurrence of C implies the occurrence of E. While the correctness of
the order of occurrence for both activities has already been incorporated in the
notion of execution order compliance, the causal coupling of their occurrences
has still to be taken into account. Therefore, for each activity a in the log, we
also check whether activities for which the occurrence is implied by a are also
in the log. Again, we have to consider the eventuality of incomplete logs, such
that this requirement must hold only in case there is sufficient evidence that the
implication is not satisfied. That is, there is another activity in the log for which
the model specifies strict order to the activity under investigation.

Definition 12 (Causal Coupling Compliance). Let LP = n1, . . . , nm be a
log of a process model P = (A, ai, ao, C, F, T ). Then, the set ECM ⊆ ( P \idA)
contains all pairs of co-occurring activities (a1, a2), such that the first activity is
in the log, while the second activity is in the log or can be expected to be in the
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Table 1. Compliance results for the logs of the initial example (cf., Section 2)

EC MC CC C
Log Execution Mandatory Causal Overall

Order Execution Coupling Compliance

L1 = I, A,C, D, F, G, E, H, O 1.00 1.00 1.00 1.00
L2 = I, A,C, B, E, F, H, O 0.88 1.00 0.80 0.89
L3 = I, A,E, D, C, H,G, O, F 0.83 1.00 1.00 0.94
L4 = I, C, D, F 1.00 0.50 0.69 0.73

log, i.e., a1 ∈ AL and a2 ∈ AL ∨ ∃ a3 ∈ AL [ a2 �P a3 ]. The degree of causal
coupling compliance of LP to P is defined as

CCLP =

{
1 if ECM = ∅,
|(AL×AL)\idAL

∩	P |
|ECM | else.

We illustrate causal coupling compliance using our initial example and the log
L2 = I, A, C, B, E, F, H, O. Although all mandatory activities are contained in
the log, we see that, for instance, C  D is not satisfied. This is penalised
as the log contains E and it holds D � E in the process model. In other
words, the occurrence of E in the log provides us with evidence that we should
have observed D, too. Thus, the absence of this activity impacts on the causal
coupling compliance. Note that the same holds true for all co-occurrence relations
involving activity G, such that the degree of causal coupling compliance is CC =
33
41 ≈ 0.80 for this particular log. It is worth to mention that the causal coupling
compliance degree might be overestimated. An example for this phenomenon
would be the log I, A, J for the model in Fig. 1. There is a causal coupling
J  B in this model. However, the absence of B would not be penalised as
there is no activity in the log that is in strict order for B and, therefore, would
provide us with sufficient evidence that B should have been observed already.

Given compliance degrees for the three aspects, execution order, mandatory
activities, and casual coupling, we can aggregate the compliance degree of a log.

Definition 13 (Log Compliance). Let LP = n1, . . . , nm be a log of a process
model P = (A, ai, ao, C, F, T ). The compliance of LP to P is defined as

CLP =
1
3
(ECLP +MCLP + CCLP ).

Applied to our example process model and the four exemplary logs introduced
in Section 2, our compliance metrics yield the results illustrated in Table 1. As
expected, the first log L1, which represents a valid execution sequence of the
process model satisfies all constraints, such that our metric indicates full overall
compliance. In contrast, the execution order constraints are not fully satisfied in
the second log L2 (e.g., the exclusiveness in the model between B and C is broken
in the log). In addition, the causal coupling is not completely respected in the
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Fig. 2. BPMN model of the Security Incident Management Process (SIMP)

log either, as discussed above. Further on, for the log L3, the execution order is
not completely in line with the process model. Regarding the log L4, we already
discussed the absence of a mandatory activity that should have been observed,
leading to a mandatory execution compliance degree below one. Note that this
also impacts on the causal coupling compliance. Thus, a mandatory execution
compliance degree smaller than one, will also be reflected in the causal coupling
compliance degree. However, the opposite does not hold true, as illustrated for
the log L2. Although this log shows full mandatory execution compliance, its
causal coupling compliance degree is below one.

5 Case Study: Security Incident Management Process

To demonstrate and evaluate our approach, we apply it to the Security Incident
Management Process (SIMP) — which is an issue management process used in
global service delivery centres. The process and the logs have been minimally
modified to remove confidential information. Fig. 2 shows the BPMN model of
SIMP solicited from domain experts.

SIMP is used in one of IBM’s global service delivery centres that provides in-
frastructure management and technical support to customers. When a customer
reports a problem or requests a change, an issue is created, spawning a new in-
stance of the process. Details about the issue may be updated, a plan to resolve
the issue must be created, and change management related activities may be
performed if required. Then, target dates for issue resolution may be monitored
and relevant risks may be documented. A Customer Extension of target dates
may be processed during any of the above activities (parallel path). Once the
steps for resolution are taken and verified, the resolver must propose to close the
issue. Based on the evidence that the issue is indeed resolved, the issue creator
may close the issue. Otherwise, the proposal must be rejected.

For the SIMP process we analysed 852 logs, each consisting of a set of log
entries. Such a log entry has an activity name, activity description, and the
time-stamp marking the time of execution of the activity. Although the process
is standardized and documented, it is not orchestrated via workflow tools in the
IBM’s global service delivery centre under investigation. Instead, it is manually
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Table 2. Compliance results for the SIMP process derived from 852 logs

EC MC CC C
Execution Mandatory Causal Overall

Order Execution Coupling Compliance

Average Value 0.99 0.96 0.95 0.96
Min Value 0.31 0.60 0.50 0.61
Max Value 1.00 1.00 1.00 1.00
Logs with Value of 1.00 78.64% 84.15% 84.15% 76.17%

carried out. Hence, the employees are free to deviate from the process. As a
result, the logs may or may not specify valid execution sequences of the process
model.

For each log, we analysed its compliance using the metrics proposed in this
paper. Table 2 gives a summary of this analysis in terms of the average com-
pliance value of all logs, the observed minimal and maximal compliance values,
and the share of fully compliant logs. The compliance values were discussed with
the manager of the process. The average values reflect the manager’s perception
that SIMP is running satisfactory and most cases are handled in a compliant
way. As the minimum values show, it was also possible to identify cases of low
compliance.

We are not able to directly compare our results with the approach proposed
in [2]. This is mainly due to the inherent complexity of the state space explo-
ration, which is exponential in the general case. Even a maximally reduced Petri
net of our SIMP process contains a lot of silent steps owing to several activities,
for which execution is optional. That, in turn, leads to a significant increase of
the state space to investigate when trying to replay a log. While compliance
values might still be derived following the most greedy strategy, these results
are of a limited validity as they highly underestimate the degree of compliance.
However, it is worth to mention that even with the most greedy strategy, compu-
tation of the compliance values for all logs took around 15 seconds. In contrast,
computing the compliance metrics proposed in this paper for all logs, in turn,
could be done within milliseconds. Moreover, an isolated analysis of a sample
of 30 logs for which computation of the fitness metric is possible with a 5-step-
ahead strategy revealed that the fitness compliance values are all lower than the
values derived by our metrics. This is in line with the criticism of [6] that the fit-
ness concept appears to be too strict. These differences probably stem from the
different normalisation of any behavioural deviation. The fitness metric relates
tokens additionally created (removed) to the number of all consumed (produced)
tokens when replaying a log. In contrast, our approach considers violations on
the level of relations between activities. Therefore, a single violation according
to our notion, can be reflected multiple times in the fitness metric.

The adaptations of [6] could not be compared either to our values since the
respective implementation is not publicly available. But as they are also defined
on state concepts, we can assume results similar to those obtained above.
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6 Related Work

In this section we discuss the relation of our work to compliance measurement,
behavioural equivalence, and process similarity.

Compliance measures are at the core of process mining. Similar relations, but
not exactly those of behavioural profiles, are used in [8] to characterise a pro-
cess as a pre-processing step for deriving a model. As mentioned before, the
work in [2,3] proposes a fitness measure for process mining, while, based thereon,
adaptations are discussed in [6]. In this paper, we demonstrated that our ap-
proach benefited from the efficient calculation of the behavioural profiles from
free-choice process models as defined in [7]. In fact, behavioural profiles can be
derived in O(n3) time with n as the number of activities of a process model.
Therefore, in contrast to the fitness calculation, our metrics can be computed
within milliseconds. Further on, following on the criticism of [6], our case study
provided us with evidence that our metrics are close to managers’ perception of
compliance. The detection of differences between process models, not their mea-
surement, is also discussed in related work. The approaches presented in [9,10]
provides a systematic framework of diagnosis and resolution of such mismatches.

The concept of behavioural profile in general relates to different notions of
behavioural equivalence such as trace equivalence and bisimulation. These no-
tions build on state concepts and can often not be calculated as efficiently as
behavioural profiles. They also yield only a true or false answer and they are
not directly applicable to execution sequences [11,12]. Behaviour inheritance is
closely related to these notions. Basten et al. [13] define protocol inheritance and
projection inheritance based on labelled transition systems and branching bisim-
ulation. A model inherits the behaviour of a parent model, if it shows the same
external behaviour when all actions that are not part of the parent model are
either blocked (protocol inheritance) or hidden (projection inheritance). Similar
ideas have been presented in [14,15]. The boolean characteristics of these notions
have been criticized as inadequate for many process measurement scenarios [2].

The question of process similarity has been addressed from various angles.
Focussing on behavioural aspects, [16,17] introduce similarity measures based
on an edit distance between workflows. Such an edit distance might be based
on the language of the workflow, the underlying automaton, or based on the
n-gram representation of the language. A similar approach is also taken in [18],
in which the authors measure similarity based on high-level change operations
that are needed to transform one model into another. Close to our behavioural
abstraction of a behavioural profile are causal footprints as introduced in [19].
The authors also show how the footprints can be leveraged to determine the sim-
ilarity between process models. All these similarity notions are either expensive
in terms of calculation, whereas behavioural profiles can be calculated efficiently.

7 Conclusion

In this paper, we have discussed the challenges of providing compliance measure-
ments in an appropriate and efficient way. Our contribution is a novel proposal
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for metrics based on behavioural constraints on pairs of tasks for compliance
measurement. In this way, we avoided performance problems of state-based met-
rics by using behavioural profiles as the underlying equivalence notion. Our log
compliance metric covers three aspects including execution order, mandatory exe-
cution, and causal coupling, which can all be derived from the causal behavioural
profile. We implemented these metrics and tested them in a case study.

In future work, we aim to study the merits of our novel approach in further
industry collaborations. The performance gain of using behavioural profiles is of
serious importance for various use cases. Up until now, compliance measurement
had to be conducted offline in a batch mode due to being very time consuming.
We aim to investigate those scenarios where an instantaneous compliance mea-
surement is valuable. In particular, compliance measurement in the financial
industry might eventually benefit from this innovation, e.g., to cancel running
transactions that exhibit non-compliant behaviour.
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Abstract. Business processes are constantly affected by the environ-
ment in which they execute. The environment can change due to sea-
sonal and financial trends. For organisations it is crucial to understand
their processes and to be able to estimate the effects of these trends on
the processes. Business process simulation is a way to investigate the
performance of a business process and to analyse the process response
to injected trends. However, existing simulation approaches assume a
steady state situation. Until now correlations and dependencies in the
process have not been considered in simulation models, which can lead
to wrong estimations of the performance. In this work we define an adap-
tive simulation model with a history-dependent mechanism that can be
used to propagate changes in the environment through the model. In ad-
dition we focus on the detection of dependencies in the process based on
the executions of the past. We demonstrate the application of adaptive
simulation models by means of an experiment.

1 Introduction

Business processes are often the result of a fit between the needs and capabilities
of the internal stakeholders of the business and the opportunities and threats
the business identifies in its environment [14]. The environment in which these
processes operate is typically unstable and business processes should be robust
enough to cope with a variable and changing environment. The behaviour of the
environment can be subject to seasonal or financial trends, such as customers not
booking expensive holidays due to financial crisis. The most interesting question
from the business point of view is: “How will these trends affect the performance
of my business process?”.

This paper aims at detecting dependencies in the business process that can
be used to accurately analyse the effects of environmental trends on the busi-
ness process performance. Nowadays, most business processes are supported by
information systems that store information about the process execution in logs.
We can use this historical information to estimate the effect of trends on busi-
ness process performance and to help organisations with obtaining insight in
questions such as: “Do we have enough resources available to execute the process
during the holiday season?”.
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Real-life business processes usually contain many execution alternatives due
to choices, parallelism, iterations and (data) dependencies in the process. For
example the choice the environment makes in some part of the process might
be correlated with a choice that the environment made earlier in the process,
i.e. a customer who books an expensive mean of transportation is more likely
to book more expensive hotels. Performance analysis of such systems by using
analytical models is often intractable and simulation is used instead. For accurate
simulation, i.e. simulation that is close to reality, it is of crucial importance to
capture the real behaviour of the process. It is not sufficient to only include the
actual execution alternatives in the simulation model to analyse performance,
also information about decisions, costs, resources and stochastic aspects of the
behaviour need to be included [17].

In most simulation tools for business process management, simulation param-
eters, like activity cost, duration and probability, are variables that are assumed
to be independent, which is often not the case. Incorrect assumptions about
correlations and dependencies can lead to over or underestimation of the out-
come [9, 18, 12]. In this paper we show how dependencies are mined from a log
of a business process and how they are incorporated into the simulation model.
Our approach is to create an adaptive simulation model with parameters that
adapt according to the information obtained by the simulation steps executed
so far (history-dependency), based on the dependencies found in the log.

An adaptive simulation model is created from two components. The first com-
ponent is the control flow model that can be either given (predefined models)
or mined from the log using standard process mining techniques [2]. The second
component consists of information about the simulation parameters. Again, the
parameters can be predefined or the log can be used to determine the param-
eters. In this paper we focus on the latter case, where we consider the simula-
tion parameters as random variables that we are going to estimate on the log.
Both components are integrated into an adaptive simulation model by a history-
dependent mechanism, that, for each instance, estimates the parameters on the
(partial) simulation trace of that instance.

The outline of the paper is as follows. First we give some preliminaries in
Section 2. In Section 3 we describe the adaptive simulation model. In prac-
tice abstractions will be needed to detect dependencies and Section 4 gives an
overview of some elementary abstractions and shows how they can be combined.
Section 5 illustrates the use of adaptive simulation models in the experimental
setting. Related work will be presented in Section 6. Finally, we conclude the
paper in Section 7.

2 Preliminaries

N denotes the set of natural numbers. A bag (or multiset) over some set S
is a mapping B : S → N that maps each element to the number of times it
occurs. The size of a bag |B| is the total number of elements in the bag including
duplicates. [a2, b4, c] represents the bag with B(a) = 2,B(b) = 4,B(c) = 1 and
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B(d) = 0, where a, b, c, d ∈ S and |[a2, b4, c]| = 7. The bag where all elements
occur exactly once corresponds to a set. A sequence of length n over elements
of set S is a mapping σ ∈ {1, . . . , n} → S. We denote the empty sequence by
ε and non-empty sequences by listing their elements, e.g. σ = 〈e1, e2, . . . , en〉,
where ei = σ(i) for 1 ≤ i ≤ n. The size of a sequence |σ| corresponds to the
length of the sequence. σ ↑ S is the projection of σ onto elements of set S, e.g.
〈a, b, e, a, b, c〉 ↑ {a, c} = 〈a, a, c〉. The set of all sequences over S is denoted as
S∗, the set of all sets over S as 2S and the set of all bags over S as NS . The
Parikh vector parikh(σ) ∈ B(S) denotes the number of occurrences of element s
in a sequence σ, i.e. for s ∈ S : parikh(σ)(s) = |σ ↑ {s}|. The set : S∗ → 2S is
a function that transforms a sequence over S to a set of S, i.e. set(σ) = {a|a ∈
σ}. Functions can be composed by function composition. Let f : A → B and
g : B → C, then g ◦ f : A→ C, such that ∀x ∈ A : (g ◦ f)(x) = g(f(x)).

Current information systems log their activities (process steps) occurring in
the context of the business processes they support. We assume that events in
the log are uniquely associated with the activities in the process.

Definition 1 (Event). Let E be the universe of events, i.e. the set of all possible
event identifiers. Events are executed in the context of an instance of a process.
Let I be the universe of process instance identifiers. We assume there is a func-
tion pid : E → I that maps each event to its process instance. Events can have
additional parameters such as activity name, time stamp, executing resource and
data attributes. We use Vθ to denote the universe of values for a parameter θ.
For each parameter θ we assume there exists a function π that maps an event to
its parameter value, i.e. πθ : E → Vθ, e.g. πcost : E → Z.

Events are linked (by pid) to a particular instance (or case) of a process. A log is
basically a sequence over events from which event traces can be derived: A trace
is an ordered sequence of events belonging to the same process instance where
time is non-decreasing.

Definition 2 (Event trace). An event trace is sequence of events σ ∈ E∗, such
that each event belongs to the same process instance, appears only once in the
sequence and time is non-decreasing, i.e., σ is such that for 1 ≤ i < j ≤ |σ| :
pid(σ(i)) = pid(σ(j)), σ(i) �= σ(j) and πtime(σ(i)) ≤ πtime(σ(j)). The universe
of all event traces over E is denoted as T E .

In absence of time stamps, we assume events are ordered by their occurrence in
the log, i.e. πtime(σ(i)) = i.

Definition 3 (Event log). An event log (in the remainder referred to as log)
is a set over event traces, formally L ⊂ T E , such that each event occurs in at
most one trace. ∀σ1, σ2 ∈ L : set(σ1) ∩ set(σ2) = ∅ or σ1 = σ2.

3 Adaptive Simulation Model

In this section we will elaborate on the definition of an adaptive simulation model
that supports the (re-)estimation (adaptation) of simulation parameters during
execution.
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Fig. 1. The travel agency process

As running example, we consider a simple travel agency process where cus-
tomers can compose a trip by booking a flight or coach transport, and a hotel
(luxury, middle class or budget), for one or more days. The trip can be com-
posed of multiple transport-hotel combinations. For each hotel stay customers
can make use of a pickup service that transports them to the city centre or the
airport. Clients may choose to pay their holidays by installment. In addition cus-
tomers who spend much money are rewarded with a gift. A good estimation for
the number of pickups is necessary for arranging a suitable contract with one of
the local taxi companies. The agency would also like to estimate the number gifts
to be purchased. Early market research indicates a trend towards a decreasing
budget for clients. The agency has disposal of a log containing information about
customers of the past years. How will the expected trend affect the number of
pickups and gifts for the next year?

Figure 1 depicts the control flow for the travel agency. It contains all typical
routing constructs such as sequentiality, parallelism, iteration, synchronisation,
deterministic and non-deterministic choices of the environment. For meaningful
analysis parameters (e.g. activity durations and probabilities) should be added
to the control flow that reflect the real execution of the process. Moreover, for
accurate simulation, we need to incorporate existing execution dependencies into
the model. We use the log of the process that contains past executions to detect
dependencies and to estimate the simulation parameters.

Static models cannot capture correlations between the parameters, such as
a decreasing probability to choose going on with booking after every iteration,
or a correlation between the choice of transportation and the hotel class. This
results in inaccuracies of the analysis, e.g. the estimation of the number of gifts
that should be ordered.

In adaptive simulation models, we incorporate dependencies into the model.
This allows simulation parameters to be updated during the simulation execu-
tion by considering the predictors that influence the parameter value and some
equation describing how the simulation parameter changes in terms of the val-
ues of the predictors, e.g. the probability for booking an expensive hotel for
customers who booked a flight is 60%, and for those who chose a coach it is
10%. Historical execution data, captured in a log, is used to find an equation
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that predicts the parameter value based on the value the predictor chosen for
this parameter. During the simulation, predictor values are derived from the
trace of the running simulation instance, e.g. flight is the transportation type
booked for some instance. The equations to determine the values of simulation
parameters and the equations for deriving predictor values from the (prefix)
of the simulation trace are included in the model. Note that each parameter
can depend on multiple predictors and different parameters can have different
predictors.

Note that predictors are not simply case variables that are defined by the
designer of the process, nor are correlations the decision rules for the process.
For example, the duration of an activity is the time that is actually needed for
its execution rather than a predefined value. Different resources might need dif-
ferent time periods to execute the activity, which is also not something typically
predefined.

In the remainder of this section we represent steps of the business process
as activities in the simulation model, e.g. a (coloured) Petri net or any other
formalism with clear execution semantics that allow for simulation. Activities
can be associated to parameters such as cost, duration and execution probability.

Definition 4 (Model Parameters). Let A be the universe of activities. The
set of activities in model M is denoted as AM , where AM ⊆ A. Activities can
have additional parameters and we use ΘM to denote the parameters of model
M . The domain of parameter values of M is denoted as VΘ. The values for the
parameters of the model are stochastical values that we estimate based on a log
(L) of some process associated to M .

One can annotate the model with fixed values for each simulation parameter,
following e.g. the approach proposed in [17].

Definition 5 (Annotated Static Model). Let M be a model describing the
relation between the set of activities A ⊆ A. The static annotated version of M
is described by Ms = (M, vals) where vals : ΘM → VΘ is a function that maps
parameters to parameter values.

Parameters are mapped to the average value of this parameter in the log. The
values of the static model are fixed, regardless the current simulation instance.

In adaptive models we assume that the values of simulation parameters depend
on the state of the instance and can change during the development of the
instance. A regression equation describes the relation between a response variable
(here simulation parameter) and explanatory (or predictor) variables in a data
set.

Definition 6 (Regression Equation for Parameters). The regression equa-
tion for a parameter θ is a function fθ : X→ Vθ, describing the response of pa-
rameter θ to some experimental setting specified by a vector of predictor variables
x ∈ X. We use R to denote the universe of regression equations.

The selection of fθ is a choice that should be carefully matched with the data
set and assumptions on the data. A general additive multiple regression model
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which relates a dependent variable y to k predictor variables x1, x2, . . . , xk, is
given by the model equation y = a + β1x1 + β2x2 + . . . + βkxk + e, where a
is the intercept, e is random deviation and each βi is a population regression
coefficient for predictor xi [7]. In this model the right hand side of the equation
is the population regression function (fθ) that determines the outcome given a
vector of predictor variables x. Qualitative predictors variables (e.g. the name
of an activity) can be encoded [7]. To predict the probability we use the gen-
eralized logit model for multinomial response [3]. Statistical packages such as
R [13], a software environment for statistical computing and graphics, contain
functionality for encoding data and fitting models on data.

Definition 7 (Predictor Value Function). The predictor value function ϑ
is a function that maps a trace to a vector of predictor values, ϑ : T E → X. We
use V to denote the universe of predictor value functions.

The predictor value function extracts the value of the predictor from a partial
trace. For example for pickup probability in Figure 1 the predictor value function
could be defined as ϑ(η) = [lastHotel(η), lastTravel(η)], where η is the partial
trace of the instance, lastHotel determines the type of the last hotel that was
booked and lastTravel determines the type of the last travel that was taken.

Definition 8 (Annotated Adaptive Model). Let M be a model describ-
ing the control flow based on the selection of activities A ⊆ A. The adap-
tive annotated version of M is described by Ma = (M, vala, regr , pred) where
vala : Θ×T E → VΘ is a function that maps parameters to parameter values, de-
pending on a (partial) simulation trace, regr : Θ →R is a function that maps pa-
rameters to corresponding regression functions and pred : Θ → V maps a param-
eter to a predictor value function. Assume regr(θ) = fθ and pred(θ) = ϑ. Then
the parameter value for θ, given trace η ∈ T E , is defined as vala(θ, η) = fθ◦ϑ(η).

Values for parameters of the adaptive model can be obtained by applying the
associated regression equation on the current predictor values.

Example 1 (Adaptive Parameter Value). Consider again the travel agency pro-
cess depicted in Figure 1. From the log we derive a regression equation for the
pickup probability parameter. Suppose the regression equation to estimate the
pickup probability is based on the type of the last booked hotel and the type
of the last travel. The predictor value function extracts this property from the
instance history. The parameter is estimated by applying the regression function
on the current predictor values obtained from the current simulation trace, i.e.
vala(prob Pickup, η) = fprob Pickup ◦ ϑ(η), where the predictor value function
is defined by ϑ(η) = [lastHotel(η), lastTravel(η)] and extracts the type of the
last booked hotel and the type of the last travel from the trace. The regression
function fprob Pickup predicts the value of the pickup probability, given the last
type of hotel and travel.
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4 Mining Dependencies

For model M with parameters ΘM and log L we mine an adaptive simulation
modelMa = (M, vala, regr , pred), where we set the adaptive parameter value for
each parameter according to the current simulation trace η using the predictor
value function and the regression function. Using regression analysis we can find
dependencies between parameter and predictor values.

What can be suitable predictor candidates in terms of event traces of busi-
ness processes? An obvious predictor candidate seems to be the partial trace of
the instance. For real-life processes however, the log contains a wide variety of
traces, but typically not many of them follow the same execution scheme and
not all possible traces are contained in the log. As we showed in [18], trace ab-
stractions can be applied to tackle this issue. Such abstractions consider some
characteristics of the trace rather than the exact trace; the occurrence of a single
activity, or a choice that was made at some point in the process are examples
of abstractions that can be used as predictor. The goal is to find those trace
characteristics (captured by a trace abstraction) that are good predictors for a
simulation parameter. We do this by applying existing statistical methods where
we define regression models for different predictor combination and determine
which regression model fits the data set best. During simulation, parameters
in the adaptive simulation model are determined by the associated regression
model, based on the abstraction values for the current simulation trace.

Abstractions we consider are functions that map one representation of a par-
tial trace to another, leaving out irrelevant details. Regression analysis is used to
detect which abstractions are good predictors for a parameter. The input values
for the regression equation are defined by the predictor value function ϑ (cf.
Definition 7).

Definition 9 (Predictor values for Abstractions). Let the predictors for
a regression equation be given by a vector of k abstractions [α1, . . . , αk]. Then
for all traces η ∈ T E the input for the regression equation is defined as ϑ(η) =
[α1(η), . . . , αk(η)], where αi(η) denotes the value of the ith abstraction applied
to η.

4.1 Abstractions

This section presents an overview of elementary abstractions and compositions
thereof.

Property projection (propertyα
p : T E → V∗) converts a sequence of events to

a sequence of their properties, e.g. a sequence of data attributes or time stamps,
i.e. propertyα

p (〈a1, . . . , an〉) = 〈πp(a1), . . . , πp(an)〉.

Event projection is an abstraction that can be used to extract specified el-
ements from a trace. Event projection is a function (eventα

A : V∗ → V∗) that
retains elements of σ ∈ V∗ that are in A, i.e. eventα

A(σ) = σ ↑ A.
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Window abstraction defines the region of interest within a trace as sub-
trace. Window abstraction takes some (or all) consecutive elements of the trace
(windowα : V∗ → V∗). The window can be specified by an interval between
two points (denoted as windowα

P1,P2
), or by one point, a direction and a width

(denoted as windowα
P,d,w). A point P can be a concrete event (e.g. the last oc-

currence of an event with a certain event name) or it can be characterised by
some condition on the event (e.g. the ith event from the trace). The direction d
of the window is specified prior to (<) or after (>) the point. The width w of
the window is specified by a time interval or some condition.

Bag, set and cardinality abstractions Abstraction from the event order-
ing can be done by the bag abstraction. Set abstraction abstracts both from event
ordering and their frequencies. Cardinality abstraction can be used to focus on
the size of sequences, sets and bags.

Bag abstraction (bagα : V∗ → NV) is a function that transforms a sequence
σ ∈ V∗ into a bag, i.e. bagα(σ) = par(σ).

Set abstraction (setα : V∗ → 2V) is a function that transforms a sequence
σ ∈ V∗ into a set, i.e. setα(σ) = set(σ).

Cardinality abstraction (cardinalityα : C → N) is a function that gives the
size of a collection C, where C is V∗, 2V , or NV , i.e. ∀c ∈ C : cardinalityα(c) = |c|.

Last occurrence abstraction considers the last occurring element from a
specified set. This abstraction allows us to look, for example, at the most recent
value of a data element associated with an activity that can re-occur in an
iterative process, such as the last test outcome in Figure 2.

Last occurrence abstraction (lastα
A : V∗ → A ∪ {⊥}) is a function that gives

the last occurring element of set A in trace σ over E, if any, otherwise undefined
⊥.

lastα
A(σ) =

{
t , if ∃t ∈ (A ∩ E), γ ∈ E∗, δ ∈ (E \A)∗, such that σ = (γ; t; δ)
⊥ , if σ ∈ (E \A)∗.

Existence abstraction detects the occurrence of a specified event. For exam-
ple, for an insurance company the probability that the extensive procedure for
handling claims will be chosen is higher if the person has already committed
fraud. Existence abstraction is a function (existanceα

e : V∗ → {true, false}) that
indicates whether element e is part of a sequence, i.e. existanceα

e (σ) = e ∈ σ.

Duration abstraction can be used to obtain the duration between two events,
e.g. the shorter the test procedure is, the more likely its result will be negative
and another repair try will be needed. Duration abstraction (durationα

e1,e2
:

V∗ → N) is a function that indicates the time duration between two events e1
and e2, i.e. durationα

e1,e2
(σ) = πtime(eventα

e2
)− πtime(eventα

e1
).

In practical applications combinations of abstractions, constructed as function
compositions, are often used.
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Response variable : parameter θ
Predictors variables: α1...αn  

α1(σ) ... θαn(σ)

Regression data

Apply 
abstractions 
on log traces

Regression 
Analyses

Log

# Result: estimations for pickup
pickup no pickup
0.77018414 0.22981586  

# fθ (Flight, ExpHotel) 

Fig. 2. Mining predictors (abstractions)

Example 2 (Combination of abstractions). The number of iterations alreasy taken
when executing a process from Figure 1 can be computed from a partial trace
as the number of occurrences of the BookMore transition, i.e. cardinalityα ◦
eventα

{BookMore}(σ).

4.2 Mining Predictors

Section 4.1 identifies a collection of possible abstraction candidates that can be
used to predict a parameter. For the selection of suitable predictors for a param-
eter we can define regression models with different combinations of predictors
and find the model that best fits the data set that is derived from the execution
log. In fact the execution log is converted into a list of parameter observations
where each observation contains the value of the parameter and the values of
all predictors under consideration. The predictor values for a parameter can be
obtained by applying each predictor on the prefix of the parameter. The data
set consists of the observations of all log traces for a parameter and a collection
of abstractions.

Suppose, we want to observe the probability of selecting option c1, c2 or c3 (in a
free choice construct) where we consider the set abstraction setα and cardinality
abstraction cardinalityα, which is used to count the number of times activity a
occurs. Consider the observations for log trace σ = 〈a, b, e, c1, b, f, c3, a, b, f, c1〉.
In this trace there are three observations, one for each occurrence of c1, c2 or c3.
For the first occurrence of c1 the observation is [{a, b, e}, 1, c1], determined by the
setα and cardinalityα on prefix 〈a, b, e〉, similarly we can observe [{a, b, e, f}, 1, c3]
and [{a, b, e, f}, 2, c1].

The data set, which can be obtained by traversing the log once, is the input
for regression analysis. There are different methods to systematically determine
the model with the best combination of predictors for a data set. One can step-
wise eliminate or add predictors to the model based on statistical relevance with
respect to a reference model, or define all models, based on the power set of pre-
dictors, and find the best fitting model. In the adaptive simulation model the best
fitting regression model is used for predicting the parameter value. Recall that the
predictors of a regression model are in fact abstractions. Applying these abstrac-
tions on the simulation trace yields the predictor values for the regression model.
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5 Experiments

In this section we illustrate and validate our approach by using adaptive sim-
ulation models to analyse the effect of trends on a business process. Since it is
infeasible to expose a real-life process to trends for the purpose of validating our
approach, we conduct our experiments on a reference model which is based on
the control flow given in Figure 1. From the log of the reference model (Mr)
we derive a static simulation model (Ms) and an adaptive simulation model
(Ma). The three models are then exposed to the same trend and the results are
compared.

5.1 Experiment Set-Up

For the experiments we define a reference model Mr that emulates a real pro-
cess and produces logs. From these logs we build a static Ms and an adaptive
simulation model Ma. To evaluate the suitability of the simulation models for
evaluating business trends we expose the business process (the reference model)
and the simulation models to some trends, i.e. a change in the environment of the
processes such as a customer bias towards cheaper transportation. We compare
the capabilities of the adaptive and static model by comparing their perfor-
mance with respect to the performance of the reference model. The performance
is measured in occurrence ratio of Pickup and Gift transitions.

Reference Model. The role of the reference model is to produce logs by emulating
a real life process and its environment. A complex stochastic scheme has been
added to the control flow depicted in Figure 1 in order to equip the process with
non-trivial dependencies, so that it became impossible to analytically compute
dependencies between different choices and parameter values. In real life these
dependencies are not known; in the reference model we in fact use them to
emulated human decisions. Furthermore the reference model has been equipped
with logging functions that log every activity that is executed during simulation.

We run 30 replications of 10.000 instances on Mr, each replication creating a
log. We randomly select one of these logs to detect dependencies and to create
an adaptive model Ma and a static model Ms. To create these models one can
annotate the control flow of the travel agency process based on the log of Mr.
(Note that the control flow can also be mined from this log by standard process
mining techniques.) It is important to note that these models are created based
on the log without using any knowledge of the stochastic scheme of Mr.

Static Model. We mine the log of Mr to find the values for the parameters of
the static model Ms, using techniques from [17]. From the log of Mr we can
determine such parameters as the probability to book an expensive hotel as the
percentage of cases in which expensive hotels were booked and annotate the
control flow to obtain the static model, cf. Def. 5. Recall that in the static model
the values are fixed and that the partial simulation trace (or the history) is not
used to estimate their values.
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Adaptive Model. For the adaptive model we use the log of Mr to determine the
regression model that best fits the log, cf. Section 4. We annotate the control
flow model with the obtained model, and the predictors (abstractions), cf. Def.
8, so that the parameter values can now be determined during the simulation,
depending on the partial simulation trace.

Mining Simulation Model Parameters. The probabilities for the static model for
firing the Pickup and the Gift transitions can be mined using the Performance
Analysis with Petri net plugin of ProM [1]. For the adaptive model parameters
we determine suitable predictors for those transitions with regression analysis
using the multinom function from the nnet library in R [13]. The R data is
created using our ProM R Data plugin [1]. This function fits multinomial logit
models with nominal response categories.

Injecting the Trend. To evaluate the suitability of the simulation models for
evaluating business trends we expose the reference model to a lower customer
budget, affecting the way of travelling, hotel type and number of composed
travel-hotel combinations. On the reference model the trend results in decreasing
the share of flights from 50% to 10%. The shares of expensive, medium and cheap
hotels change from 33% to 10%, 25% and 65%, respectively. Finally, the number
of booked combinations drops. The trend of booking less flights is injected in
the simulation models in a consistent manner; the bounds for the guards that
control the transportation choice are set to the mentioned probabilities. Note
that, except for the injected trend, the simulation models do not change.

Running the simulations. All models have been implemented as coloured Petri
net in CPN tools [11], which is a well established tool for modelling and anal-
ysis of Coloured Petri Nets. We refer the interested reader for implementation
details of the models to [12]. For each model we run 30 replications of 10.000
instances. For each replication we determine the occurrence ratio of Pickup and
Gift transitions. The result of all the replications are depicted as confidence
intervals.

5.2 Results

The procedure to mine correlations starts with the definition of the response
variable and the predictors for the estimation for the response variable.

Estimating the Pickup Probability. To convert the log into regression data, the
response variable and the predictor variables have to be chosen. For the proba-
bility of Pickup we consider the following abstractions: (1) which hotel was the
last one that was booked, (2) last type of travel and (3) the number of iterations.
We convert the log for these abstractions to a data format that can be used for
regression analysis. The data is imported into R where we fit the data using
multinom function from the nnet library. For each combination of abstractions
we defined a logit model. From the models with a single predictor, the model
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Fig. 3. Simulating the effect of clients becoming more poor. Mr is the reference model,
Ma is the history-dependent model and Ms a history-independent model. After insert-
ing the new trend referred to as M ′

r, M
′
a and M ′

s. (a) Depicts the effect on the number
of Pickup using the last occurrence of the hotel type as predictor and (b) depicts the
effect on percentage clients that get a Gift, using the number of iterations as predictor.

that considered the last hotel fitted the data best. Moreover, adding more pre-
dictors did not significantly improve the results. Therefore, only the last hotel
was used for estimating the response probabilities for all predictor combinations,
e.g. the probability for Pickup given that the last hotel was an expensive hotel
is 53%, for a budget hotel this probability is 44%.

The conversion of the log took 1 minute and 24 seconds and the execution
of all R commands (including the fitting and testing of other models) took 39
seconds.

Estimating the Gift Probability. Similarly we determine the predictors for esti-
mating the probability for gifts. Different abstractions and combinations thereof
have been considered, including (1) the set abstraction on the hotels, (2) the
sequence of the last two hotels, (3) the set abstraction on the travel types and
(4) the sequence of the last two travel types and (5) the number of booked com-
binations. The model using the last abstraction as predictor was the one with
the best fit.

Simulated Process Performance. Figure 3 depicts the results of simulation of
the different models before and after the injected trend of customers with a
lower budget. The results are depicted as 95% confidence intervals, that depict
the occurrence ratios of the Pickup and the Gift transitions. On the left side of
the figures we depict the value for the log produced by Mr that was (randomly)
selected to derive the adaptive Ma and static model Ms. The confidence intervals
shown for Mr, Ma and Ms are based on simulation without introducing the trend;
here both Ma and Ms approximate the behaviour of Mr well. After the trend is
introduced, only Ma is able to follow the direction of the trend whereas Ms is
unable to do so, because essential correlations are not taken into account as all
choices are considered mutually independent.
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Notice that Ma slightly underestimates the number of pickups. This is caused
by the fact that the log randomly selected from 30 replications contains slightly
less pickups than obtained on all the 30 logs on average. Also note that Ma

overestimates the number of gifts for the new situation due to the fact that we
try to capture a complex data dependency by a very simple abstraction, which
does not exactly captures the dependency but approximate it.

It is clear the the adaptive model gives a much better approximation than
the static model. Our experiments show that the history-dependent mechanism
adapting simulation parameters according to the developments in the running
instance is able to propagate environmental changes in the simulation. For logs
containing data, abstractions on data can be used to obtain even more precise
results.

6 Related Work

Business Process Simulation (BPS) has been indicated by [10] as an essential
technique for Business Process Re-engineering (BPR) where it is not only im-
portant to understand the static behaviour of the process, but also to accurately
predict the outcome of proposed and/or expected changes for the process to
judge the effect on the organisation performance. This does not only apply to
the area BPR, which traditionally focuses on complete redesign of existing pro-
cesses, but it is also interesting in a less radical setting: “How will a trend affect
the performance of my existing business process?”. Simulation offers support for
randomness, uncertainty and interdependencies, making it a valuable technique
for business process management.

The biggest challenge in the development of a simulation model is obtaining
an accurate model that is close to reality. To tackle the problem of creating
realistic simulation models, [17] present a method to generate simulation models
based on actual information from logs. The authors create simulation models in
CPN tools [11] capturing the control flow perspective, the resource perspective
and the data perspective and the current state. In their approach they assume
all variables to be independent. This assumption is, however, unrealistic for real-
life business processes, as [5] explains, dependencies and correlations present in
business processes.

History-dependent Petri nets [18] (HDSPNs) are an extension of classical Petri
nets [6,16] that use a history-dependent mechanism to model history-dependent
choices. This approach can easily be extended to model cost and dependencies
for activities.

Detection of correlations from process logs and using them for business process
simulation has not been studied extensively yet. Usually assumptions are made
about the dependency and/or distributions of the variables [4, 17, 15]. Correla-
tions between quantitative variables in business processes can be used to obtain
more accurate settings for cost and durations of variables. These correlations
can be derived from data with simple statistical techniques. When qualitative
variables (e.g. resource and activity names) are involved, more advanced tech-
niques such as regression analysis are required. Closest related work is the one
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on predictions in business processes [8]. There non-parametric regression anal-
ysis is used to predict the finishing time of an instance. Intermediate process
dependencies are not considered. The complexity of constructing the regression
model is a serious limitation of that approach.

7 Conclusion

In this paper we focused on analysing the effects of trends on existing business
processes. The analysis is performed on simulation models based on information
obtained by actual executions (a log) of the process. The main idea is that
dependencies need to be included into the simulation model to accurately predict
the global effect of new trends. For this purpose we introduce adaptive simulation
models that have simulation parameters (re-)estimated during execution. We
discussed how dependencies can be derived from a log of a business process using
regression analysis. We use abstractions on traces to balance between the amount
of data available in the log and the amount of information necessary to make
good predictions. The conversion of log data to R data, for selected abstractions
candidates is implemented as the R Data plugin in the ProM framework [1]. This
data can used directly in R to determine the best fitting regression model.

The obtained dependencies are included into the simulation model by means
of a history-dependent mechanism that uses the partial simulation trace to de-
termine further simulation parameters. We have demonstrated the application
of dependencies in adaptive simulation models on a reference model from whose
log we created an adaptive and a static simulation model. Only the adaptive
simulation model was able to propagate the trend into the correction direction.

An important direction for future work goes into the direction of the genera-
tion of R data given some abstractions. Currently abstractions can have many
values (levels) and the generated data can be sparse, making it unsuitable for
regression. As future work we plan to look into data mining techniques to cluster
abstraction levels. Furthermore, we will focus on doing experiments that con-
sider the probability, cost and duration of parameters and predictors and where
more complex abstraction compositions are considered.
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Abstract. A conceptual workflow model specifies the control flow of a
workflow together with abstract data information. This model is later
on refined to be executed on an information system. It is desirable that
correctness properties of the conceptual workflow would be transferrable
to its refinements. In this paper, we present classical workflow nets ex-
tended with data operations as a conceptual workflow model. For these
nets we develop a novel technique to verify soundness. This technique
allows us to conclude whether at least one or any refinement of a con-
ceptual workflow model is sound.

1 Introduction

Information systems are a key technology in today’s organizations. Prominent
examples of information systems are Enterprise Resource Planning Systems and
Workflow Management Systems. Processes are the core of most information sys-
tems [9]. They orchestrate people, information, and technology to deliver prod-
ucts. In this paper, we focus on workflows—processes that are executed by an
IT infrastructure.

A workflow is usually iteratively designed in a bottom-up manner. First the
control flow of the workflow is modeled. The control flow consists of a set of co-
ordinated tasks describing the behavior of the workflow. Later the control flow is
extended with some data information. The resulting model is an abstract or con-
ceptual workflow model, which is typically constructed by a business analyst. This
conceptual model can be used for purposes of documentation, communication,
and analysis. It may abstract from concrete data values, such as the condition
of an if-then-else construct, and it does usually not specify how concrete data
values are stored.

To actually execute this workflow on a Workflow Management System, the
conceptual workflow model is instantiated with full details, a task typically done
by business programmers (who often have insufficient background knowledge
of the process) and not by the business analysts themselves. For instance, the
business programmer specifies concrete data values and how they are stored.
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Modeling both abstract and executable workflows is supported by industrial
workflow modeling languages available on the market.

Designing a workflow model is a difficult and error-prone task even for expe-
rienced modelers. For a fast and thus cost-efficient design process it is extremely
important that errors in the model are detected during the design phase rather
than at runtime. Hence, verification needs to be applied at an early stage—that
is, already on the level of the conceptual model.

Formal verification of a conceptual workflow model imposes the following two
challenges. First, it requires an adequate formal model. With adequate we mean
that the model captures the appropriate level of abstraction and enables efficient
analysis. So the question is, how can we formalize commonly used conceptual
workflow models? Second, verification must not be restricted to the control flow,
but should also incorporate available data information. Thereby the conceptual
workflow model may specify abstract data values that will be refined later on.
Here the question is, can we verify conceptual workflows in such a way that
the results hold in any possible data refinement (i.e., in all possible executable
versions)?

In this paper, we investigate these two questions. We focus on one of the most
important requirements for workflow correctness, namely the soundness prop-
erty [1]. Soundness guarantees that every task of the workflow can be potentially
executed (i.e., it is not dead), and that the workflow can always terminate (i.e.,
it is free of deadlocks and livelocks). However, current techniques for verifying
soundness are restricted to control flow only.

To answer the first question, we propose workflow nets with data (WFD-nets)
as an adequate formalism for modeling conceptual workflows. A WFD-net is basi-
cally a workflow net (i.e., a Petri net tailored towards the modeling of the control
flow of workflows) extended with conceptual read/write/delete data operations.
WFD-nets generalize our previous model in [18,19] by means of supporting arbi-
trary guards (previously only predicate-negation and conjunctions were allowed).
As a second contribution, we develop a novel technique for analyzing soundness
of WFD-nets. Unlike existing approaches which could give false positives (i.e.,
the analysis gives sound, but the workflow is actually unsound when the data
information is refined) or false negatives (i.e., the analysis gives unsound, but
the workflow with refined data is sound), our proposed technique gives neither
false positives nor false negatives. It is based on may/must semantics [14] that
guarantees the results to be valid in any concrete data refinement. If a WFD-net
is proven must-sound, then it is sound in any possible data refinement; if it is not
may-sound, then no data refinement can make it sound. In case where a WFD-
net is may-sound but not must-sound, our approach gives an honest answer “I
do not know; it is sound in some data refinement and unsound in some other”.
We interpret WFD-net as hyper transition systems, not as standard may/must
transition systems. Doing this we achieve much better precision (i.e., less “I do
not know” answers).

The paper is structured as follows. In Sect. 2, we show the potential problems
with soundness verification for conceptual workflow models by means of two
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examples. Afterwards, we introduce the conceptual workflow model in Sect. 3
and its semantics in Sect. 4. In Sect. 5, we define soundness for workflow nets
with data in the may/must setting. Finally, Sect. 6 draws the conclusion and
discusses future work.

2 Motivating Examples

We illustrate the idea of modeling conceptual workflows with WFD-nets on the
WFD-net in Figure 1 modeling a shipping company. Ignoring the transition
guards (shown within squared brackets above transitions), and the read and
write operations (denoted by rd and wt inside the transitions), Figure 1 depicts
an ordinary workflow net that consists of 10 places (depicted as circles) and 9
transitions (depicted as squares). There are two distinguished places start and
end modeling the initial and the final state, respectively.

Initially there is a token on start. The shipper receives goods from a client
(receive good) to be shipped. In the model, transition receive good writes
the data of the client (cl), the goods (gds), and the destination of the goods
(ads). Then the shipper calculates the price (calculate price). Afterwards the
shipment department and the customer adviser execute their tasks concurrently.
If the price of the goods is high (i.e., isHigh(price) evaluates to true; the exact
bound is left unspecified), express shipment is used (ship express). Otherwise,
the cheaper standard shipment is used (ship normal). Based on the same con-
dition, the customer advisor either calculates a bonus (calculate bonus) for
the client and registers this bonus (register bonus) or no bonus is calculated
(no bonus). In addition, clients sending goods of a high price are notified about
their bonus and the shipment (inform by call), other clients receive only a
notification of the shipment (inform by mail).

Clearly, this WFD-net is sound, i.e., starting with a (colored) token on initial
it is always possible to reach a marking where only one token is on place end.
In contrast, if we abstract from data and consider only the underlying workflow
net, the net may deadlock. For example, without data the shipment department
may decide to use express shipment, but the customer advisor does not calcu-
late any bonus. This yields a token in p5 and in p8, and the net gets stuck. This
shows that ignoring data information in verification can lead to obtaining false
negatives.

Suppose now that instead of the same predicate isHigh(price), two pos-
sibly different predicates (say isHighLeft(price) and isHighRight(price))
are used in the left and the right part of the workflow (this is realistic, because
these parts correspond to two different departments of the shipper). As we did
not change the control flow, the classical WF-net method would still say that
the workflow is not sound. Our previous work [19] on soundness of (simplified)
WFD-nets would give the same verdict: the workflow is not sound due to the
possibility that the predicates can have different truth values. With the meth-
ods we will introduce in this paper we will be able to give the correct answer:
“I do not know—the workflow is sometimes sound (when isHighLeft(price)
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start

receive goods

wt: cl, gds,  
ads

calculate price

rd: gds
wt: price

calculate bonus

rd: price
wt: bon

no bonus

register bonus

rd: cl, bon 
wt: cl

end

inform by call

rd: bon, cl

ship normal

rd: gds, ads

ship express

rd: gds, ads

[ isHigh(price) [ ¬isHigh(price) ]

[ isHigh(price) 

[ ¬isHigh(price) ]

p1

p2 p3

p4

p5 p6 p7 p8

rd: cl

inform by mail

Fig. 1. WFD-net modeling a shipper – The workflow is sound, but verification ignoring
data leads to the verdict “unsound”

and isHighRight(price) always evaluates to the same values), and sometimes
it is not (when isHighLeft(price) and isHighRight(price) valuations can
differ)”.

It is also possible to construct examples where the verification of classical WF-
nets (without data information) would give a false positive, and our previous
work on WFD [19] would give a false negative. For instance, consider the loop
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start p1 p2
t1 t2

wt: d
end

t4

del: d

[not pred(d)]

t3

[pred(d)]

Fig. 2. WFD-net that is (non-)sound in some, but not in all, data refinements

in Figure 2 that is exited when some predicate depending on a data element d
evaluates to true. The data element d is initialized inside this loop (transition t2)
and it is deleted (denoted by del inside transition t4) and written in every loop
cycle. In this case, proper termination is only possible if d eventually sets the
exiting predicate to true. Therefore, the correct answer is again, “I do not know”,
as the soundness property depends on the concrete data refinement. However,
when using classical WF-nets, the data information is ignored and the possibility
to exit the loop is considered to be available, which results in the verdict that the
WF-net is sound. Similarly, the previous WFD-net method would see that there
is a possible bad execution sequence (namely the infinite looping) and would
report non-soundness.

Remark 1. It is important to note that the problems addressed in this paper
are independent of the actual version of workflow soundness definition used.
Although we restrict ourselves to classical soundness, ignoring data when con-
sidering other notions of soundness can result in obtaining false positive or false
negative answers. If we, for example, consider relaxed soundness (requiring that
for every task there is a completing path executing this task) (see [8]), the work-
flow in Figure 1 would be correctly reported relaxed sound. However, if we used
different predicates in the left and in the right side, the workflow was not relaxed
sound. The verification result on the workflow without data is then obviously
incorrect. Moreover, by swapping the guards on the right side of the net in
Figure 1 we construct a workflow that has no completing execution at all. Note
that also the unfolding of a workflow to have the data information incorporated
into the control-flow (by the means of [18,19]) does not help in this situation
either: Consider again the example in Figure 2. Unfolding the workflow, we ob-
tain a relaxed sound net. It is, however, obvious that there are data refinements
that certainly prevent t4 from being ever executed. Similar problems arise with
all other soundness notions. These problems can also be addressed by using the
may/must approach we are going to present in this paper.

3 Workflow Nets with Data

Given the motivation for incorporating data into workflow nets, this section
formally defines workflow nets with data (WFD-nets). WFD-nets are based on
Petri nets and workflow nets, so we define these two models first.
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Definition 1 (Petri net). A Petri net N = 〈P, T, F 〉 consists of two disjoint
non-empty, finite sets P of places and T of transitions and of a flow relation
F ⊆ (P × T ) ∪ (T × P ).

For a transition t ∈ T , we define the pre-set of t as •t = {p | (p, t) ∈ F}, and the
post-set of t as t• = {p | (t, p) ∈ F}. Analogously we define the pre-set •p and
the post-set p• for a place p ∈ P . A place p is called a source place if •p = ∅,
and a sink place if p• = ∅.

At any time a place contains zero or more tokens, depicted as black dots. A
state of a Petri net, called a marking, is a distribution of tokens over its places.
Formally, a marking is defined as a mapping m : P → N, i.e., as a multiset over
P . We use standard notation for multisets and write, e.g., m = [2p + q] for a
marking m with m(p) = 2, m(q) = 1, and m(x) = 0 for x ∈ P \{p, q}. We define
+ and − for the sum and the difference of two markings and =, <, >,≤,≥ for
comparison of markings in the standard way. For the marking m above we have,
e.g., m ≤ [3p + 2q + r] and m + [q + 3r] = [2p + 2q + 3r]. A pair (N, m), where
N is a Petri net and m is a marking, is a marked Petri net.

A transition t ∈ T is enabled at a marking m, denoted by m
t→, if m ≥ •t.

An enabled transition t may fire, which results in a new marking m′ defined by
m′ = m− •t + t•. This firing is denoted as m

t→ m′.
Workflow nets [1] impose syntactic restrictions on Petri nets to comply to the

workflow concept. The notion was triggered by the assumption that a typical
workflow has a well-defined starting point and a well-defined ending point.

Definition 2 (WF-net). A Petri net N = 〈P, T, F 〉 is a Workflow net (WF-
net) if it has a single source place start and a single sink place end, and if every
place and every transition is on a path from start to end (i.e., if (start, n) ∈ F ∗

and (n, end) ∈ F ∗, for all n ∈ P ∪ T , where F ∗ is the reflexive-transitive closure
of F ).

Transitions in a WF-net are called tasks. A case is a workflow instance, i.e., a
marked WF-net in which the place start is marked with one token and all other
places are empty. Executing a workflow means to create a running instance of
this workflow. Such an instance is a called a case. Several cases of a workfow
may coexist. Cases are assumed to be completely independent from each other
(they only possibly share resources). Hence, each case is modeled as a copy of
the corresponding workflow net N . We refer to the properties of (N, [start]) as
the properties of N .

Example 1. Ignoring the transition guards and the read and write operations,
Figure 1 depicts a WF-net. Places start and end are the source place and the sink
place, respectively. Clearly, every place and transition is on a path from start to
end. Each transition, such as Inform by call, models a task. The pre-set of
Inform by call is the set {p5, p7}, and the post-set is the set {end}.

Adding data information. A workflow net with data elements is a workflow
net in which tasks can read from, write to, or delete data elements. A task can
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also have a (data dependent) guard that blocks its execution when it is evaluated
to false.

We assume a finite set D = {d1, . . . , dm} of data elements, and we fix a set
of predicates Π = {π1, . . . , πn}. We also assume a function � : Π → 2D, called
the predicate labeling function, that assigns to every predicate the set of data
elements it depends on. When �(π) = {d1, . . . , dn} for some predicate π ∈ Π ,
we sometimes write π(d1, . . . , dn) to emphasize this fact. A guard is constructed
from predicates by means of the standard Boolean operations; the set of all
guards (over Π) is denoted by GΠ . The function � naturally extends to guards.

We now define a workflow net with data as a WF-net where every transition t
is annotated with at most four sets: a set of data elements being read when firing
t, a set of data elements being written when firing t, a set of data elements being
deleted when firing t, and a transition guard. Note that we do not explicitly
consider the update of data elements, because this is simply the combination of
read and write at the same transition.

Definition 3 (WFD-net). A workflow net with data (WFD-net) N =
〈P, T, F, rd, wt, del, grd〉 consists of a WF-net 〈P, T, F 〉, a reading data labeling
function rd : T → 2D, a writing data labeling function wt : T → 2D, a delet-
ing data labeling function del : T → 2D, and a guard function grd : T → GΠ ,
assigning guards to transitions.

Example 2. An example of a WFD-net is the workflow of a shipper in Fig-
ure 1. Its data elements are D = {cl, gds, ads, price, bon}. Consider transition
calculate bonus, for instance. The labeling functions are rd(calculate bonus)
= {price}, wt(calculate bonus) = {bon}, del(calculate bonus) = ∅, and
grd(Ship normal) = ¬isHigh(price).

The next section assigns formal semantics to WFD-nets.

4 Semantics of WFD-nets

The model of WFD-nets is a conceptual model, a schema for characterizing
several executable workflows. In this section we introduce a special semantics
for WFD-nets that is based on hyper transition systems [14,17] and allows us to
capture all possible refinements of a WFD-net in one graph.

4.1 Behavior of WFD-nets

In a WFD-net data values are not specified, but we can distinguish non-created
data values from created ones. In our semantics we choose to keep the exact value
for the predicates in a state. Predicates and guards can be evaluated to true,
false, or undefined (if some data element assigned to them does not have a value).
This is formalized by the three abstraction functions assigning abstract values
to the data elements, the predicates, and the guards, respectively. Function σD :
D → {�,⊥} assigns to each data element d ∈ D either � (i.e., defined value) or
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⊥ (i.e., undefined value); Function σΠ : Π → {T, F,⊥} assigns to each predicate
one of the values true, false, and undefined. A consistency requirement that
σ(π) = ⊥ whenever σ(d) = ⊥ and d ∈ �(π) is imposed. A pair σ = (σD , σΠ) is
called a state, and the set of all states is denoted by Σ. We use the following
simplified notation: σ(d) = σD(d) for d ∈ D, and σ(π) = σΠ(π) for π ∈ Π . As
a guard g ∈ GΠ is built from Boolean operations, σ(grd) ∈ {T, F,⊥} can be
evaluated with the help of functions σD and σΠ .

The next definition lifts the definition of a state of a WF-net to a WFD-net.
We refer to a state of a WFD-net as a configuration1. A configuration consists
of a marking m of a WFD-net and a state.

Definition 4 (Configuration). Let N = 〈P, T, F, rd, wt, del, grd〉 be a WFD-
net. Let m be a marking of N , and let σ be as defined above. Then, c = 〈m, σ〉 is
a configuration of N . The start configuration of N is defined by 〈[start], ({d1 	→
⊥, . . . , dn 	→ ⊥}, {π1 	→ ⊥, . . . , πn 	→ ⊥})〉. With Ξ we denote the set of all con-
figurations, and Cf = {〈[end], σ〉 | σ ∈ Σ} defines the set of final configurations.

In the initial configuration, only place start is marked, all data elements are
undefined, and all predicates are evaluated to undefined. A configuration is a
final configuration if it contains the final marking [end].

Example 3. The initial configuration of the shipper in Figure 1 is defined to be
〈[start], σ〉, where σ assigns ⊥ to all data elements cl, gds, ads, price, bon. In
addition, predicate isHigh(price) is ⊥. Note that in Figure 1 no data element
is deleted. However, we assume that upon reaching a final configuration (i.e., the
case is completely executed), all data elements are deleted.

As Definition 4 lifts the notion of a state of a WF-net to a configuration of
a WFD-net, we have to define the behavior of a WFD-net. For this purpose,
we define when a transition t of a WFD-net N is enabled at a configuration
c = 〈m, σ〉 of N .

The enabling of a transition t requires two conditions to be fulfilled. The first
condition takes the control flow into account and requires that transition t must
be enabled at marking m. The second condition considers the data values in
configuration c. Any data element that is read by t or that is assigned to a
predicate of t must be defined. In addition, the guard of t must evaluate to true.

An enabled transition t may fire. Firing of t changes the marking as well as
the values of the data elements that have been written or deleted. As we do
not know the concrete operations nor the values of the predicates, we have to
consider any evaluation of the predicates. Hence, the firing of t yields a set of
successor configurations 〈m′, σ′〉. Each of these successor configurations has a
marking m′, where firing t at marking m yields marking m′.

On the data level, we assign undefined (i.e., ⊥) to each data element d that
has been deleted when firing t, and we assign undefined to each predicate that

1 The meaning of the term configuration here is “a state that includes data informa-
tion”, and not the one related to configuring processes.
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contains a data element that has been deleted. The reason is that reading always
precedes writing, and writing always precedes deleting. Thus, no matter whether
this data element has been also written, it is undefined after the firing of t. In
addition, we assign defined (i.e., �) to each data element d that has been written
and not deleted when firing t, and evaluate each predicate that contains at least
one data element that has been written and no data elements that have been
deleted. The different evaluations of the predicates actually result in a set of
successor configurations. This is formalized in the following definition.

Definition 5 (Firing rules for WFD-nets). Let N = 〈P, T, F, rd, wt, del, grd〉
be a WFD-net. A transition t ∈ T of N is enabled at a configuration c = 〈m, σ〉
of N if m

t→, all data elements d ∈ rd(t) are defined, all data elements as-
signed to any predicate occurring in the transition guard grd(t) of t are de-
fined, and σ(grd(t)) = T. Firing t yields a set C ⊆ Σ of configurations with
C = {〈m′, σ′〉 | m t→ m′ ∧ (∀d ∈ del(t) : σ′(d) = ⊥ ∧ ∀π ∈ Π : d ∈ �(π) =⇒
σ′(π) = ⊥)∧ (∀d ∈ wt(t)\del(t) : σ′(d) = �∧ (∀π ∈ Π : ∀d̄ ∈ �(π)\ {d} : σ(d̄) =
�) =⇒ σ′(π) ∈ {T, F})} and is denoted by c

t→ C.

Example 4. Consider transition calculate price in Figure 1. Suppose there
is a token in place p1. Transition calculate price is enabled if data element
gds is defined. Firing this transition means that the token in p1 is removed,
and a token in p2 and in p3 is produced. In addition, calculate price takes
data element gds as its input and stores its output in data element price. We
implicitly assume that inside a task reading always precedes writing, and writing
always precedes deleting. As price did not have a value before the occurrence
of calculate price, a new value of price is created (otherwise it would have
been updated). Moreover, as price is assigned to predicate isHigh(price), this
predicate is evaluated to either true or false, yielding two configurations.

4.2 Reachability

Definition 5 defines the semantics of firing a single transition. Now we extend
the firing of a single transition to sequences of transitions. In other words, we
define the set of reachable configurations of N . To take into account that we do
not know the concrete values of predicates a priori, we define may- and must-
reachability. May-reachability guarantees that the reachability holds in at least
one data refinement, whereas must-reachability guarantees that the reachability
holds in every data refinement.

Given a configuration c, a may-step from c specifies the existence of a successor
configuration c′ of c. Accordingly, a may-path of length n specifies the existence
of a sequence of n may-steps from c to a configuration c′. In this case, c′ is
may-reachable from c. A must hyper-path of length n from c defines the set C
of all configurations c′ such that a may-path of length n exists from c to c′. In
case there exists a may-path of length n− 1 from c to a configuration c′′, and c′′

has no successor configuration (i.e., c′′ is a deadlock), then c′′ is also contained
in the set C of configurations being reachable via a may-path of length n. In
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other words, a must hyper-path of length n contains both the configurations
that are reachable from c via a may-path of length n and all the deadlocks that
are may-reachable from c. We refer to the set C as the set of configurations that
are must-reachable from c.

Whenever a configuration c has due to the data abstraction more than one
successor configuration, may-reachability considers always one successor—that
is, it considers only one data refinement. In contrast, a must hyper-path contains
all successor configurations of c. Hence, it considers all possible data refinements.

Definition 6 (Reachability). Let N = 〈P, T, F, rd, wt, del, grd〉 be a WFD-
net, c, c′ be configurations of N , and C, C′ ⊆ Ξ be sets of configurations of N .

– A set C of configurations is reachable from a configuration c, denoted by
c → C, if and only if there is a transition t ∈ T being enabled at c and the
firing of t yields C (i.e., c

t→ C).
– There is a may-step from a configuration c to a configuration c′, denoted by

c→may c′, if and only if c′ is an element of a set C of configurations that is
reachable from c.

– A may-path (of length n) from a configuration c is a sequence of configu-
rations c1, . . . , cn of N , n ≥ 0, where c1 = c and ci →may ci+1 for every
i = 1, . . . , n−1; we denote the existence of a may-path c1, . . . , cn with c1 = c
and cn = c′ by c→∗

may c′.
– A must hyper-path (of length n) from a configuration c is a set of may-paths

from c inductively defined as follows: Ω1 = {c} and Ωi+1 = {ω, c′ | ω ∈
Ωi ∧ ∃C : c→ C ∧ c′ ∈ C} ∪ {ω | ω ∈ Ωi ∧ c �→ } for i = 1, . . . , n− 1.

– By c �must C we denote the existence of a must hyper-path Ωn such that, for
every c′ ∈ C, there is a may-path c1, . . . , cn ∈ Ωn with c1 = c and cn = c′.

Example 5. The state space of the shipper is depicted in Figure 3. From the start
configuration c0 only the singleton set {c1} can be reached by firing transition
receive goods. Configuration c1 consists of a marking [p1], and the abstraction
function σ assigns the value � to data elements cl, gds, and ads. Predicate
isHigh(price) is undefined in c1. Transition calculate price is enabled at
c1. Firing this transition yields the set {c2, c3} of successor configurations. The
difference between both configurations is that in c2 predicate isHigh(price) is
evaluated to true (denoted isHigh), whereas in c3 this predicate is evaluated to
false (denoted ¬isHigh). From c0 → c1 → {c2, c3}, we conclude that there is
a may-step from c0 to c1, a mat-step from c1 to c2 as well as from c1 to c3. So
there is a may-path of length 2 from c0 to c2 and from c0 to c3. Consequently,
{c2, c3} but also {c1} is must-reachable from c0, because a must hyper-path of
length 2 and 1 exists, respectively. Observe that there is also a must hyper-path
(of length 5) from c0 to {c11, c12}. Only configuration c13 is may-reachable
from c11. Unlike c11, configuration c12 does not have any successor. Hence,
we conclude from the definition of a must hyper-path that there exists a must
hyper-path of length 6 from c0 to {c13, c12}.
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c0: [start]
—

c1: [p1]
cl,gds,ads

c13: [end]
cl,gds,ads,price,bon

isHigh

c12: [end]
cl,gds,ads,price

¬isHigh

c2: [p2,p3]
cl,gds,ads,price

isHigh

c4: [p5,p3]
cl,gds,ads,price

isHigh

c8: [p5,p4]
cl,gds,ads,price,bon

isHigh

c5: [p2,p4]
cl,gds,ads,price,bon

isHigh

c11: [p5,p7]
cl,gds,ads,price,bon

isHigh

c9: [p2,p7]
cl,gds,ads,price,bon

isHigh

c3: [p2,p3]
cl,gds,ads,price

¬isHigh

c6: [p6,p3]
cl,gds,ads,price

¬isHigh

c7: [p2,p8]
cl,gds,ads,price

¬isHigh

c10: [p6,p8]
cl,gds,ads,price

¬isHigh

receive goods 

ship express calculate bonus ship normal no bonus

ship normal no bonusship express
calculate bonus register bonus 

register bonus ship express inform by mail

calculate price

inform by call

Fig. 3. State space of the shipper in Fig 1. Each rounded rectangle specifies a con-
figuration of the shipper. In the first line, the identifier of the configuration and the
marking is depicted, the second line presents all defined data elements, and the third
line evaluates the predicate isHigh(price).

5 Soundness

With the help of may- and must-reachability we can formalize soundness for
WFD-nets. The soundness property, originally defined for WF-nets, ensures that
from any reachable marking the final marking can be reached, and every task can
potentially be executed. In this section, we extend the definition of soundness
to WFD-nets. We present two notions: may-soundness and must-soundness. A
WFD-net is may-sound if and only if there exists a data refinement such that
the concrete workflow model (that contains all data information) is sound. In
contrast to may-soundness, the notion of must-soundness guarantees that the
WFD-net is sound in all possible data refinements.

Definition 7 (May- and Must-soundness). Let N = 〈P, T, F, rd, wt, del, grd〉
be a WFD-net, let c0 be the start configuration of N , and let Cf ⊆ Ξ denote the
set of final configurations of N . N is
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– may-sound if and only if for every set C of configurations of N being must-
reachable from the start configuration c0 (i.e., c0 �must C), there exists a
configuration c ∈ C such that a configuration cf ∈ Cf is may-reachable from
c (i.e., c→∗

may cf ).
– must-sound if and only if for every configuration c being may-reachable from

the start configuration c0 of N (i.e., c0 →∗
may c), there exists a set C ⊆ Cf

of final configurations that is must-reachable from c (i.e., c �must C).

May-soundness ensures that for any set C of configurations that are must-
reachable from the start configuration, there exists a configuration c ∈ C from
which a final configuration is may-reachable. The set C contains all configura-
tions that are reachable from the initial configuration in any data refinement
(because must-reachability considers all may-paths). The existence of a configu-
ration c ∈ C from which a final configuration is may-reachable guarantees that
there exists at least one data refinement of N (i.e., one may-path) in which a
final marking can be reached.

Must-soundness ensures that from any configuration c that is may-reachable
from the start configuration, a subset of the final configurations is must-reachable.
That means, from every marking that is reachable in the WFD-net N , a final con-
figuration can be reached in any data refinement of N (because must-reachability
considers all may-paths).

Example 6. Consider again the state space of the shipper in Figure 3. As pre-
viously mentioned, there exists a must hyper-path from the start configuration
c0 to the set {c13, c12} of configurations. Both configurations, c13 and c12, are
final configurations (and clearly c13 is may-reachable from c13 and c12 is may-
reachable from c12). As this is the longest must hyper-path in the state space,
we conclude that from any other must hyper-path, there always exists a state
from which either c13 or c12 is may-reachable. Thus, the shipper is may-sound.
It can also be easily seen that from each state being may-reachable from c0,
there exists a must hyper-path to a final configuration. Hence, we conclude that
the WFD-net of the shipper is also must-sound. In other words, the soundness
property holds in any data refinement of the WFD-net in Figure 1.

Let us now come back to the modification of the shipper (cf. Section 2) where
different predicates (isHighLeft(price) and isHighRight(price)) are used in
the left and the right part of the shipper. In this case, c2 corresponds to a con-
figuration where both predicates are true, and c3 corresponds to a configuration
where both predicates are false. In addition, c1 has two more successors, say
c2′ and c3′, corresponding to configurations where isHighLeft(price) is true
and isHighRight(price) is false and vice versa. In configuration c2′ transitions
ship express and no bonus are enabled. Firing these transitions yields a con-
figuration, say c, where the shipper is in the marking [p5, p8]. Configuration c is a
deadlock, and it is may-reachable from the start configuration. Hence, there does
not exist a must hyper-path from c to a final configuration, and thus the modified
shipper is not must-sound. However, the modified shipper is may-sound: there
exists a data refinement in which a final configuration can be reached, namely, if
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c0: [start]
—

t1 c1: [p1]
—

c3: [p2]
d

pred

c2: [p2]
d

¬pred
t2

t3 c4: [end]
d

pred

t4

Fig. 4. State space of the example from Figure 2

the two predicates isHighLeft(price) and isHighRight(price) always eval-
uate to the same value.

Figure 4 shows the state space of the WFD-net from Figure 2. As there is no
guarantee that both branches of t2 will lead to proper completion (there exists
an infinite sequence c1 → c2 → c1 → c2 . . . ), we conclude that this WFD-net is
not must sound. However, we see that one branch of t2, namely the one going
to c3, always leads to completion. Therefore, the workflow is may-sound.

6 Conclusion

In this paper we showed how to obtain reliable verification results when verifying
conceptual workflow nets with data information. Our work is in fact a cross-
fertilization of design and modeling frameworks coming from the field of Process-
Aware Information Systems (PAIS), and verification and abstraction approaches
developed in the field of Formal Methods.

The final target of researchers working in the area of formal methods is usually
the verification of programs/systems which may contain complex data coming
from large or infinite data domains, consist of a large number of distributed com-
ponents, etc. To cope with the complexity of the objects to be verified, many
abstraction techniques [4,5,6,7,10,15] such as predicate abstractions, and ab-
straction methodologies, such as CEGAR (counter-example guided abstraction
refinement) [3,13], are proposed. The concept of may/must transition systems
was defined in this area [14] and then found multiple applications there.

In our work, the verification target is not a refined system but a conceptual
model, which may later on be refined in different ways. We do not need to apply
abstractions to cope with the complexity of data, as it is done in [16,11,12] for
WS-BPEL processes—the data is still underdefined, abstract, in the models we
consider.

We use WFD-nets to specify conceptual workflows. As we showed in [19],
WFD-nets can be seen as an abstraction from notations deployed by popular
modeling tools, like Protos of Pallas Athena, which uses a Petri-net-based mod-
eling notation and is a widely-used business process modeling tool. (It is used
by more than 1500 organizations in more than 20 countries and is the leading
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business process modeling tool in the Netherlands.) By building on the classi-
cal formalism of Petri nets, we keep our framework easily adaptable to many
industrial and academic languages.

Future work. For the future work we plan to integrate our implementation of
the may/must-based soundness verification of WFD-nets in the process analy-
sis/discovery framework ProM [2]. As a basis, we use the generic CTL model-
checking algorithm presented in [17], and restrict it to the soundness property.
This algorithm shall then replace the standard algorithm [19] for checking sound-
ness. As ProM provides import functionality for many industrial process model-
ing languages, by integrating our implementation in ProM we will achieve direct
applicability of our framework to real-world conceptual workflows.

Another item for the future work concerns the diagnostic methods for the
identification of possible causes of incorrectness in the workflow, which would be
fit to work within the may/must framework.
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10. Graf, S., Säıdi, H.: Construction of Abstract State Graphs with PVS. In: Grumberg,
O. (ed.) CAV 1997. LNCS, vol. 1254, pp. 72–83. Springer, Heidelberg (1997)



544 N. Sidorova, C. Stahl, and N. Trčka
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Blanco, Lorenzo 83
Blanc, Xavier 348
Bonvin, Nicolas 302
Bouassida, Nadia 150
Bouquet, Paolo 302
Brambilla, Marco 1
Butler, Tom 281

Cabot, Jordi 424
Castano, Silvana 194
Catasta, Michele 302
Ceri, Stefano 1
Charoy, François 135
Chiniforooshan Esfahani, Hesam 424
Chopra, Amit K. 113
Cleve, Anthony 332
Cordioli, Daniele 302
Costache, Stefania 230
Crescenzi, Valter 83
Crespo, Yania 409

Dadam, Peter 9
Dalpiaz, Fabiano 113
Daniel, Florian 98
Davidsen, Magne 296
Desai, Nirmit 499
de Spindler, Alexandre 363
Dijkman, Remco 483
Dimov, Alexandar 266
Dorn, Christoph 393
du Bousquet, Lydie 165
Dustdar, Schahram 98, 393

Fankhauser, Peter 302
Ferrara, Alfio 194
Fielt, Erwin 129

Finnegan, Patrick 281
Franch, Xavier 439

Gaaloul, Khaled 135
Gaugaz, Julien 302
Giorgini, Paolo 113
Godart, Claude 135
Grossniklaus, Michael 363

Habra, Naji 236
Hainaut, Jean-Luc 317, 332
Holmes, Ta’id 98
Hordijk, Wiebe 68

Ilieva, Sylvia 266
Indulska, Marta 251
Ioannou, Ekaterini 302

Jarke, Matthias 470
Jian, Jingxian 515

Kamseu, Flora 236
Kiely, Gaye 281
Kohlborn, Thomas 129
Korthaus, Axel 129
Koshutanski, Hristo 302
Krasteva, Iva 266
Krcmar, Helmut 129
Krogstie, John 296

Laguna, Miguel A. 409
Lemaitre, Jonathan 317
Leonardi, Chiara 455
Leone, Stefania 363
Loucopoulos, Pericles 470
Luebeck, Christian 129
Ly, Linh Thao 9
Lyytinen, Kalle 470

Maña, Antonio 302
Marqués, José M. 409
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