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Preface 

 

 
 
Interest in agile development continues to grow: the number of practitioners adopting 
such methodologies is increasing as well as the number of researchers investigating 
the effectiveness of the different practices and proposing improvements. The XP con-
ference series has actively participated in these processes and supported the evolution 
of Agile, promoting the conference as a place where practitioners and researchers 
meet to exchange ideas, experiences, and build connections. 

XP 2010 continued in the tradition of this conference series and provided an inter-
esting and varied program. As usual, we had a number of different kinds of activities 
in the conference program including: research papers, experience reports, tutorials, 
workshops, panels, lightning talks, and posters. These proceedings contain full re-
search papers, short research papers, and experience reports. Moreover, we have also 
included in these proceedings the abstracts of the posters, the position papers of the 
PhD symposium, and the abstract of the panel. 

This year we had two different program committees for evaluating research papers 
and experience reports. Each committee included experts in the specific area. This 
approach allowed us to better evaluate the quality of the papers and provide better 
suggestions to the authors to improve the quality of their contributions. 

All of the submitted research papers went through a rigorous peer-review process 
using the mechanisms of double-blind reviewing to improve the overall quality of the 
reviews. Each paper was reviewed by at least three members of the program commit-
tee. Of the 39 papers submitted, only 11 were accepted as full papers (28%).  All of 
the experience report papers also went through a rigorous selection process. A com-
mittee of experts evaluated each submission looking for new experiences that would 
be both interesting and beneficial to have published and accessible to the agile com-
munity. We received 50 submissions; only 15 papers were accepted (30%). Each of 
the accepted authors received the guidance of an experienced agile practitioner and 
author while writing their final paper.  

We hope that the participants found XP 2010 useful for their professional and aca-
demic activities, and that they enjoyed the conference. 

Finally, we would like to thank all the people who have contributed to XP 2010 in-
cluding: the authors, the sponsors, the reviewers, the volunteers, and the chairs. 

 
 

March 2010 Alberto Sillitti 
Angela Martin 

Xiaofeng Wang 
Elizabeth Whitworth 

 



Organization 

 
 
Conference Chairs 

General Chair 

Hakan Erdogmus Kalemun Research, Canada 

Research Program Chairs 

Kieran Conboy University of Galway, Ireland 
Tore Dybå SINTEF, Norway 

Industry Program Chairs 

Rachel Davies Agile Experience Ltd, UK 
Lars Arne Skår Miles, Norway 

Organizing Chairs 

Torgeir Dingsøyr SINTEF, Norway 
Nils Brede Moe SINTEF, Norway 

Research Paper Chairs 

Alberto Sillitti Free University of Bolzano, Italy 
Xiaofeng Wang LERO, Ireland 

Short Paper Chair 

Yael Dubinsky IBM Haifa Research Lab, Israel 

Poster Chairs 

Minna Pikkarainen VTT, Finland 
Outi Salo Nokia, Finland 

Textbook on Agile Software Development Chairs 

Torgeir Dingsøyr SINTEF, Norway 
Tore Dybå SINTEF, Norway 
Nils Brede Moe SINTEF, Norway 



 Organization VIII 

PhD Symposium Chairs 

Martin Høst Lund University, Sweden 
Per Runeson Lund University, Sweden 

Experience Report Chairs 

Angela Martin University of Waikato, New Zealand 
Elizabeth Whitworth Transporeon, Germany 

Lightning Talk Chairs 

Ola Ellnestam Agical, Sweden 
Aslak Hellesøy Bekk, Norway 

Workshop/Tutorial Chairs 

Jessica Hildrum Objectware, Norway 
Lasse Koskela Reaktor Innovation, Finland 
Diana Larsen FutureWorks Consulting, USA 
Peter Axel Nielsen Ålborg University, Denmark 
Pär Ågerfalk Uppsala University, Sweden 

Open Space Chairs 

Diana Larsen FutureWorks Consulting, USA 
Charlie Poole Poole Consulting, USA 

Electronic Art Chair 

Letizia Jaccheri Norwegian University of Science and 
Technology, Norway 

Sponsorship Chair 

Jan-Erik Sandberg DNV Software, Norway 

Publicity Chairs 

Steven Fraser Cisco Research Center, USA 
Anders Haugeto Iterate, Norway 

Official Photographer 

Tom Poppendieck Poppendieck LLC, USA 



 Organization  IX 

International Student Volunteer Chairs 

Johanna Hunt University of Sussex, UK 
Mats Angermo Ringstad NTNU, Norway 

Research Program Committee 

Chairs: Alberto Sillitti and Xiaofeng Wang 
 
Pekka Abrahamsson 
Par Agerfalk 
Nour Ali 
Muhammad Ali Babar 
Robert Biddle 
Stefan Biffl 
Ruth Breu 
David Bustard 
Gerardo Canfora 
Ivica Crnkovic 
Massimiliano Di Penta 
Steven Fraser 
Alfredo Goldman 
Marjan Heričko 
Mike Holcombe 

Karlheinz Kautz 
Frank Keenan 
Mikko Korkala 
Pasi Kuvaja 
Kalle Lyytinenl 
José Carlos Maldonado 
Michele Marchesi 
Orla McHugh 
TheoDirk Meijler 
Grigori Melnik 
Sandro Morasca 
John Noll 
Witold Pedrycz 
Adam Porter 
Rafael Prikladnicki 

Bala Ramesh 
Ramya Ravichandar 
Hugh Robinson 
Barbara Russo 
Helen Sharp 
Carlos Solis 
Giancarlo Succi 
Marco Torchiano 
Stefan VanBaelen 
Aaron Visaggio 
Barbara Weber 
Werner Wild 
Claes Wohlin 

Industry Experience Reports Program Committee 

Chairs: Angela Martin and Elizabeth Whitworth 
 
Laurent Bossavit 
Jutta Eckstein  
Michael Feathers 

Patrick Kua 
Artem Marchenko 

 



Table of Contents

Research Papers

Extending Refactoring Guidelines to Perform Client and Test Code
Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Wafa Basit, Fakhar Lodhi, and Usman Bhatti

Security Testing in Agile Web Application Development - A Case
Study Using the EAST Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

Gencer Erdogan, Per H̊akon Meland, and Derek Mathieson

Adoption of Team Estimation in a Specialist Organizational
Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

Tor Erlend Fægri

Extreme Product Line Engineering – Refactoring for Variability: A
Test-Driven Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Yaser Ghanam and Frank Maurer

Introducing Agile Methods in a Large Software Development Team:
The Impact on the Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

Mary Giblin, Padraig Brennan, and Chris Exton

Agile Undercover: When Customers Don’t Collaborate . . . . . . . . . . . . . . . . 73
Rashina Hoda, James Noble, and Stuart Marshall

Exploring Defect Data, Quality and Engagement during Agile
Transformation at a Large Multisite Organization . . . . . . . . . . . . . . . . . . . . 88

Kirsi Korhonen

Auto-tagging Emails with User Stories Using Project Context . . . . . . . . . 103
S.M. Sohan, Michael M. Richter, and Frank Maurer

Towards Understanding Communication Structure in Pair
Programming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Kai Stapel, Eric Knauss, Kurt Schneider, and Matthias Becker

Continuous Selective Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
Bastian Steinert, Michael Haupt, Robert Krahn, and
Robert Hirschfeld

Applying SCRUM in an OSS Development Process: An Empirical
Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

Luigi Lavazza, Sandro Morasca, Davide Taibi, and Davide Tosi



XII Table of Contents

Short Research Papers

An Automated Approach for Acceptance Web Test Case Modeling and
Executing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

Felipe M. Besson, Delano M. Beder, and Marcos L. Chaim

Communication in Context: A Stimulus-Response Account of Agile
Team Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

Nik Nailah Binti Abdullah, Helen Sharp, and Shinichi Honiden

Understanding the Importance of Trust in Distributed Agile Projects:
A Practical Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Siva Dorairaj, James Noble, and Petra Malik

Values and Assumptions Shaping Agile Development and User
Experience Design in Practice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

Jennifer Ferreira, Helen Sharp, and Hugh Robinson

Introducing Agile Methods in a Large Software Development Team:
The Developers Changing Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

Mary Giblin, Padraig Brennan, and Chris Exton

A Systematic and Lightweight Method to Identify Dependencies
between User Stories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

Arturo Gomez, Gema Rueda, and Pedro P. Alarcón

Agile Documents: Toward Successful Creation of Effective
Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

Omar Mazni, Syed-Abdullah Sharifah-Lailee, and Yasin Azman

Structuring Complexity Issues for Efficient Realization of Agile
Business Requirements in Distributed Environments . . . . . . . . . . . . . . . . . . 202
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Extending Refactoring Guidelines to Perform  
Client and Test Code Adaptation 

Wafa Basit, Fakhar Lodhi, and Usman Bhatti 

National University of Computer and Emerging Sciences, Lahore, Pakistan 
{wafa.basit,fakhar.lodhi,usman.bhatti}@nu.edu.pk 

Abstract. Refactoring is a disciplined process of applying structural transfor-
mations in the code such that the program is improved in terms of quality and 
its external behavior is preserved.  Refactoring includes evaluation of its  
preconditions, execution of its mechanics and corrective actions required to re-
tain the behavior of the program. These transformations affect various locations 
throughout a program which includes its clients and unit tests. Due to the com-
plex dependencies involved within the program, preservation of program  
behavior often becomes nontrivial. The guidelines on refactoring by Fowler 
lack precision and leave opportunities for developers to err. In this paper, we 
analyze and present an exhaustive categorization of refactoring guidelines based 
on their impact on production and test code together. In addition, we present ex-
tended refactoring guidelines that adapt the clients and unit tests to keep it  
syntactically and semantically aligned with the refactored code. 

Keywords: Refactoring guidelines, unit testing, production code, test code,  
adaptation. 

1   Introduction 

Refactorings are equivalence transformations that do not change the external behavior 
of the software system yet improve the internal structure of the code [1, 7]. Refactor-
ing is a very strict and disciplined approach for code restructuring. Before the code 
transformation takes place, an early check is performed to evaluate certain prerequi-
sites for the refactoring. If the required conditions are fulfilled refactoring is done, not 
otherwise. Next, the Refactoring mechanics are executed which include guidelines on 
restructuring and corrective transformations required to preserve the externally  
observable behavior of the program. 

According to Opdyke [19] syntactic and semantic properties of programs can be 
easily violated if explicit checks are not evaluated before a program is refactored. 
Behavior preservation after refactoring is argued in terms of a set of properties of the 
program. These characteristics are related to inheritance, scoping, type compatibility 
and semantic equivalence. These properties ensure that the program before and after a 
refactoring must produce semantically equivalent references and operations. As pre-
sented by Opdyke in his thesis, the refactoring process can be labeled as complete if it 
checks its prerequisites and provide arguments that it is behavior preserving. 
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Refactoring involves restructuring the code segment that needs to be cleaned up. 
As a consequence, to preserve the program behavior, the client classes that use the 
functionality provided by the refactored code segment may also need to be updated. 
Fowler [1] provides guidelines for doing refactoring in a controlled and efficient 
manner. Unfortunately, we observe that, in many cases the mechanics given for refac-
toring are not precise and lack a consistent level of detail.  In addition, in many cases, 
they are mute with reference to the changes required in the client code. Therefore, 
there is a need to extend these guidelines to minimize chances of breaking the code 
and fulfilling the condition for preserving the behavior of the entire program includ-
ing the clients.  

Proving that a refactoring is behavior preserving is non trivial and therefore reliance 
on test suite executions is generally considered the best choice as formal approaches 
are hard to employ. Therefore, unit tests are critical to the refactoring process because 
programmers rely on unit testing to determine whether a refactoring was applied cor-
rectly and the behavior of the production code is kept unchanged [1,7,10]. 

By production code we mean classes offering functionality in the system and their 
associated client classes. Test code in this context implies unit tests maintained by the 
developer as independent classes for testing.  

Unit test cases can also be considered clients of the associated class and hence may 
also need to be updated as a result of refactoring. We observe that unit tests, being 
tightly coupled to the modules under test, may in certain cases require different trans-
formational mechanics from that of ordinary clients. For example, in the case of Move 
Method refactoring, when a method is physically moved from the source class to the 
target class, the client classes need to invoke the method of the target class instead of 
the source class using the reference of the target class instead that of the source class. 
However, in the case of unit test, the code for testing that method itself has to be 
physically moved to the target’s test class along with the method it is testing (See 
Section 5 for details). But the existing literature on refactoring does not differentiate 
between the unit test and ordinary clients (from now on simply referred to as clients). 

Marick [15] is of the view that cost and effort involved in adapting unit tests to be 
consistent with the refactored code is huge. Particularly, when the tested scenarios are 
more complicated the adaptation gets even more complex and becomes a waste of 
time. Therefore new test cases should be developed. This approach sounds feasible 
when the adaptation is taking more time than the actual modifications to the system.  
The dual role of the developer (software and unit test development) is already an 
overhead; dealing with the adaptation and its effects makes it even worst. Even the 
utmost proponents of the test-driven development consider creation and maintenance 
of the unit tests a necessary evil [8]. However, unit tests represent a significant soft-
ware effort and investment. Therefore, throwing them for the reason of inconsistency 
may sound imprudent. The guidelines provided by Fowler are once again mute as far 
as modifications to unit tests are required and are not sufficient to address the issues 
mentioned above. Therefore, there is need to devise patterns or guidelines to help the 
developer to modify the unit tests. 

In short, refactoring guidelines as documented in [1] are not written in a consistent 
and precise manner and hence are difficult to use. In particular, many of these guide-
lines lack basic content required to adapt the client and test code accordingly.  
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Therefore, there is a need to augment these guidelines such that each refactoring is 
performed only if the target code and its clients qualify the conditions posed by it 
such that behavior is preserved.  

This paper is organized as: Section 2 reports current literature on refactoring with 
respect to behavior preservation and unit testing. Later, in section 3 the characteristics 
of a unit test have been elaborated that differentiate it from an ordinary client. Next, 
we analyze and present an exhaustive categorization of existing refactoring guidelines 
[1] based on their impact on the program including its clients. In Section 5, we pro-
vide extended refactoring guidelines for one of the commonly used refactorings that 
adapt the client and test code to keep it syntactically and semantically aligned with 
refactored production code. In the end we draw our conclusions. 

2   Related Work 

2.1   Refactoring and Program Behavior Preservation 

Transforming programs is easy. Preserving behavior is hard [20]. 

While refactoring a program, behavior preservation is always a major concern. Vari-
ous researchers have extended the state of the art by providing studies that formally 
evaluate and analyze this phenomenon. Opdyke [19] broke the new grounds in this 
area, he in his PhD thesis presented twenty-three primitive refactorings and proved 
that if these refactorings fulfill certain preconditions, the given transformation pre-
serves program behavior. Using the behavior preserving, primitive refactorings he 
built three composite refactorings. Since each primitive refactoring was behavior 
preserving, the composition necessarily preserved behavior. 

Roberts in his dissertation [20] augmented the definition of the refactoring pre-
sented by Opdyke [19] by adding postcondition assertions. Based on the fact that 
Opdyke’s primitive refactorings are too small to be performed in isolation, he claims 
that refactorings are mostly applied in sequences and their end result set up precondi-
tions for later refactorings. This observation led to a new definition of refactoring that 
required refactorings to fulfill not only certain preconditions, but some postconditions 
as well. These postconditions appear because even if a refactoring qualifies its  
preconditions it may invalidate the program behavior on the way to restructuring. 
Therefore, he proved that in order to ensure the legality of a particular refactoring, it 
must meet its behavior preserving criteria which include both pre and post conditions. 

Instead of taking a formal approach, Fowler [1] gave an extensive catalogue of 
refactoring guidelines in natural language. Because of its non-formal presentation, it 
has been widely adopted and used. Fowler’s [1] catalogue has played a major role in 
bringing refactoring to the main stream development activity. Considering its wide 
range we only include Fowler’s catalogue in our analysis. Nonetheless, our analysis 
shows that many of these guidelines lack basic content required for behavior preser-
vation of a program as mentioned by the early pioneers of software refactoring. In 
such cases, these guidelines revolve around the piece of code that is refactored, but do 
not take care of effected elements outside this boundary. For example, Move Field 
refactoring can affect the source, target, clients and Unit test classes, but the existing 
guidelines do not provide details for the adaptation of all these artifacts.  
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2.2   Refactoring and Unit Tests Adaptation 

As the refactorings change the internal structure of a program, they can also invalidate 
the associated unit test suites. Therefore, refactoring a program requires that the  
associated test suites should be adapted or extended to test the refactored code. The 
impact of refactoring on the test code has been reported by quite a number of  
researchers [2-6, 9, 17, 18]. 

Pipka in his work [17] focuses on the test-first practice of Extreme Programming 
(XP). He describes the adaptation of unit tests with respect to the target refactoring 
prior to the refactoring process called Test-first Refactoring (TFR). Initially, the tests 
fail as they are adapted to test the refactored code. Next, the code is refactored.  
Finally, the validity of refactoring is confirmed via modified test code. The process 
continues until all the tests pass. This work, however, lacks the presence of proper 
guidelines to adapt the test code according to the subsequent refactoring of the code. 
TFR fits well into the XP paradigm. However, in industry, people follow various 
norms and practices [11]. It is not always possible to test-first. We believe that their 
approach is not general enough to be used for adapting the test code at every step of 
refactoring, where required.  

Test Driven Refactoring (TDR) is another name used for TFR in [12]. The core 
idea of this research is to automate the TDR, which requires that the developer fin-
ishes test adaptation before applying refactoring. The authors elicit the concept that to 
correctly extract the refactoring intents or opportunities, it is necessary to adapt test 
artifacts including unit tests. However, once again no general guidelines are provided 
for unit test adaptation. 

Deursen et. al. explore the relationship between refactoring and unit testing [2]. 
They propose an extension to the refactoring guidelines to handle test code adaptation.  
Moreover, a test taxonomy is presented which categorizes refactorings based on their 
impact on test code [3]. A refactoring can be categorized as compatible, backwards 
compatible, make backwards compatible, and incompatible. We believe that the cate-
gorization is not accurate. For example, Preserve Whole Object and Extract Class [1] 
are refactorings that are listed as compatible i.e. they do not break the test code. But it 
can be easily demonstrated that these refactorings break the test code if proper adaptive 
actions are not taken. In addition, a refactoring can fall in one category or another 
depending upon certain developer’s decision. Hence, the categorization presented by 
Deursen et al. is not accurate and requires further study and clarification.  

Counsell et al. [4] have evaluated the testing taxonomy proposed by Deursen et al. 
[3] as mentioned above. They extend the latter by determining the inter-dependencies 
of the refactoring categories and a refactoring dependency graph is developed for 
Fowler’s catalogue [1]. A shortened list of eight compatible refactorings is presented 
that excludes all the other refactorings that may use those refactorings that break unit 
tests. There are few problems in their approach. First, they suggest restricting refac-
toring exercise to those refactorings that do not break unit tests. Second, refactorings 
are wrongly categorized. Fowler’s catalogue of refactorings includes many refactor-
ings that may affect client and unit test but these are essential to improve program 
structure. The need is to extend the guidelines such that they describe ways to  
preserve the behavior of the impacted components. 
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The authors in [4] insist on avoiding Incompatible Refactorings since they destroy 
the original interface and therefore require large-scale modifications to the test code. 
Replace Constructor with Factory Method, Replace Type Code with State/Strategy, 
Replace Type Code with Subclasses are a few examples of the Incompatible refactor-
ings. These and other refactorings of this category address most serious smells of the 
production code [1]. Avoidance is not the solution here. The need is to extend the 
guidelines such that they qualify the definition of refactoring. The authors extend this 
work by analyzing the different paths in the dependency graph and their effect on 
eradicating the bad smells from the code [5]. In [6], an empirical investigation has 
been done to understand the usage frequency of the chains. The key result determined 
was that refactorings producing longer chains had less utilization by developers than 
refactorings with shorter chains.  

Fowler [1] is of the view that every class should have a main function that tests the 
class or separate test classes should be build that work in a framework to make testing 
easier. Which means that whatever is the physical location of test code be it the main 
method or some other class in a testing package, it cannot be separated from the  
production code. The claim is also supported by the fact that both production and  
the test code come under the owner ship of a developer and thus should be to-
gether. Therefore any process affecting the production code; should readily adapt the 
associated clients and the test code [2, 17].   

3   Unit Test: A Specialized Client 

Adaptation of the test code and the clients due to changes in the production code dur-
ing refactoring can be defined as: 

 
“The process of adaptation of unit test suites with the refactored code is defined 

such that there are no syntactic or semantic errors in the unit test suites and the test 
code’s quality and capability to test remains equivalent to the state prior to refactor-
ing production code”. 
 
Unit testing is a process of testing the methods contained in the classes (defined as 
units in object oriented paradigm). These tests are tightly coupled with the modules 
under test. Unit tests are very specific type of tests [14]. They test code at its lowest 
level of granularity.  As they directly use the functionality provided by the classes 
they can safely be called clients to the programs under test. But this association can be 
characterized as an unusual client-server relationship.  

Unit tests are directly affected due to any change in their respective modules either 
due to refactoring or any form of restructuring [13]. Many refactorings involve re-
naming of the entities in the production code like renaming packages, classes or 
methods which requires renaming of the respective test code entities. Removing and 
adding parameters often make test cases superfluous or require modification in the 
test fixture. Class extraction affects the test code in many ways, to preserve semantics 
many tests may have to be moved to the test class for the extracted class. The subclass 
extraction is followed by creation of a parallel hierarchy of test classes. On the con-
trary on in lining the class tests move in the opposite direction, sometimes the tests 
specifically related to the interaction of the two classes are eliminated. Refactorings 
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that effect implementation inside a method have no impact on the test suites because 
unit tests are normally black-box tests [18]. 

Moving the method can have either of the effects: test cases are also moved to the 
target’s test class or in case of delegation the test code might get duplicated. This is 
demonstrated in the example below (see figure 1 and 2). To keep the problem simple 
we demonstrate the case of move method refactoring in which the method is actually 
moved to the target class and not delegated.  

A refactoring may affect the interface expected by the entities in the source, target, 
client or the test class (see figure 1). Existing mechanics for Move Method [1] include 
steps related to replacement of all the references in the production code. We propose 
extension of guidelines such that the mechanics for adapting test code are also in-
cluded.  By doing so, the mechanics help developers to eradicate a bad smell that 
could be introduced in the test code. The test method for the moved method m1() 
should be principally in the target’s test class after refactoring as presented in figure 2. 
But the refactoring guidelines if followed as they are shall not preserve semantics of 
the test code and the method m1() shall remain in the source’s test class (see figure 1). 

This is because the current mechanics do not include any steps to fix the test code 
such that it is also semantically aligned with program under test. Therefore by ignor-
ing the fact that unit tests have some unique characteristics which are not owned by 
usual clients, any restructuring of the code can invalidate the test code. 

 

  

Fig. 1. Production and test code after m1() is 
moved from source to target class using 
move method refactoring 

Fig. 2. Production and test code after m1() 
is moved from source to target class using 
move method refactoring including test 
code adaptation 
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Similar to the Move Method refactoring there are other refactorings that require dif-
ferent corrective actions from that of ordinary clients. For example, refactoring Inline 
Method [1] includes steps that update the clients by finding all calls to the method to 
be in lined and each call is replaced with the method body. But this doesn’t apply to 
the unit test. The method call in the test method cannot be replaced by the method 
statements. The test method has to be eliminated because the method it is testing does 
not exist anymore. 

The objective behind refactoring the production code is to improve the quality of the 
code. While refactoring production code, the focus should also be on improving test 
code quality. So the test code adaptation mechanism also includes identification and 
eradication of bad test smells generated due to any restructuring in the code [7, 14]. 

4   Impact of Refactorings on Production and Test Code 

Refactoring is a systematic process of code transformation and restructuring such that 
externally observable behavior is not changed [1]. But in many cases due to obscure 
and imprecise guidelines production and/or test code do not preserve behavior.  As 
the focus of this research is on identifying the loop holes in refactoring guidelines 
from clients and unit test’s perspective, we have categorized these guidelines based on 
their impact on these components of a software system. 

The purpose of this categorization is to target the potential problem areas in 
Fowler’s catalog. It is merely a source of reducing our problem space. This classifica-
tion is very much subject to change as we extend the guidelines to address client and 
test code adaptation. By the time we finish extending these guidelines, all of these 
shall belong to type I category and the other types shall be empty sets. 

Refactoring guidelines can be broadly divided into three types with respect to their 
effect on production and test code together: 

4.1   Type I: Refactoring Guidelines That Do Not Break the Production and/Or  
Test Code 

Extract Method: The test taxonomy presented by Counsell et al. [4] labels this 
refactoring as ‘backwards compatible’. They claim such refactorings require ex-
tension to the interface.  But it is evident from the mechanics, there is no step that 
talks about exposing the extracted method to the clients, thus it does not become a 
part of public interface according to the guidelines laid down by Fowler [1]. This 
refactoring doesn’t require change in the test code. Creating an independent test 
of the extracted method might be the developer’s choice. But that does not come 
under the scope of the ‘Extract Method’. The extracted method can be tested by 
the method invoking it. 

4.2   Type II: Refactoring Guidelines That Correctly Refactor the Production 
Code but Break Or Require Extension to the Test Code 

Preserve whole object: The refactoring as documented in [1] does not affect the 
setup fixture (initialization related test code) but does affect the test code related 
to test execution. The list of parameters expected by the method is replaced by the 
object owning those attributes. In the literature, this refactoring has been reported 
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as ‘compatible to the test code’ [2] but it breaks the test code if the required cor-
rective transformations are not performed.   

4.3   Type III: Refactoring Guidelines That Are Insufficient for Restructuring 
Production and Test Code 

Move field: It does the job of replacing all the references in the production and 
test code by the references to the target field. It does not take care of the construc-
tors in the production code and  nor of the setup fixture in the test code where the 
moved field is no more expected but required by the target and the client classes. 

We categorize all 68 refactoring guidelines [1] into one of the three categories defined 
above (See Table 1). 

Table 1. Refactoring Categorization based on their Impact on production and test code together 

Type Refactoring Names 

Type I 

Extract Method, Inline temp, Replace temp with query, Introduce Explaining 
variable, Split temporary variable, Remove assignment to parameters, Replace 
Method with method object, Substitute Algorithm, Self Encapsulate field, 
Decompose Conditionals, Remove Control Flag, Replace Nested Conditional 
with Guard Clauses, Introduce assertion, Consolidate Conditional Expression, 
Consolidate Duplicate Conditional Fragments, Hide Method, Replace Exception 
with test, Replace Delegation with inheritance (18) 

 

Type II 

Move Method, Inline Method, Introduce Foreign Method, Introduce local 
extension, Replace Data Value with Object, Change value with reference, 
Replace constructor with factory method, Replace Array with Object, Duplicate 
Observed Data, Change Unidirectional Association to Bidirectional, Change 
Bidirectional Association to Unidirectional, Replace magic Number with a 
symbolic constant, Encapsulate Field, Encapsulate Collection, Replace Type 
Code with class, Replace subclass with fields, Introduce Null object, Rename 
Method, Remove parameter, Separate query from the modifier, Parameterize 
Method, Replace parameter with Explicit Methods, Replace parameter with  
Method, Introduce Parameter Object, Remove Setting Method, Replace Error 
Code with Exception, Push down method, Change Reference to Value, Add 
Parameter, Extract Interface, Form Template Method , Extract subclass, Extract 
super , collapse hierarchy (33)  

 

Type 
III 

Move Field, Extract class, inline class, hide delegate, Remove Middle Man, Push 
down field, Pull up field, Replace Record with Data Class, Replace Type Code 
with subclasses , Replace Type Code with State/Strategy, Replace Conditional 
with Polymorphism, Preserve whole object, Encapsulate Downcast, pull up 
method, pull up constructor body, Replace Inheritance with Delegation  (17)  
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This classification is based on the pattern of testing that says [16]:  

“Test the interface not the implementation”. 

The implementation or private methods in the class are not tested because these are 
tested by the other methods that invoke them to implement their functionality. In the 
existing categorization of refactorings, one of the mostly commonly used refactoring 
named Extract Method [1] is categorized as the one that extends the interface and 
requires addition of new test code. However, the mechanics of the refactoring suggest 
otherwise because there is no such step which talks about exposing the extracted 
method to the clients. Hence, following the testing principle mentioned above there is 
no need to test the new extracted method independently as it is invoked inside other 
methods. The extraction can be followed by making the method public but it is not the 
effect of the refactoring but only the developer’s decision. Every refactoring is  
performed against a formally defined code smell and it eradicates the code smell, 
keeping the external behavior intact. Predicting the actions of a developer before or 
after a refactoring can be helpful in many contexts but these predictions should not be 
considered as the impact of refactoring mechanics.  

In the existing test taxonomy by Deursen et. al. [2] later appraised in [4] and em-
pirically evaluated in [5-6], the authors present details of the dependency graph of 
refactorings that portray the interdependence of different refactorings. They state that 
there are 126 chains out of 282 chains induced by the 72 refactorings [1] in which 
Extract Method appears. Now they categorize it as the one that extends test code so 
all refactorings using Extract Method are considered to add to the test code. More-
over, we do not consider wrapping up the entities to make the test code backwards 
compatible instead we believe that there is a need to provide patterns and guidelines 
to remove the bad smells from the roots of the production code. 

As clear from the definitions in the text above, Type I refactorings would not re-
quire any change in the refactoring guidelines from the perspective of production and 
test code adaptation. But clearly we can see that most of the refactorings listed in type 
I do not actually require change in clients and unit tests. Because their mechanics 
involve transformation at the implementation level and do not break the interface. 

Type II refactoring guidelines should be extended so that they also include steps on 
test code adaptation. Now Type III refactorings pose a serious problem because the 
refactoring guidelines are not written at the level of detail as the other refactoring 
guidelines: these not only break the test code but also miss critical steps to refactor the 
production code.  

We do not take account of the big refactorings [1] in this analysis because these 
are composed of smaller refactorings that are listed in Table I. The big refactorings 
include Convert Procedural Design to Objects, Separate Domain from Presentation, 
Tease Apart Inheritance, and Extract Hierarchy. The impact of these refactorings on 
test and production code can be evaluated by combining the effect of series of other 
small refactorings used by them.  

5   Extending Refactoring Guidelines 

There are various tools available in the market that support automated refactorings, 
but not all refactorings are provided by these tools. There is a need for proper  
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guidelines and patterns to refactor the code, such that all the preconditions are evalu-
ated and the required corrective actions are performed prior to the refactoring process. 
Fowler has done a significant job by providing a catalogue of refactoring guidelines. 
But there is a need to strive for more complete, precise and unambiguous refactoring 
"recipes". The new improved guidelines would not only help manual refactoring but 
shall also aid refactoring automation. 

The current literature based on Deursen et. al. [2] test taxonomy emphasizes on 
prevention by avoiding the refactorings that eventually break the test code. After 
analyzing the list of refactorings, it is observed that there are only 18 refactorings that 
do not require corrective transformation in the test code to run safely (see Type I 
refactorings in Table 1). Therefore, if the approach suggested in [4] is followed, many 
refactorings listed under Type II and Type III may become obsolete. 

The proposed solution discussed in this paper addresses this issue and also the 
problems discussed earlier. We propose extension of the existing refactoring guide-
lines [1] to cover both aspects of software development, which is programming as  
 

Table 2. Extended Refactoring Guidelines For Move Field Refactoring 

 
Fowler’s Guideline Extended Guideline for 

Production Code 
Extended Guideline for 

production and test code 
Determine how to reference
the target object from the
source, 

o An existing field or
method may give
you the target. If
not, see whether
you can easily
create a method that
will do so. Failing
that, you need to
create a new field in
the source that can
store the target.
This may be a
permanent change,
but you can also do
it temporarily until
you have refactored
enough to remove
it. 

Determine how to reference
the target object from the
source and the clients 

o An existing field or
method may give
you the target. If
not, see whether you
can easily create a
method that will do
so. Failing that, you
need to create a new
field in the source
that can store the
target. This may be
a permanent change,
but you can also do
it temporarily until
you have refactored
enough to remove it.

 

Determine how to reference the
target object from the source,
the clients and test classes.

o An existing field or
method may give you
the target. If not, see
whether you can
easily create a
method that will do
so. Failing that, you
need to create a new
field in the source
that can store the
target. This may be a
permanent change,
but you can also do it
temporarily until you
have refactored
enough to remove it.

 
Remove the field on the
source class.

Remove the field on the
source class.

Remove the field on the source
class.

Remove the assignments to
the field from the constructors
in the source class.

Remove the assignments to the
field from the constructors in
the source class.

Update the constructors of the
target class to assign the value
to the moved field.

Update the constructors of the
target class to assign the value
to the moved field.  
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Table 2. (Continued) 

Determine the way to get the
value of removed field from the
setup fixture in the test code of
source class to update the
initialization code in unit test
for the target object.

Use the value of moved field
in the initialization code of the
source class to update the
initialization code for the
target class’s object in the
client classes.

Use the value of moved field in
the initialization code of the
source class to update the
initialization code for the target
class’s object in the client and
test classes.

Replace all references to the
source field with references to
the appropriate method on the
target

o For accesses to the
variable, replace the
reference with a call
to the target object's
getting method; for
assignments,
replace the
reference with a call
to the setting
method.

o If the field is not
private, look in all
the subclasses of the
source for
references.

Replace all references to the
source field with references to
the appropriate method on the
target in production code.

o For accesses to the
variable, replace the
reference with a call
to the target object's
getting method; for
assignments, replace
the reference with a
call to the setting
method.

o If the field is not
private, look in all
the subclasses of the
source for
references.

 

Replace all references to the
source field with references to
the appropriate method on the
target both in production and
test code.

o For accesses to the
variable, replace the
reference with a call
to the target object's
getting method; for
assignments, replace
the reference with a
call to the setting
method.

o If the field is not
private, look in all the
subclasses of the
source and their
associated test classes
for references. 

 
Compile and test Compile and test Compile and test 

 
 

well as unit testing. We present detailed guidelines for ‘Move Field’ refactoring, 
which is commonly used and simple to understand. Table 2 has been divided into 
three columns: In column1 we present original Fowler’s guidelines. In the next  
column we extend the guidelines for production code adaptation. The last column 
exhibits the final version of the guidelines covering both, the production code and test 
code. In the example illustrated above we can clearly see that in the original guide-
lines the mechanics related to constructor definitions, object initialization and value 
assignments are missing. The extended guidelines cover the missing parts by consid-
ering all the entities effected due to the refactoring process. This one example cannot 
demonstrate all possible scenarios. However, it can give readers an idea on how these 
guidelines can be improved.  
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6   Conclusions 

Refactoring is supposed to be a disciplined process of restructuring the code. But the 
refactoring catalogue documented by Fowler [1] in many cases lacks precision and 
leaves opportunities for developers to do mistakes in terms of breaking the production 
and test code.  Most of the existing guidelines for refactoring do not provide mechan-
ics for adapting the clients and unit tests. The behavior of a system cannot be pre-
served if its clients do not function properly. Secondly, the behavior cannot be tested 
if the test code is invalidated. Therefore, we propose extension of guidelines to cover 
both perspectives. 

Refactoring guidelines [1] are hard to follow manually because most critical of 
them are not written at the required and a consistent level of detail. This is the reason 
most of the critical refactorings are not automated and thus are not provided by the 
refactoring tools. Following the similar approach as presented in this paper  we intend 
to provide a theoretical foundation in terms of extended guidelines for all refactorings 
to ease manual as well as automated refactoring. 

In order to locate the problem areas in refactoring catalogue [1], we created an  
exhaustive classification of the 68 refactorings. We have come up with three broad 
categories of refactoring guidelines. Type I, do not break the test code (18 in number). 
Type II, break the test code but are adequate for refactoring production code (33 in 
number); than Type III refactoring mechanics, that are insufficient both for produc-
tion code refactoring and test code adaptation (17 in numbers).  

There is very limited work done on analyzing the impact of refactoring guidelines 
on the production and test code. Quite a number of researcher report the need for test 
code adaptation but we do not find proper guidelines for refactorings that can cater 
problems mentioned above. In this paper we present extended mechanics for ‘Move 
Field’ refactoring belonging to type III. We demonstrate that by adding mechanics 
related to test code and client adaptation behavior of a program can be preserved. 

This research in its current form might raise questions in reader’s mind about the 
implications of its usage in the practical world. But being part of the software research 
and development community, we often come across situations where rolling back the 
effects of refactoring becomes a night mare. The purpose of this paper is to make the 
problems pertaining refactoring evident. The next step on our agenda is to rectify 
these problems by providing a more formal and an authentic solution.  
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Abstract. There is a need for improved security testing methodologies
specialized for Web applications and their agile development environ-
ment. The number of web application vulnerabilities is drastically in-
creasing, while security testing tends to be given a low priority. In this
paper, we analyze and compare Agile Security Testing with two other
common methodologies for Web application security testing, and then
present an extension of this methodology. We present a case study show-
ing how our Extended Agile Security Testing (EAST) performs compared
to a more ad hoc approach used within an organization. Our working hy-
pothesis is that the detection of vulnerabilities in Web applications will
be significantly more efficient when using a structured security testing
methodology specialized for Web applications, compared to existing ad
hoc ways of performing security tests. Our results show a clear indication
that our hypothesis is on the right track.

Keywords: Security testing, Web applications, Scrum.

1 Introduction

Using agile methodologies for Web application development is a growing trend [1]
and there is evidence that confirms that this is a good fit [2]. Web applications
are routinely exposed to malicious attacks, and in order to mitigate the secu-
rity risks, several ways of integrating security into agile development method-
ologies [3,4,5,6,7,8] have been suggested. Most security methodologies are built
on traditional development methodologies, which are qualitatively and quan-
titatively different from agile development methodologies [5]. Furthermore, the
traditional security methodologies are often sequential rather than iterative. This
often leads to a “big design up front” in order to assess the security of a sys-
tem [3], which is considered as an anti-pattern in the Agile Manifesto [9].

The number of web application vulnerabilities is drastically increasing. In
their Global Internet Security Threat Report, Symantec reports that they de-
tected 499,811 new malicious code threats during the second half of 2007, which
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is a 571% increase over the second half of 2006 [13]. These numbers indicate
that security tends to be overlooked [14]. Particularly, the provision of suffi-
cient security testing of Web applications is often neglected because of their
short time-to-market, and the difficulty of proving a significant payoff for the
effort [10,11,12].

In this paper, we analyze and compare Agile Security Testing (as defined by
Tappenden et al. [15]) with two other common methodologies for Web applica-
tion security testing. We then present an extension of this methodology, named
EAST, which has been specialized for Web applications development in combi-
nation with Scrum. Furthermore, we present a case study showing how EAST
performs compared to a more ad hoc approach used within an organization,
before we discuss our results and conclude the paper.

2 Agile Security Testing for Web Based Applications

The use of agile development methodologies is a growing trend for Web applica-
tion development. This has further lead to the idea of agile security engineering,
which adopts the same philosophy as agile software engineering in order to mit-
igate security risks in software [15]. It is a highly iterative process for delivering
the security solution and translating security objectives (requirements) into au-
tomated security test cases. In addition, it promotes the idea of creating security
test cases before the system exists, i.e., test driven development (TDD).

2.1 Agile Security Testing

The Agile Security Testing methodology, suggested by Tappenden et al. [15],
consists of three main steps. Step 1, the modeling of security requirements, is
executed by creating abuser stories [16,17] and/or misuse cases [18,19] in order to
elicit security requirements. These are then used as reference points when testing
for security in order to verify or falsify a given security requirement. Step 2, a
highly testable architecture, is achieved by adding a test layer on top of each of
the three layers that Web applications typically consist of, i.e., presentation layer,
business service layer and data service layer. The resulting architecture is very
well suited to agile development methodologies because of its many test layers.
Additionally, it is useful for security testing because the architecture makes it
possible to employ various security testing techniques within any number of the
test layers. Step 3, running automated security tests, which is necessary in order
to fully benefit from Agile Security Testing.

2.2 Penetration Testing

Penetration Testing is the most commonly applied security testing methodology,
but it is also the most commonly misapplied security testing methodology [20].
It is misapplied firstly, by being carried out at the end of the development life
cycle and secondly, by being performed in a “time boxed” manner where a small
and predefined portion of time and resources is given to the effort. In order
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to prevent the misapplication of penetration testing, Thompson [21] suggests a
structured penetration testing methodology. Although this methodology is more
formal than Agile Security Testing, it is applicable to Web application develop-
ment and consists of five main steps. Step 1 is to create a threat model in order
to get a detailed, written description of the risks that threatens the application.
The goal is to get an overview of the various conditions (vulnerabilities) that
have to be present in order to realize a given threat. Step 2 is to build a test
plan. The test plan acts as a road map for the total security testing effort. It
is created to get a high-level overview of the security test cases, an overview of
how exploratory testing (i.e., simultaneous learning, test design, and test execu-
tion) will be conducted, and to get an overview of the components that will be
tested. Step 3 is to execute the security tests. These are divided into four main
groups; dependency testing, user interface testing, design testing and implemen-
tation testing. Step 4 is to create a report of the findings from the security
testing process. The report must at least cover reproduction steps, severity and
exploit scenarios. Step 5 is to execute a postmortem evaluation. A postmortem
evaluation is basically a meeting held by the security test team where the focus
should be on why vulnerabilities (bugs or flaws) were missed during develop-
ment, and how to improve the process to prevent or isolate such security issues
in the future.

2.3 The Open Web Application Security Project (OWASP) Testing
Framework

The OWASP Testing Framework is not developed for a specific development pro-
cess, but is rather a comprehensive generic development model that contains the
necessary activities needed for systematic security testing of Web applications.
This framework consists of five main phases [22] where each phase has its associ-
ated activities. Phase 1 (before development begins): Review policies and stan-
dards, and develop measurement and metrics criteria (ensure traceability). Phase
2 (during definition and design): Review security requirements, review design and
architecture, create and review UML models, and create and review threat mod-
els. Phase 3 (during development): Code walkthroughs and code reviews. Phase
4 (during deployment): Application penetration testing and configuration man-
agement testing. Phase 5 (maintenance and operations): Conduct operational
reviews, conduct periodic checks and ensure change verification.

2.4 Comparison of Methods

The Penetration Testing Approach and the OWASP Testing Framework are
applicable in Web application development, but they are not very suitable in
an agile setting without customization. They were not developed with the Ag-
ile Manifesto in mind. E.g., step 2 and step 4 in the Penetration Testing Ap-
proach are heavily dependent on documentation. This also applies for phase 2 in
the OWASP Testing Framework. Furthermore, as mentioned in Section 2.3, the
OWASP Testing Framework is created for a general software life cycle, which
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makes it possible to pick and choose the necessary phases. However, the activ-
ities are sometimes closely coupled. E.g., in phase 3; to only carry out a code
walkthrough without carrying out a code review afterwards would not be of any
particular benefit.

The Agile Security Testing methodology has a rather low complexity com-
pared to the other two methodologies. There are three main steps that needs to
be carried out compared to five and thirteen steps in the Penetration Testing
Approach and the OWASP Testing Framework respectively. These three main
steps require little intervention by security experts (but does not eliminate the
need completely). All methodologies work with threats and/or security require-
ments, which can reduce the scope of the testing and helps to decrease the
knowledge gap between security experts and software developers. None of the
methodologies have any step or activity for mitigating false positives, which is
one of the great real-life challenges. In Agile Security Testing we also miss steps
for postmortem evaluations and describing security decisions, which are found
in at least one of the others.

3 Extending Agile Security Testing and Integrating It
into Scrum

As shown in the previous section, there are gaps between Agile Security Testing
and methodologies more specific to Web application development (but which are
not typically agile). We have therefore defined our own variant named Extended
Agile Security Testing (EAST) (see Figure 1), which seeks to close these gaps
by including three new complementary activities:

Penetration testing and mitigating false positives: False positives (non-
existent bugs that are reported as detected by a testing tool) and false neg-
atives (i.e., existing bugs that are not detected by a testing tool) are known
to be a problem in automated software security testing. A high rate of false
positives creates high workload and makes it difficult to find and fix the ac-
tual bugs in the software. We therefore integrate a false positive mitigation
process with the penetration testing process. The penetration testing process
is regarded as a part of step 3 in Agile Security Testing. The false positive
mitigation process is to be carried out in the following way:
1. The penetration testing tool is used to perform a penetration test.
2. After a penetration test, the result is reviewed and the false positives

are marked so that they will not be registered as bugs next time the tool
performs a penetration test. Each marked false positive vulnerability is
associated with its respective Web site.

However, this approach is dependent on either: (1) the penetration testing
tool having the ability to mark and remember specific false positives or,
(2) the penetration testing tool having the ability to import a false positive
repository (e.g., false positive database, XML file, etc.).
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Fig. 1. The EAST steps integrated in the appropriate phases of Scrum

Postmortem evaluations: In order to continuously harden the security test-
ing process, a postmortem phase needs to be in place at the end of the
security testing process. It is realized by executing the following steps:

1. Provide answers to why certain vulnerabilities were missed during de-
velopment.

2. Improve the issued development process in order to mitigate or isolate
the underlying vulnerabilities.

3. Create, or find, or improve a security testing activity in order to detect
the underlying vulnerabilities.

Repository of knowledge: According to Rus et al. [23], a software organi-
zation’s main asset is its intellectual capital. One obvious problem in this
respect is that intellectual capital lies within the minds of the employees. As
experienced people leave the organization, so does the knowledge with them.
In order to keep the knowledge alive within the organization, knowledge
management must be present in the organization. Knowledge management
is beyond the scope of this paper, but by adding a phase in Agile Security
Testing that triggers the security testing participants (e.g., developers, QA
people, decision makers etc.) to document and archive why certain security
decision were made, security specific knowledge can be kept in repositories,
and thereby kept alive within the organization. This is realized by executing
it during the development and the review phase of the development life cycle.
Additionally, it is important to maintain the repository for the underlying
system while it is in operation.
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As shown in Figure 1, EAST has been integrated into Scrum. Scrum was selected
mainly because of its general popularity, according to a survey carried out by
Davidson [24], the most widely used agile development methodology is Scrum,
followed by eXtreme Programming. Scrum was also the prevalent methodology
in our case study organization. The following points describe how and why the
six EAST steps are integrated in Scrum as indicated in Figure 1:

EAST Step 1 (Misuse cases): – How : The pregame phase in Scrum con-
sists of planning and system architecture/high level design, which is car-
ried out by creating product backlog items that are further refined into
sprint backlog items. The creation of misuse cases are therefore executed
in two steps in the pregame phase, in which step 1 is optional and step
2 is mandatory:
1. During the creation of product backlog items, high level misuse cases

(i.e., misuse cases that contain high level specifications of the sys-
tem) are created for each product backlog item. Since the level of
system specifications in a product backlog item is at a high level
(not refined), the resulting misuse cases will also contain high level
specifications. This step can be skipped if the product backlog item
does not contain enough details in order to create misuse cases (e.g.,
missing details about the system architecture and design).

2. When a sprint backlog item is refined into several backlog items (in-
dicated in the pregame phase in Figure 1), the system specifications
are well defined and set up for development. The same transforma-
tion is to be applied on the misuse cases created in step 1 in order
to create detailed misuse cases. If no misuse cases were created in
step 1, they must be created containing detailed specifications of the
system in this step. Finally, security requirements are to be derived
using the resulting misuse cases.

– Why: First, misuse cases let developers to think like an attacker (ma-
licious user) and thereby enables them to get an overview of potential
threats and vulnerabilities the evolving system may possess. Second, by
using the misuse cases as a starting point the developers can create se-
curity requirements. The security requirements are then used to verify
whether the system fulfils the required level of security (during the secu-
rity testing process). Third, the creative process of creating misuse cases
let developers gain security specific knowledge. Last but not least, dis-
covering vulnerabilities and creating countermeasures during definition,
high level design, and low level design are the three most cost efficient
ways of mitigating vulnerabilities [25].

EAST Step 2 (Employing a highly testable architecture): – How : Unit
security testing is achieved by performing automatic code review during
the development phase (EAST step 3). System security testing is achieved
by performing penetration testing after the creation of an executable ver-
sion of the part or parts of the system during the wrap phase (EAST step
5). Security acceptance testing is achieved by using the security require-
ments (EAST step 1) as reference points to verify or falsify the required



20 G. Erdogan, P.H. Meland, and D. Mathieson

level of security. Furthermore, EAST step 3 can be regarded as develop-
ment testing, EAST step 5 can be regarded as system testing, and EAST
step 1 can be regarded as basis for acceptance testing.

– Why: A highly testable architecture is both useful for agile development
methodologies and security testing. The highly testable architecture in-
troduces test layers on top of the Web application layers as explained in
Section 2. It is therefore an architecture that suits agile development
methodologies very well. Furthermore, it makes it possible to apply var-
ious security testing techniques within any number of the test layers
(automatic code reviewing, penetration testing, etc.).

EAST Step 3 (Automatic code review): – How : The development
phase in Scrum consists of the following activities: Domain analysis,
design, development, implementation, testing and documentation. Since
testing is one of the activities, automatic code review is to be carried
out in this phase while source code is being developed. I.e., for each unit
(e.g., a class) the developer finishes, he or she must perform automatic
code analysis on that particular unit. This is to be carried out using a
static analysis tool.

– Why: By integrating automatic code review in the development phase,
developers are able to correct the existing bugs at an early stage. Further-
more, this process continuously hardens the source code against security
bugs. However, in order for this activity to be of maximum benefit, the
developers need to have experience using the underlying static analysis
tool and have security specific knowledge [37].

EAST Step 4 (Repository of knowledge): – How : Every security deci-
sion that has been made during the development phase and the review
phase must be documented. More specifically, this has to be done during
the documentation activity in the development phase and while review-
ing potential risks in the review phase. The goal is to justify and doc-
ument why certain security specific decisions were made. Additionally,
the repository needs to be updated whenever a vulnerability is discov-
ered while the system is in operation (illustrated by the arrow going from
EAST step 4 to the “System in operation” loop in Figure 1). The level
of detail on the justification may vary, but it must at least contain the
following points:
• Application: The name of the application that the security decision

applies for.
• Decision ID: An ID for the given security decision.
• What: A short explanation of what the security decision is.
• Where: The name of the affected part(s) of the application(s) due

to the security decision (class(es), module(s), etc.).
• How: A short explanation of how the security decision is realized.
• Why: A short explanation of why the given security decision was

made.
– Why: By documenting security specific decisions that has been made

during development it is possible to keep the decisions in a repository,
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and thereby possible to keep security specific knowledge alive within the
organization. E.g., for training purposes and for tracing earlier security
specific decisions in order to understand why certain things are done
the way they are. At first glance, this step may be regarded as a con-
tradiction to one of the key thoughts in agile development, which is to
document as little as possible [9]. However, there is a knowledge gap be-
tween security experts and software developers [26]. Additionally, there
is a risk of losing years of knowledge when people quit their position.
We have therefore added this step in the EAST methodology in order to
mitigate the knowledge gap and to mitigate the loss of security specific
knowledge within the organization. Furthermore, the documentation of
such security specific decisions are not comprehensive, but rather a brief
summary and justification of the underlying security decision.

EAST Step 5 (Penetration testing and mitigating false positives)
– How : After an executable part or parts of a system is created in the

wrap phase, a penetration test using a Web Vulnerability Scanner has to
be carried out on the executable part(s). The penetration testing results
are then to be analyzed and the false positives are to be marked. The
false positives are to be marked as explained earlier in this section.

– Why: By performing penetration tests in the wrap phase makes it possi-
ble to discover vulnerabilities in the application during a sprint (contin-
uously). This creates a base for the review phase in which, among other
things, risks are discussed, countermeasures are created and EAST Step
6 (Postmortem evaluations) is carried out. Furthermore, by continuously
marking false positives, the testing tools’ knowledge base is improved to
better understand the application under test, and consequently report
fewer false positives in subsequent iterations.

EAST Step 6 (Postmortem evaluations): – How : During the review
phase there has to be a postmortem evaluation meeting session. The
postmortem evaluation is to be carried out after the wrap phase and
EAST Step 5. Furthermore, it is to be carried out as explained earlier in
this section.

– Why: This step enables the security testing participants to reflect over
the vulnerabilities, the development process and the security testing pro-
cess. This is important in order to continuously improve the security
testing process.

4 Case Study

Our case study was carried out in the Administrative Information Services (AIS)
group at CERN - The European Organization for Nuclear Research. The AIS
group has the responsibility for all administrative applications and corporate
data at CERN, and has currently six main applications in operation for users
inside and outside CERN. One of the six applications is the Electronic Docu-
ment Handling (EDH), which has approximately 14 000 users worldwide and
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is CERN’s largest administrative Web application. The services that are pro-
vided by EDH are called EDH documents, which are basically Web forms. The
security tests in our case study were applied to EDH, but since EDH is very
large and complex, only two of the most frequently used EDH Web forms were
considered in our experiment; Internal Purchase Request (DAI) and Material
Request (MAG). Three developers volunteered to participate in the case study,
with Acunetix WVS [35] and PMD [34] as the main testing tools, and SeaMon-
ster [36] for security modelling. The case study consisted of two parts:

The first part was to execute the security testing in four iterations; two
iterations using the security testing methodology normally applied by the AIS
group (which is an ad hoc way of performing security tests), and two iterations
using the EAST methodology. Furthermore, the testing iterations were executed
in the following chronological order: The AIS group’s methodology → EAST →
the AIS group’s methodology → EAST. The security testing methodology that
is applied by the AIS group is carried out in two main steps:

1. A penetration testing is carried out in the postgame phase. Web Vulnerability
Scanners are not used. Instead, guidelines are used by the testing participants
to manually perform penetration tests.

2. The participants creates a report of the findings after the penetration testing.
The report is used as a basis to create countermeasures for the vulnerabilities.
Then, the countermeasures are added in the product backlog. Finally, the
vulnerability is mitigated for the next product increment by performing the
Scrum phases on the particular backlog item containing the vulnerability
countermeasures.

Additionally, the penetration tests are often carried out in an ad hoc fashion,
i.e., they are not always carried out before each and every “Potentially Shippable
Product Increment” step (see Figure 1).

The second part was to evaluate EAST based on the results from the secu-
rity testing iterations.

Automated security tests can last for hours given the limitless supply of Web
application vulnerabilities [27,28,29], and the vast array of automated vulner-
ability tests a Web Vulnerability Scanner can perform. We therefore used the
OWASP top 10 vulnerabilities [30] as a starting point and decided to test for
the following vulnerabilities:

V.01 Reflected Cross Site Scripting
V.02 Stored Cross Site Scripting
V.03 SQL Injection
V.04 Malicious File Execution
V.05 Insecure Direct Object Reference
V.06 Cross Site Request Forgery (CSRF)
V.07 Information Leakage and Improper Error Handling
V.08 Broken Authentication and Session Management
V.09 Failure to Restrict URL Access
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The top two vulnerability classes defined by OWASP are Cross Site Scripting
(XSS) and Injection Flaws. Each of these vulnerability classes consists of four
and eight vulnerability “types” respectively. E.g., Cross Site Scripting consists of:
Reflected XSS, stored XSS, DOM XSS and Cross Site Flashing. V.01 was tested
because Reflected XSS is known to be the most frequent type of XSS attack [31].
V.02 was tested because Stored XSS is known to be the most dangerous type
of XSS attacks [32]. V.03 was tested because SQL injection is one of the most
frequently applied attack type [33]. Insecure Cryptographic Storage and Insecure
Communications from the OWASP top 10 list were not tested. The former is not
possible to test using automated security scanning tools, and the latter was not
tested because EDH uses Hypertext Transfer Protocol Secure (HTTPS) during
all communication it has with a client.

5 Results and Discussion

There are three factors that were used as basis to compare the efficiency of the
security testing methodology applied by the AIS group and the EAST method-
ology, respectively:

1. The amount of time spent on the security testing process.
2. The amount of vulnerabilities found during the security testing process.
3. The ability to mitigate false positives during the security testing process.

Figure 2 shows an overview the test results obtained from each test iteration.
By studying the results, we discovered the following:

– By comparing the average time spent on testing both DAI and MAG us-
ing the security testing methodology applied by the AIS group, versus the
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average time spent on testing both DAI and MAG using the EAST method-
ology, we discovered that the EAST methodology is in average 21% more
effective.

– The number of vulnerabilities found by testing DAI and MAG using the se-
curity testing methodology applied by the AIS group is 3, while the number
of vulnerabilities found by testing DAI and MAG using the EAST method-
ology is 56. In this respect, the EAST methodology is approximately 95%
more effective. However, the three vulnerabilities that were found by using
the security testing methodology applied by the AIS group were not found
when using the EAST methodology. This indicates that human intervention
is necessary in circumstances where tools have limited capabilities.

– By testing DAI and MAG using the EAST methodology, there were found
12 false positives. The false positives were marked via Acunetix WVS and
thereby added to a false positive repository. Next time DAI and MAG were
scanned, the marked false positives were regarded as false positives and not
as vulnerabilities. In turn, this mitigates false positives during the security
testing process. The security testing methodology applied by the AIS group
does not have an activity in place that mitigates false positives. Hence, only
the EAST methodology mitigates false positives during the security testing
process. However, this approach to false positive mitigation is dependent
on either: (1) the penetration testing tool (that is being used in the EAST
methodology) must have the ability to mark and remember specific false
positives or, (2) the penetration testing tool must have the ability to import
a false positive repository (e.g., false positive database, XML file).

The following points describe the threats to the generalizability of the test
results:

Tools: The usage of one specific Web Vulnerability Scanner is obviously an
important factor that affects the results of the security tests. Other Web
Vulnerability Scanners could produce different results regarding time spent
and vulnerabilities found. Furthermore, it was decided that PMD would be
used as the automatic code scanner tool. This was due to the participants’
previous experience in using PMD. A better starting point in this respect
would be to find a tool that produces the minimum amount of false positives.
This risk is mitigated by leaning towards the findings done by Baca et al. [37],
i.e., the best security testers are those who have both security experience and
experience in using the static analyzer tool. Finally, the participants used
an unfamiliar tool to model misuse case diagrams. The lack of experience in
using this tool would inevitably affect the test results regarding time spent.

Security specific knowledge: The majority of the participants had little se-
curity specific knowledge, and this would typically lead to the detection of
less vulnerabilities.

Security testing experience: All of the participants had little experience in
security testing. This can also be used as a basis to question the validity
of the test results. On the other hand, this is another indication showing
that structured security testing is still not widely applied in organizations.
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This risk can only be mitigated by continuously applying structured security
testing using, e.g., the EAST methodology.

Testing thoroughness: The thoroughness of the participants’ test execution
was not measured. This risk is mitigated (or believed to be mitigated) by
the fact that the participants actively volunteered.

Psychological effects, and the number of participants: As explained in
Section 4, the test iterations were carried out sequentially. This will have
a learning effect on the participants, i.e., for each iteration, the participants
would gain more security specific knowledge and more experience in per-
forming the tests. Obviously, this would be to the benefit of the participants,
which would further produce better results. In this context, better results
means spending less time to complete a test iteration and/or to find more
vulnerabilities. Although the participants knew that the purpose of the test-
ing process was to observe the testing methodologies, they may have been
more effective while performing the security tests and thereby improving
the results, as a response to the fact that they were the ones that produced
the results that were taken into consideration. Thus, the participants may
have considered themselves as a part of the “object” being observed and
thereby improved the test results. This form of reactivity is referred to as
the Hawthorne effect. Figure 2 shows that the average time spent on the
test iterations decreases for each test iteration. This indicates that there has
indeed been a learning effect on the participants during the testing process.
Furthermore, the number of participants is another factor that could be used
to question the validity of the test results. However, this was a side effect of
the limited time and resources at our disposal.

6 Conclusion and Further Work

There is a need for security testing methodologies specialized for Web appli-
cations and their agile development environment. The EAST methodology is
mainly based on Agile Security Testing, but is more tailored for Web devel-
opment in combination with Scrum. A case study evaluation performed in an
organization showed that compared to the current more ad hoc way of doing
security testing, the EAST methodology is approximately 21% more effective in
average regarding time spent, approximately 95% more effective regarding the
amount of vulnerabilities found, and has the ability to mitigate false positives.

Future evaluations of the EAST methodology should be focused on mitigating
the threats to the validity of the results presented in Section 5. They should also
address the question of how efficient EAST is compared to extensive security test-
ing methodologies applied on Web applications. These extensive security testing
methodologies would naturally require more time and thereby be less efficient re-
garding time spent. However, what would be interesting to discover, is whether
the EAST methodology lacks activities that are vital for the overall security test-
ing process, compared to the traditional security testing methodologies.
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Abstract. Specialist organizational environments and lack of redundant knowl-
edge reduce flexibility and therefore inhibits transition to agile development. 
This action research reports from the adoption of team estimation as a vehicle to 
increase redundant knowledge within a group of specialists. The group suffered 
from low levels of group learning legitimized by high work pressure and a  
specialist organizational environment. This resulted in poor planning and opti-
mistic task estimates which contributed to increase the work pressure even 
higher. I framed the research as double-loop learning; I illustrate how different 
barriers to team estimation arose from conflicts with existing efficiency norms 
and then how benefits from team estimation created sufficient momentum to 
change practice. The results are obtained from qualitative analysis of empirical 
data gathered during one year of collaboration with the group. The article  
contributes to understanding of barriers to group learning and agile adoption in 
software organizations1. 

1   Introduction 

A seemingly inherent trend in society is specialization. As our technological systems 
become larger and increasingly more complex there is significant motivation for peo-
ple to focus their attention towards particular areas of the problem domain. The focus-
ing implies that the individual gains more experience and hence obtain a higher level 
of proficiency within this particular area and often receives personal benefits such as 
status and influence in decision-making [21]. Many organizations adopt a bureau-
cratic structure and encourage specialization for improved efficiency. Specialization 
is seen in formalization of roles and fixed allocation of people to problem domains. In 
this manner the organization can gain higher efficiency for predictable work. 

However, developing software systems can hardly be classified as predictable. 
Rapid changes in influential technologies, difficulty of settling requirements up-front 
and software’s inherent flexibility creates a highly turbulent environment for many 
software organizations [17]. Efficiency in such environments depends upon flexibil-
ity. An important prerequisite for flexibility is redundancy. For example, if a group of 
people have overlapping skills then the group can deal with unforeseen changes in 

                                                           
1 The work described was supported by the Research Council of Norway through the project 

EVidence based Improvement of SOFTware engineering (EVISOFT). I am grateful for the 
constructive comments from anonymous reviewers. 
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task demands by dynamically re-allocating. Furthermore, redundant knowledge im-
proves efficiency of communication. Without a shared understanding of fundamental 
concepts, coordinated and collaborative teamwork becomes difficult. 

Agile software development is a software process paradigm rooted among software 
practitioners that has promised to flexibility and learning capability [17, 28]. Since its 
inception, agile software development has gained significant industrial momentum. 
However, researchers have identified numerous challenges with the transition to agile 
methods [4, 27]. One of these challenges is the transition to self-organizing teams in 
which members must have overlapping skills and accept interchangeable roles. 

On November 13, 2007 I participated in a meeting with IT-Corp where we dis-
cussed the potential for research collaboration. I learned that a product group within 
IT-Corp called CardPay had recently started a transition to agile software develop-
ment using Scrum [29]. However, there was a perception that the transition was only 
skin deep – a range of fundamental problems were still present. One of CardPay’s 
representatives believed that a high degree of specialist knowledge made the transi-
tion difficult. This last comment triggered my interest so I agreed to a new meeting 
with CardPay to discuss a potential collaboration. We had two more meetings and by 
the end of November 2007 the collaboration was formally established. 

2   Theoretical Background 

The overall objective with this research was to investigate barriers to successful tran-
sition from plan-based to agile development methods. The two approaches have sig-
nificant differences and the shift involves complex organizational change [8, 27]. 
Organizational change requires the questioning and productive inquiry into existing 
practices. This can be highly problematic as it may entail questioning and adjusting 
governing values and norms that are deeply embodied in the organization [1, 14].  

Redundant knowledge is a requisite for flexibility and efficient teamwork and 
hence becomes important for agile development [24, 28]. Excessive specialization 
among individuals and specialist organizational culture inhibits team collaboration 
and constitute barriers to self-managing teams and agile development [23, 25]. A 
systematic review covering empirical studies up to and including 2005 found 7 stud-
ies giving evidence regarding introduction and adoption of agile methods [11]. Of 
these, three investigated the introduction and adoption process [2, 18, 30]. Bahli and 
Zeid [2] found adoption of XP to be eased by a high level of knowledge creation 
stemming from the numerous coordination events prescribed by XP. Hilkka et al. [18] 
found that practices similar to XP already had been evolving in the two case organiza-
tions’ teams; the practices supported tight collaboration and extensive sharing of do-
main knowledge. Svensson and Höst [30] investigated adoption of agile methods in a 
large organization and found that a culture of redundant knowledge were already 
present as all developers were encouraged to work on the same code. More recent 
research has also investigated challenges regarding introduction and adoption of agile 
methods [7, 12, 19] but did not discuss lack of redundant knowledge as a barrier. 

There are many practices that can be used to increase redundant knowledge. Agile 
development processes suggest practices such as collective code ownership and pair 
programming. Other practices include communities of practice [6] and job rotation. 
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Within the agile development community a practice called Planning Poker has been 
established as a light-weight, work estimation practice for teams that can improve 
accuracy of estimates and reduce occurrences of optimistic estimates [16, 26]. Con-
tributing to these effects is that participants must justify estimates which again  
promote discussions and identification of lack of information [5]. Planning Poker is 
thus a vehicle to build shared understanding of tasks within teams [15]. A benefit with 
this practice is that it can integrate knowledge between different roles, not just devel-
opers [22]. However, barriers to adoption have not been empirically investigated. 

Because the building of redundant knowledge may easily create conflicts with bu-
reaucratic efficiency values and norms [13], it might be difficult to introduce such 
practices into an organization. This leads to the research question: What barriers can 
be met when introducing practices to increase redundant knowledge in software or-
ganizations and how can benefits of redundant knowledge overcome these barriers? 
My collaboration with IT-Corp and CardPay was a suitable context for addressing the 
question; the transition to agile development was apparently hindered by insufficient 
levels of redundant knowledge and the collaboration enabled a longitudinal, in-depth 
investigation. I will now describe the research approach. 

3   Research Approach 

Action research (AR) was used for this investigation. AR is a research approach that 
guides the production of scientific knowledge from organizational change [14]. Alter-
ing software development practices to improve alignment with agile principles has the 
potential to provide both relevant and credible knowledge for the software commu-
nity. Further, the ambition with the investigation was to understand key premises  
for learning in software organizations, to which AR’s strong roots in organizational 
learning were valuable [1, 3]. 

AR is collaborative. In seeking to stimulate organizational change from critical in-
quiry of established practices, the action researcher collaborates with practitioners to 
build theoretically-informed and theoretically-informing cycles of learning. In this 
particular project, I wanted to understand and improve upon the situation in CardPay 
with respect to the specialist knowledge emphasis inhibiting agile development. To 
achieve this, the key idea was to introduce a practice for building redundant knowl-
edge and observe the group’s acceptance and adoption of the practice. Hence, AR was 
a particularly useful research approach in this investigation. 

In order to ensure credibility and relevance in the research, I adopted the five prin-
ciples of Canonical AR (CAR) [10]. Table 1 explains how each principle is addressed. 

I followed the CardPay product group from December 2007 to December 2008 with 
the highest intensity of collaboration in the period January – June 2008. The collabora-
tive nature of AR demands clarity in the role of the researcher as it can easily become 
that of a consultant. Prior to this particular engagement, IT-Corp had accepted the role 
as an industrial partner in a large AR program in which I was already associated. The 
research program agreement contained the juridical sections necessary to allow me 
participation solely with the intention to conduct research. Nevertheless, I used the last 
meeting in November 2007 to present the AR model for CardPay to ensure that we had 
a mutual understanding of the collaboration and of my role. 
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Table 1. Implementation of CAR principles 

1. Researcher-client agreement. There is a long history of research collaboration with 
IT-Corp focusing on software process improvement. The study presented here  
was conducted as part of an on-going AR program in which IT-Corp and researchers 
cooperate with a number of other software organizations. 

2. Cyclical process model. I adopted the five-stage, cyclical process model: Diagnosing, 
action planning, action taking, evaluating and specifying learning. One full cycle was 
completed after which CardPay had institutionalized team estimation. 

3. Theory principle. The main theoretical ambition was to expand current understanding 
regarding the barriers to redundant knowledge in software organizations.  

4. Change through action. I collaborated with CardPay during the whole investigation. 
Nevertheless, my engagement should be classified as moderate as I did not take on any 
direct responsibility for CardPay development activities. My role was similar to the 
facilitative, participative researcher [3]. 

5. Learning through reflection. Numerous gatherings with CardPay members in  
between observations enabled collective discussions and reflections. I initiated formal 
group meeting when in need for group commitment and broader reflection. I partici-
pated in IT-Corp’s Scrum forum meetings to exchange experience with other Scrum 
projects in IT-Corp. My collaboration with IT-Corp included 53 named individuals that 
contributed information to the research and enabled a deeper understanding of  
IT-Corp’s organizational constraints and idiosyncrasies. 

 
In order to understand barriers to building redundant knowledge and how these barri-
ers could be overcome I decided to base data collection in observations, retrospectives 
and a combination of individual and group meetings. This provided understanding of 
actual practice and frequent comparisons with opinions expressed in meetings. Gaps 
between practice and espoused theory is a central element of understanding organiza-
tional change [1]. Furthermore, I wanted to understand the longitudinal properties of 
the change. Hence, I decided that CardPay’s biweekly Sprint planning meetings were 
the right choice for regular observations over a reasonable time span. Scrum  
prescribes these planning meetings to coordinate the work to be done in the coming 
iteration and involve all the people with contributing roles in the iteration. The Scrum 
Master would normally allocate 3 hours for these meetings, but the meetings could 
occasionally be longer. 

Starting in December 2007, I participated as observer in CardPay’s Sprint planning 
meetings. During the observations I did not participate in any discussions and I made 
my role as an observer clearer by pulling my chair close to a corner of the meeting 
room. Initially my presence was awkward for some group members; they would often 
seek to get eye contact and occasionally tried to engage me in their discussions. How-
ever, I refrained from such participation. After a few observations people got used to 
my role and seemed to ignore my presence. 

I did engage in conversations before and after observations, as well as during the 
breaks however. People showed interest in reflection – quite often I ended up having 
‘debriefing’ meetings with 2-5 group members. These meetings contributed to build 
trust and confidence in my intention of wanting to assist in improving the situation.  
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A gradually more confident and open dialogue with CardPay group members was 
very valuable and supported the emergent process of understanding the change proc-
ess [20]. It also allowed me to freely question and confront difficult situations [1]. I 
also participated in Scrum forum meetings at the corporate level where we exchanged 
experience with Scrum in different IT-Corp projects. On two occasions I was also 
directly approached by senior IT-Corp executives that wanted to understand  
more about my research and my findings. We had informative, albeit rather brief 
meetings. However, they gave me useful insights into the organizational context  
surrounding CardPay. 

Additionally, I also spent some time working from at desk in the CardPay group’s 
office area. I was sitting in close proximity to the group members but I did not obtain 
particularly interesting or useful data. People were focusing on their own work;  
although interrupted by occasional phone calls or requests from colleagues. Table 2 
shows a summary of the data collected throughout the collaboration. 

After each day at Corp-IT I added new notes and reflections. I used a tool for quali-
tative data analysis to support the coding of the data. Analysis was fundamentally 
driven by critical interpretivism [20]. The longitudinal nature of the collaboration, the 
numerous informants that introduced me to Corp-IT and CardPay’s organizational 
context and the flexibility of the tool to support gradually emerging coding hierar-
chies and conceptualizations greatly supported this. 

Table 2. Data collected throughout the collaboration 

What Explanation 

Participatory 
observations 

Field notes from observation of 16 Sprint planning meetings, 1 daily 
standup meeting and 1 Sprint review meeting. 

Direct  
involvement 

I was directly involved in planning, preparing and guiding the adoption 
of team estimation using specifically designated meetings. I made meet-
ing notes and collected meeting documentation such as presentations. 

Coordination 
with IT-Corp 

I participated in 3 Scrum forum meetings exchanging experiences with 
other Scrum projects in IT-Corp. I made meeting notes and collected 
meeting documentation such as presentations. 

Informal  
meetings 

During the collaboration I participated in numerous informal meetings 
with a range of people at Corp-IT. This also included coffee-breaks 
and lunches. I made meeting notes. 

Documentation I had access to documents regarding CardPay’s activities occurring 
outside the periods I was present. 

4   Action Research in CardPay 

4.1   Diagnosing 

IT-Corp is a large and complex organization with a long history of mergers and ac-
quisitions. In 2008 IT-Corp employed more than 5,000 people in Europe and India. 
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One of four business areas is ICT solutions for banking and finance which is charac-
terized by a substantial body of formalized rules and procedures. The vast amount of 
domain knowledge is reflected by the complexity of the software systems and is a 
strong driver for specialist knowledge [21]. I was told that new employees to the busi-
ness area normally spent 1-2 years before reaching a level of proficient performance. 
Furthermore, the bureaucratization of the business area mirrored the pre-determined 
structure of tasks and knowledge. Nevertheless, legislative bodies such as the Pay-
ment Card Industry and EU/SEPA impose periodically updated requirements to which 
solutions must conform. 

CardPay is both a product group and a product that belongs to the banking and fi-
nance business area within IT-Corp. The CardPay product group had 13 core mem-
bers working in various roles such as product configuration, development, product 
management, systems management, database specialist, and testing. Additionally, 
there were numerous people with other roles that had significant interaction and inter-
est in the CardPay product, such as department management, customer project man-
agement and IT management. The wide repertoire of roles is a strong indicator of 
specialist organizational culture. 

The CardPay product provides functionality for processing transactions from pay-
ment cards. A major restructuring of the product started autumn 2007. The work was 
mainly funded by a large customer project with tight deadlines. The restructuring 
involved replacing key business logic with a 3rd party software module delivered by a 
European company here named EuroPay. An important part of the development work 
was adapting and rewriting existing application interfaces, as well as reports and mis-
cellaneous utilities, to support the customer in a smooth migration to the new CardPay 
system. Combining customer project funding and integration with a hitherto unknown 
software module incurred significant complexity and risk; many of my contacts noted 
that the ambition level was high compared with the uncertainty and complexity of the 
undertaking. Furthermore, many of the customer’s requirements were not fully under-
stood and the contract promised the customer significant benefits from being the 
sponsor of the transition to the new technology. CardPay members complained that 
the CardPay product had been promised ready far too early. To make matters even 
more complicated, CardPay management signed another contract for migration of a 
second customer to the new CardPay product. The CardPay group would now have 
two streams of customer requirements. 

Hence, the CardPay group faced an extremely turbulent environment. Challenges 
with competing customer requirements and a significant number of quality issues with 
the EuroPay module created an atmosphere near chaos. Soon, the CardPay group 
struggled with considerable overtime and even people having to work during the night 
and through weekends to respond to quality issues. And the CardPay product man-
ager, IS, was responsible for aligning long-term product plans with the more pressing 
customer requirements. More often than not, he was deeply concerned that the  
high attention to customers’ feature requests jeopardized ambitions to build a solid, 
high-quality product. It seemed clear that management’s customer-driven product 
development strategy created friction with existing culture within the group. 

The CardPay product group introduced Scrum in October 2007 to coincide with the 
restructuring of the product. Prior to this, the group followed IT-Corp’s established 
ISO-certified processes for software development which were largely document-driven 
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and adhered to waterfall principles. Introduction and adoption of Scrum happened from 
initiative by department management as part of a process improvement program led by 
IT-Corp staff. At the time of adoption only 3-4 projects were using Scrum within IT-
Corp but several new projects were in the pipeline. A key motivation was to improve 
productivity and the ability to deal with changes. 

From the initiation meetings I learned that the CardPay group considered the tran-
sition to Scrum problematic already from the beginning. There were complaints about 
lacking Scrum discipline and a seemingly insurmountable stream of enquiries from 
the two customers that made planning difficult. This surprised me; I came with the 
presupposition that agile development would be most suitable in turbulent environ-
ments. Gradually however, I concluded that the problems were likely to be even more 
challenging without iterative planning. Probably, agile development brought the  
turbulence more into light. 

Flexibility from overlapping skills might have helped the CardPay group to deal 
with such turbulence but seemed like luxury. In the Sprint planning meetings key 
members were repeatedly pushed from one crisis to the next while others went about 
their tasks as normal. Building flexibility from redundant knowledge in such circum-
stances is difficult; there seemed to be no buffer capacity. Additionally, decision-
making in the group was highly centralized. ARS, the most senior member of the 
group, showed an impressive proficiency in the whole range of challenges facing the 
project. He had extensive contact with various people within IT-Corp and within 
customers’ organizations. In fact, ARS seemed to master everything, and worked 
immense amounts of overtime in order to meet demands from customers. But as a 
result he also brought significant authority in all decision-making. It was difficult for 
less tenured members of the group to stand up to him. Discussions were often con-
cluded after strong arguments from ARS. 

A lack of redundant knowledge was an identified, general problem within Corp-IT, 
confirmed by numerous of my Corp-IT informants. The problem was so eminent that 
it had its own name (SPoK, Single Point of Knowledge) to signal vulnerability in the 
face of unpredictable events. Also, in a workshop the CardPay group acknowledged 
that a specialist culture inhibited team commitment to Sprints. Instead, it was  
individuals such as ARS who committed themselves to the product. 

From my observations of Sprint planning meetings the specialist culture was mani-
fested also in the allocation of tasks. During diagnosing I made notes from 109 tasks 
being planned but only 7 included discussions of alternatives for task allocation. In 
the vast majority of cases, the tasks were either pre-allocated or allocated without 
questions. The language used emphasized the specialist culture. Expressions such as 
“this is a Joe task” and “I’ve already talked with Peter about this task” confirmed how 
the content of the task determines who was supposed to do it. 

More importantly, there were very few occasions of tasks being openly discussed. I 
recorded no instances of task estimates being questioned by more than 2 people. The 
typical scenario was that the person allocated to the task updated the Scrum Master on 
the task estimates. Generally, task estimates were far too optimistic and resulting in 
Sprint burndowns that were nowhere near completion at the Sprints’ end. However, 
the Scrum Master had literally no technical competence and he had limited inclination 
to question the estimates. Contributing to this was ARS’s authority in the group. 
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In summary, both CardPay’s turbulent environment and the strong specialist cul-
ture created a barrier to redundant knowledge. And the CardPay group seemed unable 
to cross the barrier on their own. 

4.2   Action Planning 

Early March 2008 a fellow researcher and I facilitated a project retrospective for the 
CardPay group. We had nine participants that reflected collectively upon improve-
ment actions. A large number of proposals were generated, grouped and ranked  
according to importance by voting. In order of descending votes the topics were: 
method, architecture, competence, task planning, miscellaneous and discipline. 

In a follow-up meeting five days later we discussed how the topics could be ad-
dressed. We focused on the method topic since it had received the highest number of 
votes. The proposals allocated to this topic centered on three core issues: a) discipline 
in the use of ScrumWorks2, b) the need for an improved tool that would integrate 
multiple process tools and c) an improved estimating method. With respect to a), the 
main problem was that tasks were too vaguely specified in ScrumWorks, if at all. It 
was difficult for others in the group to understand what the task was about. With re-
spect to b) the meeting could only make recommendations to IT-Corp. With respect to 
c) I argued that a team estimation process could help in resolving multiple issues 
simultaneously: 1) it had the potential to improve participation and involvement in the 
group which could bring substantial benefits in improving team culture and team 
commitment, 2) it had the potential to ensure that vaguely specified tasks in Scrum-
Works would be spotted and revised online, 3) it had the potential to build compe-
tence within the group and also improve task planning by producing more accurate 
estimates. Hence, addressing concerns raised by 1st, 3rd and 4th priority topics. The 
meeting concluded that team estimation should be introduced as from the beginning 
of April 2008 with a trial of four planning meetings. 

To improve the likelihood of successful adoption, I arranged for a new CardPay 
group briefing in the end of March whereby I sought to actively involve the members 
in the change process [1, 14]. In this meeting I presented a summary of my observa-
tions and the retrospective meeting. I also presented a model of double-loop learning 
that illustrated how I believed that the group had to ‘take a step back’ and critically 
review existing practice in order to improve the situation [1]. I argued that team esti-
mation was a realistic practice that could help. At the end I presented the Planning 
Poker practice [15] as an example, light-weight practice. The participants appeared 
enthusiastic about trying the practice. 

After the group briefing 4-5 group members remained in the room. They expressed 
concerns that CardPay was an atypical software organization: “You know, developing 
software is only a part of what we do. We have a lot of other specialist functions here 
as well such as product configuration, report generation, product testing, transaction 
monitoring and transaction correction.” I recognized this concern and explained that 
team estimation was a generic practice that addressed the need to improve coordina-
tion and group-learning; contrary to pair-programming and collective code ownership 
the practice of team estimation does not require actual programming work to give 

                                                           
2 The tool used by CardPay for recording and organizing Scrum iterations. 
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benefits. The product manager said: “Well, this is something that we have to try.” The 
others agreed. 

4.3   Action Taking 

At the beginning of the first Sprint planning meeting of April 2008 I did a repeated 
introduction of the Planning Poker practice (see textbox “Planning Poker in Card-
Pay”). From an AR point of view the practice has several benefits. First, it is very 
simple. It takes only minutes to explain and requires no tools except the estimation 
cards. I handed out stacks of estimation cards3 to each group member prior to the 
introduction. There were occasional laughs – from the idea of playing cards at work. 

Secondly, the practice prescribed that the Product Owner should present the tasks 
and hence encouraged him to take more ownership of the task definitions. 

Because the practice is simple, engaging and entertaining people quickly got the 
hang of it. After 3-4 estimation sessions in the first Sprint meeting I noticed how the 
group established new, collective action [9]. Group members’ attention shifted from 
the practice itself towards the challenge of understanding the task and estimating the 
work effort associated with it. 

 

 
 
Team estimation required significantly more time than previous estimation prac-

tice. And already at the end of the first Sprint planning session there were signs of 
defensive behavior that threatened the new practice. The Scrum Master expressed 
concerns that they were running out of time. But several other group members pro-
tested and commented that it was useful nevertheless and that it was valuable discus-
sions and also that it was alright to spend more time on estimation in the beginning. 

During a break I repeated that this was in fact the fundamental problem we were 
trying to solve and that a certain degree of patience was required. The Product Owner 
agreed. The Sprint planning meeting continued with using Planning Poker. It was also 
decided that a follow-up meeting the next morning would estimate the few remaining 
tasks. I spent time after the meeting for de-briefing with the Scrum Master. He was 
largely happy with the practice but said that he had felt a pressure to stay with the 

                                                           
3 The estimation cards resemble normal playing cards but carries effort estimates as the card 

value. The effort estimate values are ‘?’, 0, 1/2, 1, 2, 3, 5, 8, 13, 20, 40, 100 and ‘infinity’. 

Planning Poker in CardPay: 
 Each task to be estimated is presented by the Product Owner. The Product Owner 
does not estimate. 

 The group members ask for any clarifications they feel necessary in order to esti-
mate the task effort. Normally this triggers a group-wide discussion. 

 Upon notification from the Scrum Master each member presents the card showing 
the estimate believed to best approximate the task effort. 

 If the estimates are roughly similar the Scrum Master uses the most frequent esti-
mate as the task estimate. 

 If there is wide disagreement in the estimates the task is discussed again and the 
group members present updated estimates. 
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original time schedule for the meeting. While we were talking the department man-
ager appeared, joined the conversation and gave further support to the continued use 
of Planning Poker. However, in the following Sprint planning meeting there were still 
several examples of defensive behavior. The Scrum Master simply short-circuited the 
estimation process by inserting seemingly arbitrary estimates on the tasks and stating 
that “we don’t have time for such detailed discussions now.” I could hear sighs and 
comments from group members that wanted to stick with the practice. 

During de-briefing after the next Sprint planning meeting I was somewhat sur-
prised when the Scrum Master exclaimed: “I would like to use Planning poker from 
now on in all the Sprint planning meetings.” It was in striking contrast to his behavior 
in the Sprint planning meeting. I concluded that he wanted to continue the practice but 
that other factors forced him to stop. He explained: “I get really tired of these long 
planning meetings. Besides, new issues appear continuously that require me to think 
over things again and coordinate further.” He had already thought out an alternative: 
“I think we will divide the planning session into two separate events, in this way I’ve 
got the time to prepare better for the last round.” 

Thus, a variant of the practice was invented; a pre-planning session preceded the 
real Sprint planning session. In the former, only a subset of the group was present 
together with the customer project mangers and no explicit estimation of effort was 
done, it was solely meant clarify content of tasks to be resolved by the group. In the 
proper Sprint planning session Planning Poker was used, although, only for roughly 
two thirds of the tasks. From now on the practice was institutionalized. 

4.4   Evaluating 

Team estimation was institutionalized in CardPay and I consider this as an indication 
of successful double-loop learning. Table 3 below summarizes practice adoption by 
contrasting distribution of different estimation event types before (pre) and after 
(post) introducing Planning Poker. Most importantly, the data show that Planning 
Poker was used for 27 of the 40 recorded estimation events in the post-action phase 
(13 + 27). In my last meeting with the Scrum Master in December 2008 he confirmed 
that Planning Poker was now used in all Sprint planning meetings. The practice was 
established and used in the group despite my absence. 

We now return to the research question in order to evaluate the action research: 
What barriers can be met when introducing practices to increase redundant knowl-
edge in software organizations and how can benefits of redundant knowledge over-
come these barriers? 

4.4.1   Barriers to Team Estimation 
When identifying barriers to team estimation I carefully analyzed the 30 tasks esti-
mated by individuals or for which no estimation process was recorded (13 + 17). 
During my observations the Scrum Master decided for which tasks Planning Poker 
was used. However, he never appeared as an individualistic leader. Rather, he con-
stantly sought legitimacy from the other group members. This was not surprising 
given his lack of actual experience with the CardPay product (cf. section 4.1). Occa-
sionally he was even encouraged by others in the group to ‘step up’ and make clear 
decisions. From this I concluded that group members’ opinion of the team estimation 
practice strongly influenced its continued use. 



38 T.E. Fægri 

 

Table 3. Summary of task discussion events and estimation practice used 

  Pre-action phase Post-action phase 

Estimates by individuals 43 13 

Estimates by team 0 27 

Unknown, N/A4 66 17 

Sum 109 57 

 
 

Team estimation was quickly associated with detailed and thorough discussions on 
which ground it was abandoned on at least three occasions. The Scrum Master ex-
plained it by saying: “We don’t have time for such detailed discussion now.” Hence, 
he revealed a conflict between group discussions and efficiency ideals. On other occa-
sions, team estimation was abandoned because precise estimates were not considered 
necessary for small tasks (less than 2-3 hours). The fact that detailed group discus-
sions were not considered rational for all tasks illuminates that there was a perceived 
threshold of necessity for group clarification of tasks. Diversity in task types also 
contributes to explain the abandonment of team estimation for certain tasks. 

Another strong barrier for team estimation was lack of information. Planning Poker 
brought out viewpoints from all group members and this contributed to expose areas 
of vagueness in the task understanding. In such situations, final estimation of the task 
was postponed until more information was made available. Further, on four occasions 
the lack of information was attributed to “the most knowledgeable person is not pre-
sent” which is itself symptomatic of a lack of redundant knowledge and is an example 
of the ‘Single Point of Knowledge’ problem found during diagnosis (cf. section 4.1). 
There was not enough redundant knowledge to sustain a realistic estimate in the  
absence of certain persons.  

Somewhat related to lack of information was a barrier created by size of tasks. If 
tasks were too big, the discussions did not bring sufficient clarity to the problem-
solving strategy. The group could not reach agreement on organization of the work. 
Hence, Planning Poker exposed the need to divide tasks into smaller, more manageable 
tasks. I noted that for tasks believed to constitute more than 100 hours of work they 
were broken down into smaller units. For example, the habit of more participation and 
more information becoming communicated would contribute to the acknowledgement 
of conflicts between the two funding customer projects which introduced additional 
complexity into the task. 

                                                           
4 The high number of task discussions in the pre-action phase for which I recorded no estima-

tion practice (66) is due to the fact that the task estimates were often set without talking or 
mention. Some tasks were also not estimated because they were already completed, there was 
lack of information within the group or a decision was made to split the task into subtasks. 
Further, the number of task discussions in the post-action phase for which I recorded no  
estimation practice (17) is subject to reduced accuracy. The intensity of discussions in the 
post-action phase was so high that I occasionally failed to capture discussions and decisions. 
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4.4.2   Benefits of Team Estimation 
As group members tried to understand the individual tasks there were many interesting 
situations. Most importantly, it was evident that very few group members understood 
individual tasks. The lack of redundant knowledge was exposed by group member’s 
eager attempts to ask for clarifications. And for a number of tasks it became clear that 
no-one in the meeting had enough information to explain the work. These tasks were 
tagged appropriately and then skipped for the next Sprint planning meeting. 

Participation in the discussions increased radically. Prior to team estimation the 
task discussions were mostly status updates communicated directly to the Scrum Mas-
ter. In the post-action phase, most, if not all, group members tried to contribute and 
understand the tasks. One result I found very intriguing was that participation seemed 
higher for all tasks, even for those not being subjected to the final card game. The 
reason for this was that the group members developed a habit of more active partici-
pation and that the Scrum Master rarely made the decision to abandon team estima-
tion before a certain period of discussion had been going on.  

Further, the team estimation discussions contributed strongly to actual problem-
solving. Most frequently, estimates were higher in the second round of estimation – 
i.e. new information brought into the discussion contributed to appreciation of greater 
task complexity and size. Discussions were normally centered on problem-solving 
and often included contributions by group members with experience from similar 
tasks. However, there were also a few occasions where these contributions resulted in 
better problem-solving strategies that reduced the initial task estimates. 

One CardPay group member named TAM had previously skipped all prior Sprint 
planning meetings started showing up. He illustrated another benefit of team estima-
tion; the estimation discussion had become a collective arena for demonstration of 
competence. I had many times requested the Scrum Master to put stronger force onto 
involving TAM into the Sprint planning meetings but without success. TAM was 
working on the same tasks as ARS and was normally given tasks by ARS directly. 
Apparently, TAM was the quiet type that wanted clear directions in his work. But 
during team estimation sessions he showed great enthusiasm and contributed greatly 
to clarification and problem-solving. 

4.5   Specifying Learning 

The combination of both group observations and individual meetings and debriefing 
gives the possibility to compare what people do in the group learning situation and 
what they uphold as espoused theory [1]. One key to double-loop learning is for the 
researcher to initiate critical inquiry of established practices and illustrating models of 
new, productive learning while avoiding that practitioners ‘loose their face’ in the 
process. Introducing team estimation seemed to achieve exactly this. Although there 
were clear signs of defensive behavior as existing values and norms of efficiency were 
being confronted (cf. section 4.3), I noticed no occurrences of embarrassment. Rather, 
Planning Poker contributed almost instantly to seemingly more realistic estimates of 
tasks while achieving dramatic increases in group member participation and subse-
quent improvement of redundant knowledge. Also, team estimation exposed occasions 
when not enough information was available. I believe this is an important factor that 
explains the group’s continued use of Planning Poker. Although it may take a long 
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time to build the culture of trust and respect that facilitates pluralist decision-making 
[27] team estimation created the environment in which the CardPay group could adjust 
fundamental efficiency values and engage in double-loop learning [1]. 

By institutionalizing Planning Poker the CardPay group they established a new 
practice for group learning that was productive in building redundant knowledge. 
Team estimation shifted more of the problem-solving into the Sprint planning meet-
ing. As group members actively sought to contribute with their own knowledge  
problem-solving now became a group activity where group members narrated shared 
stories to explain viable problem-solving strategies [6]. Hence, the CardPay group 
was able to ‘talk solutions into existence’ [22] and exploit the collective strength of 
the group’s practice-based knowing in completing the CardPay product [9]. The im-
provement in redundant knowledge was not reflected in markedly higher flexibility of 
task allocation however. This will take more time. Task allocation discussions in-
creased by 5 % in the post-action phase and the share of task allocations done without 
discussing alternatives dropped by 6 % in the post-action phase.  

Although team estimation gives such benefits it is also understandable that Card-
Pay didn’t want to use team estimation for every task in the Sprints. There are over-
heads with it that must be weighed against the benefits. The CardPay group used 
Planning Poker for 27 of the 40 estimated tasks in the post-action phase (see table 3). 

Furthermore, specialist knowledge is still required in CardPay. It would certainly 
not be efficient for all group members to have the exact same skills. By allocating 
group learning to a rather confined venue such as Sprint planning the group was able 
to improve redundant knowledge without overdoing it. 

4.6   Limitations 

Interpretation of the results should be subjected to validity and generalizeability con-
siderations. Generalizations from such single-case studies depends on rich and rele-
vant context descriptions and theoretically-informed interpretation of outcomes [3] as 
well as application of established AR guidelines, such as CAR [10]. Much attention in 
the article is therefore given to this. The triangulation between multiple data sources 
can also improve validity. However, validity of AR resides primarily in the workabil-
ity of the action [14] in which respect this research was successful. 

A limitation of the investigation is lack of data to enable analysis of the team esti-
mation accuracy. However, these effects of Planning Poker have been reported  
elsewhere [16, 26]. During my observations in the post-action phase I did notice sig-
nificantly better Scrum burndowns. The Scrum Master confirmed this at my last meet-
ing with him. Another limitation of the investigation is its duration. A longer duration 
of investigation would be necessary to confirm effects on task allocation flexibility. 

5   Conclusions 

Despite the barriers created by turbulence and specialist organizational environment 
this action research successfully altered CardPay’s practice towards increased  
collaborative problem-solving and building of redundant group knowledge. By work-
ing as a group, CardPay was able to benefit from individual members’ skills and  
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experience. Arguably, this capability will improve the CardPay group’s software 
development capability in an increasingly fierce and turbulent market. 

I see four important factors that contributed to the success of this action research: 
1) The need for change was based in extensive diagnosing and had wide commitment 
within the group. 2) The change itself was simple and thus easy to describe and im-
plement. 3) The change created immediate and visible benefits. 4) The practice could 
be easily adapted to the group’s context. These factors should be kept in mind by 
other organizations struggling with achieving group learning in a turbulent, specialist 
organizational environment. 

However, it takes time and commitment to change peoples’ practices. Thus, chang-
ing practice can be difficult for groups deeply concerned with pressing tasks. Creating 
the momentum for change might therefore depend on collaboration with outsiders. 
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Abstract. Software product lines - families of similar but not identical software 
products - need to address the issue of feature variability. That is, a single fea-
ture might require various implementations for different customers. Also,  
features might need optional extensions that are needed by some but not all 
products. Software product line engineering manages variability by conducting 
a thorough domain analysis upfront during the planning phases. However, up-
front, heavyweight planning approaches are not well-aligned with the values of 
minimalistic practices like XP where bottom-up, incremental development is 
common. In this paper, we introduce a bottom-up, test-driven approach to  
introduce variability to systems by reactively refactoring existing code. We 
support our approach with an eclipse plug-in to automate the refactoring 
process. We evaluate our approach by a case study to determine the feasibility 
and practicality of the approach. 

Keywords: variability, software product lines, agile methods, refactoring. 

1   Introduction 

1.1   Software Product Line Engineering  

Software product line (SPL) engineering enables organizations to manage families of 
products that are similar but not identical [1]. The idea is to target a certain market 
domain, but be able to satisfy the various requirements of different market sectors (i.e. 
customers) in that domain. This is achieved by developing a common platform from 
which different instances of the system are derived.  Being able to customize the 
products during the instantiation process is due to the concept of variability [2].  

Variability refers to the notion that the components that constitute the system may 
exist or behave differently in different instances of that system.  Moreover, some 
components may be optional and, hence, may not exist in every instance of the  
system. Every product line has a variability profile that encompasses a number of 
variation points and a set of variants for each variation point. A variation point is an 
aspect in a certain requirement that can have multiple states of existence in the  
system. Each state of existence is called a variant. 
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Consider the example in Figure 1a. The weather module has two variation points. 
The first is of type “option” – the weather trend analyzer. Options are either selected 
(variant 1) or discarded (variant 2). That is, the weather trend analyzer is optional 
depending on whether the customer would like to have it or not. The second variation 
point is of type “alternatives” – the weather UI panel. Alternatives are mutually ex-
clusive – if one is selected, the other alternatives cannot be selected. That is, the 
weather UI panel can have one of two different formats depending on whether the 
application is to run on a handheld device (variant 1) or a normal PC (variant 2). 

When the customer purchases a smart home system with the weather module, a de-
cision has to be made on what variants should be selected for every variation point in 
the system. Based on these decisions, different instances can be produced such as the 
ones shown in Figure 1b. Decision making is usually governed by the wants and 
needs of the customer, as well as any technical or business constraints.  

 

 
Fig. 1. Example of variability in a module 

Organizations that use product line practices to manage their software production 
have a competitive advantage. Some organizations reported reductions in the number 
of defects in their products and cuts in costs and time-to-market by a factor of 10 or 
more [3]. This is because dealing with a single configurable entity that is considered 
the base for all products in a given category provides for many benefits such as: 

 
a. Software Reuse: Reuse of the same source code to produce a number of  

systems provides an economic advantage.  
b. Increased software stability: Reused components can be better tested as the  

effort amortizes over a larger number of software systems. 
c. Mass customization: Mass customization means that a wider range of custom-

ers can be satisfied even though their needs might be different.  
d. Reduced maintenance effort: Maintaining a single base is more efficient than 

maintaining separate products. For example, if a bug needs to be fixed, the 
change should only happen within the single base, and the change will take  
effect in all individual products as soon as they are re-instantiated. 

1.2   Software Product Lines and Agility 

In the previous section, we explained what a SPL is and why it is a useful practice. 
This section discusses SPLs in the context of agile software development. 
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Traditionally, SPL engineering favors upfront, proactive approaches. Planning for 
variability is done during the domain engineering phase in order to determine what 
may vary and how. The variability profile is then taken into account to build a flexible 
reference architecture for all the instances to be built in the future. During the next 
phase, namely application engineering, customized instances of the system are  
derived and delivered to the customers.   

For agile organizations, adopting a SPL approach in its traditional form is chal-
lenging. This is due to the common values and principles [4] in the agile culture that 
can be seen as being in direct conflict with essential aspects of SPL engineering. For 
one, agile methods encourage working on what is currently needed and asked for ra-
ther than what might be needed in the future. Therefore, dedicating an entire domain 
analysis phase to make predictions about variability might be a risky option. Further-
more, in the agile culture, it is deemed important to deliver working software on a 
regular basis – which in a SPL context is too difficult to achieve especially in the  
early phases.  

In this paper, we argue that for agile organizations to adopt a SPL practice, a reac-
tive – as opposed to proactive – approach is more befitting. We focus on the notion of 
variability considering that it is one of the most important aspects of SPLs. We de-
scribe a bottom-up, reactive approach to gradually construct variability profiles for 
existing systems. The approach relies on common agile practices such as refactoring 
and test-driven development to introduce variability into systems only when it is 
needed. The approach can provide the reuse and maintainability benefits of SPLs 
while keeping the delivery-focused approach coming from agile methods. 

The next section describes the proposed approach in detail. In Section 3, we 
present an evaluation of the approach followed by a discussion of limitations. Section 
4 discusses relevant literature and underscores our distinct contribution. 

2   The Extreme Software Product Line Approach 

2.1   Overview  

The fundamental verdict of our approach to variability in the agile context is that va-
riability should be handled on-demand. That is, unless requirements about variations in 
the system are available upfront, the agile organization should not proactively invest 
into predicting what might vary in the system. Rather, the normal course of develop-
ment should take place to satisfy the current needs of the customers. Later on, should a 
need to introduce a variation point arise – whether during development or after deli-
very – agile teams shall have the tools to embrace this variability reactively. When a 
product line practice is not adopted, embracing variability is usually done by: a) clone-
and-own techniques where the base code is copied and then customized to satisfy the 
new variation, or b) ad-hoc refactoring, where it is left up to the developer to refactor 
existing code to satisfy both the new as well as the existing variation. In the first case, 
the organization will have to maintain and support more than one base code, which is 
highly inefficient and error prone. In the second case, there is neither a systematic way 
to refactor the code nor a way to convey knowledge about the existence of variation 
points – which may cause variability in the system to become too cumbersome and 
expensive to maintain, and may render the instantiation process vague. 
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The approach we propose here is different in that it enforces systematic and test-
driven practices to deal with variability in order to ensure consistency and efficiency. 

2.2   The Role of Tests 

In agile approaches like Extreme Programming [5], automated tests are deemed es-
sential. There usually exist two types of tests: unit tests and acceptance tests. Our  
approach makes use of both types; however, this paper focuses on the use of unit tests 
only. A unit is defined as the smallest testable part of a system. A unit test verifies the 
correctness of the behavior of an individual unit, or the interaction between units. In 
test-driven development, unit tests are written before writing production code. Tests 
are automated to be executed frequently and help in refactoring of the code base. 
In our approach, unit tests are relevant in three different ways: 
 

1. Unit tests are used as a starting point to drive the variability introduction 
process. This point will be discussed further in the upcoming sections.  

2. When a variation point is introduced along with its variants, unit tests 
ought to exhaust all the different variants, and therefore they are part of 
the variability introduction process. 

3. Unit tests serve as a safety net to make sure the variability introduction 
process did not have any destructive side effects. 

2.3   The Variability Introduction Process  

To illustrate the proposed approach, we use a very simple example. Say, within a 
smart home security system, we have an electronic lock feature on every port (door or 
window). The diagram in Figure 2 illustrates the current state of the system. The Lock 
class is tested by the LockTest class. Arrows show the call hierarchy. E.g. Lock-
Test.testSetPassword() calls the public method Lock.setPassword(), which in turn 
calls the private method Lock.isValidPassword(String).  

 

 

Fig. 2. Current state of the Lock feature 

Currently, the system allows the user to set a 4-character password for the locks. 
The password criteria are checked in the Lock.isValidPassword() method below. Say 
we need to introduce a variation point to the lock feature to allow customers to choose 
the desired security level needed on the locks before they purchase the system. Va-
riants include a 4-char lock (the original lock), an 8-char lock (a new alternative), or a 
non-trivial 8-char lock (another new alternative - characters cannot be all the same 
and cannot be consecutive). 
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One way1 to design this is to use an abstract factory pattern [6] to reach the confi-

guration shown in Figure 3. We can abstract the method that is responsible for pass-
word validation (i.e. Lock.isValidPassword(String)) and provide three different  
implementations for it.  

Our tool supports this refactoring process: when a developer wants to introduce a 
variation, the tool helps in the required refactoring of the code base. It creates an ab-
stract factory, corresponding concrete classes, and the required test classes. 

 

 

Fig. 3. The new state of the Lock feature 
 

                                                           
1 There are other techniques and patterns to realize variability. Choosing the appropriate tech-

nique for each case is beyond the scope of this paper. Our approach, however, should work 
fine with any code-based variability implementation technique.  

class Lock { 
 String currentPassword=""; 
  
 public boolean setPassword(String password) { 
  if(isValidPassword(password)) { 
   this.currentPassword = password; 
   return true; 
  } 
  return false; 
 } 
  
 boolean isValidPassword(String password) { 
  if (password.length()==4) return true; 
  return false; 
 } 
 
  
 public boolean isAuthentic(String password) { 
  if(password == currentPassword) return true; 
  return false; 
 } 
} 
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Refactoring the code to reach the configuration in Figure 3 has consequences. First 
of all, we need to write unit tests that reflect the new changes. Also, we need to 
change all instantiations of the old Lock class to use the new factory instead. And we 
need to determine which implementation we want before every instantiation of the 
Lock class. For this to work, we also need to provide an implementation selector class 
to return the proper implementation.  

To take care of the refactoring process and all its consequences, we take advantage 
of the existing traceability between unit tests and production code. We provide a for-
malization of the variability introduction process in order to automate it: 

There exists in the system a set of unit test classes . Each testing class  has a 
set of testing methods. , , , … ,   , , , … ,  

Each testing method  may instantiate or use a number of classes in the system - 
set . Each class  consists of a set of methods. , , , … ,  , , , … ,  

Each method in  may instantiate or use a number of other classes in the system. 
Over the previous sets, we define a process to introduce a variation point to the 

system. The process consists of the following functions: 
1. A Variation Initialization function to determine: 
 

a. The unit test of interest as a starting point . This feeds in-
to the next step. 

b. One of two variation types: alternatives, or options. This determines 
the kind of refactoring needed to embrace the variation point. 

 
These two attributes should be determined by the developer. The developer 
chooses the unit test that tests the scenario where variability needs to exist. In 
the example above, it is the LockTest.testSetPassword() method shown be-
low2, because this is where we mainly test for the setting password part of 
the feature.  

 

 
 

                                                           
2 This unit test is for illustration only. It is understood that in real life best practices like one-

assert per test should be observed.   

public void testSetPassword() { 
 Lock lock = new Lock(); 
 Assert.assertFalse(lock.setPassword("")); 
 Assert.assertFalse(lock.setPassword("Hello")); 
 Assert.assertTrue(lock.setPassword("Helo")); 
} 
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Then the developer decides whether the new variability is due to the need to  
provide alternative implementations or to add options to the feature at hand. In the 
example, we choose alternatives. 

 
1. A Call Hierarchy function to determine the transitive closure of the unit test  selected in step 1. This includes all methods in the system that are in-

voked due to the invocation of .   
In the example above, the call hierarchy of LockTest.testSetPassword() 

includes the methods: Lock.setPassword(String) and Lock.isValid 
Password(String).  

At this stage, developer’s input is needed to identify where in the call hie-
rarchy the variation point should exist. This determines the method that is 
causing the variation to happen. For example, because the variation point we 
need to inject is pertaining to the validation of the password criteria, we 
choose Lock.isValidPassword(String).  

2. A Variability Trace function that – given the method  chosen in 2 – de-
termines all the classes and methods that can potentially be affected by intro-
ducing the variation point.  

In the example above, say there is a class Port that instantiates the Lock 
class. This instantiation needs to be updated to use the new factory.  

3. A Refactoring and Code Generation function to perform the code manipula-
tions needed to introduce the variation point and the variants based on the 
variation type determined in 1b. Given the method ∈   from the pre-
vious step, the following code manipulations will take place: 

a. Refactoring  so that  is abstracted as a variation point.  

 

 

 
b. Generating implementations for the variants:   

  

abstract class Lock { 
 String currentPassword="";  
 public boolean setPassword(String password) { 
  if(isValidPassword(password)) { 
   this.currentPassword = password; 
   return true; 
  } 
  return false; 
 } 
 abstract boolean isValidPassword(String password); 
 public boolean isAuthentic(String password) { 
  if(password == currentPassword) return true; 
  return false; 
 } 
} 
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c. Declaring a new enumeration to explicate the variation point and its 
variants: 
 

 
 

d. Creating/updating a configurator class: 
 

 
 

The configurator serves two purposes. For one, it enables easy con-
figuration and instantiation of products. Every variable in this class 
represents a variation point. The value assigned to each variable 
represents the variant we need to choose.  Secondly, the configura-
tor helps explicate the variability profile of the system so that it is 
visible to the stakeholders (later, we plan to link this profile to fea-
ture modeling tools to provide a better visualization). 
 

e. Generating an implementation selector: 
 

 

public class LockFactory { 
 public static Lock createLock() { 
  if (VariantConfiguration.securityLevel == 
VP_SECURITY_LEVEL.V_LOW) return new LowLock(); 
  if (VariantConfiguration.securityLevel == 
VP_SECURITY_LEVEL.V_MEDIUM) return new MediumLock(); 
  if (VariantConfiguration.securityLevel == 
VP_SECURITY_LEVEL.V_HIGH) return new HighLock(); 
  else return null; 
 } 

} 

public class VariantConfiguration { 
 public static VP_SECURITY_LEVEL securityLevel =  

VP_SECURITY_LEVEL.V_LOW; 
} 

public enum VP_SECURITY_LEVEL { V_LOW, V_MEDIUM, V_HIGH }

class LowLock extends Lock { 
 boolean isValidPassword(String password) { 
  if (password.length() == 4) 
   return true; 
  return false; 
 } 
} 
class MediumLock extends Lock { 
 boolean isValidPassword(String password) { 
  // TODO Auto-generated method stub 
  return false; 
 } 
} 
class HighLock extends Lock { 
 boolean isValidPassword(String password) { 
  // TODO Auto-generated method stub 
  return false; 
 } 
} 
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f. Updating affected code segments found in step3 to use the new fac-
tory: 

 

 
 

4. A Test Update function to update affected unit tests and generate unit tests 
for the new variants. This not only makes sure the new changes did not have 
a destructive effect on the original system, but also encourages test-driven 
development because it generates failing tests for developers to write before 
writing the logic for the new variants. 

In the example above, the LockTest.testSetPassword() method is refac-
tored to LockTest.testSetPassword_Low() as a test for the first (original) va-
riant. Two more tests are added to test the other two variants. In each test, the 
first statement selects the variant to be tested. In the case of options, we gen-
erate tests for all combinations of options. This of course has to go through a 
validation engine to filter invalid combinations but this is yet to be imple-
mented in the tool. Generated tests initially have the same body of the  
original test (where the process started) as a template for the developer to 
change as required. However, these tests initially are forced to fail to remind 
the developer to edit the test and its corresponding production code.  

 

 

@Test 
 public void testSetPassword_Low() { 
  VariantConfiguration.securityLevel =  

VP_SECURITY_LEVEL.V_LOW; 
  Lock lock = LockFactory.createLock(); 
  Assert.assertFalse(lock.setPassword("")); 
  Assert.assertFalse(lock.setPassword("Hello")); 
  Assert.assertTrue(lock.setPassword("Helo")); 
 } 

@Test 
 public void testSetPassword_Medium() { 
  // TODO Auto-generated method stub 
  VariantConfiguration.securityLevel =  

VP_SECURITY_LEVEL.V_MEDIUM; 
  Lock lock = LockFactory.createLock(); 
  Assert.assertFalse(lock.setPassword("")); 
  Assert.assertFalse(lock.setPassword("Hello")); 
  Assert.assertTrue(lock.setPassword("Helo")); 
  org.junit.Assert.fail(); 
 } 

@Test 
 public void testSetPassword_High() { 
  // TODO Auto-generated method stub 
  VariantConfiguration.securityLevel =  

VP_SECURITY_LEVEL.V_HIGH; 
  Lock lock = LockFactory.createLock(); 
  Assert.assertFalse(lock.setPassword("")); 
  Assert.assertFalse(lock.setPassword("Hello")); 
  Assert.assertTrue(lock.setPassword("Helo")); 
  org.junit.Assert.fail(); 

 } 

Lock lock = LockFactory.createLock();



52 Y. Ghanam and F. Maurer 

2.4   Automation 

The abovementioned process to introduce a variation point in a system entails a num-
ber of steps that can be error prone and time consuming. We built an eclipse plug-in 
that automates the whole process assisted by input from the developer. The tool is 
open source and is available online [7]. When a variation point is to be refactored into 
the system: 

1. The developer navigates to the unit test corresponding to the aspect of the fea-
ture where the variation point should be added. 

2. The developer chooses to add a variation point of a certain type. 
3. The tool finds the transitive closure of all objects and methods used in the cho-

sen unit test. The developer selects the method that is considered the source of 
variation. 

4. The developer specifies a name for the new variation point, and specifies 
names for all different variants. Figure 4 shows a snapshot of a expected input. 

 

 

Fig. 4. Expected input from the developer 

5. The tool will do the proper refactoring and code generation as described in the 
previous section. In fact, all the refactored and generated code we provided at 
each step in the previous section was the output of our eclipse plug-in.  
Namely, the tool will:  
• Abstract out the source of variation. 
• Provide an implementation class for each variant.  
• Provide a factory to select the proper implementation. 
• Define an enumeration to enable easy configuration of the system at instan-

tiation time. All variation points will be packaged nicely in a configuration 
file to convey knowledge about variability in the system and the decisions 
that need to be made. 

 



 Extreme Product Line Engineering – Refactoring for Variability 53 

 

Fig. 5. The developer is made aware of the refactoring steps 

As shown in Figure 5, before any refactoring takes place, the developer is made aware 
of all the changes. 
 

6. The tool will update all references of the old class to the correct object instan-
tiation technique. 

7. The tool will provide unit tests for every variant. In case of options, unit tests 
will be provided to test all possible combinations of extensions.   

3   Evaluation 

So far in this paper, we described a bottom-up, test-driven approach to construct va-
riability profiles for software systems. The previous sections provided an overview of 
what the variability introduction process entails and how to formalize it for automa-
tion purposes. We also presented an eclipse plug-in that we built as an enabling tool 
for developers to automate the process. 

3.1   Goals and Setting 

The goal of the evaluation was to check whether the proposed approach is feasible 
and practical with the help of the plug-in we developed. We conducted a limited case 
study to investigate these two issues. 

To check for feasibility, we used the simple example we presented earlier in this 
paper as a starting point. Then, we extended the example in a number of ways, name-
ly: adding more classes, adding more unit tests, applying various object-oriented 
techniques like subclasses and interfaces, and using different types of constructors 
like parameterless constructors, parameterized constructors and super constructors. 
After each extension to the mockup system, we tried to apply a number of operations 
such as adding variation points of different types, and adding variants. The main aim 
was to find how feasible it is to inject variability into a system through systematic 
refactoring given all the complications of object-oriented design.  
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On the other hand, the aim of the practicality check was to elicit an initial insight 
on how practical this approach is in terms of introducing variability to an arbitrary 
system that was not originally developed with variability in mind. For this part of the 
evaluation, we used a real open source system available at SourceForge. We selected 
this system by listing all projects in sourceforge.net, sorted by the number of down-
loads in a descending order, and with a Java as a programming language filter. Then 
we examined the projects one by one looking for those projects that already had unit 
tests and were easy to import by Eclipse Ganymede 3.4.2. The rationale behind these 
criteria was that we needed a system that is actually in use (to avoid experimental 
projects). Also, because our plug-in is written for Eclipse, it only supports Java. The 
availability of unit tests was also important, because we did not want to write our own 
tests to avoid any biases. 

The system we chose is called Buddi [8]. It is a simple financial management pro-
gram targeted for users with little or no financial background. It allows users to set up 
accounts, create spending and income categories, record transactions, and check 
spending habits. Up till the end of November, Buddi has been downloaded 647,354 
times. It has about 24,775 lines and 227 classes.  

Buddi was originally intended for personal use. In order to introduce variability to 
Buddi, we asked the question: what do we have to do to make Buddi suitable for 
small businesses? We developed a number of scenarios such as: 

1. Buddi usually accepts credit payments (transactions). To use this feature to sup-
port store-credit, we need to provide the possibility of assessing risks. This yields the 
first variation point Risk Assessment with the variants (alternatives): None, Flexible 
and Strict. The None variant represents the original implementation of Buddi that did 
not have the notion of risk assessment. The Flexible variant puts some restrictions on 
the credited amount, and checks balance status for the past few months. The Strict 
variant adds more restrictions on any store-credit such as considerations of when the 
account was opened.  

2.  Buddi updates the balance of a customer after each transaction. For fraud-
detection, we might need to take some security measures. This yields the second vari-
ation point Security Measures with the variants (options): Log Balance Updates, and 
Send SMS to Customer.  

Following a product line approach, we can honor these requests without having to 
maintain a personal version as well as business version of Buddi. In our evaluation, 
the goal is to see how practical it is to use our approach to inject this variability using 
the Eclipse plug-in.  

3.2   Results and Limitations 

The feasibility evaluation enabled us to refine our approach in an iterative manner 
before we use our plug-in on a real system. We found some issues that we managed to 
fix such as dealing with instantiations where parameterized constructors are used, 
resolving call hierarchies and refactoring instantiations where there already is a design 
pattern in use, and dealing with classes that already are abstract. We also faced com-
plications that are yet to be resolved such as handling inheritance. For example, if the 
original code was: Lock c = new SubLock() where Lock is not necessarily abstract, it 
is not possible for the static code analyzer we are using to detect at compile time 
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which subclass is being used (if there is more than one). After a number of rounds, we 
came to the conclusion that the approach is indeed feasible, but more experiments 
need to be set in order to detect cases where systematic refactoring is tricky.  

Checking for practicality, we used our plug-in to refactor the code systematically 
as per the proposed approach. The plug-in was in fact able to handle both types of 
variations (i.e. alternatives and options) without any human interference – except for 
input from the developer wherever it was prescribed in the approach. The output of 
using the approach for each variation was as expected. That is, relevant code was re-
factored and new code was generated as prescribed. The process did not create any 
compilation errors or cause a test to fail.  

However, we noticed that the Call Hierarchy function caused a noticeable delay of 
about 9 seconds on average. Although this delay might not limit the usefulness of the 
tool, it might, for larger projects with millions of lines of codes, limit its practicality. 
We intend to investigate this issue further to find more efficient ways to obtain only 
relevant units rather than the whole hierarchy. Also, we realized that the transitive 
closure for some tests might be too large to navigate. This is a tool specific issue that 
we hope to deal with in the future where we can visualize the call hierarchy in a better 
fashion. A real limitation to the practicality of the current implementation of our plug-
in was the inability to combine variation points in a hierarchical manner. For example, 
currently we do not support scenarios where a variation point of type alternatives need 
to be defined, and one or more of these alternatives have a number of options to select 
from. Nonetheless, we believe that this issue can be resolved with more sophisticated 
code analysis and refactoring. 

Currently, the tool does not support dependencies between variation points and va-
riants. For example, multiplicity constraints between alternatives and options are not 
taken into account. We are at this time working on extending the tool to handle con-
strains and support more complex variation scenarios. 

3.3   Threats to Validity 

The cases we chose to test in our feasibility evaluation might be subjective. Although 
we tried to cover a wide range of object-oriented configurations, we understand that 
our evaluation for feasibility did not exhaust all possible cases, which made it hard to 
claim that the approach is completely feasible for any project and under any circums-
tances. Moreover, the practicality evaluation is limited to one project only, which 
might threaten the validity of the generalization that the tool is practical for other 
projects. Also, the scenarios we generated might be subjective which might have bi-
ased the results. 

Another obvious threat to validity is that we ourselves conducted the evaluation. 
Confirmation bias might exist. And the sample size is too small to even consider sta-
tistical validity.  

We intend to collect a larger sample of projects of different scales and architectural 
styles in order to evaluate our approach more thoroughly.  Furthermore, we think a 
controlled experiment will be useful to evaluate the approach from a developer’s 
perspective.  
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4   Related Work 

There is a large body of research on SPL engineering. Main topics of interest in this 
domain include scoping, domain engineering, reuse, and variability management. In 
our work, we deal with variability management, but we also focus on incremental 
introduction of product line practices to software organizations. Similar efforts in the 
literature include Kruger's work [9] on easing the transition to software mass customi-
zation. Kruger built a tool that utilizes the concept of separation of concerns to  
manage variability in software systems. Moreover, Clegg et al. [10] proposed a me-
thod to incrementally build a SPL architecture in an object-orientated environment. 
The method does not discuss how to extract and communicate variability from the 
requirement engineering phase to the realization phase. O�Brien et al. [11] discussed 
the introduction of SPLs in big organizations based on a top-down mining approach 
for core assets. They assume the organization has already developed many applica-
tions in the domain. None of these approaches follows test-driven practices. 

Agility in product lines is a fairly new area. Carbon et al. [12] proposed the use of 
a reuse-centric application engineering process to combine agile methods and SPLs. 
The approach suggests that agile methods take the role in tailoring products for spe-
cific customers (during application engineering). The approach does not discuss the 
role of agile methods in the domain engineering phase. Hanssen et al. [13] described 
how SPL techniques can be used at the strategic level of the organization, while agile 
software development is used at the medium-term project level. While these efforts 
are interesting attempts to combine concepts from agile software development and 
SPL engineering, their focus is different from the focus of our research. They suggest 
using agile approaches in the application engineering/product instantiation phase but 
assume upfront domain engineering. Our work is focused on a lightweight, bottom up 
approach to start product lines in a non-disruptive manner using agile methods. To the 
best of our knowledge, this research focus is original and has not been previously dis-
cussed in the literature. The use of a test-driven approach for incremental SPLs was 
initially proposed in one of our earlier works [14].  

5   Conclusion 

SPL engineering provides organizations with a significant economic advantage due to 
reuse and mass customization opportunities. For agile organizations, there is a consi-
derable adoption barrier because of the upfront, heavyweight nature of SPL practices. 
In this paper, we contribute a novel approach to introduce variability to existing sys-
tems on-demand. We propose a test-driven, bottom-up approach to create variability 
profiles for software systems. Systematic refactoring is used in order to inject varia-
tion points and variants in the system, whenever needed. We also contribute an  
Eclipse plug-in to automate this process.  

A limited evaluation of the feasibility and practicality of the approach was  
presented. The approach, supported by the plug-in, was found to be feasible and prac-
tical, but suffered some limitations that we are currently trying to address.  
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Our next research goal is to find out how acceptance tests can play an effective role 
in this process. Since acceptance tests are usually used at the feature level, we hope to 
be able to use them as anchor points for variability in a given system.   
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Abstract. The adoption of agile methods of software development has gained 
momentum within the software industry. NW Soft Solutions Ltd. (a pseudo-
nym) is a large software development unit that develops large-scale network 
centric software solutions. NW Soft Solutions Ltd decided to adopt an agile  
development methodology. In this case study, we use object-oriented metrics to 
evaluate and characterise the source code of an application produced by a team 
using agile methods. We compare the results obtained from the source code 
produced using agile methods with the results for source code produced for a 
similar type of application by the same team using a more traditional methodol-
ogy. The contrast is stark. This case study shows that agile methods have 
guided the developers to produce code that manifests better quality and  
maintainability characteristics. 

Keywords: agile, methods, code quality, large organization, developers, main-
tainability, OO metrics. 

1   Introduction 

Since the earliest days of software development, Software Process Improvement has 
been an ongoing research topic resulting from the need of organisations to constantly 
yield productivity and quality improvements. To be able to respond rapidly to changing 
customer requirements in a timely and cost effective manner, many organizations 
worldwide in different market segments are using Agile Methods in preference to some 
of the more traditional methods such as Waterfall [1], Spiral [2] and RUP [3]. Methods 
that fall under the agile umbrella are Scrum [4], XP [5], Crystal [6] and Lean [7].  

Agile methods are based on a set of principles and practices that value the inter-
actions among people working together to produce high-quality software that creates 
business value on a frequent basis [8]. Because software maintainability and software 
re-usability are key concerns, in this paper the authors set out to answer the question 
“What impact does the introduction of an agile methodology have on the code?” “The 
total cost of maintaining a widely used program is typically 40 percent or more of the 
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cost of developing it.” according to Fred Brooks [9]. Other more recent work concurs 
with this, particularly for large organizations and systems [10]. 

The remainder of this paper is organized as follows. In Section 2, we review some 
related work. In Section 3, we describe the model used to evaluate the code and our 
data collection techniques. Section 4 describes some background information on NW 
Soft Solutions Ltd and its agile adoption strategy. Section 5 contains our findings and 
Section 6 describes team factors that could have influenced the findings. The final 
summary and conclusion is contained in Section 7.  

2   Related Work 

Studies exist that propose different metric suites to assess an Object Oriented Design. 
Sato, Goldman and Kon, [11] analyze and evaluate OO metrics from seven projects 
with different approaches of agile adoption. Their findings showed that a project with 
less agile practices presented higher complexity and coupling measures. Concas et al. 
[12] have similar findings, where an improvement in quality metrics was correlated to 
the use of agile practices by skilled developers.  Moser et al. [13] propose a method 
for assessing the evolution of maintainability during software development called the 
Maintainability Trend (MT). However they could not conclude “in absolute terms” 
that XP results in more maintainable code since the metrics were not run on code 
produced using more traditional methodologies.  

Marchenko and Abrahamsson have investigated the use of static analysis tools to 
predict software defects [14]. 

A number of studies focus on the practice of Test Driven Development (TDD) and 
more over its effect on defect density. Nagappan et al. [15] report on four products 
where the defect density decreased between 40% and 90% relative to similar projects 
that did not use TDD. Maximillien and Williams [16] found that the application of 
TDD reduced the defect rate by 50%. 

3   Software Metrics and Data Collection 

3.1   The Overview Pyramid 

Quality metrics for OO Design has been the subject of many studies. With regard to 
maintenance effort, the Chidamber and Kemerer (CK) suite of quality metrics [17] 
has been used and validated in the literature. Li and Henry studied the link between 
CK metrics and the maintenance effort [18]. Basili et al. found that some of the CK 
metrics were associated with fault-proneness of classes [19]. The Overview Pyramid 
introduced by Lanza and Marinescu [20] is a simple way to characterize a design 
based on some well-known metrics, such as, the Cyclomatic Number defined by 
McCabe [21] and the CK metric Weighted Method Count (WMC) [17]. Because the 
Overview Pyramid is grounded in proven metrics and also has a visual aspect to it, we 
felt it would be suitable for our task of comparing the characteristics of two software 
designs. The Overview Pyramid shows key metrics for the source code along with  
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Fig. 1. The major structural aspects of a system quantified by the Overview Pyramid 

comparisons to industry-standard ranges for those metrics. As shown in Figure 1, the 
Pyramid uses complexity, coupling and usage of inheritance to evaluate the structure 
of an object-oriented system. 

 
Size and Complexity: The following direct metrics are used for the Size and Com-
plexity part of the pyramid.  
 

o NOP – Number of Packages  
o NOC- Number of Classes (not counting library classes) 
o NOM – Number of Methods  
o LOC – Lines of Code  
o CYCLO – Cyclomatic Number  

 
The direct metrics above are then used to compute the following proportions, which 
are independent of product size and can easily be used for comparisons. 

o High-level Structuring (NOC/Package). This provides the high level 
structuring policy of the system. 

o Class Structuring (NOM/Class). This reveals how methods are distrib-
uted among classes. 

o Method Structuring (LOC/Method). This is an indication of how well 
the code is distributed among methods. 

o Intrinsic Method Complexity (CYCLO/Code Lines). This ratio charac-
terizes how much conditional complexity we are to expect in methods 
(e.g. 0.2 means that a new branch is added every five lines) 

Figure 2 shows an example of the size and complexity characterization from the 
Overview Pyramid. 

 

Fig. 2. Example of size and complexity characterization 
 

System Coupling: The following direct metrics are used for the System Coupling 
part of the pyramid. 



 Introducing Agile Methods in a Large Software Development Team 61 

o CALLS – Number of Method Calls: This metric counts the total number 
of distinct method calls (invocations) in the code, by summing the number 
of methods called by all the user-defined methods. 

o FANOUT – Number of Called Classes  (Sum of the FANOUT as de-
fined in [22] 

Based on the direct metrics, the following proportions result: 

o Coupling intensity (CALLS/Method)  
o Coupling dispersion (FANOUT/Method Call)  

Figure 3 shows an example of the system coupling characterization from the Over-
view Pyramid. 

 
Fig. 3. Example of characterizing a system’s coupling 

Inheritance: We did not use the Inheritance part of the pyramid in our evaluation. 

3.2   Detection Strategies 

Because metrics alone cannot answer all the questions about a system, Lanza and 
Marinescu [20] also propose a number of detection strategies to detect design prob-
lems. The detection strategies are based on the work of Fowler et al. [23], Martin [24] 
and Riel  [25]. In section 5 we compare the code produced using agile methodologies 
with the code produced using traditional methods. The four design disharmonies  
referred to in section 5 are described below.   

God Class 
A God Class performs too much work on its own. This has a negative impact on the 
reusability and the understandability of that part of the system. This design problem is 
comparable to Fowler’s “Large Class” bad smell [23]. Taking the “God Class” [25] 
design flaw, its properties are class complexity, class cohesion and access of  
foreign data, therefore Lanza and Marinescu chose the following metrics to detect a 
God class. 

o WMC – Weighted Method Count 
o TCC – Tight Class Cohesion 
o ATFD- Access to Foreign Data 

Figure 4 shows the graphical representation of the “God class” detection strategy. 
Lanza and Marinescu derived the limits used for comparison based on data from 
eighty industrial and open source projects. 



62 M. Giblin, P. Brennan, and C. Exton 

 

Fig. 4. Detection of a God Class  

Brain Method 
A Brain Method tends to centralize the functionality of a class, in the same way as a 
God Class centralizes the functionality of an entire subsystem or system. A Brain 
Method will be hard to understand and debug and practically impossible to reuse. 
This design problem is based on three simple code smells (long methods, excessive 
branching and many variables used) described by Fowler [23]. Lanza and Marinescu 
use the following metrics to detect a Brain Method. 

o LOC – Lines Of Code 
o CYCLO – Cyclomatic Number 
o MAXNESTING – Maximum Nesting Level 
o NOAV – Number Of Accessed Variables 

Figure 5 shows the graphical representation of the “Brain Method” detection strategy. 

 

Fig. 5. Detection of a Brain Method  
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Brain Class 
The primary characteristic of a Brain Class is that is contains a Brain Method. Figure 
6 shows the graphical representation of the “Brain Class” detection strategy. 
 

 

Fig. 6. Detection of a Brain Class 

Data Class 
A Data Class is a data holder on which other classes strongly rely. Detection of a Data 
Class is a sign of a design that lacks encapsulation and has poor data-functionality 
proximity. The WOC – Weight Of Class metric is used in the detection strategy. 
Figure 7 shows the graphical representation of the “Data Class” detection strategy. 

 

Fig. 7. Detection of a Data Class 

3.3   Data Collection 

iPlasma (integrated PlAtform for Software Modelling and Analysis) is a software tool 
used to generate the overview pyramid, class blueprints and detect design flaws ([26] 
and [27]). 

Because of the nature of the applications developed by NW Soft Solutions Ltd., we 
were able to take the code developed by a team using traditional methods and take 
code for a very similar type of application developed by the same team using agile 
methods. 

As part of an audit into the level of adoption of agile practices we conducted a 
group interview with four members of the development team that produced the code. 
The objective of the interview was:  



64 M. Giblin, P. Brennan, and C. Exton 

o To obtain information about the level of adoption of various agile practices 
such as pair programming, test driven development, stand-up meetings etc. 
within the team. 

o To assess if the developers preferred the agile way of working to the tradi-
tional approach 

o To assess if more organizational support was needed to continue with the ag-
ile way of working. 

The interview was semi-structured using a guideline questionnaire and afterwards the 
interview was transcribed and Qualitative Data Analysis Software (Weft QDA) was 
used to analyze the interview. We use data from the interview to place the metrics 
based analysis of the code in context. 

4   Overview of Organization and Adoption Process 

NW Soft Solutions Ltd. is responsible for the design, development and maintenance of 
Network Management solutions for the Wireless Access and Core Network. It employs 
in excess of 300 software developers, testers and systems engineers in this development 
unit and is part of a large multi-national organization. The product being developed 
consists of a number of sub-applications or features so the developers tend to be 
grouped into feature teams with separate “siloed” functional units as shown in Figure 8. 

 

 

Fig. 8. Functional Units 

In introducing agile ways of working, the organization opted to keep the systems, 
developers, and feature test as separate entities or functions, but having a close co-
operation between the units. A systems engineer would act as product owner [4] for a 
feature and work closely with developers formulating user stories [5] etc. One or 
more testers would move in to work with the feature team developers writing and 
running acceptance tests. 

NW Soft Solutions Ltd. embarked on a change program that included the adoption of 
a mixture of XP practices (User Stories, Pair Programming, Test Driven Development, 
Continuous Integration, Cross-Functional Teams) and Scrum (Sprints, Product Backlog, 
Estimating Effort, Product Owner, Scrum Masters, Daily Stand Up Meetings). 

5   Results and Findings 

In 5.1, 5.2 and 5.3 we compare a metrics based analysis of a software module devel-
oped by a team using traditional methods with the metrics for a software module  
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that contains similar functionality and developed by the same team using an agile 
methodology. 

5.1   Size and Complexity 

From the direct metrics listed in Table 1, we notice that when the agile methods were 
employed, the Cyclomatic number has decreased from 803 to 593. The number of 
lines of code has almost halved from 8516 to 3495 and the total number of classes 
increased from 10 to 42. 

Table 2 shows the computed proportions. Unlike the direct metrics, which are abso-
lute values, the computed proportions allow easy comparison of projects independent 
of their size. The L, A, H signify if the value is Low, Average or High respectively 
according to the thresholds used in iPlasma. The thresholds set in iPlasma are based on 
an analysis of 45 Java and 37 C++ open source and commercial systems. 
CYCLO/LOC characterizes how much conditional complexity exists in the code. The 
value increased when using agile methods, but it is still lower than average and its 
increase is attributed to the large decrease in Lines Of Code. The LOC/NOM is an 
indication of how well the code is distributed among methods and this value has de-
creased from what was classed as a very high value to an average value. NOM/NOC 
reflects the quality of class design because it shows how methods are distributed 
among classes. Again there is a big improvement here where the value has decreased 
from 23 to 10.11. NOM/NOC is still higher than the average threshold, which is 7. 
NOC/NOP did not vary much and is still below the average value, which is 17. 

Table 1. Size and Complexity Comparison – Direct Metrics 

Metric Traditional Methods Agile Methods 
NOP 1 4 
NOC 10 42 
NOM 233 425 
LOC 8516 3495 
CYCLO 803 593 

 

Table 2.  Size and Complexity Comparison – Computed Proportions 

Metric Traditional Methods Agile Methods 
NOC/NOP 10 (L) 10.5 (L) 
NOM/NOC 23 (H) 10.11 (H) 
LOC/NOM 36.54 (H) 8.45 (A) 
CYCLO/LOC 0.09 (L) 0.16 (L) 

5.2   System Coupling 

Table 3 contains the direct metrics for the System Coupling characteristic. The com-
puted metrics contained in Table 4 better characterize the coupling of the system. 
CALLS/NOM decreased from a value of 4.96 (classified as high) to 2.6, which is in 
the average band. CALLS/NOM denotes on average how many other methods are 
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called from each method. Very high values would indicate excessive coupling. The 
FANOUT/CALLS value was low to start with and didn’t change significantly. The 
FANOUT/CALLS is an indication of how much the coupling involves many classes 
(A value of 0.5 means that every second method call involve another class). 

Table 3. System Coupling Comparison – Direct Metrics 

Metric Traditional Methods Agile Methods 
CALLS 1156 1109 
FANOUT 693 606 

Table 4. System Coupling Comparison – Computed Proportions 

Metric Traditional Methods Agile Methods 
CALLS/NOM 4.96 (H) 2.6 (A) 
FANOUT/CALLS 0.59 (L) 0.54 (L) 

5.3   Design Flaws 

Table 5 shows that the number of design flaws detected by iPlasma reduced dramati-
cally in the code that was designed using an agile methodology. 

Table 5. Design Flaws Detected 

Design Flaw Traditional Methods Agile Methods 
Brain Class 2 0 
Brain Method 28 0 
God Class 2 1 
Data class 5 1 

5.4   Re-structuring of a God Class 

We now look at a class that was detected as a God class (called AdjustSoftwareTask) 
in the code designed using traditional methods. In the code designed using agile 
methods there is a class (AdjustTask) that has a similar purpose, but it is no longer 
classified by iPlasma as a God class. This code is part of a Network Management 
Application and in general terms both classes would: -   

o Communicate with a Network Element (NE) 
o Read an inventory of software from the NE in XML format 
o Parse the XML information that is returned from the NE 
o Store the information returned from the NE in a database 

The classes also have to handle any error conditions that occur (for example an error 
when connecting to the database). The basic difference between the two classes is that 
they deal with different Network Elements. On examining the classes we saw that in 
the AdjustSoftwareTask class, it was handling everything to do with all the points 
listed above by itself, but in the package structure containing the AdjustTask class, 
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new packages had been added to the structure. The new packages handled the connec-
tion to the database, error cases when connecting, writing to the database and the xml 
parsing. This meant that AdjustTask was more of a coordinator and it was much sim-
pler. There was less coupling and a greater possibility that code could be re-used in 
the future. If for example the format of the xml file changed in the future, then the 
change would be easier to accommodate because the xml parsing was placed in a 
separate package. 

First we ran iPlasma on the individual classes AdjustSoftwareTask and AdjustTask 
and examined the results. 

Table 6. Size and Complexity Comparison – Direct Metrics 

Metric AdjustSoftwareTask (Trad.) AdjustTask (Agile) 
NOC 1 1 
NOM 54 15 
LOC 1095 188 
CYCLO 146 54 

 
Table 6 shows that the Cyclomatic number has significantly decreased from 146 to 54. 

Table 7. Size and Complexity Comparison – Computed Proportions 

Metric AdjustSoftwareTask (Trad.) AdjustTask (Agile) 
NOM/NOC 54 (H) 15 (H) 
LOC/NOM 20.27 (H) 12.53 (H) 
CYCLO/LOC 0.13 (L) 0.12 (L) 

 
From Table 7 we can see that while the cyclomatic number per line of code hasn’t 

changed that much, the lines of code per method has decreased, even though Adjust-
Task still has a value that is slightly higher than the average value defined by Lanza 
and Marinescu [20]. 

Table 8.  Design Flaws Detected 

Design Flaw AdjustSoftwareTask (Trad.) AdjustTask (Agile) 
Brain Method 4 0 
God Class 2 0 
Data Class 4 0 

 
Table 8 shows that the class developed using the agile methodology has no design 

flaws whereas the class developed using traditional methods had ten design flaws. Ad-
justSoftwareTask has a number of nested classes, which caused some of the problems. 
The God classes are AdjustSoftwareTask itself and its nested class called XmlSoftware-
Parser. The separation of the XML parsing functionality into another package has 
eliminated this problem for AdjustTask . The Data Classes are again nested classes 
called XmlNodeItem, XmlSoftwareModel, XmlSwItem and XmlUpItem. Again these 
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classes were used to process the Xml data and certainly the choice to move the process-
ing of the xml data to a separate package was the correct thing to do. 

Another observation made from studying the code was that the tendency to unnec-
essarily duplicate code no longer existed in the code produced using agile methods. 
Here we see a code example from the AdjustSoftwareTask where there is a tendency 
to duplicate code. 

catch (final CppCsNodeNotConnectedException e) { 
   failed = true;  
   LOGGER.warning("Exception caught: " 
   +SmUtil.getMessage(e))  
   failureMessage = SmUtil.getMessage(e);  
   reportMessage(SmUtil.getMessage(e));  
   retryableReported = true;  
   operationFinished(false);  
   SM_LOGGER.error(SmErrorTypes.EXCEPTION,  
   SmSeverityEnum.MINOR, "USER=" + userId + ";  
   NE="+ neName+ "; MSG=startOperation(): Exception 
   caught:" + SmUtil.getMessage(e));}  

 catch (final CppCsException e) { 
   failed = true;  
   LOGGER.warning("Exception caught: " + 
   SmUtil.getMessage(e));  
   failureMessage = SmUtil.getMessage(e);  
   reportMessage(e);  
   operationFinished(false);  
   SM_LOGGER.error(SmErrorTypes.EXCEPTION,  
   SmSeverityEnum.MINOR, "USER=" + userId + "; 
   NE=" +neName + "; MSG=startOperation():Exception 
   caught:" + SmUtil.getMessage(e)); 

.... 

A similar case in the code produced using agile methods is shown below: 

catch (final NodeIoException exception) { 
   retryableReported = true;  
   handleException(adjustFailed, exception); } 
catch (final NetConfException exception) { 
   retryableReported = true;  
   handleException(adjustFailed, exception); 

.... 

private void handleException(final String message,  
final Exception exception){  
   failed = true;  
   logger.warning("Exception caught:" + 
   SmUtil.getMessage(exception));  
   failureMessage = message + ": " + 
   SmUtil.getMessage(exception);  
   reportMessage(message, exception);  
   operationFinished(false);  
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   smLogger.error(SmErrorTypes.EXCEPTION,  
   SmSeverityEnum.MAJOR, "USER="+ userId + "; 
   NE=" + neName+ ";  
   MSG=startOperation(): Exception caught:"  
   + SmUtil.getMessage(exception));} 

6   Team Factors  

Section 5 shows that in this case study the code produced with an agile methodology 
as analyzed using iPlasma was significantly better than similar code produced by the 
same team using more traditional methods. 

As part of an audit on the agile practices, the team that developed the code was in-
terviewed. A systems engineer, two developers and a tester represented the team. The 
interview was semi-structured where questions regarding the level of adoption of the 
various agile practices, benefits of the practices and benefits or drawbacks of agile 
etc. were asked. We analyzed the interview transcript looking for factors such as de-
veloper attitudes, agile practices, level of agile adoption to which the findings could 
possibility be attributed and to put the findings in context. We felt the factors listed 
below are relevant. We include a small number of example quotations in each section. 
The time of quotation during the interview is used as a reference. For example 
[00:09:36] means 9 minutes and 36 seconds into the interview. 

1. Overall the team was new to agile methods, but they had one developer that has 
previous experience with agile methods. The team felt that this was very helpful. 
“We had Matthias, yeah we had quite good I mean Matthias was very experienced 
from XP practices I think “ [00:15:23] 

2. The team members very motivated and eager to learn about agile methods. 
“For me I browsed a few books, read on the internet and practised some and looked 
at some more books …” [00:20:41] 
“It is very motivating to have people around you that are interested – everyone is 
interested in what they are doing” [01:12:30] 

3. Pair programming was happening quite naturally within the team and to a large 
extent. 
“I think everybody worked with everybody. In the beginning we had quite static pairs 
but then we tried to change each day.” [00:24:11] 
“We tried to do everything in pairs.” [00:24:37] 

4. The team implemented test driven development. They felt that they mastered test 
driven development. They had a high level of code coverage in unit test. Having a 
person with previous experience in XP practices and test driven development, in  
particular, was seen to be beneficial and the team saw the benefits of test driven  
development. 
“For unit tests we had quite high coverage so… approximately 95% of the code we 
wrote” [00:30:27] 
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“That is, in general, or whatever tip I can give is to have one good really experienced 
guy in the team that has worked with TDD before. Otherwise you will take short cuts 
probably.” [00:37:00] 
“I think it was one of the crucial parts of our success actually for this project really, 
TDD, this way of working” [00:38:08] 
“and I know from those other guys that have not worked with TDD before, now they 
see the benefit of it”  [00:38:37] 

5. The number of bug reports received on the code was very low and the team felt that 
the test driven development had a positive impact on quality. 
“The initial design might have been slower but I think we got that back when we 
didn’t have to fix a lot of TRs (bug reports)” [01:08:36] 
But I mean quality look at I mean we delivered over 2 thousand IP (Implementation 
Proposal) hours and we have 3 or 4 TRs (bug reports) and 3 of them are not even at 
code level”[01:12:53] 

6. The team were unanimous in their endorsement of agile methods and were keen to 
continue in that way of working and continuously improve their practices. 

7   Summary and Conclusions 

Our study shows that in this case study, the code as analyzed using iPlasma was sig-
nificantly better than code produced by the same team using more traditional meth-
ods. There have been improvements in terms of:  

o Overall Complexity 
o High Level Structuring 
o Method Structuring 
o Number of Design Flaws 

The team being studied was overall an inexperienced agile team, but they had at least 
one developer with previous experience of XP practices. The team had a very positive 
experience in the adoption of agile methods. For a team that was new to agile, they 
adopted pair programming and test driven development to a high degree. As well as 
an improved code structure, only a few bugs were found during the test phases. So the 
improvement evident in the metrics based static analysis of the code did actually 
manifest itself as a real quality improvement. The team themselves felt that the test 
driven development played a large part in the quality improvement experienced. They 
felt that the test driven development was critical to their success.  

Our results concur with the findings of Sato, Goldman and Kon, [11] and Concas et 
al. [12]. Our research also shows that in this case the improvements in metrics re-
sulted in a tangible result in terms of much fewer bugs being reported. We also found 
iPlasma to be a useful tool for this type of analysis and the High, Average and Low 
thresholds used in iPlasma were a useful benchmark. 

In further work, we plan to analyze code from teams that have had different experi-
ences with agile adoption. 
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Abstract. Customer collaboration is vital to Agile projects. Through a Grounded
Theory study of New Zealand and Indian Agile teams we discovered that lack
of customer involvement was causing problems in gathering and clarifying re-
quirements, loss of productivity, and business loss. “Agile Undercover” allows
development teams to practice Agile despite insufficient or ineffective customer
involvement. We present the causes and consequences of lack of customer in-
volvement on Agile projects and describe the Agile Undercover strategies used
to overcome them.

Keywords: Agile Software Development, Customer Involvement, Agile Under-
cover, Grounded Theory.

1 Introduction

Customer involvement in traditional software development projects is typically limited
to providing the requirements in the beginning and feedback towards the end, with lim-
ited regular interactions between the customer and the development team [15,16,20,27].
In contrast, customer collaboration is a vital feature and an important success factor in
Agile software development [5,8,17,18,25,26,27]. Agile methods expand the customer
role within the entire development process by involving them in writing user stories,
discussing product features, prioritizing the feature lists, and providing rapid feedback
to the development team on a regular basis [9,15,25,27].

In this paper, we present the results of a Grounded Theory study, involving 30 Agile
practitioners from 16 different software development organizations in New Zealand and
India. Our study revealed that Lack of Customer Involvement was one of the biggest
challenges they faced. We analyze the causes and consequences of lack of customer
involvement and present Agile Undercover — a set of strategies used by Agile practi-
tioners to overcome the lack of customer involvement on Agile projects [19]. The rest
of the paper is structured as follows: section 2 describes our research method followed
by the results of the study in sections 3 to 9. Section 10 is discussion of our findings
in light of related works. Section 11 describes limitations of our study followed by the
conclusion in section 12.

2 Research Method

Grounded Theory (GT) is the systematic generation of theory from data analyzed by a
rigorous research method [12,13]. GT was developed by sociologists Glaser and Strauss
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[14]. We chose GT as our research method for several reasons. Firstly, Agile methods
focus on people and interactions and GT, used as a qualitative research method, allows
us to study social interactions and behaviour. Secondly, GT is most suited to areas of
research which have not been explored in great detail before, and the research literature
on Agile team-customer relationships is scarce [15]. Finally, GT is being increasingly
used to study Agile teams [6,7,25,31]. Following Glaser’s guidelines, we started out
with a general area of interest — Agile project management — rather than beginning
with a specific research problem [7].

2.1 Data Collection

We collected data by conducting face-to-face, semi-structured interviews with Agile
practitioners using open-ended questions. The interviews were approximately an hour
long and focused on the participants’ experiences of working with Agile methods, in
particular the challenges faced in Agile projects and the strategies used to overcome
them. We also observed several Agile practices such as daily stand-up meetings (co-
located and distributed), release planning, iteration planning, and demonstrations. In
order to get a rounded perspective, we interviewed practitioners in various roles: Devel-
opers, Agile Coach (Scrum Master and XP Coach), Agile Trainer, Customer, Business
Analyst, Tester, and Senior Management. Data collection and analysis were iterative
so that constant comparison of data helped guide future interviews and the analysis of
interviews and observations fed back into the emerging results.

2.2 Data Analysis

We used open coding to analyze the interview transcripts in detail [10,12]. We began
by collating key points from each interview transcript [10]. Then we assigned a code
— a phrase that summaries the key point in 2 or 3 words— to each key point [10].
The codes arising out of each interview were constantly compared against the codes
from the same interview, and those from other interviews and observations. This is
GT’s constant comparison method [11,14] which was used again to group these codes
to produce a higher level of abstraction, called concepts in GT.

The constant comparison method was repeated on the concepts to produce another
level of abstraction called a category. As a result of this analysis, the concepts Skepti-
cism and Hype, Distance Factor, Lack of Time Commitment, Dealing with Large
Customers, and Ineffective Customer Representative gave rise to the category Lack of
Customer Involvement. These concepts help describe the category Lack of Customer
Involvement and are referred to as its properties [11].

Another set of concepts uncovered from the analysis include Changing Priority, Risk
Assessment Up-Front, Story Owners, Customer Proxy, Just Demos, E-collaboration
and Extreme Undercover. These concepts led to the emergence of the category Agile
Undercover.

Fig 1.a shows the levels of data abstraction using GT and Fig 1.b illustrates how the
category Lack of Customer Involvement emerged from underlying concepts.

We analyzed the observations and compared them to the concepts derived from the
interviews. We found our observations did not contradict but rather supported the data
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Fig. 1. a: Levels of data abstraction in GT b: Emergence of category Lack of Customer Involve-
ment from concepts

provided in interviews, thereby strengthening the interview data. The use of memoing —
theorizing write-up of ideas about codes and their relationships — was vital in recording
the relationships between codes [12]. The conceptual sorting of memos was done to
derive an outline of the emergent theory, showing relationships between concepts.

2.3 Generating a Theory

The final step of GT is generating a theory, also known as theoretical coding. Theo-
retical coding involves conceptualizing how the categories (and their properties) relate
to each other as a hypotheses to be integrated into a theory [12]. Following Glaser’s
recommendation, we employed theoretical coding at the later stages of analysis [11],
rather than being enforced as a coding paradigm from the beginning as advocated by
Strauss [30].

Glaser lists several common structures of theories known as theoretical coding fami-
lies [12,13]. By comparing our data with the theoretical coding families, it emerged that
the coding family best ‘fit’ for our data was the Six C’s coding family [12,13,21]: Con-
texts, Conditions, Causes, Consequences, Contingencies, and Covariances. Using the Six
C’s theoretical model we describe (1) Contexts: the ambiance (Agile development teams
in NZ and India) (2) Conditions: factors that are prerequisites for the category, Lack of
customer involvement, to manifest (3) Causes: reasons that cause lack of customer in-
volvement (4) Consequences: outcomes or results of lack of customer involvement (5)
Contingencies: moderating factors between causes and consequences (Agile Undercover
strategies) (6) Covariances: correlations between different categories (Agile Undercover
strategies change when factors that cause Lack of Customer Involvement change).

3 Results

In the following sections we present our theory. We have adapted Glaser’s Six C’s model
diagram [12] to illustrate our theory of lack of customer involvement (Figure 2). The
category Lack of Customer Involvement is at the center of the diagram. Each of the
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Fig. 2. Six C’s as properties of category Lack of Customer Involvement

Six C’s are represented in the other rectangles in relation to the central category, with
corresponding section numbers (in circles) where we describe them.

In the following sections, we have selected quotations drawn from our interviews
that shed particular light on the concepts. Due to space reasons we cannot describe all
the underlying key points, codes, and concepts from our interviews and observation that
further ground the discussion.

4 Context

We interviewed 30 Agile practitioners from 16 different software development organi-
zations over 2 years, half of whom were from New Zealand and half from India. Figure
3 shows the participants and project details. In order to respect their confidentiality, we
refer to the participants by numbers P1 to P30. All the teams were using Agile meth-
ods, primarily combinations of Scrum and eXtreme Programming (XP) — two of the
most popular Agile methods today [3,28,29]. The teams practiced Agile practices such
as iterative development, daily stand-ups, release and iteration planning, test driven-
development (TDD), continuous integration and others. Participants’ organizations
offered products and services such as web-based applications, front and back-office ap-
plications, and local and off-shored software development services.

The level of Agile experience varied across the different teams. While some teams
had under a year of experience, others had been practicing Agile for over 5 years. The
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Fig. 3. Participant and Project Contexts. (Agile Position: Agile Coach (AC), Developer (Dev),
Customer Rep (Cust Rep), Business Analyst (BA), Senior Management (SM), Agile Trainer (AT);
Organizational Size: XS < 50, S < 500, M < 5000, L < 50,000, XL > 100,000 employees;
Project duration is in months & iterations are in weeks.).

Indian teams were mostly catering to off-shored customers in Europe and USA and
most of the NZ teams were catering to in-house customers, some of whom were located
in separate cities. We include more details of the context in sections below as necessary.

5 Condition

Most participants did not receive the level of customer involvement that Agile methods
demand (P1-P12, P14-P19, P21-P23, P25, P26, P28-P30). Lack of customer involved
was seen as “the most difficult part of Agile” and “the biggest problem” because “Agile
[requires] fairly strong customer involvement” (P4, P17, P30).

6 Causes

6.1 Skepticism and Hype

Customers harbour skepticism about Agile methods and pose resistance to involvement.
They don’t readily understand Agile practices such as ‘fail fast’ and its intended benefits
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— that minimum time and effort may be wasted on a project that’s bound to fail — and
become prejudiced:

“Agile terms...say option to fail early - believe me customers don’t want to hear
it. Customers don’t want to admit that there could be some problem with the
nice idea they put on paper. Forget about fail early, we dont want to fail at all!”
— P19, Senior Management, India

On the other extreme, with the increasing popularity of Agile methods, some customers
treat Agile as a buzzword and are eager to reap the benefits of Agile projects without
fully understanding their own responsibilities of collaboration and involvement:

“I mostly work [with] Indian companies with client in US...they see is client
can make changes all the time and they think wow that sounds great!...They
don’t understand the counter-balancing discipline...customer involvement.” —
P29, Agile Trainer, India

Agile practitioners mentioned both skepticism and hype as a major cause for lack of
customer involvement (P5, P11, P14, P16, P17, P19, P22, P26, P29).

6.2 The Distance Factor

The majority of the Indian participants were catering to off-shored customers in Europe
and USA which made customer collaboration challenging for them due to geographic
and time-zone differences.

“Customer involvement is poor, very adversarial relationship. Basically the
customers big fear is being cheated — because they are far away, they don’t
know the team — every mistake seems like an indication of incompetence or
vendors trying to deceive [them].” — P29, Agile Trainer, India

The effect of distance was apparent on a NZ team whose local customer was actively
involved while their distanced customer was unwilling to participate.

“Relationship with [distanced customer] is very different from one in [same
city]. We can call at short notice...and can we borrow somebody for half a day,
they are willing to do it.” — P9, Tester, NZ

Distance between the team and their customers promoted misunderstandings (P11)
and caused lack of customer involvement due to problems of communicating and co-
ordinating over distances (P8-P12, P17, P29).

6.3 Lack of Time Commitment

Teams complain of not receiving enough collaboration time from their customer reps:

“[Customers say] ‘I want to have Taj Mahal’ but of granite or marble? They
don’t even have time to talk about that!” — P25, Agile Coach, India.
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At the same time, they realize that the customer rep’s operational job may sometimes
take precedence over their involvement on Agile projects because the rep has“got a
full-time job...and is quite busy, trying to fit us in.” (P7). Development teams find the
ability of the customer rep to devote time for collaboration is dependent on the customer
(boss).

“I’ve never worked on [a project] where customer representative was given
enough time to really be able to do the amount that they should.” — P2,
Developer, NZ

Eliciting adequate time from customers was challenging for the Agile teams and a cause
for lack of customer involvement (P2, P4, P5, P7, P15, P19, P25, P26).

6.4 Dealing with Large Customers

Large customers and customers with larger projects showed a preference for traditional
ways of working and were unwilling to collaborate as Agile customers.

“Larger the organization, they are a bit less flexible towards trying out new
things.” — P16, Developer, India

Large customers were often not bothered about the internal development-level practices
of smaller Agile vendor companies, and tried to assert their traditional style of working
on the team:

“Because of their size they were running hundreds of projects, they didn’t want
to care that this small organization was talking about, they just wanted to have
things done in their own way.” — P17, Developer, India

We found evidence of this only in India (P16, P17) and not in New Zealand.

6.5 Ineffective Customer Representative

While Indian Agile teams had limited face-to-face interactions with their customers,
some NZ teams had a customer employee assigned to the project as a customer rep. An
effective customer rep was described as “someone who understands the implications of
that system...where it fits into the business process” and at the very least “someone who
knows how to use a computer!” (P5, P9). Some NZ practitioners found their respective
customer reps to be ineffective in providing timely requirements and feedback, while
others found them lacking in proper understanding of Agile practices.

“Unfortunately the person who is [the customer rep] has an I.Q. of literally
25...doesn’t really know how the current system works, doesn’t know much
about the business process, is petrified of the project sponsor, and is basically
budget-driven. So she doesn’t really care if it’s not going to work in a way that
the end users like.” (undisclosed) Developer

Several NZ participants expressed their frustration over not being able to choose the
customer reps (P2, P7, P8, P9). It is not enough to have a customer rep for the project,
it is also important for that rep to be effective in providing requirements and feedback
to the team. An ineffective customer rep was a contributing factor to the Agile teams
wanting more or better customer collaboration.
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7 Consequences

7.1 Problems in Gathering and Clarifying Requirements

Agile teams found gathering requirements from customers as “one of the worst things”
and “biggest frustration” on the projects (P8,P10). Getting customer reps to clarify
requirements are also a problem because of their unavailability:

“Things [awaiting clarification] would queue up for them and then they’d just
answer the whole queue at once...then as soon as they got busy again it would
start to get a bit harder.” — P2, Developer, NZ

As a result of insufficient or ineffective customer involvement, the development teams
were unable to gather requirements and to get customer reps to clarify them in time for
development to commence.

7.2 Problems in Prioritizing Requirements

Providing and clarifying requirements is not enough, the customers are also required
to prioritize them in order of business value. Understanding and using the concept of
prioritization doesn’t always come naturally to customers:

“We’re meant to have one list of product backlog and it’s supposed to be pri-
oritized but when the client says ‘Oh that’s all priority’ we have to go back
and say ‘which?! what do you mean?!...you can’t have all priority!’”. — P11,
Developer, NZ

“Customer needs to tell his priorities that this is the first thing we want.” —
P16, Developer, India

Teams faced difficulties in getting customer reps to prioritize the requirements and as
such they were unsure about what features to develop and deliver first. (P7, P16)

7.3 Problems in Securing Feedback

Customer feedback is of vital importance in ensuring the desired product is being devel-
oped and delivered incrementally. As a senior developer pointed out “the whole point
of the two week iterations was so that the end users could know if we were on the right
track” (P15) and required customer reps providing feedback on developed features.

“If [the customer reps] didn’t respond you just didn’t care about their opin-
ion...and at the end of the project...the business units that didn’t give much
feedback, when it went to a user, started complaining. And it’s like well if we
didn’t get any critique it’s not really our fault!” — P2, Developer, NZ

In absence of customer feedback, teams were unable to assess how well the features
met the requirements.
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7.4 Loss of Productivity

Inability to gather requirements in time for the iterations could result in “the project
get[ting] stalled” (P5) or loss of productivity:

“The team has the capacity...[but] with Agile if you don’t have the requirement
you can’t do anything...because you are supposed to be in-line with business.”
— P10, Developer, NZ

Without clear requirements and feedback, the teams were forced to “make more busi-
ness decisions than [the team] would like” (P15) and as a result would get “misaligned
from the desired business drivers” (P5) consequently requiring costly rework (P2, P4,
P15). Rework is taxing for developers because they have to revisit stories developed
several iterations ago due to delay in customer feedback:

“Yes [we had to rework] but it’s not the re-work, it’s re-worked easily as long
as it’s near the time you did it. So having to go back and augment what you did
three weeks ago was [hard].” — P2, Developer, NZ

7.5 Business Loss

The most extreme consequence of lack of customer involvement was business loss that
the vendor organization suffered because there was “no match between what Agile says
and the way [the customers] wanted.” (P17). Some customers were explicitly opposed
to Agile practices and did not want to be involved in an Agile project. Some Agile
vendor organizations, in such cases, decided to suffer business loss over working on an
Agile project with no customer involvement.

“We’ve lost business multiple times...We try to find out early on if [Agile is]
gonna be a problem and if it is, we say ‘Okay, lets go our separate ways.”’ —
P1, Senior Management, NZ

8 Contingencies: Agile Undercover

8.1 Changing Priority

In an effort to maintain the iterative and incremental nature of their Agile projects, teams
were forced to change priority of user stories that were awaiting customer requirements,
clarification, or prioritization. Such stories were usually demoted in priority and pushed
further down into the product backlog until the required customer response was secured
and development on those stories could re-commence. Agile teams confessed to that
they changed the priority of the story in absence of enough, clear, and prompt require-
ments (P2, P8, P14, P26).

“[If] we know exactly what business want or we know eighty percent of what
they want, we include that story in the sprint; otherwise if we have something
that’s a little bit unsure, we don’t include that in the sprint.” — P10, Developer,
NZ
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A similar strategy, called definition of ready [2] was adopted by an Indian team:

“We have recently started using...the definition of ready.....product owner will
not take something that is not ‘done’ and similarly developers are not going to
take something that’s not ‘ready’.” — P18, Developer, India

A user story was considered ready when the customers had provided the business goals
and expected outcome associated with the story and implementation details necessary
to estimate the story had been discussed. A story that was not ready was not able to
achieve priority in the product backlog.

8.2 Risk Assessment Up Front

One of the participants mentioned using an Agile risk assessment questionnaire as a
basis to gauge the level of customer involvement on the project up front. The question-
naire included questions such as ‘what is the commitment of the customer rep in terms
of time?’ and had multi-choice answers:

“‘They’re either assigned to this project or available as a first priority’ [is] the
best situation and the worst situation [is] ‘Just as time allows’” — P14, Senior
Agile Coach, NZ

Performing risk assessment upfront before the start of the project allows the team to
discover if the indicated level of customer involvement is a potential risk to the Agile
project. Usually the reason behind limited involvement is lack of funding or unavailabil-
ity of the customer rep. The approach taken to overcome this problem was to negotiate
with the customer for freeing up the customer rep’s time by providing funding from
the project. The aim was to “allow [the rep] to become a project team member, in a
more permanent way for the duration of the project” (P14) which is the ideal level of
customer collaboration on Agile projects [3,8,29]

8.3 Story Owners

The practice of assigning story owners was an adaptation to the Scrum practice of allo-
cating a product owner [29]. Story owners were responsible for particular stories (less
than a week long), instead of all the stories in the product backlog: “every story had to
have an owner to get into prioritisation.” (P14) Assigning story owners served a three-
fold purpose. Firstly, having multiple story owners instead of a single customer rep for
entire project meant no one person from the customer’s organization was expected to
be continuously available.

“We didn’t need that story owner for the duration of the project, we normally
only need them for part of an iteration.” – P14, Senior Agile Coach, NZ

Secondly, it allowed the team to plan out stories for development in synchronization
with the corresponding story-owner’s availability. Thirdly, it encouraged a sense of
ownership among customer reps as they were encouraged to present their own stories
to peers at end of iteration reviews.
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“We get the [story owners] to demonstrate those stories to their peers at the
end of the iteration review, this concept is something we’ve evolved over the
project.” — P14, Senior Agile Coach, NZ

After one such presentation a particularly skeptical customer rep was “quite chuffed
[pleased], and at the [next] iteration planning meeting, that person was all go! Instead
of sitting back with their arms folded, they had their elbows on the table, leaning for-
ward, and were driving the story detailing conversations we were having.” (P14)

8.4 Customer Proxy

Some Agile teams used a customer proxy — a member of the development team
co-ordinating with the customers — to secure requirements and feedback. The use of
proxy was visible in Indian teams where the customers were physically distant
(P16, P19, P23, P28).

“Using Client proxy, so we assign a customer representative who interacts with
the team much often but then passes on the feedback from the customer to the
team and vice versa.” — P28, Agile Coach, India

The use of proxy to co-ordinate between the customers and the team was also observed
in New Zealand, where a Business Analyst and couple of developers on different teams
served as the proxies because of their communication skills (P2, P4, P8).

“We’ve got two people [playing proxy]...[due to] their ability to communicate
ideas; they’re well-spoken and able to get those ideas across...which is great
for developers!” — P3, Developer, NZ

8.5 Just Demos

Despite their reluctance or inability to attend other meetings, almost all customers were
interested enough to attend demonstrations (demos) as it gave them an opportunity to
see new functionalities of their software (P7, P11, P17). Demos were often the only
regular collaboration that these Agile teams received from the customer reps and they
used this opportunity to discuss features and receive feedback. As the local and involved
customer rep of a NZ team disclosed:

“Just the sprint demos...and [we see] three pieces of functionality and it’s all
done in fifteen minutes, we take the full hour to discuss the other things...the
demos were fun. I don’t know if that’s their intent, but they were!” — P12,
Customer Rep, NZ

8.6 E-Collaboration

Electronic collaboration (e-collaboration) was a popular means of regularly commu-
nicating with customers using video/voice conferencing, phone, email and chat. For
Indian teams with off-shored customers, e-collaboration was a practical work-around:
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“Video conferencing becomes very important. Its all about collaboration [when]
time difference is a problem...with Europe [there is a] 4 hours overlap.” — P17,
Developer, India

Teams used web-conferencing and chats to conduct stand-up meetings and demos over
the web (P13). New Zealand teams were also observed using phone conferencing with
shared documents and emails using online forums called webEx (P9) and Skype, which
“doesn’t cost that much to use; Skype [costs] literally zero.” (P10) E-collaboration was
particularly important for our Agile teams because (a) Agile requires regular customer
involvement (b) several teams had physically distant customers making face-to-face
collaboration difficult and (c) e-collaboration was a convenient and inexpensive.

8.7 Extreme Undercover

In an effort to avoid extreme consequences of lack of customer involvement such as
business loss, Agile teams chose to follow Agile practices internally at the team level
while keeping the customer unaware:

“In none of the [three] cases the customer was aware of Agile, they didn’t really
want to do Agile...but what we had done was...taken charge of the projects
[and] we had made it Agile - internally following Agile.” — P17, Developer,
India

Other practitioners confessed that they “don’t mention the ‘A’ word” to customers who
were explicitly opposed to Agile despite all the team’s efforts to convince them (P28).
Over the span of the research study, however, we have observed a decrease in the use of
this particular practice due to increasing popularity of Agile methods among customers.

9 Covariance

Covariance occurs when one category changes with the changes in another category
[12,21]. We found that Agile Undercover strategies vary with the factors that cause Lack
of Customer Involvement. For example, Customer Proxy, Just Demos and/or Changing
Mindset1 were found in practice where participants faced Ineffective Customer Reps.
Figure 4 presents the covariance relationships between Agile Undercover strategies be-
ing used and the factors that cause Lack of Customer Involvement.

10 Discussion and Related Work

While some Agile Undercover strategies such as Changing Priority, Risk Assessment
Up-front, Story Owners and Extreme Undercover adapted existing practices, others such
as using Customer Proxy, Just Demos and E-collaboration were existing Agile practices
used specifically to overcome lack of customer involvement. Following classic GT, we

1 An Agile Undercover strategy used to convince customers by highlighting benefits of Agile
methods — described earlier [18] and not reiterated here for space reasons.
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Fig. 4. Covariance between Agile Undercover and Lack of Customer Involvement. RAUP is Risk
Assessment Up-Front.

discuss implications of Agile Undercover in light of existing literature after presenting
the our research results [14].

Using the definition of ready for user stories [2] forced customers to provide detailed
requirements with clear business drivers. The definition of ready complemented the
existing Scrum definition of done [29]. The practice of assigning Story Owners was an
adaptation of the existing product owner practice. Unlike the product owner [8,29], the
story owner was only responsible for one story at a time. This was an effective way
of overcoming the limited availability of customer reps. Story owners also provide an
alternative to the practice of on-site customer which has been found to be effective but
burdening and unsustainable for long-term use [8,15,22,25].

A Customer Proxy is known to be used in situations were customer involvement is
not ideal [20,23,24]. Participants agreed that being a proxy was demanding yet useful in
co-ordinating with distant customers (P10, P11, P16, P28). Face-to-face communication
is considered “the most efficient and effective method of conveying information to and
within a development” [20,17], followed by video-conferencing, telephone, and email
[22]. Our participant used E-collaboration extensively but noted that “it does not take
the place of having somebody sitting beside you” (P9). Other limitations were imposed
by the tool itself, such as Skype not supporting three or more people through video
chatting (P10). Although demos are a regular Agile feature, they were often the only
face-to-face collaboration time our participants received from their customers and they
used Just Demos to discuss features and receive clarifications in addition to feedback.

The customer rep is ideally an individual who has both thorough understanding of
and ability to express the project requirements and the authority to take strategic deci-
sions [9,15,27]. Boehm advocates dedicated and co-located CRACK (Collaborative,
Responsible, Authorized, Committed, Knowledgeable) customers for Agile projects
[4]. In addition, our participants suggested that customers should choose reps that un-
derstand Agile practices and their own responsibilities in the process of Agile software
development (P5, P12, P29).

Extreme Undercover was used by Indian teams as a last resort, specially when facing
business loss. While one NZ team disclosed facing business loss, they chose to bear it.
Over the research period (2 years) we found that the use of Extreme Undercover dimin-
ished with the increase in popularity of Agile methods. Participants found that Agile
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Undercover strategies were effective in ensuring the success of their projects despite
insufficient or ineffective customer involvement.

11 Limitations

Since the codes, concepts, and category emerged directly from the data, which in turn
was collected directly from real world, the results are grounded in the context of the
data [1]. We do not claim the results to be universally applicable: rather, they accurately
characterize the context studied [1]. Our choice of research destinations and participants
were limited in some ways by our access to them.

12 Conclusion

We conducted a GT study, involving 30 Agile practitioners from 16 different software
development organizations in New Zealand and India, over a period of 2 years. The re-
sults reveal that customers are not as involved on these Agile projects as Agile methods
demand. In this paper, we have described (a) the causes of lack of customer involvement
(b) its the adverse consequences on Agile projects and (c) Agile Undercover strategies
used by our participants to practice Agile despite insufficient or ineffective customer
involvement. Some Agile Undercover strategies were adapted practices while others
were close to existing Agile practices. Although we do not prescribe Agile Undercover
strategies as replacement for real and valuable customer involvement, they may assist
Agile teams facing similar lack of customer involvement. Participants found the Agile
Undercover strategies to be largely useful and effective in their own contexts. Future
studies could explore the viability and success of these strategies in different contexts
such as in other countries and cultures.

Acknowledgments. Our thanks to all the participants. This research is generously sup-
ported by an Agile Alliance academic grant and a NZ BuildIT PhD scholarship.
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Abstract. Agile methods promise improvements in code quality, but getting the 
full benefits is claimed to take years. A lack of visibility to improvements in  
the early stages of agile transformation can result in motivation decrease among 
the people in the organization, and thus slow down the agile transformation pro-
gress. In this study we analyzed defect data in a large multisite organization 
during the first six months of agile transformation. Defect data was compared to 
the results of a survey on agile transformation experiences and perceptions, 
which was conducted in the organization six months after starting the agile 
transformation. According to the results, improvements were visible in the de-
fect data, but less than 25% of the people in the organization felt that quality 
had improved. Further study revealed that a realistic perception of the positive 
changes in the defect data coincided with positive emotional engagement in ag-
ile transformation. 

Keywords: defect management, agile adoption, distributed development, soft-
ware quality, agile transformation, emotional engagement. 

1   Introduction 

Empirical research results [20, 14] suggest that agile methods help to improve product 
quality and reduce the number of faults. This has encouraged organizations to take 
agile practices into use, and a number of guidelines are available for successful agile 
transformation [21, 18].  

Since an agile transformation does not take place overnight [2, 22], lacking visibility 
to gradual improvements can cause frustration and motivation decrease, which in turn 
may delay the agile adoption process within the organization [2]. This is problematic 
especially in large multisite organizations, where known communication problems [16, 
8] may further hamper the dissemination of information about improvements made. 
Our hypothesis is that in this kind of environment potential motivational problems are 
largely induced by the fact that people are unaware of improvement data.  

Previous studies have used various methods to show that quality has improved with 
agile practices. These methods include analyses of the number of defects [20, 15], 
formal code reviews [1] and surveys exploring the perception of quality that people in 
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the organization have [1, 2, 22]. However, these studies do not discuss the impact of 
the changes on the individuals’ engagement level to agile transformation. 

In this research we studied a large, globally distributed telecommunications soft-
ware development organization migrating from traditional (waterfall) development to 
agile methods. The goals of this study were to identify whether there had been a 
change in software quality already during the first six months after the agile transfor-
mation started, if this change was visible to people in the organization, and if this 
visibility (or the lack of it) had any impact on the individuals’ engagement in agile 
transformation. The data was collected by analyzing and comparing defect statistics 
from one software development project before the transformation with two consecu-
tive projects after the transformation had started. Further, a survey on individuals’ 
agile experiences and opinions was conducted in the organization half a year after 
starting the migration. 

The analysis results showed a clear change in defect data already in the early stage 
of the agile transformation. But according to the survey results, this change was seen 
only by 24.4% of the respondents. Further study revealed that a realistic perception of 
the positive changes in the defect data coincided with positive emotional engagement 
to agile transformation. Based on the results it is proposed that the organization 
should consider making the communication of changes in defect data into an inte-
grated part of their agile transformation process from the beginning on, so that the 
impact of agile methods becomes visible to everyone involved in the transformation. 
This can contribute to strengthening individual engagement in agile adoption, thus 
making the agile transformation process smoother in the organization.  

This paper is organized as follows: the next section provides background informa-
tion about the expected challenges and impacts of the agile transformation. In section 
3 the research design is defined together with the methods and the context. Section 4 
describes the empirical results, which are discussed in section 5. Conclusions and 
final remarks are presented in section 6. 

2   Background 

Agile transformation is a challenge to any organization [11, 5, 14]. Initial experiences 
with agile practices can be tough, as problems become painfully visible and changes 
are required in the working habits and mindsets of individuals, teams and organiza-
tions alike. It is tempting to blame the agile methodology for all and any problems [4] 
and even abandon new practices that challenge the team most [2]. Especially in a 
large multisite organization there can be additional challenges caused by dependen-
cies between teams on different sites [16], problems with communication [16, 8] or 
unclarity on defect management practices [9], just to mention a few issues. Despite 
the known problems, the success stories of agile methods [20, 14, 13, 15, 12] report a 
reduced number of defects and improvement in quality, which have encouraged other 
organizations to start the journey towards agile way of working.  

In the following sections we discuss in more detail the changes expected to happen 
with agile transformation in defect management and in perceptions of quality, as well 
as some agile transformation challenges. 
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2.1   Less Defects in Agile Development 

In lean software development [19], defects are considered waste, and the way to re-
duce the impact of defects is to find them as soon as they occur. The Agile engineer-
ing practices, such as continuous integration [23] and test driven development (TDD) 
[23] support this goal. Fixing the found faults has higher priority than developing new 
content, thus at the end of each sprint the software should be in shippable condition 
[23, 17 ,19].   

Based on the success stories of agile adoption, it would seem realistic to expect 
that there would be fewer defects to manage after adopting agile methods [e.g. 1, 12, 
15, 20]. Agile engineering practices will help teams fix their faults early; on the other 
hand, inside co-located agile teams there is no need to report defects with separate 
problem reporting tools [9], since defects are handled on flipcharts or with post-it 
notes. But in a large, distributed organization there are dependencies between teams 
on different sites, which make the use of fault reporting tools more important as a 
communication channel and as a way to share information [9]. 

2.2   Improved Code Quality in Agile Development 

There are studies which indicate that after adopting agile methods, software quality 
has improved. For example, it is reported at Primavera [20] that agile adoption  
increased their product quality by 30%. This figure was based on the number of  
customer-reported defects per KLOC in the first nine months following the release. 
After 7 sprints of implementing TDD, the number of defects was reduced by 10% per 
team, which meant over 75% improvement in defect rates compared to the previous 
release.  

At Cisco [13], members of the 10-person pilot team adopting agile practices felt 
that product quality was higher, and they were consistently delivering at the end of 
each iteration.  

At Yahoo! [2], feedback on agile transformation was collected from the teams, and 
54% of the respondents felt that agile practices improved the overall quality and 
“rightness” of what the team produced. 

2.3   Challenges in Agile Transformation 

All these good results cannot be expected to become visible immediately. A three-
month long agile pilot project at Ericsson [1] resulted in a 5.5% decrease in defects, but 
formal code review revealed that the quality of the code was the same as previously.  

A recent survey made at Nokia Siemens Networks [22] concludes that several agile 
engineering practices as well as a sustainable pace need to be in place before signifi-
cant improvements on code quality can be reached. In this study, “basic” agile prac-
tices included short time-boxed iterations [24], product backlog [24], continuous 
integration [23], retrospectives [24] and self-organizing teams [19]. “Intermediate” 
agile practices add to basic practices refactoring [23], TDD, or acceptance test driven 
development (ATDD) [23], or tests written at the same time as code. More practices 
than that would be equated to a “fully agile” organization. In large organizations, 
getting to the fully agile level can take a few years [22, 2], and patience is required.  
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Team capability, including expertise and motivation, is proposed to be one of the 
main success factors in agile software development [3]. In an agile pilot at Ericsson 
[1], team members found practices like pair programming as highly motivating, and 
as they enjoyed the challenge of new things and learning, there was little resistance to 
agile transformation.  

One of the building blocks of motivation in agile transformation is a sense of pro-
gress [19]. Visibility into progress reinforces motivation, and is one way to empower 
the team [19]. But it can be difficult to measure your success against a predetermined 
plan because in agile development the plan can change in every sprint [24]. To ad-
dress this problem at Primavera [20], the impact of scrum practices was measured by 
product quality and time to market instead of comparing to the original plan.  

Working software itself is the primary measure of progress [17]. Software defects 
are failures in the required behavior of the software system [6], therefore it is natural 
to use defects to measure the progress. There are defect-related quality metrics intro-
duced in agile studies; for example, the number of customer-reported defects in a 
specified time following the release [20], the number of defects by iteration [12, 15], 
enhancements made per defects reported [19], effort spent on bug fixing [15] and 
defects carried over to the next iteration [7].  

One simple way to provide feedback on agile transformation progress is to com-
pare defect metrics before and after agile transformation [15]. Also guidelines have 
been designed for appropriate agile measurement [7]. However, these examples do 
not discuss the impact of defect data metrics on the perception of quality or on indi-
vidual engagement in agile transformation. 

3   Research Setup  

This section gives an overview of the organization, projects, research methods and the 
data collection process used in this study. 

3.1   Research Context 

The organization in the study is large, and project personnel in the studied projects 
comprised more than 150 experts working on several different locations globally. 
Their software development projects produced new versions of an existing product in 
the telecommunications domain. Altogether 78 responses to the survey were gathered. 

During the study period there were three consecutive projects, one project before 
the agile transformation (project 1), one project right after the transformation started 
(project 2), and a third project starting while the agile transformation had been ongo-
ing for a few months (project 3). The agile transformation was started gradually in the 
teams in this study (later referred as “Organization”), and figure 1 presents the agile 
experience of the personnel in the projects of the organization measured by months. 
The gradual start of the agile transformation can be seen in figure 1, as there were 
people who had had less than 3 months of experience, or who felt they did not have 
any experience yet.  On the other hand, there were more experienced people involved 
as well with over six months’ experience, having worked in agile projects before. 
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Fig. 1. Agile experience of the scrum team members based on Agile transformation feedback 
survey responses conducted in the organization half a year after transformation start 

 

Fig. 2. Agile practices in use in the scrum teams after half a year of starting the agile transfor-
mation based on the responses on Agile transformation feedback survey 

The basic level agile methods [22] were used in projects 2 and 3 after the start of 
the agile transformation. These basic methods included e.g. retrospectives ( reported 
to be in use by 78.2% of the respondents) short time-boxed iterations (79%) and 
scrum (80.8%) (Figure 2). More advanced practices, such as TDD and pair-
programming, were not yet so widely in use (less than 10%).  

This indicates a very early phase of agile adoption, with the scrum process in place, 
but not yet many of the other known practices being used. Another aspect is that the 
teams in this study consisted of both development and system level testing scrum 
teams, and the practices which were mainly meant to support code development, were 
not used in system level testing scrum teams as such. System level testing scrums 
concentrated on non-functional testing after the different components of the software 
had been integrated together. 
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3.2   Research Methods and Data Collection  

The primary goal of this study was to provide answers to two questions: 1) is there a 
change in defect data due to agile adoption during the first six months of transforma-
tion and 2) is this change visible to project personnel in the organization. At the same 
time, the organization wanted to collect feedback on the agile transformation, and 
both defect and agile transformation related questions were combined into one survey. 
During the analysis of the results two additional research questions emerged: 3) does 
a realistic perception of the changes in the defect data have a corresponding impact on 
the perception of code quality, and 4) does a positive perception of changes in turn 
make people more engaged in the agile transformation. The data analysis was ex-
tended to cover these questions as well. 

Defect data records were collected once a week from the defect reporting tool in 
each project. The defect data was analyzed first by creating and comparing three met-
rics: the number of open defects, defect lifetime and defect finding profile. These 
metrics were chosen based on an earlier case study where the metrics were shown to 
support quality objectives in a large distributed organization [10].  

There were certain assumptions of the behavior of these three metrics in an agile 
transformation. First, the number of open defects should decrease [20, 15]. Second, 
there should not be any major peaks in defect reporting over time, since according to 
agile principles, new content is being developed and defects reported steadily in every 
sprint [19]. Third, defect lifetime should not be longer than one sprint in agile pro-
jects, as the goal is to fix defects as soon as they are found [19, 23], and therefore 
most defects should be found and fixed during each development sprints. It was as-
sumed that by analyzing defect data and by using these three simple metrics, it will be 
possible to find evidence on the progress of the agile transformation. 

The survey on the progress was conducted six months after starting the agile trans-
formation. The survey consisted of closed questions offering a number of defined 
response choices. By the time the survey was conducted, project 2 had already re-
leased the software, and project 3 was still ongoing. The respondents were divided 
into four groups according to their perception of the change in the code quality. Statis-
tical analysis was conducted to explore whether there were significant differences 
between the groups, and where these differences lay. 

4   Empirical Results 

In this section the impact of agile transformation measured by the change in defect 
data is presented together with the survey results on participants’ perception of quality 
and their engagement in the agile transformation process.  

4.1   Defect Data 

The changes in the defect data during agile transformation were analyzed with three 
metrics: the number of open defects, defect lifetime and defect finding profile.  

Number of Open Defects. This metric measures the number of open defects at a given 
point of time. An open defect is a problem which has been found in the software but not 
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yet corrected, or the correction has not yet been verified. In this study the number of 
open defects was recorded once a week for each project and the number was com-
pared to the maximum number of open defects measured during project 1. The results 
are presented in Figure 3 by comparing the projects’ daily number of open defects 
several sprints before until a few sprints after the system was integrated for non-
functionality testing on system level.  

 

Fig. 3. Open defects index by project during development and system testing phases 

Based on figure 3, agile adoption has had an impact on the defect count. The num-
ber of open defects was lower, and the trend line was steadier in projects 2 and 3 than 
in project 1. An interesting detail in the figure is the small variance between the three 
projects at the milestone before the system testing start (indicated by the vertical 
Milestone line). 

Defect Lifetime. Defect lifetime is measured from the date when the defect was 
found and reported in the defect reporting tool until the date when the correction has 
been verified for the reported problem. The dates were collected from the fault report-
ing tool, and defect lifetimes were compared to sprint length. 

The Mann-Whitney U test, a non-parametric alternative to t-test of independent 
variables, was conducted to compare the defect lifetimes between projects 1, 2 and 3. 
Due to confidentiality of the defect data, only p and r values are presented here. There 
was no significant difference (p=.393) between the agile projects 3 and 2. But a statis-
tically significant difference was found when comparing these projects to the non-agile 
project 1. The median defect lifetime was improved in projects 2 and 3, both being 
12.5% shorter than the median in project 1. The magnitude of the differences in the 
medians was small both in project 2 (p<.01, r=0.09) and in project 3 (p<.01, r=0.09). 
More defects were corrected and verified in time equal to sprint length (or faster) in 
agile projects 2 (75.4%) and 3 (77.7%) than in the non-agile project 1 (68.4%).  

Defect Finding Profile. The defect finding profile indicates at which phase of the 
project defects are found. Most of the defects should be found and fixed during the 
development sprints, and only a limited number of defects should be reported during 
later phases, such as system testing. Table 1 presents the defect finding profile of 
projects 1, 2 and 3.  
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Table 1. Percentage of defects found in development sprints versus system testing 

 Project 1 Project 2 Project 3 
Development 58.9% 44.9% 70.4% 
System testing 41.1% 55.1% 29.6% 

In project 2 there were fewer defects reported during the development phase than 
in project 1. This was not an expected result. One explanation can be that during pro-
ject 2 the defect reporting practices were not clear, and plenty of defects were not 
entered into the fault reporting tool. Guidelines were specified in more detail for pro-
ject 3, so that for example faults which were not fixed during one sprint should be 
reported into the tool. In project 3 the change can be seen clearly: over 70% of the 
defects were reported during development, and less than 30% were found during 
system testing. Compared to project 1, this change is now as expected, and it is in line 
with the assumptions made about the changes due to agile adoption. 

4.2   Perceptions of Code Quality  

The respondents of the survey were asked to evaluate the impact of the agile trans-
formation on code quality by using the ratings ‘Much Improved’(5), ‘Somewhat im-
proved’(4), ‘No Impact’(3), ‘Somewhat worse’(2), ‘Much worse’(1) or ‘I do not 
know’(0). Based on their perception of code quality, four equal-sized groups of re-
spondents emerged from the data (table 2). 

Table 2. Groups based on perception on code quality 

Grp1: Improved Grp2: No Impact Grp3: Gotten Worse Grp4: I Do Not Know 
24.4.% 25.6% 23.1% 26.9% 

The impact of individuals’ agile experience and the practices in use were further 
analyzed for these groups. There were no significant differences between the four 
groups in length of experience according to Kruskall-Wallis Test (p=.058). 

No differences were recorded in the number of agile practices in use either between 
the groups Grp1:Improved (Md=6), Grp2:No Impact (Md =6) and Grp3:Gotten Worse 
(Md =7.5) (table 3). This might be related to the  early stage of agile adoption, with 
only few agile practices being in use in general. The only statistically significant dif-
ference (Bonferroni corrected)  was found with group Grp4: I do not know (Md=4). 
Compared to the other groups, fewer agile practices were in use in Grp4: I do not 
know, which might explain why they felt that they could not evaluate the change in 
code quality.  

This grouping based on the perception of change in the code quality was later on 
used for finding out if there were differences between the groups as to 1) their percep-
tion of changes in the defect data due to agile practices and 2) their engagement in 
agile transformation. Special focus was put to analyzing groups Grp1 and Grp3 be-
cause their opinions were opposite. These results are discussed in next sections. 



96 K. Korhonen 

Table 3. Mann-Whitney U test results on the number of agile practices in use between the 
groups  

Comparison U z p 
Grp1-Grp2 180 -.286 .775 
Grp3-Grp1 161 -.307 .759 
Grp3-Grp2 159 -.606 .553 
Grp4-Grp3 96 -2.831 .005 
Grp4-Grp2 135 -1.983 .047 
Grp4-Grp1 96 -2.831 .005 

4.3   Perception of Change in Defect Data 

The respondents were asked to rate the impact of agile transformation on four defect 
management practices: Q1: Early detection of defects, Q2: Number of open defects at 
milestones, Q3: Defect lifetime and Q4: Number of serious defects reported. The 
Kruskal-Wallis test, a non-parametric one-way between-groups analysis of variances, 
was conducted on the answers, and there was a statistically significant difference 
across the four groups. The results between groups 1 and 3 are presented in table 4. 

Table 4. Kruskall-Wallis test results on defect questions between groups Grp1:Improved and 
Grp3:Gotten worse  

 df  n  χ2 p  
Q1: Early detection of defects 3 37 12.02 0.007 
Q2: Open faults at milestones 3 37 14.612 0.002 
Q3: Defect Lifetime 3 36 9.306 0.025 
Q4: Number of serious bugs 
reported 

3 37 19.587 0.000 

The differences between groups Grp1:Improved and Grp3:Gotten worse were fur-
ther analyzed with the Mann-Whitney U test (table 5) and the test confirmed signifi-
cant difference between these two groups in all four defect questions. Those who felt 
that the code quality had improved (Grp1: Improved) also saw that defect manage-
ment had improved (Q1 Md= 4, Q2 Md=3, Q3 Md=4, Q4 Md=4). On the other hand, 
in Grp3: Gotten worse, code quality and defect management in agile were consistently 
seen as more negative (Q1 Md= 3, Q2 Md=2, Q3 Md=3, Q4 Md=2).  

Table 5. Mann-Whitney U test results for defect questions between groups Grp1:Improved and 
Grp3:Gotten worse 

 U Z p r 
Q1: Early detection of defects 76.5 -3.083 .002 0.507 
Q2: Open faults at milestones 94.5 -2.404 .016 0.395 
Q3: Defect Lifetime 93 -2.386 .017 0.398 
Q4: Number of serious bugs 
reported 

45 -3.981 .000 0.654 
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The Mann-Whitney U test  between groups Grp1:Improved and Grp2:No Impact 
(table 6) revealed a significant difference between these two groups in defect ques-
tions as well except for Q3:Defect lifetime.  

Table 6. Mann-Whitney U test results for defect questions between groups Grp1:Improved and 
Grp2:No impact 

 U Z p 
Q1: Early detection of defects 141 -1.320 .187 
Q2: Open faults at milestones 154.5 -.811 .418 
Q3: Defect Lifetime 146 -.525 .600 
Q4: Number of serious bugs 
reported 

97.5 -2.628 .009 

A statistical difference was recorded also when comparing Grp2:No Impact to 
Grp3: Gotten worse (table 7) with two questions, Q1 and Q4. With questions Q2 and 
Q3 there was no statistical difference found.  

Table 7. Mann-Whitney U test results for defect questions between groups Grp3:Gotten Worse 
and Grp2:No impact 

 U Z p 
Q1: Early detection of defects 107.5 -2.102 .036 
Q2: Open faults at milestones 110 -1.931 .053 
Q3: Defect Lifetime 109 -1.823 .067 
Q4: Number of serious bugs 
reported 

103 -2.213 .027 

Based on the analysis, those who felt that there had been no change in code quality, 
saw the changes in defect management a bit more positive than people in Grp3:Gotten 
Worse, but more negative than people  in Grp1: Improved.  

4.4   Engagement in Agile Transformation  

In this section it is first discussed what engagement means in this study, and after that, 
the survey results related to engagement in agile transformation are presented. 

Defining Personal Engagement. According to a literature review on employee en-
gagement [26], there is no universal definition for personal engagement, and several 
ways are introduced in literature for measuring engagement. According to Kahn [25], 
engagement is a combination of a persons’s physical, cognitive and emotional expres-
sion. The physical aspect is about the physical energies utilised by the person. Cognitive 
aspect concerns the individual’s beliefs about the organization, its leaders and working 
conditions. Emotional aspect describes the individuals feeling about those three. 

In this study the definition by Kahn [25] was adapted for agile aspects. It was as-
sumed that in order to be fully engaged in the agile transformation in the organization, 
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a person needs to 1) have rational understanding of the agile transformation, 2) be 
motivated to utilize agile practices, and 3) have an emotional attachment to the trans-
formation. 

Rational engagement is related to understanding the reasons behind the change, 
and believing in the goals of the agile transformation. The rationally engaged person 
supports agile practices. 

Motivational engagement comes from being able to apply individual skills and abili-
ties in the scrum team by using the agile methods. A motivationally engaged person 
wants to help the others in the scrum team to be successful with using agile practices. 

Emotional engagement is based on feelings. Emotionally engaged person is proud 
to tell others about using agile in his work, and feels good about what they do in the 
scrum team by being agile. This person would recommend agile practices to others, 
and he feels that agile practices inspire him to do his best work.  

Results. Each one of the engagement types; rational, motivational and emotional, 
studied with several questions to form an overall view. The Kruskal-Wallis test  
revealed no significant difference in the responses to rational and motivational ques-
tions between the four groups. But with the emotional questions (presented in Appen-
dix A), a statistical difference was found (χ2(3, n=76)=10.279, p=.016). The questions 
on emotional engagement were grouped together to form one scale. Engagement on 
an emotional scale has a good internal consistency with Cronbach’s alpha coefficient 
.802. The Mann-Whitney U test was conducted to analyze emotional engagement 
between the groups Grp1: Improved, Grp2: No Impact and Grp:Gotten worse. 

In the Grp2: No Impact the emotional engagement results were erratic, and there 
was no significant difference compared to Grp1: Improved (p=.15) and Grp3:Gotten 
worse(p=.057).  

But the test revealed a significant statistical difference (Bonferroni corrected) between 
the groups Grp1:Improved (Md=3.75, n=18) and Grp3:Gotten worse (Md =3.125, n=18), 
U = 81.5, z=-2.56, p=.01, r=.43. People in group Grp1:Improved were more emotionally 
engaged in agile transformation than people in group Grp3:Gotten worse.  

5   Discussion 

The defect data analysis revealed that a positive change was visible already during the 
first six months after the agile transformation had started. The results were in line 
with the assumptions based on literature study: the total number of defects declined 
[20, 15], the defects were found steadily over time [19, 23], and there was an im-
provement in defect closing time [19].  

Even though there was this positive development in the defect data, the survey re-
sults revealed that not everybody was aware of the positive change (table 2). Only 
24.4% of the respondents felt that quality had improved, 25.6% saw no impact, and 
23.1% felt that quality had gotten worse. 26.9% of the respondents replied that they 
could not say what the impact had been propably because the agile transformation had 
been going on for such a short time. 

The organization’s progress in the adoption of agile practices was explored to find 
out if there were any differences between the groups to explain why the improvement 
on defect data was not visible throughout the organization. An analysis of survey 
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results revealed that the length of agile experience, or the number of agile practices in 
use did not have impact on the perception on the quality in this organization. This 
might be due to an early stage of agile transformation in the organization – majority 
of the  respondents had less than  a year of experience in agile development (Figure 
1). The organization in this study had just incorporated some basic level agile prac-
tices (on the scale basic - intermediate - fully agile [22]) and those practices have been 
utilized for six months. This result is in line with a previous study which suggested 
that the code quality improvement is related to how mature the organization is with 
their agile practices [22]. For this organization there were many more agile practices 
to be taken into use to improve code quality. 

In the further analysis it was found that there was a statistically significant differ-
ence among the groups in  the perception of change in defect data and the perception 
of improvement in code quality. If a person felt that the agile transformation impact 
on defect data had been positive, he also saw the impact on code quality as positive. 
The changes were seen positive in the early detection of defects, in defect lifetime and 
in the number of serious defects reported, which all had improved based on the defect 
data. The number of open faults at milestones did not differ that much according to 
defect data analysis, and the perception of improvement in this area was a bit lower as 
well. Overall, the perception of the positive change was quite realistic when compared 
to the defect data analysis results. 

As there was a clear statistical difference between groups on how people perceived 
change in the defect data and improvements in code quality, personal engagement in 
agile transformation was analyzed from rational, motivational and emotional view-
points to see if there were any differences in engagement levels of the groups. It was 
found that rational understanding of the agile transformation and motivation to use 
effort on agile practices did not have a link with the perception of code quality. How-
ever, people who saw that code quality had improved were more emotionally engaged 
in agile transformation than those who had perceived the changes in code quality as 
negative.  

The result is perhaps not surprising: when one has a positive attitude towards the 
agile transformation, one easily interprets all changes as positive. It could also be 
interpreted that if a person had detected a positive impact on defects, he would more 
easily develop a positive attitude towards the agile transformation than someone who 
did not see a similar positive impact. However, it is very interesting that all these 
three aspects – perceived changes in defect data, perception of quality, and emotional 
engagement in the agile transformation, are tightly connected with each other. There-
fore if you change one, it would seem reasonable to expect a similar change in the 
other two. For example, if people feel more engaged, the quality is perceived im-
proved as well, or improvement in defect data metrics could improve the engagement. 
This is an important finding, as according to previous studies, highly engaged teams 
will outperform teams with lower employee engagement levels and the organization 
can only reach its full potential through emotionally engaged employees [27, 28]. So 
if there is even a slight change that positive feedback on progress would improve 
emotional engagement,  organization should pursue his possibility. 

As an outcome of this study it is proposed that an organization should utilize sim-
ple defect data metrics comparisons before and during the agile transformation to 
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follow up the progress of the change. Providing visibility to the progress and commu-
nicating the changes in defect data consistently and continuously throughout the  
organization can help in making corrective actions in time. On the other hand, the 
positive feedback on progress can support people in their agile transformation and 
thus help the organization to proceed with the agile transformation more smoothly 
and increase organizational performance. 

6   Conclusions 

In this research we studied defect data and conducted a survey during the agile trans-
formation of a large multisite organization to see whether the visibility of real change 
in defect data has an impact on the perception of code quality and on individual en-
gagement in agile transformation. The results gave evidence that defect data visibility 
has no major impact on rational or motivational engagement in agile transformation. 
However, it was found that defect data visibility has a clear link with emotional  
engagement.  

Based on the results it is proposed that the organization should consider making the 
analysis and communication of defect data into an integrated part of their agile trans-
formation process. Analysis could be carried out by comparing those defect data met-
rics where agile practices are expected to make a difference before and after the agile 
transformation. This would help the organization to follow up the progress already at a 
very early stage of the transformation. Positive feedback via communication of 
changes might also have an impact on individual engagement in agile adoption. thus 
making the agile transformation smoother in the organization. Analysis and communi-
cation could be carried out in many ways, for example by integrating a defect data 
visualization tool in the development environment to provide online data on defect 
metrics and trendlines, or by publishing defect data regularly in retrospective meetings. 

In future, this study will be continued with research into defect data development 
as the agile transformation proceeded, and most people in the organization had gained 
at least one year’s experience in agile and more agile practices had been taken into 
use. The goal is to study if defect data visibility and more experience on agile prac-
tices influenced participants’ perceptions of changes in quality and defect data as well 
as if the different aspects of engagement changed accordingly. 

Acknowledgements. The author thanks Kai Koskimies, Hannu Korhonen, Erik 
Hiltunen, Steve Kan and Maria Lahti for their comments and insights. 
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Appendix A: Emotional Engagement Survey Questions 

On a scale from 1 to 5, describe how do you see the agile practices in your work:  
1= Strongly disagree, 2=Disagree, 3=Not agree nor disagree, 4= Agree, 5= Fully 

Agree, 0=I do not know. 

1. I am proud to tell others I am using agile practices in my work. 
2. I am passionate about what we do in our scrum team by using the agile methods. 
3. I would recommend taking agile practices into use in other teams. 
4. Agile practices inspire me to do my best work. 
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Abstract. In distributed agile teams, people often use email as a knowl-
edge sharing tool to clarify the project requirements (aka user stories).
Knowledge about the project included in these emails is easily lost when
recipients leave the project or delete emails for various reasons. However,
the knowledge contained in the emails may be needed for useful purposes
such as re-engineering software, changing vendor and so on. But, it is dif-
ficult to relate texts such as emails to certain topics because the relation
is not explicit. In this paper, we present and evaluate a technique for
automatically relating emails with user stories based on their text and
context similarity. Agile project management tools can use this technique
to automatically build a knowledge base that is otherwise costly to pro-
duce and maintain.

Keywords: Distributed Agile, Collaboration, Software Documentation,
Agile Tool.

1 Introduction

In agile projects, requirements are commonly expressed using “user stories” in
everyday language. These stories are not formalized and the meaning cannot be
formally extracted. An example user story is as follows:

As a shopper, I want to pay online to checkout my shopping cart using Master-
Card, Visa or Amex credit card from a secured web page only.

However, as the developers start developing the stories, they often consult with
customers and other teammates to further clarify such user stories. Face-to-
face communication is used as the principal communication medium between
customers and developers in agile processes [1] [2] [3] [5]. In distributed teams,
people often use emails where face-to-face communication is not an option [7].
For an example, the developer may send the following email to the customer to
further clarify the example user story.
Subject: Clarification required on online credit card payment
Hi Bob

Please clarify if the shoppers need to provide the security code of the credit card
while doing checkout.

A. Sillitti et al. (Eds.): XP 2010, LNBIP 48, pp. 103–116, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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But, as someone leaves the team, it becomes hard to access that knowledge
when needed later down the road. This paper presents and evaluates a solution
that addresses this issue.

In this paper, we present a machine learning technique, Case Based Reasoning,
to automatically relate emails with specific user stories. We do it by looking at
the text, people and temporal similarity between emails and user stories. The
results show that a well trained software can auto-tag emails with user stories.
Also, we found that combining context with text similarity helps to find the
related user stories with higher accuracy than using just text match alone.

We discuss the following topics in the next sections: Section 2 contains the
problem statement and Section 3 contains related works in this area. Next, Sec-
tion 4 presents our solution details and Section 5 illustrates the solution with an
example. We discuss the results and evaluation of our solution in Section 6 and
finally, we summarize the paper at the Conclusion.

2 The Problem

In collocated agile teams people mostly use face-to-face communication to share
project related knowledge. But, in distributed agile teams, especially in hugely
different time zones, people often use emails or text based communication for
this purpose. As a side effect, distribution is beneficial for capturing knowledge
for long term use in agile teams. However, even people in collocated teams often
use emails to communicate with their customers and other stakeholders that are
not located in the same office.

In software development projects, developers sometimes leave the team for
various reasons. As said before, in distributed agile projects, important knowl-
edge is often shared by emails. To transfer this knowledge for future use, one first
needs to find the project related emails. Secondly, to build a usable knowledge-
base, these emails should be related to specific user stories. If this is done, then
another developer of the team will be able to easily find the necessary informa-
tion when required.

From an end users’ point of view, manually finding and relating the emails
with user stories is a time-consuming and costly process. So, if a software can do
this, then it may work as a knowledge-base even after someone leaves the team.

The core technical challenge in devising such a software solution is understand-
ing the emails and relating them to specific user stories. The relation between an
email and a user story is not explicit. The idea of using story ids or some kind
of explicit markers in the emails also imposes the fact that one needs to look up
the id in advance. Other approaches like modified email clients also imposes a
behavioral change or a learning curve, which is often difficult for the people at
the business end. We propose the auto-tagging to be a minimal change solution
of the existing email process.

To find out the implicit relation between a free-format email and a use story,
a software needs to handle similarity between two texts, which is a standard
problem. However, pure text retrieval limits how accurate the assignment of
email and user stories can be. Using context information has the potential to
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increase this accuracy. So, a software needs to be able to combine both the text
and context similarity for auto-tagging emails with user stories.

3 Related Work

From the agile software development perspective, customer collaboration and
interaction among individuals are valued over following a strict plan or process
[1]. El-Shinnawy et al. found that face-to-face communication is the richest form
of communication [6]. But, globally distributed teams need to use asynchronous
communication tools to make up for time zone differences and schedule conflicts.
Layman et al. suggests that email offers a useful and prompt solution in such
needs [7].

Distributed agile projects often use globally-available project management
tools to facilitate awareness on everyday activities [7]. There are commercial and
free web-based agile project management tools like VersionOne[8], ScrumPad [9],
XPlanner [10] etc. Some of these tools offer message threads and project wiki for
knowledge sharing. The use of wiki was also advised by Chau et al. [11] and Auer
et al [12]. However, in a case study based on suggestions from [7], Korkala et al.
found email to be the preferred medium for sharing knowledge in asynchronous
communication [13]. But, none of the available tools can intelligently grab and
auto-tag the emails with specific project artifacts. So, people are either forced
to use the tool features (e.g. message threads or wiki) or the knowledge is no
longer available in a single shared place.

Previous works explored mining emails and software repositories. Cubranic et
al. explored mining information from public forums with software artifacts and
code repositories in their “Hipikat” project [14]. Before this, Berlin et al. imple-
mented a group memory system called Teaminfo [15] that collected all emails
from a given mail address and categorized the mails depending on predefined
patterns. Our project follows the same approach for collecting the collaboration
with the exception that we make use of the context information of an agile user
story to auto-tag the emails. This context is formed by the developer, customer
and iteration time frame of the user stories which are matched against the email
meta-data. Using our solution, one can see all emails associated with a user story
based on their text and context similarity.

However, for understanding emails and tagging with specific user stories a
software has to deal with document indexing and retrieval. One approach to the
retrieval process takes a purely document oriented view where one does not get
information about the content of a document but rather about its existence.
This is however of little interest for this paper. The second approach is of cen-
tral interest for this paper, where one studies the content of a document using
statistical methods. In the center of interest was the study of co-occurrence and
its second order extensions. This goes back to H. Schuetze [18] and has been ex-
tended in various ways. All these extensions require a large amount of documents
that are not typically available as user stories in software projects. However, the
problem addressed by this paper needs to utilize a domain specific similarity
that combines both text matching and context matching.
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4 Our Approach

4.1 Assumptions

Our solution is based on the following assumptions for auto-tagging emails with
user stories.:

1. An email is potentially related to a user story when:
– it is sent during the iteration time frame of the user story and
– it is among people that are customers and/or developers of the user story

and
– there is a minimum degree of free text similarity between the two.

2. A web-based project management software is used to manage the distributed
agile project.

3. The software knows about a project’s team, user stories, iteration dates and
scopes.

4. Each project in the project management software has its own email address.

4.2 The Project Context

The Project Context of an agile user story is defined by the following attributes:

1. Temporal context. User stories are developed in iterations defined by spe-
cific start and end dates. We define these time-boxes as the temporal context
of the user stories.

2. People context. User stories are assigned to team members and owned by
customers. We define these as the people context of the user stories.

We use this context information in combination with the text similarity to guess
if an email is related to a user story.

4.3 Similarity Measure

Based on the above assumptions, we used Case Based Reasoning (CBR) to find
the nearest user story of an email. In CBR, each case of the case-base is described
using attribute-value pairs where attributes have defined types. For example,
integer, symbol, free text, etc. According to local-global principle, CBR uses two
kinds of similarity measures: i) local similarity and ii) global similarity [16].
Local similarities between an example and a case are measured for each attribute
individually. On the other hand, global similarity combines the local similarities.

In our solution, the case-base of the CBR system contained the user stories
from multiple projects. An email was treated as a new example and the target
was to find the most related cases (user stories) from the case-base. So, we
transformed the email attributes to map with the user story attributes as shown
in Table 1.
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Table 1. Mapping Between Email and User Story Attributes

Email User Story Type

Sender Developer or Customer Symbol
Recipient Developer or Customer Symbol
Email date Iteration time frame Date
Email text (subject + body) Description Free text
Source: primary

Using this mapping, we computed three local similarities between an email
and a user story for three attributes. For the local similarity computation we
used the following formulae:

SDate =

⎧
⎪⎨

⎪⎩

1 iteration start ≤ email date ≤ iteration end
0 if email date is within the buffer of the story’s iteration
−1 else

(1)

SPeople =

⎧
⎪⎨

⎪⎩

1 both the developer and customer are present in email
0.5 either developer or customer is present in the email
0 else

(2)

SText = [0, 1], Free text similarity score (See below) (3)

Here, computing text similarity is technically the most challenging part and a
software needs to pay special attention to understand and find relevance between
two texts. We used a statistical approach called OKAPI BM25 [19] text rank-
ing formula for this purpose. This formula uses bag-of-words retrieval function
and ranks the documents based on the frequency of query terms appearing in
the documents. This formula and some of its newer variants are being used in
document retrieval such as web-search engines.

Next, we computed the global similarity between an email and a user story
using a weighted sum of the three local similarities as follows:

SGlobal =(WDate∗SDate+WPeople∗SPeople+WText∗SText)/(WDate+WPeople+WText)
(4)

where,
WDate = relative weight of date similarity (5)

WPeople = relative weight of people similarity (6)

WText = relative weight of text similarity (7)
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4.4 The Architecture

Next, we present the block diagram of the system in Figure 1. As shown in the
figure, the core work is done by a web-based project management tool. This
tool already knows about the user stories, their developers, customers and also
iteration schedule. The following list explains the architecture as a workflow:

Inbox: Project 
Email

Similarity Value

Temporal 1

People 0.5

Text 0.9

Similarity Value

Temporal 1

People 0.5

Text 0.75

Global Similarity

0.6

Global Similarity

0.7

Sorted

Story# P

Story# M

Story# K

Pick The 
Top Story

Story# P

Sroty#M

Email
Sender, 

Recipients, 
Subject, Body

Story# 1
Developer, Client, 

Description

Story# N
Developer, Client, 

Description

To:

CC:

Email

1

2

4

4

5

5

6 7

Web based project management tool

Filter

Local Similarity

Local Similarity

Filter

Grab Email

3

3

Fig. 1. The solution workflow steps

1. Copy emails to project mail address. Whenever an email is sent to
someone about a project, the“project email” is added in the CC. This is the
only change in the business process that needs to be implemented by the
distributed team.

2. Grab email. The web-based project management software grabs all incom-
ing emails at the project’s email inbox using POP or IMAP.

3. Filter. Next, the search space is reduced by filtering out the user stories
from far past or future compared to the email sent date.

4. Compute local similarity. The program computes three local similarity
measures between the email and existing user stories using the equations (1),
(2) and (3).

5. Compute global similarity. Next, the program computes the global sim-
ilarity measures using equation (4).
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6. Sort. After this, user stories are sorted according to the global similarity
measures in descending order.

7. Pick. Finally, we pick the user stories having global similarity scores above
a predefined threshold. As a result, the project management software can
suggest multiple user stories that are possibly discussed in a single email
and make it available as a knowledge-base.

4.5 Learning Weights

To compute the global similarity between email and user stories using equa-
tion (4), our software learned the relative weights using a simple Reinforcement
Learning [17] technique. The learning data was from four real world software
projects as outlined in the data collection section later. First, we tagged emails
with user stories exclusively for each attribute: data, people and text. The num-
ber of correct tagging using an attribute was normalized and used as the initial
weight for that attribute. Next, the following algorithm was used to learn the
relative weights:

date_weight = initial_date_weigth
people_weight = initial_people_weight
text_weight = initial_text_weight

for all_training_emails do |email|
result = find_most_similar_user_story(email)
is_correct = result.guessed_story == email.actual_story
is_date_similar = result.date_weight > date_threshold

if (is_correct and is_date_similar) or
(!is_correct and !is_date_similar) then

date_weight = reward(date_weight)
else
date_weight = punish(date_weight)
end
#do the same for people and text similarity
end

end

We used this algorithm to tune the relative weights following a simple reward-
punishment approach. The weight of an attribute is rewarded with additional
value if: i) the attribute was similar and the email was related to the user story
or, ii) the attribute was not similar and the email was not related to the user
story. Otherwise, the weight for that attribute was punished with a decrease in
value. This training helped with finding the relative importance for the attributes
based on our training data.
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4.6 CBR Implementation

We looked into several off-the-shelf tools for implementing the CBR system.
But some tools that were capable of handling both text and non-text attributes
were too complex to modify for our solution. On the other hand, the simpler
ones lacked the support for free text attributes. So, we developed a simple CBR
system from scratch.

We used Ruby programming language (v. 1.8.6) on Rails Framework (v. 2.3) to
develop the CBR. We could also use an existing agile project management tool,
but a custom-built one was easier for this experiment. The front-end was a web-
based user interface for defining projects, teams, iterations and user stories. Once
the data was provided to the system, it automatically guessed the potentially
relevant user stories for an email.

The back-end of the CBR was implemented using a Microsoft SQL Server
2008 database. It was populated with the case-base. The similarity measures,
as shown in equations (1-4), were then computed using custom Transact-SQL
functions. For the free-text similarity, we used the built-in FREETEXTTABLE
function of Microsoft SQL Server 2008 Advanced Services. This function ranks
texts using the OKAPI BM25 formula.

The front-end ruby code used the back-end database functions to get the sim-
ilarity measures. Then it guessed the relevant user stories for an email if the sim-
ilarity score was above a threshold. However, if the guess was incorrect, the user
interface provided an option to manually override the relation to a correct one.
Having this overriding capability ensures the final verdict can always come from
actual people using the system to rectify the mistakes in the automated guessing.

4.7 Evaluation Data

The sizes and compositions of the data are summarized in Table 2.
The data for learning the weights and evaluating the implementation was ob-

tained from four projects that used the agile project management tool called

Table 2. Training and evaluation Data

Project
Name

Description Users Itera-
tions

It. Len.
(days)

User
Stories

Emails

BI for Car
Dealers

A decision support tool for
vehicle dealers

7 11 14 70 213

ManyWheels A web application for trans-
porters and shippers

5 12 14 97 158

VarsityDays A social networking applica-
tion for school sports teams

5 15 14 88 46

MindAnd
Market

A project collaboration tool 3 6 7 28 40

Total 283 457

Source: www.ScrumPad.com
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ScrumPad [9]. ScrumPad offers a forum for each project where people can col-
laborate using message threads on specific user stories. These linked messages
helped us in both training and evaluating our implementation.

Three of the four projects, BI for Car Dealers, ManyWheels and VarsityDays,
were developed by Code71, Inc. (www.Code71.com) and developers were from
Bangladesh and USA on the same teams. On the other project, MindAndMar-
ket, the team had 1 person from Bangladesh and 2 from Belgium and worked
for a Belgian company called Belighted (www.Belighted.be).

The techniques presented in this paper can be applied to any data set that
has similar characteristics. ScrumPad helped us to evaluate the technique using
real industry data collected over a few years across different projects. But other
than this, our solution is independent of ScrumPad.

5 An Example

The following example illustrates the step-by-step email auto-tagging process.
Here is a small list of four user stories from a project:

While working on the project, developer D1 sent the following email to C1:
Now for this email, the similarity computation with the user stories yields the

following results as shown in Table 4: Here, the similarity scores are computed
based on Equations 1-4 of Section 4.3. From the above table we see that Story #1
is the most similar story to the given email with a similarity score of 0.72. This
is greater than the threshold of 0.58 (details discussed in the Evaluation section

Table 3. User Stories

# Iteration Cust-
omer

Deve-
sloper

Description

1 #1, Dec
14-25,
2008

C1 D1 As a/an ’VM User’ I want to add/edit/view dealer
account profile so that VM can earn revenue from
charging a monthly subscription fee. Dealers will
have three contacts: Billing, General Manager and
Owner. Also, there will be a primary and sec-
ondary contact. More information is attached.

2 #1, Dec
14-25,
2008

C1 D2 As a/an ’VM Admin’ I want to add/edit/view VM
users. Administrator must be able to see username
but not password VM Users will be one of inside
rep and outside rep. Required fields and more in-
formation are attached...

3 #2, Dec
28, 2008-
Jan 08,
2009

C1 D1 As a/an ’VM user’ I want to load DMV data
from Experian from a CSV/Excel file into VM
database. Sample data attached.

4 Not As-
signed

C1 D1 As a/an ’VM User’ I want to activate and deacti-
vate a dealer

Source: www.ScrumPad.com
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To: C1
From: D1
Date: Dec 14, 2008
Subject: Initial Questions on Dealer setup
Body:
Please clarify the following questions regarding dealer setup data-
1. Is it ok to assume that the billing, GM and Owner contacts of a dealer will also
contain username/passwords. Note that, the main and secondary contacts as well as
the Used car manager contact contain user name/passwords.
2. What data should we collect for Physical Address and Mailing Address of a dealer?
Is it free text? Or collected as fields street1, street2, city, state, zip, country?
3. Is it possible that for a dealer both an inside and outside salesman is assigned?
4. Apart from the name and pricing, is there any other field associated with the ”pro-
gram” main/platinum information?
5. What is meant by the ”Location” field of the outside VM Rep?
6. Is it possible to provide us with a sample input data that will be used to set up
an inside/outside VM user’s commission? Please provide examples of default, bonus,
retension and special commissions.
7. What are the required fields of all the dealer setup fields?
8. The Business Address is mentioned twice under the 5.6.1.5 - do we need to capture
two business addresses?

Fig. 2. An example email

Table 4. Similarity Scores

Story# Date
Similar-
ity

Date
Weight

People
Similar-
ity

People
Weight

Text
Similar-
ity

Text
Weight

Global
Simi-
larity

1 1 33 1 28 0.29 39 0.72
2 1 33 0.5 28 0.26 39 0.57
3 0 33 1 28 0.08 39 0.31
4 -1 33 1 28 0.25 39 0.05
Source: Primary

below) and thus the system auto-tags the email with Story #1. However, the
other stories are not considered as related as those failed to reach the threshold
similarity score. We ran the auto-tagging solution on the evaluation data in the
same way as illustrated in this example and found the following results.

6 Results

The evaluation results showed that after some training, the system could cor-
rectly auto-tag 70% of the emails. We present our findings in detail in the next
subsections.
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6.1 Evaluation

We learned the relative weights by training the system with real life data from
four distributed agile projects. For training and evaluation purposes, we parti-
tioned this data into two parts: i) training data and ii) evaluation data. A total
of 150 user stories and 250 emails from the four projects were used as train-
ing data. Also, we changed the training and evaluation data sets to reduce the
impact of special cases. Table 5 shows the relative weights after training:

Table 5. Relative weights before and after training

Relative weights Initial After training
Date weight 34 33
People weight 16 28
Text weight 50 39
Source: primary

After learning these weights, we added the rest of the user stories into the
case-base. Then, we presented the rest 207 unseen emails (from four projects) to
the system in random order without specifying their relations with user stories
and found the following results:

Table 6. Evaluation Results

1. Total number of evaluation emails: 207
2. Number of emails actually related to user stories: 200
3. Guesses using text and context similarity: 90% (187 out of 207)
4. Correct guesses using text and context similarity: 70% (144 out of 207)
5. Correct guesses using only text match: 47% (97 out of 207)

For the evaluation, we had 200 out of a total 207 emails that were actually
related to specific user stories. The remaining 7 emails were related to their re-
spective projects but not to any particular user story. Such emails usually talked
about general project related matters such as architectural decision, milestones,
etc. The auto-tagging system was judged wrong if it tagged any such generic
project related emails to a user story. Here is an example in Figure 3.

We set a minimum threshold similarity score of 0.58 for making a guess.
This cut-off point was found through trial and error. Using this cut-off the system
made guesses for 90% or 187 out of 207 evaluation emails. A value above or
below this threshold resulted in lower guesses or higher mistakes respectively.
With this cut-off value, the system didn’t make any guess for 10% of the emails
because the most similar user story for the emails had a similarity score less than
0.58. In effect, this minimum threshold value was the optimum one for the given
training data.
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Subject: FTP Folder Convention
Hi All:
At FTP we have the following folders:-
1. Experian - Only DMV data files should be dropped here.
2. Deploy - All Deployment related files should be dropped here.
The rest of the folders are for data sources as indicated in the names. Please make sure
the folders are used correctly. It will be easy to manage in future.

Fig. 3. An example email that is not related to any specific user story

Out of the 187 guesses, the software rightly guessed the related user stories for
77% or 144 emails. Considering the total evaluation input of 207 emails, this is a
70% accuracy. It should be noted that the presence of the free text component leads
to a fuzzy match and a 100% accuracy may not be achieved as a result of this.

However, using only text matching, the system could correctly guess the user
stories for 47% or 97 out of 207 emails. This is 23% lower compared to the
case when both text and context similarities were used. So, we found that Case
Based Reasoning helped in improving the accuracy of the system. Some of the
user stories of a project often shared a common vocabulary. As a result, when
comparing with emails, the text similarity score of a user story from far past or
future may be higher than the score of a user story in the same time context.
Also, people assigned to the user stories as developers or customers are more
likely to send emails on the stories compared to other individuals. So, adding
temporal and people similarity scores helped in eliminating some of the outliers
in terms of text matching alone.

6.2 Limitations

We recognize a few limitations of our solution as follows:

1. Human subject study. Although our results show that the email auto-
tagging accuracy improves using a project context, we do not know if this
actually makes a difference in distributed agile teams. A human subject
study may investigate this question.

2. Possible bias in data. Our implementation is trained and evaluated using
data from multiple projects. But all this data is collected from a single source
(www.ScrumPad.com) and hence there might be an unintentional bias in the
data. This limitation may be overcome by evaluating the system using data
from various other sources.

3. Size of data. We recognize the fact that the evaluation results could be
statistically more significant with a larger size of data.

6.3 Future Work

The following is a list of potential future extensions of our current implementation:-
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1. Evaluation with distributed agile teams. An actual evaluation with a
distributed agile team is required to see the effectiveness of our email auto-
tagging solution.

2. Use of algorithms. In future, we would like to try using other algorithms
for learning relative weights and finding text similarity. The choice of other
algorithms may produce better accuracy than the current results.

3. Inclusion of more attributes. It might be possible to improve the ac-
curacy of the solution by adding more attributes. For example, an email
might contain useful knowledge in the attachments. Also, the subject line of
an email may carry more specific knowledge than the body. In the present
solution both are treated as email text and no distinction is made in terms
of importance. Adding such changes to the existing solution may produce
better results.

7 Conclusions

In related work, we found that a significant portion of knowledge in distributed
agile software development is actually shared through emails. In this paper, we
described a solution to capture this information for reuse when people leave a
project. The result indicates that it is possible to automatically build a reusable
knowledge base from the emails.

Our implementation combined both text and context similarity. We discovered
that this combination produced better results than using only free text matching.
However, we anticipate that it is possible to extend this solution with using better
algorithms and adding new features. Our ongoing work will focus on improving
the accuracy of this solution by adding several candidate extensions.
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Abstract. Pair Programming has often been reported to be beneficial
in software projects. To better understand where these benefits come
from we evaluate the aspect of intra-pair communication. Under the as-
sumption that the benefits stem from the information being exchanged,
it is important to analyze the types of information being communicated.
Based on the Goal Question Metric method we derive a set of relevant
metrics and apply them in an eXtreme Programming class room project.
Data covering a total of 22.9 hours of intra-pair communication was col-
lected. We found that only 7% of the conversations were off-topic (e.g.
private), 11% about requirements, 14% about design, and 68% about
implementation details (e.g. syntax). Accordingly, a great share of the
information being exchanged in Pair Programming is on a low level of
abstraction. These results represent a first data point on what kind of
information is communicated to what extent during Pair Programming.

Keywords: Pair Programming, Communication, Empirical Study.

1 Introduction

When Kent Beck introduced eXtreme Programming (XP) it was considered to
be the antithesis to document- and plan-driven software development [1]. Beck
defined the XP practices in a provocant manner: Accordingly, all practices have
to be turned to ten, i.e. best practices in software development should be prac-
ticed in an extreme manner. For example, Beck states that if reviews are good
then all code should constantly be reviewed. Therefore, Pair Programming (PP)
should be performed. Today, PP is one of the most prominent XP practices in
use, even outside of XP. Many studies investigated the effectiveness of PP and
its impact on code quality. PP is mostly considered to be superior to conven-
tional single developer programming, because pairs produce better quality code,
learning takes place, team building is speeded up, while development is about as
effective as in the solo case [2,3,4,5,6]. These benefits are usually attributed to
the intensive intra-pair communication that takes place when working in pairs.
According to Lindvall et al. communication is one of the three most important
success factors of PP [6]. Still, not many studies have invastigated the aspect

A. Sillitti et al. (Eds.): XP 2010, LNBIP 48, pp. 117–131, 2010.
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communication in PP in detail. As a consequence, studying communication in
Pair Programming and its effect on development success has been proposed by
several research frameworks, e.g. by Gallis et al. [7] and Ally et al. [8].

In the work presented here we focus on analyzing intra-pair communication
to better understand its connection to the benefits of PP. Two often mentioned
benefits that are related to communication are learning and team building:

Learning: If one partner shares technical experience with his or her peer, learn-
ing takes place. The driver (the one who uses the keyboard) is even able to
share tacit knowledge similar to the master-apprentice type of learning. Bet-
ter educated developers are more likely to produce high quality code.

Team Building: If pairs closely collaborate and talk about off-topic issues,
team building takes place. In addition, this kind of communication estab-
lishes a common context among partners which makes future communication
simpler.

This paper is structured as follows. In Section 2 we discuss related work on
measuring communication in software development and case studies investigating
communication in PP. In Section 3 we define our research goals by applying the
Goal Question Metric (GQM) method. This leads to the metrics we then apply
in a case study with students in an XP class room project that is described in
Section 4. Section 5 summarizes our results. In Section 6 we interpret our results
and discuss their validity. Finally, we conclude in Section 7 and give an outlook
on future work.

2 Related Work

Dutoit and Bruegge propose to use communication metrics to get project sta-
tus information early on when no product related metrics are available yet [9].
They use digital communication media that is used for collaboration in class
room software projects to derive communication metrics. For example, the num-
ber of messages per week in an electronic bulletin board are counted. These
metrics are then applied in a series of software engineering project classes. The
results are used to improve communication in the projects over time. Statisti-
cal analysis shows that bulletin board communication size and complexity has
a significant positive correlation with project outcome. Here project outcome
refers to source code as well as corresponding documents. In the work of Dutoit
and Bruegge communication metrics are applied in non-agile projects and on
non-verbal communication media. Still, counting and classifying communication
events and using them as an early indicator for project outcome can also be
applied in our agile setting on verbal intra-pair communication.

Sfetsos et al. investigated the impact of personality types on communica-
tion and collaboration-viability in Pair Programming [10]. They compared the
effects of uniform versus mixed temperament type pairs on communication,
collaboration-viability, and effectiveness using a controlled experiment with 42
pairs (84 subjects/students). Temperament types were classified according to
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Keirsey Temperament Sorter (KTS). Communication was measured by counting
communication events. Five different communication topics were considered: (1)
Requirements gathering, (2) specification and design changes, (3) code, (4) unit
tests, and (5) peer reviewing. The subjects (i.e. the navigator) had to self-report
their communication activities as they were working on their tasks. Analysis
showed that the number of communication transactions was significantly posi-
tive correlated with productivity (measured as points for correct solutions) and
that mixed personality pairs communicated significantly more than uniform per-
sonality pairs. Although they have measured different types of communication
similar to the classification we used (requirements, design, or code related, see
table 3, M1.1-M1.3), they do not report their results concerning distribution of
the topics and total amount of communication events. They also do not report
about the durations of the communication events.

Bryant et al. analyzed 23 hours of pair programmers’ dialogue and used the
results as an indicator for collaboration of the pairs [11]. The dialogues stem
from experienced professional pair programmers. They found that pairs had a
high amount of verbal interactions. The pairs produced more than 250 verbal
interactions per pair programming hour. Almost all tasks were contributed to by
the driver and by the navigator in collaboration (more than 90% in 10 out of 12
task categories) with the driver contributing slightly more. They conclude that:
“the benefits attributed to pair programming may well be due to the collabora-
tive manner in which tasks are performed”. As opposed to our study, off-topic
dialogues were left out in the analysis. Therefore, they did not report the ra-
tio of project relevant to off-topic conversations. Other differences to our study
are that we observed students instead of professionals, that we had dedicated
observers classifying the conversations on the fly as opposed to analyzing audio
recordings afterwards, and that we had a different approach: we first chose how
to classify communication and then measured it as opposed to first recording
the communication and then classifying it.

3 Research Question

The main goal of the work presented here is to better understand the commu-
nication structure in Pair Programming. We chose the Goal Question Metrics
paradigm [12] to refine this main goal to metrics that can be measured in a
case study. In the first step we derived two GQM goals. For each GQM goal an
abstraction sheet [12] was created. Based on these abstraction sheets the met-
rics for measuring communication in PP and finally a measurement plan were
developed.

3.1 Goals

Our aim is to better understand the structure of Pair Programming communi-
cation. We decompose this into the following two GQM goals:

Goal 1. Understand the quality aspect level of abstraction of intra-pair commu-
nication in PP. In this context level of abstraction refers to the abstractness
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of the information according to the software development phase. For exam-
ple, requirements are on a high level of abstraction whereas program code
issues are on a low level. Program design and architecture are somewhere
in-between. So this goal tries to address the question: Are the developers
talking about requirements, design patterns, syntax, or off-topic issues?

Goal 2. Understand the quality aspect interactivity of intra-pair communica-
tion in PP. Interactivity is the distribution of the drivers’ and the navigators’
share of communication. So this goal addresses the question: Who is com-
municating more, the driver or the navigator?

Abstraction sheets help to find the relevant factors that directly make up or
indirectly influence the quality aspect of a GQM goal. Abstraction sheets allow
to derive reasonable metrics for these factors. In table 1 and 2 the abstraction
sheets for the two GQM goals are shown. Table 3 shows the derived metrics.

In an abstraction sheet the factors that directly make up the quality aspect
of a GQM goal are called quality focus (QF). For the first goal we identified 4
quality factors (see table 1): the number of conversations about requirements
(QF 1), design (QF 2), code (QF 3), and off-topic things (QF 4). We expect the
greatest proportion of the communication to be about code (QF 3), because the
students in our case study were rather inexperienced programmers. If the devel-
opers are more experienced in the usage of the programming language, they do
not talk about syntax topics as much. We also expect a lot of conversations about
requirements (QF 1), since the Story Cards that were used in the XP project
are rather brief and do not contain many details. Usually, in XP the details of
the requirements are directly exchanged between the On-site Customer and the
developers. If a pair is talking to the On-site customer about a requirement each
developer might interpret the details differently. This may lead to the need for
discussion in the pair later. Design issues (QF 2) and off-topic (QF 4) conver-
sations will probably not make up a big part of the communication, because
the XP course required the participants to apply the practice Simple Design
and because the developers have never worked together in a project before and
therefore were unfamiliar with each other. Still, we believed once the developers
get to know each other better, they will talk more about private things. Another
aspect that characterizes the communication is the duration of the conversations
about one topic. For example, we expect the conversations about design issues
to be longer than the conversations about syntax issues.

Besides the quality focus an abstraction sheet allows for gathering variation fac-
tors (VF). Variation factors are factors that indirectly have an effect on the quality
aspect. For our first goal we identified 7 variation factors, which include the devel-
opers’ experience in requirements analysis, program design, and programming in
general (i.e. writing source code). The variation hypotheses in abstraction sheet
1 describe how each variation factor influences the quality aspects.

The second goal is to understand the interactivity of the communication be-
tween driver and navigator. Here, we investigate whether driver or navigator
contribute more to communication. Also, the frequency of the questions being
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Table 1. Abstraction sheet for GQM goal “level of abstraction”

Goal 1: Analyze intra-pair communication in Pair Programming for the purpose of
understanding with respect to the level of abstraction from the perspective of the
developers in the context of a class room XP project.
Quality Focus Variation Factors

QF 1. Conversations about
requirements

QF 2. Conversations about design
(e.g. module structure)

QF 3. Conversations about code (e.g.
syntax)

QF 4. Off-topic conversations (non
software development related,
private)

VF 1. Quality of requirements
VF 2. Complexity of software design
VF 3. Developers’ experience in

requirements analysis
VF 4. Developers’ experience in program

design
VF 5. Developers’ experience with

programming
VF 6. Knowledge differences between

developers
VF 7. Familiarity with other developers

Baseline Hypotheses Variation Hypotheses

1. Because of the brief nature of
Story Cards and the developers
being not very experienced in
requirements analysis we expect
many conversations about
requirements (> 30%)

2. Because of the XP practice
“Simple Design” we expect few
(< 10%) conversations about
design topics. But if the developers
talk about design the conversations
will be rather long (> 3 min.)

3. Because of the inexperienced
programmers we expect many
(> 50%) but short (< 1 min.)
conversations about code topics

4. Because of the unfamiliarity with
each other we expect a small
proportion of off-topic or private
communication (< 10%)

1. More clear, thorough, and unambiguous,
i.e. high quality, requirements lead to
fewer communication about them (QF 1).

2. The clearer and simpler a software design
is, the less communication is needed
about design issues (QF 2).

3. Experienced requirements analysts talk
less about requirements related issues
(during programming), because their
requirements are of good quality and have
fewer room for interpretation (QF 1).

4. Experienced designers talk less about
design related issues (QF 2), because best
practices in program design like design
patterns are common knowledge.

5. Experienced programmers talk less about
syntax related issues (QF 3), because
they do not make as many syntax
mistakes as inexperienced programmers.

6. Higher differences in software
development knowledge between the
developers lead to a lot communication
about requirements (QF 1), design (QF
2), and code (QF 3)

7. Good knowledge of the other person leads
to a great proportion of private
conversations (QF 4)
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Table 2. Abstraction sheet for GQM goal “interactivity”

Goal 2:Analyze intra-pair communication in Pair Programming for the purpose of
understanding with respect to the interactivity from the perspective of the developers
in the context of a class room XP project.
Quality Focus Variation Factors

QF 1. Balance of communication proportions
QF 2. Question frequency

VF 1. Number of navigators’
clarification questions

Baseline Hypotheses Variation Hypotheses

1. We expect the driver to talk slightly more
than the navigator (≈ 60 : 40), because in a
similar study the distribution between driver
and navigator already was 60 : 40 [11].

2. According to Williams and Kessler [13] we
expect a question at least every minute.

1. The number of the navigators’
clarification questions is
positively correlated with the
question frequency (QF 2).

asked characterizes the interactivity. We expect the driver to talk slightly more
than the navigator, because a similar study already found that the driver con-
tributes slightly more to a given task [11]. Another assumption is that the pairs
will discuss a question at least every minute [13]. A variation factor for the in-
teractivity of the communication is the number of the navigators’ clarification
questions, which is positively correlated with the overall question frequency.

3.2 Metrics

The next step in the GQM approach is to create metrics based on the abstraction
sheets. Metrics are needed to answer the questions associated with each goal.
Ideally, at least one metric should be set up for each quality factor (QF) and
each variation factor (VF). Table 3 summarizes the metrics we used in our case
study. Each metric has an ID, a name, a scale type (e.g. ordinal, ratio), a range
or value set, a “counting” rule that briefly explains how to measure it, and a
reference to the corresponding abstraction sheet. The scale type is important
for later analysis. For example, mean and standard deviation are not defined for
ordinal scales. Hence, other characteristics like median and quartiles are needed
for interpretation of results on an ordinal scale.

For the first abstraction sheet (see table 1) metrics for all but two factors
were derived. We did not create a metric for the quality of requirements (VF 1),
because we did not expect them to vary much. All pairs used Story Cards that the
team created in collaboration with the customer at project start. Furthermore,
measuring quality of requirements is a problem of its own [14]. We also did not
explicitly measure the familiarity (VF 7) of the developers with each other. But,
we know that none of them had worked in pairs with the others before. For the
second abstraction sheet (see table 2) all metrics were created.
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Table 3. Metrics

ID Name Scale
type

Range Counting rule Abstract.
sheet ref.

M1.1 Number of
conversations
about req.

ratio N
+ For each closed

conversation about
one requirement

Goal 1,
QF 1

M1.2 Number of
conversations
about design

ratio N
+ For each closed

conversation about
one design topic, e.g.
module structure

Goal 1,
QF 2

M1.3 Number of
conversations
about code

ratio N
+ For each closed

conversation about
one program code
topic, e.g. syntax

Goal 1,
QF 3

M1.4 Number of
off-topic
conversations

ratio N
+ For each closed

conversation about
one not project
relevant topic

Goal 1,
QF 4

M1.t Time of
conversations

ordinal short (< 1 min.),
med. (1-3 min.),
long (> 3 min.)

Map each closed
conversation about
one topic to a time
interval

Goal 1,
QF 1-4

M1.5 Complexity of
design

ratio R, ≥ 1 Average cyclomatic
complexity over all
classes per iteration

Goal 1,
VF 2

M1.6 Req. analysis
experience

ordinal 1 (very exp.), 2,
3, 4, 5, 6 (none)

Self-evaluation of
developers

Goal 1,
VF 3

M1.7 Design experience ordinal 1 (very exp.), 2,
3, 4, 5, 6 (none)

Self-evaluation of
developers

Goal 1,
VF 4

M1.8 Programming
experience

ordinal 1 (very exp.), 2,
3, 4, 5, 6 (none)

Self-evaluation of
developers

Goal 1,
VF 5

M1.9 Deviation in
developers
knowledge

ratio R Standard deviation
of average
self-assessment
grades

Goal 1,
VF 6

M2.1 Proportion of
drivers’ share in
conversation

ratio 0% − 100% Mark on scale (see
figure 1)

Goal 2,
QF 1

M2.2 Number of ques-
tions per hour

ratio R For each question
asked

Goal 2,
QF 2

M2.3 Nr. of navigators’
clarification ques-
tions per hour

ratio R For each question
asked

Goal 2,
VF 1
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4 Study Design

We chose the eXtreme Programming (XP) course at Leibniz Universität Han-
nover, Germany to apply our metrics. This course is a mature XP laboratory [15]
where students first learn the XP practices in theory - including Pair Program-
ming - and then apply their new XP knowledge in a short XP project in practice.
The following tool set was used in the project: Eclipse, SVN, Ant, and JUnit4.
In 2009 we combined the XP course with an empirical study course. Before the
actual XP project started the students had to prepare an empirical study. We
had 2 XP teams with 7 developers each. In each team 6 developers formed 3
pairs. The 7th developer was the observer of the other team. The observers were
switched every day. The development pairs had to switch regularly, at least ev-
ery new day or after every finished Story Card. Intra-pair communication was
measured just in one team. The project was a 5-day-project with 7 development
hours a day. The first day was for a technical spike and requirements gather-
ing. The students interviewed the customer and created the Story Cards. The
remaining 4 days were 4 development iterations. An on-site customer with a real
development task was available to the developers throughout the whole project.

4.1 Subjects

The observed team of this study consisted of 3 undergraduate (BSc level) and
4 graduate (MSc level) students. On average the students were in their 11.0th

(±2.8) semester in computer science. Their curriculum covered programming
lectures, topics like requirements engineering or design patterns, and a non-agile
software project. According to their self-assessment they were least confident in
their design abilities and most confident in their programming skills (see table
4, M1.6-M1.8). All but one student were new to Pair Programming. They have
never worked in pairs with each other before. Since the class was also an empirical
study class (and because of the present observer) the pairs knew they were being
measured, but they did not know what about.

4.2 Data Collection

Before project start the developers had to fill out a self-assessment questionnaire.
Results from this questionnaire were used for the metrics M1.6 - M1.9. For all
other metrics a data collection sheet was prepared (see figure 1). During the
project an observer monitored a pair, classified their conversations, and filled
out the data sheet. One data collection sheet was filled in for a single pair for a
period of up to two hours. After two hours or when the pair switched the obser-
vation was stopped and a new data collection sheet with a new pair was started.
During an observation the durations and topics of the intra-pair conversations
were noted. Each conversation duration was assigned to a group depending on
whether it was shorter than one minute, longer than three minutes or in between.
A conversation has been considered closed once the pair had stopped talking or
the topic changed. Then a stroke was made in the corresponding column and
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Fig. 1. Data collection sheet

in the row given by the topic. Corresponding to the metrics the available topics
were requirements, design, code, and off-topic. Requirements covered conversa-
tions about functions or quality aspects of the software under development or
preparations for a talk to the on-site customer. Design topics include dicussions
about the program stucture, e.g. the module and package structure, or the usage
of design patterns. Code topics include everything that is low-level source code
related like syntax issues. Off-topic covers everything that is not software devel-
opment related like private conversations. Parallel to this every question asked
was noted in M2.2 and the number of clarification questions (the driver makes
a decision and the navigator has to ask to understand it) was noted in M2.3. At
the end of each observation the driver’s share of the just monitored intra-pair
communication was estimated by drawing a stroke on the line in M2.1, where
the left end represents 100% and the right end 0%. According to the student’s
feedback the data collection sheet was easy to use. Putting an extra developer
in the team for observation was a reasonable effort. There has been a short talk
between the observers after they switched each morning to share experiences
from data collection to ensure constant quality of the collected data.

5 Results

In total 22.9 hours of intra-pair communication were monitored. Out of the 21
possible pair combinations (7 developers forming pairs) data from 14 different
pairs was collected and analyzed. Table 4 summarizes the results. In total, 216
conversations were observed. Almost half of the conversations were short (< 1
minute). The other half of the conversations was evenly split in medium (1 − 3
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Table 4. Results

Metric Name Result Range/Unit

M1.1 Number of
conversations about
requirements

23 of 216 (11%) N
+ of total (in percent)

M1.2 Number of conver-
sations about design

30 of 216 (14%) N
+ of total (in percent)

M1.2 Number of conver-
sations about code

148 of 216 (68%) N
+ of total (in percent)

M1.4 Number of off-topic
conversations

15 of 216 (7%) N
+ of total in percent

M1.t Time of
conversations

short: 104 (48%),
medium: 52 (24%),
long: 60 (28%)

N
+ for each time interval

(in percent of total)

M1.5 Complexity of design mit1 = 1.00, mit2 = 1.04,
mit3 = 1.16, mit4 = 1.12

Average cyclomatic
complexity per iteration

M1.6
Requirements analy-
sis experience

1 2 3 4 5 6
very exp. none

Boxplot (min, lower quar-
tile, median, upper quar-
tile, max)

M1.7 Design experience
1 2 3 4 5 6

very exp. none

Boxplot (min, lower quar-
tile, median, upper quar-
tile, max)

M1.8 Programming experi-
ence

1 2 3 4 5 6
very exp. none

Boxplot (min, lower quar-
tile, median, upper quar-
tile, max)

M1.9 Deviation in
developers knowledge

s = 0.9 Standard deviation of
average self assessment
grades

M2.1 Proportion of
drivers’ share in
conversations

≈ 40% (± ≈ 20%) 0% − 100% (± std.
deviation)

M2.2 Number of questions
per hour

9.9 (±8.1) 1

h (± std. deviation 1

h)

M2.3 Number of naviga-
tors’ clarification
questions per hour

2.1 (±1.6) 1

h (± std. deviation 1

h)

min.) and long (> 3 min.) conversations. Two out of three conversations were
about code issues, 14% about design, 11% about requirements, and 7% about
off-topic things. Figure 2 summarizes the results for the metrics M1.t and M1.1
to M1.4 by showing the overall distribution of the conversation durations on
the left and the conversation topics on the right. Code analysis showed that
the average code complexity of the software did not exceed 1.16 throughout the
project. The self-evaluation metrics showed that the developers estimated their
requirements analysis experience with a median of 3, on a scale from 1 to 6 with
1 being very experienced and 6 having no experience at all, to be slightly more
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Fig. 2. Overall distribution of conversation durations (M1.t, left) and discussed topics
(M1.1-M1.4, right)
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Fig. 3. Number of conversations per hour for each topic (left) and number of questions
per hour (right) over the project time

experienced than the middle of the scale. With a median of 4 the developers
were less confident in their design abilities. With a median of 3 and a lower
quantile of down to 2 the developers were most confident in their programming
skills. Still, they were far from classifying themselves to be very experienced
programmers. The overall standard deviation of the combined measures of all
software development related self-evaluation questions was 0.9. This means that
about 68% of the developers (≈ 5 of 7) self-evaluate their knowledge to be in
a region that does not span more than 2 points, e.g. between 2 and 4. So, the
majority of the students were on a similar level of knowledge.

On average the drivers’ shares in conversations were approximately 40% with
a standard deviation of approximately 20%. Over the observed 22.9 hours of
inta-pair communication 227 questions were asked. Figure 3 (right) shows a
decrease in the number of questions per hour over the course of the project. The
navigators asked a total of 49 clarification questions.
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6 Dicussion

6.1 Interpretation

Goal 1: Level of Abstraction of Communication. We expected the ratio
of conversations about requirements to be more than 30%, because of the brief
nature of the used Story Cards and the developers being not very experienced
in requirements analysis (see abstraction sheet 1, baseline hypotheses). But the
ratio of conversations about requirements was only 11%. So either the students
were better than they thought or it is typical for PP that requirements are not
being discussed that much. 14% of the conversations were about design issues,
which was slighlty more than expected. This might be due to the fact that
the students had not much experience in software design and therefore had to
discuss these issues more. With a ratio of 68% by far the most conversations
were about code. This is even more than the expected 50%. The students were
not very experienced programmers, so this high value may be attributed to their
need for learning low level programming. The decrease of conversations about
code over the project time (figure 3, left) while the conversations about design
remained constant and the decrease of questions being asked (figure 3, right)
are also indicators for learning that took place. A proportion of 7% for off-topic
conversations was even lower than the expected 10%. But the increase of the
number of off-topic conversations in iteration 3 (see figure 3, left) indicates that
once the developers get to know each other better they are more likely to have
private conversations during PP. This is a sign for team building. We attribute
the decrease of off-topic and design conversations in the last iteration to the stress
at project end. Finally, the results support our assumption that conversations
about design on average are longer than conversations about code. Figure 4
shows that there are more medium and long conversations about design than
there are for conversations about code.

Goal 2: Interactivity of Communication. Along with the findings of Bryant
et al. [11] we expected the driver to talk slighlty more than the navigator, about
60:40. But our results showed that it was the other way around. In our case it
was approximately 40:60. So our assumption turned out to be wrong. The driver
does not seem to constantly explain his or her actions. Maybe the navigator is
guiding the programming by communicating the current and near future actions
to take, while the driver is busy typing in the according source code.

Williams and Kessler state that driver and navigator communicate at least
every 45 to 60 seconds [16], if only through utterances as in “Huh?”. We could
not confirm this finding. In our study either driver or navigator asked a question
every 6.1 minutes on average. This large difference might be due to several
reasons: First, an utterance is much smaller than a real question. So we might
have missed the small utterances during observation. Second, the students were
new to PP and unfamiliar with each other. So they might not have been as
communicative as the professional programmers Williams and Kessler refer to.
Despite of the bias of our more coarse measurement we believe that novice pair
programmers are much less communicative than expert pair programmers.
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Fig. 4. Distribution of conversation durations for design topics and code topics

6.2 Threats to Validity

Conclusion Validity. The large standard deviations in some of our metrics in-
dicate that we need a lot more data points, i.e. more pairs and longer observation
periods, in order to increase conclusion validity. Another threat to conclusion va-
lidity is that the classification of the conversation topics was done subjectively
by different observers. We tried to reduce that threat by setting some standards
on how to classify the topics and had the observers discuss their experiences
when switching. Despite the low number of data points and the subjectivity of
our measures the results give a first indication of the structure and content of
intra-pair communication.

Internal Validity. Internal validity is concerned with whether a treatment re-
ally causes the outcome of a study. The only treatment in our study was the fact
that we observed pair programmers. The collected data and the observations of
the supervisor show that the developers were actually working as pair program-
ming suggests it [1]. Still, a threat to internal validity is that the distribution
and frequency of communication also depends on other factors beyond PP. For
example, personality types have already been shown to be significantly related
to the frequency of communication in PP (see related work section) [10]. We
did not measure personality types in our study. But, our data covers 14 out of
21 possible pair combinations, so the effects of personality types are partially
evened out.

Construct Validity. The self assessment measures for the developer knowledge
have a rather poor construct validity. They only reflect the developers’ own
opinion and not their actual knowledge. A second threat to construct validity
is caused by the fact that the developers knew they were being observed. This
might have had a distorting influence on the ratio of off-topic conversations,
since observed developers tend to better follow the process (in this case PP) and
do not talk as much about private things.
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External Validity. There are two major external threats to validity: (1) We
chose students that were new to PP and relatively inexperienced in programming
at all. (2) The 5 day XP project might have been too short to show representative
data for industrial pair programming settings. Usually, in industry developers
know each other a little better and work together longer than 5 days. Despite of
these threats our results can be used as baseline hypotheses for future studies in
industrial contexts. Especially the difference between experienced pair program-
mers and deverlopers who are new to PP should be analyzed. Our assumption
is that our results are most likely valid for developers who are learning PP.

7 Conclusion and Outlook

Our goal was to better understand the communication structure in Pair Pro-
gramming. To reach this goal we applied the GQM method and derived relevant
metrics to measure the intra-pair communication in PP. These metrics were then
applied in a 5 day XP class room project with 7 students. 22.9 hours of commu-
nication were observed and analyzed. Two third of all conversations were about
code related topics. This indicates that during PP neither design, requirements,
or unrelated things are as important topics as communication about code. This
holds at least for developers who are new to PP with programming experience
at the level of a graduate student. Furthermore, the decrease of conversations
about code over time, while conversations about design remained constant, and
the decrease of the number of questions being asked indicates that learning took
place. The developers increased their programming abilities and therefore did
not have to talk as much about code issues anymore. Additionally, a small in-
dicator for successful team building could be observed: Off-topic conversations
slightly increased in the third iteration.

In future work we need to refine our measures further. Especially conversa-
tions about code need to be analyzed in more detail. Are syntax issues really
dominating? If so, maybe Williams’ and Kessler’s “Myth 6: The navigator finds
only syntax mistakes. How boring is that! Compilers can do that better than hu-
mans can anyway.“ [16] is almost not a myth after all. Maybe there is a chance
to increase PP productivity even further by providing better low level code sup-
port and thereby allowing the pairs to concentrate their communication more
on high level topics like design or even on requirements. Another interesting
research question is whether some benefits of PP can be brought to solo pro-
gramming by simulating a navigator, e.g. by using static code analysis data to
provide more direct feedback about the code.

Finally, our findings could be useful for the design of tools that support dis-
tributed PP as described by Dajda and Dobrowolski [17]. For example, different
support mechanisms for the different levels of abstraction can be created with
an emphasis on low level code support.
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Research Foundation (DFG project InfoFLOW, 2008-2011).
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Abstract. A manual and explicit activity, the frequent selection and
execution of tests requires considerable discipline. Our approach auto-
matically derives a subset of tests based on actual modifications to the
code base at hand, then continuously executes them transparently in
the background, and so supports developers in instantly assessing the
effect of their coding activities with respect to the overall set of unit
tests to be passed. We apply techniques of selective regression testing,
mainly relying on dynamic analysis. By taking advantage of the inter-
nal program representation available in IDEs, we do not need to rely on
expensive comparisons of different program versions to detect modified
code entities.

1 Introduction

Test-driven development [5] (TDD) is a cornerstone of agile software development
methodologies such as Extreme Programming [22] (XP). This technique suggests
to write test cases before the code they are intended to cover. Written first, tests
serve multiple purposes. First, they represent a specification for the system to be
developed. Next, they document the system and help other developers in compre-
hending the system. Finally, they ensure that every single change violating one of
the required features described in the executable form of a test is reported.

While testing is an important part of regular development activities, Inte-
grated Development Environments (IDEs) have little support for selecting and
(re)executing tests relevant with respect to modifications applied to the system
under development [18].

There are a few approaches that support (re)running the test suite automati-
cally every time a file is saved in the IDE [29,18]. However, test selection as such
is traditionally not performed: it is always the complete test suite that is run,
including irrelevant tests, leading to an execution overhead that is larger than it
actually needs to be.

For that reason, developers often manually select a few tests that seem ap-
propriate, run them explicitly, and wait for feedback. The manual, regular, and
explicit selection and execution of tests requires considerable discipline. More-
over, success is guaranteed only if no relevant test cases are omitted in the
selection. A solution that automatically selects test cases to be executed in the
background based on the applied changes to source code is preferable.

A. Sillitti et al. (Eds.): XP 2010, LNBIP 48, pp. 132–146, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Approaches to test case selection are established: Selective regression testing
[26] has long been a subject of research. Selective regression testing is concerned
with reducing the set of tests that need to be executed to detect failures caused
by recent modifications to the code base. However, researchers have not yet
investigated the potential of integrating this technique into an IDE and having
selected tests execute continuously in the background.

We suggest to select and execute tests automatically whenever the code status
demands this. More precisely, it would be desirable to have support for TDD
that, whenever source code is changed, automatically executes exactly those tests
that are affected by the actual modification, giving developers instant feedback on
whether the applied change breaks something or not.

In this paper, we propose our approach to continuous selective testing (CST)
and present an implementation thereof in Squeak Smalltalk1 [21]. Using an im-
plementation of the suggested approach, developers will be supported as follows:

– Sets of relevant tests are selected based on dynamic analysis during the
regular execution of tests.

– Relevant tests are executed continuously in the background after every mod-
ification to the code base.

– Developers are instantly informed about places in code that, resulting from
an applied change, are no longer covered by tests.

– The introduction of new defects is made apparent immediately, which in
turn lets developers focus on problems right away.

With that, our approach significantly improves on the way IDE tools provide
immediate feedback in a development process adopting TDD. The main contri-
butions of this paper are as follows:

– We present continuous selective testing as an approach relieving developers
from the burden to select and run tests explicitly.

– We describe how test case selection in general can benefit from the internal
program representation already available in IDEs and how differencing of
two versions of a program can be avoided.

– We describe our approach to test case selection based on dynamic analysis,
being not limited to statically-typed languages.

The remainder of this paper is organized as follows. The next section briefly
summarizes TDD and presents the state of the art in tool support for it, provid-
ing further motivation for CST, which is presented and evaluated in Secs. 3 and
4. Related work is discussed in Sec. 5; Sec. 6 summarizes the paper and outlines
future work.

2 Background and Motivation

In this section, we briefly introduce the terms and concepts of TDD. We then
discuss current practices of developing tests and application code in accordance

1 www.squeak.org

www.squeak.org
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with TDD and point out the need for better tool support. Afterwards, we intro-
duce the concepts of regression test selection and discuss current approaches.

2.1 The Three Phases of Test-Driven Development

Test-driven development distinguishes three phases of development [5]:

Red. Tests are written that specify new requirements on the system in an
executable manner. When these new tests are run for the first time, failures
or errors occur, as the system does not yet support the new requirements.
An important guideline is to avoid writing application code if there is no
test case that fails.

Green. The developer adds the required code to the system to make the failed
test “green”, i. e., run successfully. It is crucial that the developer write
only code essential to the test in question. A successful test signals that the
developer is done implementing the new requirement. It might happen that
no code has to be added to make the test green, as the system already covers
the newly defined requirement.

Refactor. The developer refactors towards the simplest design they can imag-
ine. By definition of refactoring [13], new functionality must not be added
during this phase. The tests can ensure that all required and specified fea-
tures work after a refactoring. Running tests after each and every little
change helps to avoid breaking features and provides instant feedback.

We can observe that tests and the regular execution of tests play an important
role when developers employ the principles of TDD.

2.2 Tool Support for Test-Driven Development

Best practices in working with tests suggest to make only small changes and run
tests immediately afterwards to get feedback. This suggestion is based, amongst
others, on the following observations:

– Implementing new application functionality is a very complex activity. As
every single step is inherently fault-prone, regular feedback is essential for
detecting faults.

– Modifying source code without breaking existing functionality is also diffi-
cult. Adapting source code to new requirements or refactoring source code
to a simpler design requires very detailed understanding, which to acquire
is hard since source code abstracts from concrete execution paths. Having
tests covering all parts of the respective code entities and running these tests
regularly helps to detect faults early.

– The more steps are passed without getting feedback, the more difficult locat-
ing the source of a fault becomes. When a couple of source code entities are
changed without running tests, and one ore more tests fail later on, isolating
the modification that has caused the failure is not straightforward. Typically,
developers are unaware of the complete set of modifications done before run-
ning the tests. Moreover, multiple failures might have different causes and
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combinations of modifications might lead to completely unexpected behav-
ior. To locate the defects, developers can revert modifications step by step
or debug the current version. Both ways are tedious and time-consuming.

Running tests often and regularly helps developers to detect faults early, reduces
the time required to localize defects, and gives confidence for the next adaptions
and refactorings. However, running tests as often and regularly as suggested
requires much discipline.

The necessary discipline is sometimes hard to bring up, for apprentices as well
as experts. It is all too easy to ignore TDD theory, though well-understood and
accepted, and continue modifying code without running tests. It is not necessarily
only external factors, such as project schedules, that influence such decisions, but
also internal ones like the strong will to finish a task. These aspects contradict
with the required discipline.

Another issue with the theory of testing and test-first development is the
implicitness of the relationship between test cases and application code they
cover. When code is refactored or new features are implemented, existing code
has to be modified. However, while developers are aware of recently implemented
tests, they cannot know the set of all tests relying on a particular method. Hence,
developers do not know the set of tests to be executed after a modification of a
particular method. Consequently, all tests should be run after each modification,
which is, however, increasingly time-consuming as projects grow. As a result of
this, developers run only some tests regularly and the suite of tests is rarely
executed, e. g., during integration builds.

Both aspects discussed above, the implicitness of the relationship between test
cases and application code as well as the discipline required to run tests after
each modification, question the usefulness of tests and test-first development.
Our work provides tool support for TDD that alleviates these limitations and
strengthens the benefits of testing.

3 Continuous Test Queuing, Selecting, and
(Re-)Executing

In this section, we describe our approach to continuous selective testing called
CST. It enables the continuous execution of selected tests directly after code
modifications. Such automation relieves developers from the burden of executing
tests manually. Selecting a subset of all tests and omitting those that cannot
reveal faults reduces execution time and helps to provide feedback instantly. We
have implemented the suggested approach in Squeak Smalltalk.

In the following, we will first introduce the concepts of regression test selection
and then present the use of the IDE’s program representation to detect and
handle modifications to the code base. After that, we describe the queuing of
tests and the selection and (re-)execution of tests according to the modification
at hand. Finally, we present our extensions to the IDE providing instant feedback
on test results.
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3.1 Regression Test Selection

Regression testing refers to the practice of validating modified software; in par-
ticular, asserting that applied changes do not affect the software adversely [17].
The simplest approach to regression testing is to reuse the test suite used to
exercise the previous version of the software. Fully running a large test suite can
be unnecessarily costly, e. g., if only a few parts of the system were changed.

A technique to reduce the number of tests is regression test selection. It selects
tests that have to be re-run to reveal a fault resulting from a particular change.
Selecting an optimal set of tests is, however, generally inefficient [26]. Still, the
set of tests traversing modifications can be computed efficiently. This set of
modification-traversing tests can be considered a superset of the fault-revealing
tests when the Proper Regression Testing Assumption [26] holds (P refers to a
program and P ′ refers to the modified version of this program):

When P ′ is tested with t, we hold all factors that might influence the
output of P ′, except for the code in P ′, constant with respect to their
states when we tested P with t.

A regression test selection technique is furthermore considered safe if it ensures
to not omit tests revealing faults [17]. Several safe techniques have been proposed
for purely procedural (e. g., [2,11,27]) as well as for object-oriented programming
languages (e. g., [28,17]). Object-oriented programming is special as inheritance,
polymorphism and thus late-binding have to be considered.

The most efficient and safe test selection technique is based on detecting
modified code entities, such as functions or storage locations [26]. This technique
was first implemented in TestTube [11] for software written in C. The technique is
based on dynamic analysis [3]; test coverage information are recorded during each
test run. For a new version of a software, the set of modified code entities can be
detected. Based on coverage information, the technique selects and re-executes
all tests that exercised the modified code entities in the previous version of the
software. For object-oriented languages, the modified entity selection technique
requires additional considerations due to language features such as inheritance
and polymorphism enabling late binding.

Our approach, CST, is based on this technique of detecting modified code
entities. CST records coverage information and selects tests on a method level.
This procedure may select tests that do not traverse the modifications, because
a test might only traverse unmodified parts of a method, for example. However,
tracing on a more fine-grained level is much more expensive and does not pay
off unless methods contain many control blocks [6].

3.2 Propagating Modifications to the Code Base

Most approaches to test selection are based on comparing the new with an ear-
lier program version to detect change entities. Our approach takes advantage of
an IDE’s internal program representation. Fig. 1, on the left, depicts the setup
of traditional approaches. IDE and test tools are not integrated and do not work
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Fig. 1. The left-hand side shows a traditional setup where test selection tools and IDE
work independently of each other. The right-hand side depicts CST integrating test
selection into the IDE and taking advantage of the internal program representation.

together, each of them works rather separately on external program represen-
tations. In this setup, however, a test selection technique requires a comparison
of program versions to detect modifications between two versions of a software.
There exist differencing concepts and tool for both source code [1,17] and byte
code [20].

We suggest to better integrate the tools for testing and test selection into
the IDE as depicted on the right of Fig. 1. Every modification applied to the
code base can produce an event notifying the IDE about the respective change.
Using this notification mechanism, the test tools can process each modification
to the code base. The tools are now able, for example, to automatically select
and re-execute a set of test cases as necessary for the modification applied.

The set of events used to propagate code modifications to IDE tools has to
be designed for the particular programming language and IDE, respecting the
features of the language and the architecture of the IDE. In Squeak Smalltalk,
for example, there are basically two operations to create or modify code objects.
Sending a subclass-message to a class c creates a new or modifies an already ex-
isting subclass of class c. Sending the compile: message to a class object allows to
compile a source code text of a method and puts it in the method dictionary of
the corresponding class. Based on the effects of this two operations, the follow-
ing change events can be defined for the Smalltalk [14] programming language,
which is a rather simple language and does, for example, not provide any visi-
bility modifiers; class added, class removed, superclass changed, instance variable
added, instance variable removed, method added, method modified, and method
removed. Note that class-specific (“static”) state or behavior do not require spe-
cial treatment as classes are also normal objects whose state and behavior are
defined by meta-classes.

3.3 Queuing and Executing Tests for TDD

CST builds upon a well-defined set of different kinds of modification to the
system. The event mechanism described above, with the possible modification
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Fig. 2. An extended code browser in Squeak; having an additional panel on the right
(A) that shows test cases covering the selected method named classRemoved:. Uncov-
ered classes and methods are highlighted (B). A new widget (C) informs the developer
on the current status of the test runner; whether it is currently running tests, and
about the number of tests that have failed.

events it includes, allows for the continuous selection and execution of tests
according to the current state of development.

Our approach distinguishes code entity modifications by their referal to test
case code or non-test code. By convention, those methods of a class extending
TestCase that are prefixed with test are treated as test case methods. Source
code entities of test classes that are non-test methods, that is, attributes, setUp,
tearDown, and other utility methods, are treated equally to application code.

When the creation of a test case method or modifications to one are reported,
the developer is assumed to be in the red phase of the TDD cycle. The test
runner will immediately execute the corresponding test case and provide instant
feedback on the result. If the test fails, it will be queued. Failed test cases will
be re-executed whenever a modification not related to a test method is reported.
Now the developer is expected to be in the green or refactor phase, so the change
has the potential to fix a test. All tests that still fail stay in the queue. A change of
an entity can fix one or more tests cases, but the change can also introduce a fault
that breaks other test cases. All test cases that might be affected by the reported
change need to be re-executed. A technique to select the corresponding test cases
is presented in the next subsection. The tests in the queue, failed before, are run
first, providing earlier feedback on whether the current modification makes the
failed test(s) pass.

To provide feedback on the test runs, we extended the tools for browsing and
editing code. Whenever a modification is reported and the test runner executes
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Table 1. Test selection procedures to be performed on entity modification events

Event Application Class TestCase Class

class c
removed

for each method of c, perform pro-
cedure for removing non-test meth-
ods (see below)

for each test and non-test method
of c, perform procedure for remov-
ing respective methods (see below)

superclass of
class c
changed

re-run tests covering non-test
methods in c and subclasses of c

see left; additionally, re-run tests
defined in c and subclasses of c

Event Application Method Test Method

method m
added to
class c

re-run tests covering overridden
methods with dynamic type c and
tests covering overriding methods

run corresponding test case

method m
removed

re-run covering tests remove coverage links; remove from
list of failed tests

method m
modified

re-run covering tests re-run corresponding test case

tests, a newly introduced GUI widget will inform the developer about the test
runner’s activities and the current status of the test result (Fig. 2). The widget
turns red as soon as one test has failed. Tests are executed in a background
process allowing the developer to navigate to the next code entity of interest
and start editing it.

3.4 Re-executing Selected Tests for OO Software

The set of tests to be re-executed for an applied change should be minimized.
CST relies on collecting test coverage information, and using this information to
select tests that might be affected by a modification.

Using this coverage information of previous test runs, the CST tools can
determine the set of tests that is to be re-executed for any reported change. The
algorithms for the different kinds of changes are provided in table 1. Selecting the
test cases that might be affected by a reported change is a two-step procedure:

1. If a non-test method is modified, the test runner collects and re-executes all
test cases that covered this method previously. Therefore, the test runner
can simply navigate the coverage relationship between the corresponding
method objects.

2. CST also deals with modifications such as adding a method or changing
the superclass that might affect late-bound method invocations. When, for
example, an application method m′ is added to a class c′, and m′ overrides
a method m in a superclass c, CST will execute tests that have covered
m′. More precisely, it will select those tests that previously exercised m for
instances of c.

As mentioned above, the set of meaningful events, which reports modified code
entities, may vary between languages providing different sets of features. The
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algorithms to be applied to determine a safe set of tests may vary as well. If
the language supports multiple inheritance, for example, the algorithms have to
consider the possibility of multiple superclasses and the respective linearization
order applied to method dispatch.

As pointed out in [17], a safe test selection technique for object-oriented soft-
ware must also consider exception handling. CST allows to consider exceptions
similarly to other code entities. A basic method constructing an exception object
needs to be instrumented; for instance, default constructors in Java, or basicNew
in Smalltalk. Using the receiver’s dynamic type recorded for each method call,
we can determine whether an exception was created and thrown during the ex-
ecution of a test case. If the exception class hierarchy is changed, all test cases
that might be affected can be identified easily.

3.5 Establishing a Coverage Relationship

Test coverage information used for test selection is collected during regular test
execution. We decided to collect this information only for packages and classes of
interest. This typically excludes basic development classes such as the collection
or system libraries. The selection of relevant packages and exclusion of others
avoids unnecessary overhead [15]. To record method coverage information, we
use method wrappers [8]. Actual method code is wrapped in tracing code that
records the call of the wrapped method in the context of the currently running
test case, and forwards the sent message to the wrapped method afterwards.

Test coverage information is integrated into the IDE’s program representa-
tion. In CST, we establish and maintain a coverage relationship between test
case methods and methods covered during test execution, as depicted in Fig. 3.
Here, we generally refer to objects representing methods in the IDE; Squeak
Smalltalk provides so-called CompiledMethod objects to reflect upon and work
with methods in the system.

Employing the test-first principle and using CST, tests run frequently and the
coverage relationship has to be maintained for test runs. To avoid unnecessary

Fig. 3. The coverage relationship between test methods, included in TestCase classes,
and application methods covered by them
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start-up costs, tracing logic is installed incrementally after each compilation step.
When the developer selects packages and classes of interest, wrapper logic is ini-
tially installed. If source code entities matching the selection criteria are added,
they are wrapped directly after creation. This incremental approach avoids the
need to instrument source code for each test run.

Using CST, developers can also be provided with instant feedback regarding
test coverage. Classes and methods that are not covered any more are highlighted
in the code browser (Fig. 2). The feedback supports developers in ensuring high
method coverage. We further extended the code browser with an additional fifth
panel (Fig. 2) that shows all test cases covering the currently selected method.
This extension makes the coverage relationship visible and the applied test se-
lection technique transparent for developers.

4 Evaluation

In the first part of this section, we describe our experience using CST, and its
implementation in Squeak Smalltalk. After that, we report on our experiments
for gaining insights into test set reduction.

4.1 Using CST in Developing CST

From early on, we used our CST tools to develop their next versions. This
bootstrapping allowed us to get feedback on both the suitability of our approach
and the quality of our implementation.

Unsurprisingly and as expected, we made mistakes during development and
introduced defects into our code base in both unit tests and units under test,
leaving us with both false positives and false negatives. Here, our tool served its
purpose well by making us aware of unexpected results immediately after each
method save. With that, and even if the problem itself was sometimes hard to
understand, the cause of the problem becoming apparent was easily recognized
as the last change done to the system.

Using our tools revealed another benefit in the form of obtaining instant
feedback on test coverage after modifications. Getting this information right
away helped to better understand the dynamics of our system and to remove
code that was not needed any longer.

4.2 Test Set Reduction

We were interested in how effectively CST reduces the amount of tests to be
run when a method is modified. We therefore conducted experiments on the
following systems:

CST. The implementation of CST for Squeak Smalltalk (cf. Sec. 4.1).
XP-Forums. A groupware2 supporting collaboration on artifacts specific to dis-

tributed agile software development.
2 http://www.hpi.uni-potsdam.de/swa/projects/xpf

http://www.hpi.uni-potsdam.de/ swa/ projects/ xpf
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AweSOM. A virtual machine3 for a Smalltalk dialect, implemented in Squeak.
Seaside 2.8. A Smalltalk-based Web framework.4

For these four very different software systems, we determined the number of tests
covering each method. These tests have to be executed when the corresponding
method is modified. The results and the overall number of tests for the systems
are presented in Table 2. The comparison shows that method coverage analysis
can significantly reduce the number of tests to be executed. It is also interesting
to see that some methods of the systems are only covered by one test whereas
other methods are covered by all tests.

Our test selection technique is the first to record dynamic type information
(DTI) to reduce the set of tests in case of subclass modifications. To evaluate our
assumption that collecting this information is useful, we performed the following
experiment on the systems:

1. Collect those application methods whose classes have at least one subclass,
and which are not overridden.

2. Determine how many tests must be re-run in case a method is overridden in
one of its class’s subclasses.

The results, also presented in Table 2, show that using run-time information
about the actual receivers of a message can significantly reduce the test set size.
We conclude that our test selection technique is both safe, by considering late
binding in OOP, and still very effective.

Table 2. Results of evaluting the effectiveness of test set reduction on four projects

Project Tests Cov. Tests per Method Savings Using DTI in %
min max median min max median

CST 55 1 55 15 32 100 86
XP-Forums 98 1 95 24 0 100 38
AweSOM 124 1 124 23 3 100 97
Seaside 183 1 75 3 3 100 50

5 Related Work

In this section, we discuss related work on two major aspects considered in this
paper; tool support for TDD in general and regression test selection.

5.1 Tool Support for Test-Driven Development

The Ruby and Ruby on Rails community in particular is very committed to agile
methodologies. The community has reported the combination of several tools5,
3 http://www.hpi.uni-potsdam.de/swa/projects/som
4 http://www.seaside.st
5 http://www.zenspider.com/ZSS/Products/ZenTest/

http://www.hpi.uni-potsdam.de/ swa/ projects/ som
http://www.seaside.st
http://www.zenspider.com/ ZSS/ Products/ ZenTest/
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such as Growl and autotest/autospec, to run tests when a file is saved and notify
developers on test results. Coverage data are collected to reduce the set of tests
to be executed. The applied test selection technique considers modifications on
the granularity of files, thus it may select more than a modified-entity technique.

The authors of [24] present an approach to guide TDD which is complementary
with our approach. TDD-Guide is an IDE-integrated tool that guides develop-
ers in applying TDD. Based on a set of rules, which can be adapted, the tool
processes IDE information about the current development status and informs
developers about compliance with rules; for example, whether they comply with
adding new functionality only if a failing test exists.

The continuous testing approach [29] is especially interesting as it is close to
our intentions. However, we observe notable differences. First of all, it does not
select regression tests but only prioritizes them to allow for a more efficient test
execution and more timely feedback. Change analysis focuses on files instead of
single methods. Conversely, we do restrict the set of test cases to be executed to
those actually covering changed methods.

5.2 Regression Test Selection

Regarding regression test selection, we restrict the discussion of related work to
approaches that support object-oriented programming languages and constructs.
Among these, we identify three dimensions of interest. First, approaches can be
based on source code or binary formats. Second, static or dynamic analysis can
be applied. Third, the granularity of application entities (files, classes, methods,
single statements or expressions) is relevant. The selection strategy in CST is
based on the binary format of compiled-method representations, applies dynamic
analysis, and is fine-grained in that single methods are the units of analysis. To
the best of our knowledge, CST is the first approach to combine these features.

A large family of approaches applies call graph analysis using source code
[4,25,28,17,12,1] or a binary format [10,30,20] of the software. Dedicated mech-
anisms for object-oriented features, e. g., related to selecting test cases for sub-
classes, have also been devised [9,16,23,19,7].

The above maintain an internal representation of the program that enables a
detailed and correct comparison. Call graphs allow for a very fine-grained analy-
sis, down to single statements. Differencing algorithms in these approaches rely
on static source code analysis, effectively restricting the approach to statically
typed languages. Due to applying dynamic code coverage analysis, CST supports
dynamically-typed languages.

Call graph-based approaches are also more precise than CST, which works at
the granularity of single methods, but they are also more expensive [6]
(cf. Sec. 3.1). Generally, good object-oriented programming style suggests to use
small methods and few control structures—the liabilities our less fine-grained
analysis brings about are likely to go unnoticed if these practices are applied.

One of the binary-format approaches mentioned above [20] is also fine-grained,
regarding single methods as analysis units. The main difference to CST is that
the latter applies dynamic analysis to extract actual method coverage data.
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Regarding the safety criterion [26,17], we can report that CST is safe, since
coverage analysis as applied therein selects all tests covering changes. In addition,
object-oriented constructs and late binding are honored. Finally, we regard mes-
sage receiver type information to limit the set of tests to execute upon subclass
changes.

6 Summary and Outlook

We have presented CST, our approach to continuous selective testing and an
implementation thereof in Squeak Smalltalk. Using a tool such as CST relieves
developers from selecting and executing tests manually. Based on the actual
modification, a selected set of tests is executed transparently in the background,
reporting instantly on the effect of the applied change with respect to the overall
set of tests to be passed. CST also takes advantage of an IDE’s program repre-
sentations and thus avoids differencing to detect modified code entities. The test
selection technique that we apply is based on dynamic analysis and thus does
not require a statically typed language. It is the first approach to test selection
that makes use of run-time type information to reduce the test set in case of
subclass modifications.

Future work on CST most importantly includes the investigation of techniques
to prioritize selected tests and the integration of an appropriate candidate. We ex-
pect opportunities to reveal faults and inform developers about them even faster.
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Abstract. Open Source Software development often resembles Agile models. 
In this paper, we report about our experience in using SCRUM for the devel-
opment of an Open Source Software Java tool. With this work, we aim at  
answering the following research questions: 1) is it possible to switch success-
fully to the SCRUM methodology in an ongoing Open Source Software devel-
opment process? 2) is it possible to apply SCRUM when the developers are 
geographically distributed? 3) does SCRUM help improve the quality of the 
product and the productivity of the process? We answer to these questions by 
identifying a set of measures and by comparing the data we collected before and 
after the introduction of SCRUM. The results seem to show that SCRUM can 
be introduced and used in an ongoing geographically distributed Open Source 
Software process and that it helps control the development process better. 

Keywords: Open-source Software, OSS, agile methods, SCRUM, process  
improvement evaluation. 

1   Introduction 

The development of Open Source Software (OSS) products does not usually follow 
the traditional software engineering development paradigms described in textbooks. 
While classical development paradigms have been designed with Closed Source 
Software (CSS) in mind, OSS has inherent characteristics that make these paradigms 
hardly applicable. For example, OSS is often developed by a distributed community 
of developers and is freely distributed, as the source code is open and available to 
both developers and end-users under specific license policies. 

As we now describe, an analysis of some inherent characteristics of OSS [13] on 
the one hand confirms that rigid development paradigms, such as the Waterfall model 
[14], are not applicable to OSS, while, on the other hand, it seems to suggest that agile 
paradigms [15] may help OSS developers improve the quality of their products. This 
is a result of the fact that the general principles behind the Agile Manifesto [2] are 
reflected in the way most OSS projects are developed and released to final users.  

The short-term and non-commercial vision that characterizes many OSS projects 
implies that system analysis and product design are usually not pre-planned activities 
in OSS development. Also, many OSS projects were started to solve a user’s particular 



148 L. Lavazza et al. 

problem, but they sometimes ended up deeply innovating the software field (this is the 
case of Linux, Perl, and the World Wide Web), even though they did not have a long-
term vision, at least at their inception. The need for deep evolution of most OSS pro-
jects is usually perceived after they are successfully used by a large community of 
users. The success of an OSS product is usually unpredictable. It is directly related to 
the degree of attractiveness and usefulness that the project produces in the user com-
munity over time. It is thus quite hard to pre-plan the new releases of a system, except 
for the short term. These observations reflect the first two principles of the Agile mani-
festo [2]: “... satisfy the customer through early and continuous delivery of valuable 
software” and “Deliver working software frequently ...”. 

Moreover, OSS is characterized by an unstructured working environment, where 
the majority of OSS developers are volunteers who would not commit to hard dead-
lines and strict assignments. In CSS projects, team members are assigned tasks; in 
OSS projects, team members choose tasks. Due to this freedom, activities that are 
viewed as nuisances –such as project plan definition, system design evaluation, and 
requirements analysis– cannot be performed following traditional paradigms in the 
OSS community. Requirements that were not defined in advance by skilled analysts 
are continually discussed by the developers. Risks are monitored and managed during 
the project life-cycle in a natural way, as part of the “regular” development work. 
These OSS characteristics reflect the Agile principle “The best architectures, require-
ments, and designs emerge from self-organizing teams.” 

OSS is developed in a collaborative and distributed way [8]. OSS systems are de-
veloped in a large-scale cooperative context, where different teams, private users, a 
passionate core of developers, and virtual communities create the “unstructured com-
pany” (E. S. Raymond called it “Bazaar” [8]) that contributes to the project. Internet 
is the scaffolding and the desktop for these virtual software development organiza-
tions, and developers are coordinated by simple license policies without hierarchical 
supervision mechanisms as stringent as in CSS development. As a consequence, OSS 
developers hardly ever follow development methodologies as well defined as those 
followed by CSS developers. Furthermore, OSS is believed to be characterized by a 
faster growth [16] and more creativity than CSS [17], with the goal of satisfying and 
responding to user needs more quickly. This is primarily due to the unstructured and 
informal organization of the communities. Structure and rules may “inhibit innovative 
thinkers and drive them to the fringes,” [17] while informality and freedom boost 
action and creativity. This implicitly requires the definition of architectures that are 
inherently modular and scalable, to guarantee the extensibility of a system and its 
interoperability across different hardware and software platforms. These observations 
reflect the seventh Agile principle “Build projects around motivated individuals. Give 
them the environment and support they need, and trust them to get the job done.” 

The massive use of the network and distributed resources fosters the dissemination 
of project knowledge via unstructured channels like mailing lists, forums, and chat 
logs, thus facilitating the communication between developers, final users, and manag-
ers. This partially meets the two Agile principles: “Business people and developers 
must work together daily throughout the project” and “The most efficient and  
effective method of conveying information to and within a development team is face-
to-face conversation.”  
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Thus, the work reported in this paper moved from two main considerations: 1) the 
development process of OSS products often resembles Agile or XP models in which 
each small-grained incremental development step is performed via a cycle involving 
test design, and execution; 2) while in the last few years several CSS developers have 
dismissed rigid development paradigms and embraced Agile or XP models, few 
works about the application of Agile paradigms in OSS development have been  
released (e.g., [10]). 

We applied an Agile methodology to the development of an OSS tool in the 
QualiPSo project [18], and we performed measurements to evaluate whether it is 
possible to improve process productivity and OSS product quality via an environment 
that is more controlled than the one completely unstructured that characterizes OSS 
projects. Specifically, we applied the SCRUM [1] process to the development of 
MacXim (Model And Code Xml-based Integrated Meter), an OSS Java tool that  
extracts static measures from source code [3].  

We describe a set of quality and productivity measures that were applied before and 
after the introduction of the SCRUM methodology in the development of MacXim. We 
then compare the data collected before and after the introduction of SCRUM, to under-
stand if and how the SCRUM process actually affected the development, and we derive 
a set of observations on how to apply SCRUM to OSS products. 

The experience shows that the introduction of SCRUM did not alter the productiv-
ity of our team significantly and the quality of our product. However, we were able to 
better control the development trend than in the non-SCRUM development period.  

The paper is structured as follows. Section 2 states the hypotheses and the objec-
tives of our experience. Section 3 describes the case study and the way we apply the 
SCRUM process to the development of MacXim. Section 4 reports about the results 
of our experience by introducing a set of productivity and quality measures, showing 
the data we collected, and discusses the results we obtained. Section 5 reviews related 
works in the field of agile methodologies. Finally, Section 6 contains our conclusions 
and an outline of future work. 

2   Development and Research Objectives 

MacXim is developed in the context of the activity of the QualiPSo project that is 
devoted to evaluating the quality of OSS, which, along with a set of other tools, it is 
used to evaluate the quality of the OSS products. Since we are interested in the quality 
of OSS products, it was therefore natural to include MacXim in the set of OSS prod-
ucts evaluated. As a consequence, the quality of every release of MacXim was  
thoroughly measured. 

The development of the MacXim tool began in a rather unstructured way, that is, 
without following a well defined process. So, the measures of the quality of MacXim, 
along with the measures indicating the speed of the development progress, showed 
that the situation was not as good as we had hoped. Thus, our development objectives 
were to find the causes of such unsatisfactory performance and find and use mecha-
nisms that could allow us to improve the development process and the quality of our 
OSS product. 
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The analysis of the development practice indicated that the main problem was in 
the too little amount of coordination among developers, who –also because of a lack 
of communications, favored by the physical distance among the developers– were not 
able to achieve a shared vision of the project and failed to act consistently. 

It was therefore decided to improve the management of the project by enforcing 
coordination activities. However, we did not want to put too many constraints on the 
developers, but just to direct their efforts towards a common and shared target. 

To this end, we decide to adopt SCRUM [1], a project management technique that 
allows developers to achieve a very good trade-off between effective coordination and 
process agility. 

Measures concerning the ‘pre-SCRUM’ situation were available, so we could use 
those data as a baseline against which we could compare the results obtained after the 
introduction of SCRUM. Specifically, these measures could help us carry out a quan-
titative, objective evaluation of the impact of the introduction of SCRUM in an OSS 
development context. This evaluation led to three main research goals. 

First, we wanted to verify if it is at all possible to switch successfully to SCRUM 
in an ongoing OSS development process. Our project started out following a different 
process, so it was unclear whether introducing SCRUM would actually be beneficial 
to the project. 

Second, the applicability of SCRUM to a set of geographically distributed devel-
opers had also to be assessed: one of the basic practices of the SCRUM method is to 
attend daily meetings, which can be clearly problematic to organize if the participants 
reside far from each other. 

Third, we wanted to verify the extent to which SCRUM helps improve the quality 
of the product and the productivity of the process. This objective could be effectively 
measured by means of the QualiPSo quality evaluation toolset. Section 4 describes the 
set of measures used to evaluate the productivity and the quality of MACXIM before 
and after the introduction of SCRUM.  

3   The MacXim Case Study 

The development of the MacXim prototype started in September 2007 without a clear 
development methodology in mind. After a few months, the project manager became 
aware that project requirements and deadlines were difficult to meet without a well 
planned work and without a dedicated development team. One year later, a dedicated 
team was formed and MacXim’s development started to follow the traditional water-
fall process, beginning from high-level requirements and going deep step-by-step. 
The MacXim team was composed of two junior developers and a project manager 
until May 2009, when a new junior developer was involved in the project. The team 
grew from three to four developers in the period June-October 2009, and it lost one 
developer in October. All the junior developers were involved full-time on MacXim’s 
development, while the project manager is involved only partially (three days per 
week). Like many OSS development teams, our team was geographically distributed, 
with developers residing several kilometers away from each other. Problems in meet-
ing deadlines surfaced when the size of team had grew to three people, mainly due to 
requirements volatility. As a consequence, the project manager recommended the 
introduction of an Agile methodology to alleviate these problems. As mentioned in 
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Section 2, we decided to adopt SCRUM because of coordination problems; in any 
case, we were ready to adapt SCRUM to our specific needs, mainly in order to take 
into account the distribution of the team. We started the introduction of SCRUM in 
the middle of July 2009 and we ended it with the V1.0 official release of MacXim at 
the end of October 2009. The SCRUM master (previously the project manager) sug-
gested that the SCRUM process started with a trial period of two SCRUM sprints, 
each of two weeks. The trial period succeeded, so we decided to adopt the SCRUM 
methodology.  Each sprint was supplied with a Sprint Backlog containing the tasks 
needed to implement a certain number of features in the Product Backlog. The 
SCRUM master, in collaboration of the team, assigned each sprint to the developer 
with the least workload and according to the set priority and the team member skills. 

Because of the physical distribution of the MacXim developers, the daily meetings 
prescribed by SCRUM could not be attended in person. Therefore, we adopted an 
online-based approach, by using a forum and a videoconferencing system. We substi-
tuted morning meetings with an online forum. We structured our forum (see Fig. 1) 
by creating a thread per day where each developer wrote its comments by replying to 
three questions: 

 

• What have you completed, with respect to the backlog, since last daily meet-
ing? 

• What specific tasks, with respect to the backlog, do you plan to accomplish 
until the next daily meeting? 

• What obstacles got in your way of completing this work? 

 

Fig. 1. Morning meeting list 

Fig. 2 gives an example of a morning meeting post. The complete forum is available 
on http://qualipso.dscpi.uninsubria.it/forum (in Italian). 

Every morning, each developer had to read all posts and, in case he had ideas on 
how to solve any posted problem, he was encouraged to suggest the solution. 

At first, the team was uneasy about spending time in writing and reading the online 
morning meeting posts. Anyway, after a while, the team understood the usefulness of 
these virtual meetings, and both our SCRUM master and our ”product owner” (i.e., 
the QualiPSo manager in charge of tool development) appreciated the possibility of 
keeping track of the work done on a day by day basis. 
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Fig. 2. Morning meeting example 

We substituted also in-person sprint meetings with online reports via forum. Our 
team met online every two weeks: we had four hours meetings in video conference. 
The team leader was always in charge of writing the sprint retrospective on the forum. 

During these meetings, the team began to grow together and show increasing in-
volvement and project knowledge. The team completed a successful sprint, and began 
to cooperate almost immediately. The most interesting point of this process is that, 
every time one of our members bumped into a problem, the other developers quickly 
helped him. Not only did the team members share a common goal, but they actually 
worked together in an effective manner. 

In order to mitigate the possible risks due to lack of direct interaction, we decided 
to meet in person every month. 

4   Empirical Results 

4.1   Data Collection 

We started collecting data about quality and productivity measures in March 2009 and 
we ended the data collection at the end of October 2009 with the first official release 
of MacXim. For two weeks, at the end of June, we stopped the development of 
MacXim and started a quality and testing campaign to reduce the number of errors 
and warnings into the code. The campaign was organized both implementing a set of 
unit test cases and integration test cases, and also running third-party tools such as 
PMD [20] and Checkstyle [19] to improve code quality and adhere to coding stan-
dards. This activity ended at the beginning of July. In the middle of July 2009, we 
changed the development process and we kept on collecting data in the same way as 
we did in the previous period. 
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As fine-grained indicators to assess our initial research objectives (see Section 2), we 
considered measures for the following product and process attributes. 
 
• Code organization. We expected that a better coordination among developers 

would lead to better structured code. We used the total number of packages, the 
average number of effective lines of codes (eLoc) per class and the total number 
of classes to measure the organization of the code. 

• The pace of production. We used the number of classes to measure the “amount 
of product”, as classes are more representative than LOC in an object-oriented 
development, though sufficiently fine-grained to show quantifiable progress on a 
weekly basis. In any case, we also take into account the productivity in terms of 
code produced and we used to eLoc measure to evaluate the productivity. 

• Code quality. We used traditional measures for internal qualities, like Chidam-
ber and Kemerer’s measures of modularization [3] and McCabe’s complexity 
measure [4], as well as elementary code assessment rules, which provide rather 
rough evaluations, but are expressive and easy to collect. Also, the amount of 
comments in the code, which is often a neglected concern, was considered as a 
quality factor. 

• Sprint effectiveness. Finally, as a measure of the effectiveness of the project 
coordination through SCRUM we counted the percentage of user stories carried 
out in each sprint period, taking into account the evolution of the development 
team.  

4.2   Case Study Result 

At the end of the data collection process, we started the analysis of the data and we 
derive a set of charts as shown in figures 3, 4, 5, 6, and 7.  

Fig. 3 shows the evolution of the measures we used to trace the evolution of project 
size and code organization. We collected the total number of packages, the average 
number of eLoc per class and the total number of classes. All these measures have 
been reported in the figure along with the evolution in the number of team members 
because of their correlation. Fig. 3 shows that the number of packages and the total 
number of classes increase after the introduction of SCRUM, while the average num-
ber of eLoc per class decreases. The behaviors of the number of packages and of the 
total number of classes show that MAXCIM’s growth pace continued after the intro-
duction of SCRUM, and the code seemed to be well modularized as far as size was 
concerned, since the average number of eLoc per class appears to be decreasing. Even 
though these trends seemed to exist even before its introduction, SCRUM was at least 
not detrimental to size aspects. Moreover, we can observe that the introduction of 
SCRUM leveled the max and min peaks we had in the previous period for the average 
eLocPerClass. This is probably due to the general SCRUM practice that suggests 
frequent intermediate deliveries with working functionality, like all other forms of 
agile software processes. So, the project can change its requirements according to 
changing needs, focus on small functionalities, and implement these functionalities 
into well modularized classes.  
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2 developers 3 developers 4 developers 3 developers

 

Fig. 3. Size measures over time 

Fig. 4 shows the average number of lines of comment per eLoc. A preliminary ob-
servation of the chart suggests that this measure decreases after the introduction of 
SCRUM. This is not actually true because we can observe a growth only during the 
quality/testing period, which occurred around the end of June and the beginning of 
July 2009. The average number of lines of comment per eLoc was actually decreasing 
before that period, between mid-April and mid-June 2009. So, the same decreasing 
trend was confirmed even after the introduction of SCRUM, in the period from mid-
July to mid-October 2009.  

SCRUM INTRODUCTION

 

Fig. 4. Comment lines number per eLOC 

Fig. 5 reports on code quality measures. We computed the average Lack of Cohe-
sion of Methods metric (LCOM per class), the average Coupling Between Object 
classes (CBO per class), and the average Cyclomatic Complexity in the methods of 
each class. As stated in the literature, high values of these measures are undesirable, 
while low values suggest good internal quality of the object-oriented software prod-
uct. In our experience, the Cyclomatic Complexity decreases slowly but constantly 
after the introduction of SCRUM, while the other two measures follow an increasing 
trend. As for CBO, excessive coupling between object classes is detrimental to  
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modular design and prevents reuse. The more independent a class is, the easier it is to 
reuse it in another application. The larger the coupling, the higher the sensitivity to 
changes in other parts of the design, and therefore maintenance is more difficult. This 
is in contrast with the data we collected in Fig. 3, which seem to suggest an improve-
ment of code modularization and as consequence code maintenance. The increment of 
CBO may be related to the high increment we had on the total number of classes after 
the introduction of SCRUM. In any case, the CBO value of MacXim is very low (e.g., 
a high CBO value is considered greater than 14 [21]). As for LCOM, the quality and 
testing activities performed just before the adoption of SCRUM strongly reduced 
LCOM from a value of 10 to a value of 4. This value suddenly increases after the 
introduction of SCRUM with a peak of value 7 at the end of September 2009. This 
negative value is occurs at the same time as the max value of the total number of 
classes, thus suggesting a relationship among the two measures. On average, the 
LCOM value computed during the Waterfall process is equal to the one computed 
during the SCRUM process.  

In any case, the CBO and the LCOM values seem to suggest that the testing activ-
ity performed during the SCRUM process is not as efficient as the one performed 
during the previous quality/testing activity. This can be explained by the inexperience 
of our testers. Testers that are not skilled in processes that use iterative lifecycle may 
encounter greater difficulties when testing within each iteration, rather than at the end 
of a development lifecycle, deciding what to test when a product is still unfinished, 
and working with other team members to figure out what to test, rather than testing 
from requirements documents.  

Fig. 6 shows the number of warnings per eLoc computed by means of PMD and 
Checkstyle. The number of warnings was very high during the Waterfall process (an 
average of 5 warnings per eLoc), sharply decreased during the quality check period 
(with the result of 1 warning per eLoc), and remained almost unchanged with a very 
slow and linear increasing trend (currently, 2 warnings per eLoc) after the introduc-
tion of SCRUM. 

Fig. 7 shows the rate of successful sprints and the evolution of the developers 
number in our SCRUM team. With four consolidated developers the success rate 
 

SCRUM INTRODUCTION

 

Fig. 5. LCOM, CBO and Cyclomatic Complexity 
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SCRUM INTRODUCTION

Quality check

 

Fig. 6. Coding Standards Warnings / eLOC 

4 developers 3 developers

 

Fig. 7. Percentage of completed sprints 

strongly increases from 55% of successful sprints to a rate of 85%. The success rate 
gets worse with the unexpected renovation of the team at the end of September. 
Probably, this renovation has invalidated the effort predictions and estimations the 
team set at the beginning of the SCRUM process. The linear trend of successful 
sprints (the light grey line in the chart) is almost constant to the rate 65%. Probably, a 
better definition of sprint backlogs and tasks could increase this rate. Unfortunately, 
the inherent characteristics of MacXim made difficult to break down its features into 
tasks of few hours of work. 

5   Related Work 

The vast majority of SCRUM’s practices are not new to SW Engineering. The main 
idea of SCRUM is basically the same behind the Barry Boehm’s Spiral Model [5]. 
SCRUM speeds up the requirement adaptability of the spiral model.   
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SCRUM aims at improving the quality of the software development process by 
means of short time boxes called sprints. In SCRUM, a sprint usually lasts from one 
to four weeks and a project lasts up to a few months. In this period, as in the spiral 
model, requirements are expected to change.  

There are several studies reporting experiences on success stories in introducing 
SCRUM into a company but few studied the possibility of introducing SCRUM into a 
running Open Source process.  

The experiment that is most similar to ours is reported in [5]. The adoption of 
SCRUM in a distributed open source project (PyPy) is reported. In particular, 
SCRUM was introduced in a project that had been “test driven” and had employed 
automated test suites and unit tests from the beginning. However, the development 
environment – with on-site customers, open workspaces and pair programming for 
each team– was quite different from ours. As in our case, the developers of PyPy were 
geographically distributed (i.e., several distributed sub-teams collaborate to the  
project), but they used only sprints to provide an accelerated and collaborative  
physical practice. 

In [10] a two year long industrial case study shows that after the introduction of 
SCRUM into an existing software development organization, the amount of overtime 
decreased, allowing developers to work at a more sustainable pace, while, at the same 
time, customer satisfaction increased. This study differs from ours because of the 
nature of the team, which was located in a single site: they applied the classical 
SCRUM process, with in person pair programming and daily meetings.   

An interesting work [11] shows the introduction of SCRUM in small teams, where 
the total number of developers was close to our team’s. They found out that small 
teams can be flexible and adaptable in defining and applying appropriate variant  
of SCRUM. 

Another interesting industrial report [8] shows the introduction of SCRUM in five 
companies with different sizes and different technologies, with positive results in all 
cases: SCRUM dramatically improved the communication and the delivery of code.  

In general, this paper goes a bit further with respect to previous experience reports, 
since we do not just report a specific experience in introducing SCRUM. Instead, we 
suggest a new adaptation of SCRUM that can be used in distributed projects, where 
daily face-to-face communication is impossible. 

6   Conclusions and Future Work 

Here is what we may conclude as to the research objectives listed in Section 2. Our 
experience with MacXim’s development suggested that: 
 

1) It is possible to switch successfully to SCRUM in an ongoing (OSS) develop-
ment process. In effect, the analysis confirms that the introduction of SCRUM 
does not significantly negatively affect the values of the measures we com-
puted and, in some cases, we had an improvement of these measures, for  
example for code modularization and Cyclomatic Complexity. Moreover, 
SCRUM seems to have made productivity more predictable, without min and 
max peaks, but with smoother curves than the ones we had during the Water-
fall development. 
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2) It is possible to apply SCRUM to a set of geographically distributed develop-
ers. As one of the basic practices of the SCRUM method is to attend daily 
meetings, we replaced face-to-face meetings with online mechanisms of com-
munication. In any case, SCRUM seemed to have significantly improved the 
communication among the developers. 

3) With SCRUM, we obtained a code of high quality, without substantially alter-
ing the quality level we reached with the quality check activity, and we were 
able to meet the cutoff deadline for the first official release of MacXim. 

 
As a final consideration, applying the pure SCRUM methodology to an OSS develop-
ment community is not possible because of geographical, cultural, and communication 
problems. Often, developers with different cultures are located all over the world, 
generally in different time zones. Therefore, it is not possible neither to have morning 
meetings nor sprint reports together. In our team, we applied a slightly modified ver-
sion of SCRUM and we substituted in person meetings with an online forum. More-
over, we think that SCRUM can be applied to OSS projects that are characterized by a 
limited number of contributors to allow a punctual communication among developers. 

Currently, we are collecting new SCRUM data by monitoring the development of 
the next release of MacXim planned for the end of 2010. So, we will be able to com-
pare these new data with the old ones and check whether we can confirm the conclu-
sions we obtained with this first experience. Actually, we expect further process and 
product improvements as measured by all the measures we collect. 
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Abstract. This paper proposes an approach for modeling and execut-
ing acceptance web test cases and describes a suite of tools to support
it. The main objective is to assist the use of Acceptance Test-Driven
Development (ATDD) in web applications by providing mechanisms to
support customer-developer communication and by helping test case cre-
ation. Initially, the set of web pages and relations (links) associated with
a user story is modeled. Functional test possibilities involving these re-
lations are automatically summarized in a graph, being each path of the
graph a user story testing scenario. Once a testing scenario is accepted
by the customer, a testing script is automatically created. A web testing
framework then executes the script, triggering the ATDD process.

Keywords: testing automation, web testing, acceptance web test-driven
development, agile methods.

1 Introduction

Web applications have become an essential part of many business strategies,
and are therefore exposed to a highly competitive environment, surrounded by
frequent changes in business rules. In addition, incremental deliverables, frequent
customer’s feedbacks, short deadlines and highly customized user requirements
characterize the web engineering [1]. Taking into account these characteristics,
agile software development processes are considered an effective approach for
web application development [1].

One of the principles of agile methods is the Test-Driven Development (TDD),
a software development strategy in which unit tests are developed for each unit of
source-code before its implementation [2]. A drawback inherent to TDD practice
is that tests are only written by the developer. According to Beck [3], one risk is
implementing what the developer thinks the user wants, and not what s/he wants
at all. In this context arises the Acceptance Test-Driven Development (ATDD),
which is characterized by acceptance tests written by the customer to drive the
software development process [4].

ATDD helps the developer team to deliver exactly what customers want when
they want it while TDD helps to ensure the software’s technical quality [5].
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The use of ATDD to validate user stories in eXtreme Programming (XP), for
example, is needed to guide TDD practices [6]. This work proposes an approach
that facilitates the use of ATDD in web applications and presents a suite of
tools that implements it. The paper is organized as follows. Section 2 discusses
the related work. Section 3 presents an overview of our approach and the tools
supporting it. Finally, in Section 4, we draw our conclusions.

2 Related Work

Due to the importance of web applications several works on web functional test
automation have been developed. A Web Testing Model is proposed by Qian
et al. [7]. Initially a web application is defined in a PFD (Page Flow Diagram)
which is converted into a PTT (Page Test Tree). Test case skeletons are then
derived from tree paths, which should be completed with inputs and expected
outputs. In the end of the process, the test cases are sent to a test translator
in charge of modeling the request and the response for each page. A test engine
finally executes the created script.

Concordion [11], Cucumber [12] and Fitnium [13] are tools specific for the
ATDD pratice. Selenium RC [8] also allows ATDD practices, but the commu-
nication with the stakeholders is carried out by presenting the RC tests source
code. On the other hand, Bromine [9] is able to run RC Selenium tests, pre-
senting the results in a less technical way. Nevertheless, RC tests have to be
developed and uploaded manually. In Concordion, acceptance tests cases are
described using HTML and then linked to JUnit tests. Cucumber is a Ruby
tool that provides a high-level interface that allows the customer to write ac-
ceptance tests in natural language; however, the connection between tests and
source code should be written by the developer. Finally, Fitnium – an integration
of FitNesse [14] and Selenium – provides an wiki interface for acceptance test
specification. Subsequently, it automatically executes the tests modeled using
Selenium RC.

The ATTD current approaches and tools require either the availability of
the application [7] or the knowledge of programming and technical details for
effective use [8,9,11,14]. The novelty of our approach resides in the graphical
interface provided for customer-developer communication, the identification of
testing scenarios, and the automatic generation of acceptance testing scripts.

3 The Approach

The goal of our approach is to provide mechanisms that (i) assist developers to
automatically generate acceptance tests, (ii) supply a communication interface
between the customer and the development team, (iii) automatically execute
acceptance test cases, and (iv) organize software artifacts when ATDD is used
in web applications. In this section we present the workflow and the tools that
support the proposed approach.
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Fig. 1. The approach workflow

3.1 Workflow

The approach workflow is presented in Figure 1 and below we present in detail
each of its steps.

To illustrate the steps of the approach workflow, let us consider an example
of a virtual library that provides, among other features, a purchase of books
functionality. As many e-commerce applications, initially, a book is selected and
added into the shopping cart. Once the buyer has added how many books s/he
wants, the order is closed. Then the buyer have to sign in or, if it is her/his
first purchase, sign up. Finally, the type of payment (e.g., debit or credit card,
checking account) is chosen. This flow will be used to illustrate how the approach
works. Obviously, during the writing of acceptance tests in ATDD, the function-
ality modeled does not exist yet.

(Step 1). The approach describes a web application as a set of related pages
where each page contains internal components such as a title, text inputs, forms,
links, buttons, text content and so on, that are responsible for the information
flow inside and outside the current page. The links connecting the pages are
denominated relations. One of these pages is called “initial page”, which is the
first page showed when the web application is invoked. Taking into account the
incremental development software process, the application will be modeled by
functionalities, in other words, just a subset of pages belonging to the function-
ality under development needs to be modeled, not all pages at once. Figure 2
shows the modeling of pages that composes the “Book Purchase” user story.

(Step 2). Each user story (functionality) is then mapped into a graph, described
by a triple G(P , R, sp), where P corresponds to the set of pages (nodes), R
represents the relations (edges) among pages, and sp is the root node; that
is, the initial page of the user story. Following the creation of the graph, an
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Fig. 2. Web page modeling

algorithm, based on Qian’s work [7], removes the existing cycles and generates
a direct acyclic graph (DAG) called test tree. Each path of a tree corresponds
to a testing scenario (test path), while the tree as a whole represents a set of
possible tests. A testing scenario corresponds to a logical sequence of interaction
among those pages belonging to the user story modeled. In the example given,
a purchase can be paid with debit/credit card or checking account, each one of
these possibilities are considered a specific scenario. Figure 3 shows the graph and
the testing scenarios derived automatically for the “Book Purchase” example.

(Steps 3 and 4). All the testing scenarios generated are displayed to developers
which, in turn, select them for implementation. Following the ATDD practices,
the customer and developers discusses and validates the logical behavior among
pages and other characteristics of each testing scenario. If the customer considers
a particular scenario correct, s/he will inform the inputs for that testing scenario,
as well as the expected results. Otherwise, steps 1, 2 and 3 have to be performed
again until the customer accepts the user story testing scenarios.

(Steps 5 and 6). Finally, the testing scenarios are converted into automated
test scripts. As can be seen in Figure 4, the scenario “BookPurchase 611 13”
which is represented by the path A→B→C→D→F→I→J is mapped into a GTS
(Generic Test Specification). This specification is then interpreted by AWTAF
tool to run the automated acceptance test case modeled.
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Fig. 3. Graph conversion: (a) Graph (b) Legend for relations (c) A testing sce-
nario/path example

Fig. 4. Tree path mapped into a GTS

3.2 Tools Suite

According to the workflow proposed (see Figure 1), our suite is composed by
two tools: AcceptLink and AWTAF, both open source.

AcceptLink: AcceptLink corresponds to a web application developed in PHP
and Java. It is based on TestLink [10], a web application used to manage test
artifacts. AcceptLink is in charge of steps 1 to 5 as can be visualized in Figure 1.

AWTAF (Automated Web Test Application Framework): AWTAF is a
framework runnable in a desktop environment. Its main objective is to automate
web functional tests execution using Selenium RC, HttpUnit or HtmlUnit, all
open-source web test automation tools. According to the workflow (Figure 1),
AWTAF is in charge of step 6.
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4 Concluding Remarks and Future Work

This paper described an approach to assist the Acceptance Test-Driven Devel-
opment (ATDD) use in web applications. Furthermore, two tools – AcceptLink
and AWTAF – developed to support this approach were presented. The features
presented in Section 3 have been implemented and are in operational use. In com-
parison to current ATTD tools, AcceptLink and AWTAF contribution resides
in supporting customer-developement team communication and test scenario se-
lection using a summary graph. We have conducted an exploratory assessment
with the proposed approach. Although AcceptLink has shown usability prob-
lems, the tools had a positive impact on functionality understanding, test case
modeling and creation, and customer-development communication. The usabil-
ity problems raised are being addressed and new features allowing to test AJAX
features are under study. Further experiments are planned.

Acknowledgements. This research is partially supported by QualiPSo Project
(Quality Platform for Open Source Software), Grant Number IST-FP6-IP-034763,
url: http://www.qualipso.org.

References

1. Mcdonald, A., Welland, R.: Agile Web Engineering (AWE) Process, Technical re-
port, University of Glasgow (2001)

2. Crispin, L.: Driving Software Quality: How Test-Driven Development Impacts Soft-
ware Quality. IEEE Software 23(6), 70–71 (2006)

3. Beck, K.: Test-Driven Development By Example. Addison Wesley, New York (2003)
4. Hendricksons, E.: Acceptance Test Driven Development (ATDD): an Overview. In:

Seventh Software Testing Australia/New Zealand (STANZ), Wellington (2008)
5. Koskela, L.: Test Driven: Practical TDD and Acceptance TDD for Java Developers,

Manning, Greenwich (2008)
6. Crispin, L.: The need for speed: Automating acceptance testing in an extreme

programming environment. UpGrade - The European Journal for the Informatics
Professional 3, 104–106 (2002)

7. Qian, Z., Miao, H., Zeng, H.: A Practical Web Testing Model for Web Application
Testing. In: Third International IEEE Conference on Signal-Image Technologies
and Internet-Based System, pp. 434–441. IEEE Computer Society, Washington
(2007)

8. Selenium: Web Application Testing System, http://www.openqa.org/selenium
9. Bromine, A.: web-based QA tool for selenium,

http://seleniumhq.org/projects/bromine/

10. TestLink: Test Management and Execution System, http://testlink.org/
11. Concordion: A Tool for writing Automated Acceptance tests in Java,

http://www.concordion.org/

12. Cucumber: Behaviour Driven Development, http://cukes.info/
13. Fitnium: FitNesse and Selenium,

http://www.magneticreason.com/tools/fitnium/fitnium.html

14. FitNesse: Acceptance Testing Framework, http://fitnesse.org/

http://www.openqa.org/selenium
http://seleniumhq.org/projects/bromine/
http://testlink.org/
http://www.concordion.org/
http://cukes.info/
http://www.magneticreason.com/tools/fitnium/fitnium.html
http://fitnesse.org/


A. Sillitti et al. (Eds.): XP 2010, LNBIP 48, pp. 166–171, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Communication in Context: A Stimulus-Response 
Account of Agile Team Interactions 

Nik Nailah Binti Abdullah1, Helen Sharp2, and Shinichi Honiden1 

1 GRACE Center, National Institute of Informatics, Tokyo, Japan 
2 Center for Research in Computing, The Open University, United Kingdom  
{bintiabd,honiden}@nii.ac.jp, h.c.sharp@open.ac.uk 

Abstract. Previous research has indicated that work artefacts commonly used 
by agile teams capture progress information, while functional aspects such as 
requirements are developed and sustained through the team’s social interactions 
and communication channels. This paper reports an initial empirical study to 
investigate the relationship between agile work artefacts and communication 
during stand-up meetings and pair programming sessions, specifically focusing 
on gathering and clarifying requirements. Using Bateson’s communication the-
ory, we found that the work artefacts, and other individuals form an external 
event system which supports Agile teams during the gathering and clarifying of 
requirements. Using this communication theory together with Clancey’s situ-
ated cognition, we predict that if the two do not exist together throughout the  
interactions, then teams members will form discoordinated actions together. 

Keywords: Empirical study, stand-up meetings, communication, situated cog-
nition, contexts. 

1   Introduction 

Agile practice emphasizes communication and downplays documentation. Most agile 
teams therefore rely on simple artefacts such as story cards and the Wall, together 
with frequent communication to help create and sustain a shared understanding of the 
product’s requirements. Analyses of agile practice using distributed cognition [10, 14] 
and cognitive dimensions [8, 15] suggest that story cards and the Wall focus on cap-
turing and displaying progress information rather than requirements issues such as 
problems, goals or functionality. Instead, requirements of the product reside in the 
social context and are sustained through communication and collaboration activities.  

This paper progresses these earlier analyses by investigating what is achieved dur-
ing an agile team’s communication, and what role is played by the physical artefacts. 
We present the preliminary findings from a field study of one co-located agile team, 
focused on their communication relating to the activities of gathering and clarifying 
requirements.  

The paper is organized as follows. In the next section we introduce some relevant 
related work in agile team communication and agile requirements. Then we describe 
the study setting, data gathering and analysis. Then we present our findings, followed 
by conclusion and future work. 



Communication in Context: A Stimulus-Response Account of Agile Team Interactions 167 

2   Related Work 

Work focused on requirements engineering in an agile context often aims to integrate 
existing requirements engineering tools or processes into an agile environment. For 
example, Nawrocki [12] describe how to include requirements documentation into XP 
and how to enhance the planning game to take account of requirements engineering 
concerns. Grunbacher and Hofer [9] integrate requirements negotiation into agile 
processes. Gallardo-Valencia and Sim [7] investigate how agile teams handle re-
quirements and conclude that requirements are constantly being validated which in 
turn strengthens team bonds. 

Cao and Ramesh [5] provide evidence that the RE process for agile software de-
velopment differs from that of traditional development – it is an iterative discovery 
approach – and they identify seven agile RE practices, the most important of which is 
the intensive communication between the customer(s) and developer(s). Yet few stud-
ies of communication in an agile team have been reported. For example Bryant et al 
[4] investigate collaboration in pairing by analyzing the verbalizations of pairs work-
ing together. In this work, the focus was on understanding whether pairs worked col-
laboratively and how collaborative they were. Moløkken-Østvold [11] focused on the 
role of the customer and found that where there was daily communication between 
developers and customers, there were fewer overruns. This latter study did not inves-
tigate the nature of those communications. 

3   The Study and Research Methods 

Our study was designed following an ethnographically-informed approach [13]. In 
particular, this approach aims to study practice without interference, treats all data as 
‘strange’, and asks ‘how’ and ‘why’ and ‘what are the characteristics of’ questions. In 
this case, we intended to study the communication process of the agile team to under-
stand the relationship between physical artefacts and communication during require-
ments activities. We therefore collected detailed data relating to the team’s verbal and 
non-verbal interactions and analysed it.  

3.1   The Study Context 

The agile development team observed is based in a large telecommunications and 
media company in the UK; the observation lasted for four days in March 2009. The 
team had been together for over a year and several members of the team had worked 
together before. The team consisted of five developers and two customers. All the 
studies were conducted at the agile development team’s office. The team’s project 
was to deliver a prototype portal for cloud services. The portal needed to include 
some additional features, which were to be achieved by combining it with other sys-
tems that the team had been developing. It had to be demonstrated to the company’s 
clients the following week. The request for additional features was made at the begin-
ning of the observation period and it had to be delivered the day after observation 
ended. In this team stories were expressed as abbreviated labels such as ‘USER  
ACCOUNTS’. The Wall was a filing cabinet, as shown in Figure 1.  
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Fig. 1. The team discussing story cards on the Wall during a stand-up meeting 

3.2   Data Gathering and Analysis 

The data gathered from our observations consisted of field notes, photographs, meet-
ing audio recordings, short video recordings of group interactions in front of the wall, 
audio records of four pairing sessions, and post-observation informal interviews via 
email. In this paper we report our analysis of audio, video, interview and field note 
data from two stand-up meetings from the first and second day observations (22 min-
utes and 30 seconds in total), and four pair-programming sessions (3 hours 5 minutes 
in total) also from the first and second day of observation. The audio data was tran-
scribed using symbols commonly employed in discourse analysis [1, 16]; in total we 
have transcribed about 7,410 lines of dialogue. We then aligned the transcriptions to 
field notes, photographs, and video interactions based on a timeline, and contacted the 
team members via email for clarification when necessary.  

To analyse our transcripts, we used an approach that combines Bateson’s commu-
nication theory [2] and Clancey’s situated cognition [6]. Bateson’s communication 
theory provides a framework for identifying stimulus and response patterns from 
everyday communication in which the patterns are associated to the notion of context. 
This theory focuses on the set of stimuli (called the external event system) that is 
responsible for a person’s response(s) in a repeated manner during a specific context. 
Clancey’s situated cognition was developed from the observation of work practice 
and explains how people form knowledge and experiences. Specifically, it looks into 
how people formulate coordinated actions by relating what people see and what they 
interact with in their environment to memory.  

Our analysis approach [3] extracts stimulus and response patterns to uncover 
physical artefact-communication relationships. A pattern in our work refers to re-
peated responses exhibited by team members during similar contexts of communica-
tion [2]. The patterns are in the form: 

<external stimulus, internal stimulus, focus> associated with a context. 

where the tuple {external stimulus, internal stimulus and focus} is known as a feature, 
and each feature is then associated to a context. In our work, we were interested in 
contexts related to requirements External stimulus refers to some specific detail(s) 
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from the environment (including artefacts) that caused the individual to react in the 
observed way at the present moment. There can be several external stimuli at any one 
time [2]. Internal stimulus refers to dialogue contents or thoughts associated with the 
external stimulus (i.e., associative thoughts), which can be inferred as remembering 
[2, 6]. Focus refers to the issue which a set of utterances is about [2]. Once we have 
extracted the physical artefact-communication relationships, we identify the basic 
stimuli that constitute the external event system of the agile team, and use situated 
cognition to explain what the basic stimuli represent for the team. 

4   Findings 

In this section we introduce the eight patterns that we found associated with the con-
texts of gathering and clarifying requirements. Gathering requirement is defined as 
when the utterance(s) indicates a response to customer’s user story or developer’s 
progress. Clarifying requirement is defined as when the utterance(s) indicates a ques-
tion or an issue raised by the developer to another stakeholder. The eight patterns are 
listed below, in feature format, followed by an explanation: 

Patterns from the stand-up meetings 
Pattern 1 (8 instances): <story card, associative thoughts, acceptance criteria> asso-
ciated with clarifying requirements. 

When an Agile member is about to start clarifying what he did yesterday, he refers 
to the relevant story card, and then he communicates.  

Pattern 2 (22 instances): <other individual’s communication, associative thoughts, 
acceptance criteria> associated with clarifying requirements. 

When an Agile member is clarifying what he did yesterday, his pair will contrib-
ute to his clarifications.  

Pattern 3 (6 instances): <story cards and group communication, associative thoughts, 
acceptance criteria> associated with clarifying requirements. 

When members as a group confirm that there is no longer the need to clarify what 
they did yesterday, they look at the physical artefacts together, and then they 
communicate.  

Pattern 4 (9 instances): <the wall and other individual’s communication, associative 
thoughts, new story> associated with gathering requirements  

When a team member is about to start gathering details from a new user story, he 
refers to the physical artefacts, and then he communicates.  

Pattern 5 (12 instances): <other individual’s communication, associative thoughts, 
system events> associated with gathering requirements 

When a team member is contributing details to the new user story, another mem-
ber will contribute to his communication.  

Pattern 6 (2 instances): <new story card and group communication, associative 
thoughts, the wall> associated with gathering requirements 

When the team as a group decide that they have finished gathering requirements 
for the new story card on the wall, they look at the physical artefacts together, and 
then they communicate.  
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Patterns form the pairing sessions 
Pattern 7 (29 instances): <code and other individual’s communication, associative 
thoughts, acceptance criteria/bug> associated with clarifying requirements 

When pairs get stuck during pairing, another member will contribute to the pairs' 
communication.  

Pattern 8 (6 instances): <code and other individual’s communication, story card, 
acceptance criteria/bug> associated with clarifying requirements 

When pairs get stuck during pairing, one of them refers to the physical artefact, 
and then they resume their pairing.  

In each of the eight patterns, the external stimulus was either the physical artefacts 
(i.e. story card or the wall), or another individual’s communication. We can general-
ize that the physical artefacts and other individuals were the two fundamental stimuli 
that allowed the team members to start, sustain and end their requirements contexts 
throughout time. According to Bateson’s definition, we say that the external event 
system for the team comprised the physical artefacts and other individuals. 

5   Limitations 

Our analysis is based on a very small set of data from one co-located team, studied for 
only 4 days. Our data came exclusively from a large commercial company in the UK, 
and the extent to which our results are valid for other companies or contexts is not 
clear without replication and further iterations. Additional data and further iterations 
are needed to verify, refine and expand this initial set of patterns.  

6   Discussion and Conclusions 

Using Bateson’s communication theory [2] to account for how individuals react to the 
external world, we have identified that the external event system of the agile team 
comprises physical artefacts and other individuals. Bateson tells us that if we remove 
either one of the stimuli (physical artefacts or collaborating members), we can predict 
that an individual’s response will be slightly different from what we expect. 

According to Clancey’s situated cognition [6], a person formulates coordinated ac-
tion by relating what he/she sees in the environment to memory. During the construc-
tion of ongoing activity, knowledge, and experiences are formed, enabling team 
members to formulate coordinated actions together. In order to ensure that a group of 
people formulate coordinated actions together during work activity, they need to 
communicate together where they are able to share what they physically see and do 
together in the environment situated to their ongoing activities. We then may predict 
that if one of the team members is absent, or that the team members are distributed, 
then discoordinated actions may be formulated.  

On the one hand, these implications are not surprising. However their significance 
lies in the fact that we have begun to relate the kind of communication that takes 
place in an agile team to theories of communication and learning. For agile practitio-
ners, these preliminary findings indicate that we may be able to predict when discoor-
dinated actions will occur, and suggest how to avoid or rectify them. For agile  
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researchers, we have illustrated how communication theory may be applied to agile 
practice. Future work will analyse further communication data both from this team 
and from other teams. 
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Abstract. Agile methods rely on face-to-face communication but are being 
used in distributed projects. We have conducted grounded theory research with 
Agile practitioners to collate the strategies they use to overcome the challenges 
in distributed projects. In this paper, we argue that trust is one of the key factors 
in determining the success or failure of distributed Agile projects, and describe 
how trust can be generated and sustained by increasing effective communica-
tion and understanding cultural differences. 
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1   Introduction 

The high success rate of Agile software development could have encouraged many 
organisations to incorporate Agile methods in their distributed projects [2]. One of the 
fundamental values of Agile is that Agile practitioners give great importance to indi-
viduals and interactions [9]. Agile methods, such as XP [3] and Scrum [13], typically 
require continuous face-to-face interaction between team members but this interaction 
is hard to maintain when projects are distributed [8, 14]. Although there is a wealth of 
literature in the area of distributed projects, the literature on the adoption and adaption 
of Agile methods in distributed projects is still scarce [4, 7, 12].  

We have conducted a qualitative research with seven Agile practitioners to identify 
the key factors that determine the success or failure of distributed Agile projects, and 
collate the strategies adopted by them to manage distributed Agile projects. In this 
paper we report the result of our research: trust is one of the key factors in determin-
ing the success or failure of distributed Agile projects. We found that trust can be 
generated and sustained in the distributed Agile projects by increasing effective com-
munication and understanding cultural differences.   

2   Research Method and Participants 

Grounded Theory (GT) [6] is a qualitative research method that emphasizes the gen-
eration of a theory from systematic analysis of data. GT was developed by Glaser and 
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Strauss [6]. GT aims to discover the underlying concepts in the research phenomenon 
regardless of the time, place and people, rather than to describe the phenomenon itself 
[1, 6].  We chose to apply GT as our research methodology for three reasons. Firstly, 
GT allows us to study social interactions and behaviour of people, and Agile methods 
focus on people and their interactions in the team. Secondly, GT is suitable to be used 
in new research areas that have yet to be explored, and the literature on the distributed 
Agile projects is scarce. Thirdly, GT has been used successfully to study the social 
nature of Agile teams [5, 10, 15].  

Although Glaser and Strauss [6] do not encourage preliminary literature review and 
a predetermined research “problem”, yet a basic phenomenon of interest need to be 
recognized. Using the classical GT, we commence our research by choosing the  
phenomenon of interest (i.e. Distributed Agile Projects). We explore the nature of 
distributed Agile projects to identify the key factors that determine the success or 
failure of distributed Agile projects, and to collate the strategies adopted by the Agile 
practitioners to manage distribute projects. 

We conducted semi-structured, face-to-face interviews using open-ended questions 
with seven Agile practitioners from the USA, UK, Argentina, Brazil and Germany. 
The interviews were all pre-scheduled and voice recorded where permission was 
granted. The participants are Agile Coaches (Scrum Masters and XP Coaches) and 
Developers from the computer software industry. Each of the participants has at least 
three years of hands-on experience in working with globally distributed teams using 
combinations of XP and Scrum. The interview questions focused on the participants’ 
experiences, and around their roles and responsibilities in their distributed projects. We 
asked the participants questions in regard to the key factors that determine the success 
or failure of  distributed Agile projects according to their real life experiences and the 
strategies they adopted to manage those projects. During the interviews, no question 
were asked directly relating to the strategies or key success factors in distributed agile 
projects as these would have drawn biased responses from them. Due to privacy and 
ethical consideration, we will only identify our participants using the codes P1 to P7. 

After an interview is done, we transcribed it. The transcripts are analysed line by 
line to identify the codes, concepts and categories [6]. The concepts are constantly 
compared as we code more data so that the emerging categories can be seen coming 
from the concepts. Since the categories emerge directly from the data, the resulting 
theory is grounded within the context of the research data. Although the end product 
of a GT research is called a grounded theory, it is in fact an explication of the  
concepts that emerge from the data [1].  This emergent grounded theory is more con-
ceptual than descriptive, and it defines the relationships between the emergent  
concepts and categories. From our data analysis, three categories have emerged; one 
category for the key factors that determines the success or failure of distributed Agile 
projects, and two categories for the strategies adopted by the Agile practitioners. 

3   Results 

3.1   The Importance of Trust 

Trust is valued by all our research participants.  At the same time, they realize that 
trust is not easily generated and sustained in distributed projects: 
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“Trust is very important! And, it is very difficult to establish [trust] 
across globally distributed teams.” – P5, Agile Coach. 

 
Agile practitioners need to realize the effect of lacking trust in a distributed team: 

 
“…a lot of things get down to trust, and if you are not able to establish 
trust or maintain trust, then you will not be able to get along [with your 
team]. It is very difficult to repair trust and therefore distributed teams 
have to watch out that trust related relationship is alive.” – P4, Agile 
Coach. 

 
Trust provides a significant bond in a team’s relationship: 

 
“… all the team members should [trust that] we are all one whole team” – P7,  

Agile Coach 
 

Our participants identified two strategies to generate and sustain trust in distributed 
teams: increasing effective communication and understanding cultural differences. 

3.2   Increasing Effective Communication 

Agile methods rely on continuous face-to-face meetings and active interaction 
amongst team members. Our participants described how increasing effective commu-
nication increases trust: 

 
“You cannot do [distributed projects] without honest communication. 
It’s a matter of establishing [the team’s] trust.” – P2, Agile Coach. 

 
Even in distributed projects, the best way to communicate effectively is face-to-face 
communication. It is important to get all team members or at the least the key mem-
bers to meet each other during the project kickoff, and from time to time. 

 
“There is a number of ways that organizations do to go about  
[establishing trust]. One of the ways is to fly people around; bring  
people in [for group meetings].  Face-to-face communication is still the 
best!” – P5, Scrum Master. 

“I believe it is really important that you do have always possibility that 
people meet [from] time to time. I think it is really hard to maintain 
trust, especially harder to establish trust without having a face-to-face 
communication.” – P4, Agile Coach. 

 
In a distributed team, face-to-face meetings are expensive and difficult to schedule. 
Therefore, video-conferencing is often used as an alternative rather than e-mailing, 
instant messaging (IM), IRC or Wiki. Video-conferences capture the visual aspect of 
communication, such as body language, allowing the team to communicate more 
effectively: 
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“When we started using video conferencing, we found the visual aspect 
in communication is so important that we encourage teams to, at least 
once or twice a month, have video conferencing.” – P1, Senior  
Developer.    

“…the first 15 minutes [of video conferencing] was open time and you 
could talk about anything you want. And, that’s when we started seeing 
a very strong team building …and that became probably the strongest 
thing we did as far as building team …a really good model for allowing 
the trust, the opportunity for relationship, to build” – P1, Senior  
Developer. 

 

We found that bringing all distributed team members into team discussions, especially 
using face-to-face conversation or through video conferencing, and facilitating casual 
socializing between team members before meetings commence, was important for 
building and sustaining trust in a distributed project. 

3.3   Understanding Cultural Differences 

Cultural differences are often a problem in distributed projects. Our participants also 
described how understanding cultural differences increases trust:  

 
“Always, always, always [we face] cultural differences; cultural 
 understanding of what the different words mean; what different things 
mean. You can increase the interpersonal relationship and overcome 
some of the cultural barriers being faced.”    – P5, Scrum Master. 

 
One of the cultural differences faced by our research participants is the difference in 
national culture of the team members (i.e. India and the USA): 

 
“When [the Indian team members] speak English, they would try to 
speak faster than what’s comfortable for them because their  
understanding is that American talk fast and they too talk fast. We tell 
them to speak slowly and deliberately, their English is much better and 
communication got much better. That was another thing we just 
 discovered after having enough trust.” – P1, Senior Developer. 

 “One of the experiences is when asked a question [to the Indian team], 
the answer is always ‘Yes’ even though they didn’t know it. We came to 
understand that ‘Yes’ means ‘Yes, I heard you’, not ‘Yes, I am going to 
do it’ or ‘Yes, I agree to it’. Some of the Indians have the habit of 
 shaking their head in circular motion which means ‘Yes, I heard you’, 
not ‘Yes, I agree’.” – P1, Senior Developer. 

 
Another aspect of cultural differences is each individual’s culture. Individual team 
members need to make positive changes towards accepting and practicing Agile 
methods in distributed Agile projects: 
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“Agile mentality is a cultural change. So, if you can make that change, 
the team’s velocity and quality will immediately double! People have to 
change the behavior to execute [Agile practices].” – P3, Scrum Master.  

 
“The biggest challenge has been cultural issue. I’ve tried to push and 
encourage people, to work in a collaborative way; think [in a]  
collaborative way” – P6, Senior Developer. 

 
Many misunderstandings and confusions in distributed teams are the results of cul-
tural differences. Deep understanding of intercultural team relationships will make a 
positive contribution to the success of distributed Agile projects.  

4   Related Work 

Several recent studies have argued that trust is an important factor in determining the 
success or failure of globally distributed projects. Moe and Smite [11] consider that it 
is essential to understand the importance of trust, and to increase the level of trust in 
order to understand what leads to lacking trust, and the effect of lacking trust in a 
distributed team. Moe and Smith find that face-to-face meetings, active communica-
tion, and socialization are commonly used for building trust in globally distributed 
teams.  Young and Terashima [16] pointed out that building trust in globally distrib-
uted teams was not easy but making team members comfortable allowed trust to  
build naturally.  

5   Conclusion and Future Work 

Trust is one of the key factors that determines the success or failure of distributed 
Agile projects. Our participants discussed how trust can be generated and sustained in 
distributed teams. We have described two strategies that distributed Agile teams have 
adopted to build trust: increasing effective communication and understanding cultural 
differences. These strategies reflect actual practice by the research participants. Since 
our research participants are experienced Agile practitioners, we believe that these 
could be valuable to other Agile practitioners. 
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Abstract. Previous discussions concerned with combining User Expe-
rience (UX) design and Agile development have either focused on inte-
grating them as two separate processes, or on incorporating techniques
from UX design into an Agile context. There is still no rigorous academic
view on the nature of practice in this area. Further, the many and var-
ied settings in which Agile developers and UX designers work together,
and how those settings shape their work, remain largely unexplored. We
conducted two field studies to address this. The results suggest that the
values and assumptions of decision-makers external to the teams shape
UX/Agile practice. The current focus on processes and techniques falls
short of providing the insight necessary to improve practice. Instead, our
results indicate that improvement requires further explication of contex-
tual values.

Keywords: Agile, Scrum, User Experience Design, Organisations, Val-
ues, Assumptions, Field Studies.

1 Introduction

The growing literature concerned with combining User Experience (UX) design
with Agile development has highlighted the importance of this topic and exposed
various challenges faced by practitioners. To date, these discussions have either fo-
cused on integrating two separate processes (e.g. [1,2]), or on incorporating tech-
niques fromUXdesign into theAgile context (e.g.personas [3], or scenarios [4]).Our
research takes a different perspective, instead seeking to understand how
mature Agile teams integrate with an established UX design community, on a day-
to-day basis, embedded within organisational contexts. Tolfo et al. [5] and Wen-
dorff [6] draw connections between Agile teams and their wider contexts, i.e. the
organisations in which they are embedded, but this remains largely unexplored in
the UX/Agile literature. Our analysis highlighted the importance of values and
assumptions underlying decisions made by individuals who were external to the
teams. These values and assumptions were found to shape UX/Agile practice in the
ways thatwe explain in this paper.Explicating thevalues andassumptions gives in-
sights into differing views on how “best” to create quality software and how “best”
to create software combining the skills of UX designers and Agile developers.

A. Sillitti et al. (Eds.): XP 2010, LNBIP 48, pp. 178–183, 2010.
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2 Methodology

We collected data via observations of daily work, supported by semi-structured
interviews and studies of documents, records and other tools. The detail of prac-
tice was documented via contemporaneous field notes, records of interviews and
photographs/sketches of the physical layout of the work area. The researcher ob-
served the day-to-day activities of Scrum development, attended meetings and
during natural breaks in the work asked questions to build an understanding
of events as they unfolded. Interviews were conducted with key team members,
identified at the time of the observations. We spent one Sprint (2 weeks) observ-
ing the first team, Team1. We observed the second team, Team2 for 3 days at
the start and 3 days at the end of their Sprint.

Data was analysed thematically, emphasising validation through the seeking
of confirming and disconfirming instances. The thematic analysis was comple-
mented by feedback sessions with the participants in our study. Their comments
have subsequently been incorporated into the analysis presented here.

3 Shaped by Decisions

Our case studies were both based in the UK, located within organisations that
were mature in their use of Scrum and were committed to UX design as a signif-
icant discipline. Much of our understanding about the work practices of Team1
and Team2 has been informed by the visible activities that we as observers were
given access to. We learned that these visible activities were the consequences
of decisions by management roles external to Team1 and Team2, that is, Team1
and Team2 were intended to function in the ways we observed.

Team1: Valuing separation. Team1 were part of a large media organisation and
comprised 14 Agile developers and two UX designers. The UX designers were
responsible for creating wireframes1 and visual designs2. The developers were
responsible for transforming the UX designs into functional software. It was
common practice for the UX designers to create the UX designs without the
Agile developers’ involvement, and then to email them to the developers. The
UX designers also did not take part in the Sprint planning meetings, standups or
retrospectives and worked on the floor above the developers in the same building.

For Team1, transforming the UX designs into functional software occured as
distinct phases of activity. In the first phase the developers spent significant
time becoming familiar with the UX designs and building up an understanding
of what the designs meant in terms of working software — asking each other:
Why does it look like that? How are we going to do that? The second phase
of activity was referred to by the developers as “gap analysis”: inspecting the
designs handed over by the UX designers, comparing it to the software already

1 By wireframe we mean the popular design tool as described by Garrett [7].
2 By visual design we mean a non-functional representation of the website under con-

struction, which conveys content, layout and graphical information.
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implemented and identifying mismatches between them. In the final phase the
implementation work had to be added to the existing Scrum backlog. Again, the
developers systematically went through the design and broke its implementation
tasks up into story cards, discussed the story’s priority and inserted it into the
Scrum backlog. In all three phases, when clarifications or changes in the UX
design were required, the developers made a note of it and requested “feedback
meetings” with the UX designers. The developers were not adapting the UX
design themselves — they relied on approval or redesigns from the UX designers.

A member of Team1 informed us that the decision to separate UX designers
and developers was put into effect by management in the UX division. This was
based on their view that UX designers work best when they are separated from
the issues of software construction, which hamper their creativity. In light of this
decision and our observations of practice, we can explain management’s view on
how to achieve quality software, as well as the place of UX design relative to
software construction, in terms of the following value:

Value 1. Agile and UX disciplines should remain separate.
In this view, UX design exists independently from construction. Optimal UX
design is created in a “design phase” in which UX designers are free to apply
their creative energies without considerations about whether the designs can be
turned into functional software. Agile development applies to the “construction
phase” during which UX designs are implemented as functional software. Agile
development becomes the mechanism through which UX designs are turned into
functional software. This view has nothing to say about UX design issues emerg-
ing from software construction and, consequently, it has nothing to say about the
notion of emerging requirements. The expectation is that any emerging issues
will require minimal input from the UX designers.

Advocates for this approach include Cooper [8], Constantine [9] and Beyer
et al. [10]. The advantages they cite include a holistic approach to UX design:
“. . . the overall organization, the navigation, and the look-and-feel — must be
designed to fit the full panoply of tasks to be covered” [9]; concentrating expertise
within each discipline: “The great strength of agile methods is that they focus the
engineers on doing what engineers do best” [10]; and that a separate UX design
phase saves costs by determining the correct solution before costly changes in
the implementation phase are required: “Iterating in construction just throws
your money away.”3

Team2: Valuing togetherness. Team2 were part of a small organisation develop-
ing solely for the mobile phone and were building a chat application. Team2 was
composed of 5 Agile developers and one UX designer. The UX designer created
non-functional representations, or “screen mock-ups” which the Agile develop-
ers could refer to as they created functional software. The team was working in
the same building, but spread across three floors: The Project manager/Scrum

3 From Alan Cooper’s keynote at the Agile 2008 conference, which can be accessed at
http://www.cooper.com/journal/agile2008/

http://www.cooper.com/journal/agile2008/
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master, Product owner and UX designer were seated in a room on the second
floor, while the developers were seated together in a room on the ground floor.

With Team2 there were no distinct and visible UX/Agile integration activities
to observe. Instead, we observed how all roles on the project were taking part
in frequent discussions, creating awareness and sharing decision-making respon-
sibilities. Conversations spontaneously occured during Scrum activities, as well
as resulting from testing activities. Team2’s relaxed interactions contrasted with
the systematically planned activities that prompted the conversations between
the developers and UX designers of Team1. During the course of the day, UX
design issues were generated and dealt with alongside technical implementation
issues. Breaking up and prioritising the UX design work was no more remark-
able to Team2 than carding and prioritising the non-UX related work. The UX
designer was continually aware of the implementation issues of their designs and
the developers were constantly aware of UX design decisions. Every role on the
project was involved in UX design discussions, which led to decisions that took
into consideration both design values and technical constraints.

In the case of Team2, the managing director of the company informed us that
he hired individuals who could fulfil the responsibilities of their main role, but
who were also able to contribute outside their roles, or who could learn to do
that. In light of the managing director’s decision and the practice of Team2, we
gain insight into another view on how UX design and Agile development should
be combined. This can be expressed in terms of the following value:

Value 2. Agile and UX disciplines should work as closely as possible.

Instead of pitting UX design against construction, there is an emphasis on the
contributions of various roles and their continuous interaction throughout the
project. Value 2 hinges on the assumption that each role has a valuable con-
tribution to make to the overall product. If this were not the case, Team2 may
have engaged in activities where boundaries between roles and between disci-
plines were maintained. This view acknowledges that UX design issues, along
with technical issues, emerge throughout the project and are dealt with via the
ongoing interactions between all the roles on the project.

Those who support this view promote favourable environments in which project
stakeholders continuously interact in ways that are helpful in progressing with
their work — through consideration of the team as a whole irrespective of the
skills of the individuals, or through enhancing collaboration. Beck and Andres
include the practice Whole Team in eXtreme Programming [11]: “Include on the
team people with all the skills and perspectives necessary for the project to suc-
ceed.” Highsmith connects collaboration between roles with project success [12]:
“Collaboration, not eliminating specialty roles — like business or product special-
ists — is the key to success.” Miller has provided a process model in which UX
design work is interleaved with implementation work throughout the duration of
the project, thereby ensuring input from the UX design role throughout [1].

Interpretation. On the surface, the teams in this study seem rather similar:
both teams were embedded in organisations that recognised the combination of
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UX design and Agile develpment (Scrum) as essential for software development,
both teams had the UX designers sitting on separate floors to the developers and
both teams included UX design roles. Yet, despite these similarities their expe-
riences of practice were quite different. Practice was shaped by decision-makers
external to both teams, around values and assumptions concerning how best to
create quality software. Team1 was built around a value promoting separation be-
tween UX design and Agile development disciplines, manifesting as a systematic,
separatist approach to integrating and coordinating the two disciplines. Team2
was built around bringing UX design and Agile development closer together, man-
ifesting as a subtle ongoing effort promoting shared awareness of UX design val-
ues and technical constraints, as well as shared decision-making. In the case of
Team1, the developers were expected to take direction from the UX designers
whereas in the case of Team2 the various roles were negotiating what that direc-
tion should be.

Finding echoes of these views in the literature demonstrates that the values
and assumptions shaping the practice of Team1 and Team2 are not only peculiar
to these teams. Rather, the values and assumptions we have uncovered, are
situated within a wider ongoing debate about how Agile development and UX
design should work together. Kent Beck, creator of eXtreme Programming (XP)
and Alan Cooper, creator of Goal-Directed Design [8] famously debated the place
of UX design in XP [13]. Their debate drew much attention from academics and
practitioners in the years that followed. While Cooper advocated UX design
being done entirely before any implementation, Beck argued for a phaseless
approach in which implementation work is as cheap as UX design prototypes,
in terms of effort and time. This set the tone for subsequent discussions on the
topic and publications continue making reference to this debate (e.g. [14]). Our
analysis has shown how that debate persists in practice.

4 Conclusions and Future Work

This paper has demonstrated how the practice of two teams was shaped by the
values and assumptions of decision-makers external to those teams. The conclu-
sions we draw are two-fold. First, articulating these values and assumptions has
allowed them to be discussed and compared, so (in)forming part of a wider, on-
going debate about how UX design and Agile development should be combined.
Second, we conclude that the integration of UX and Agile in practice can not be
characterised solely by adaptations of different processes and techniques. Rather,
our empirically-based results demonstrate clearly that the nature of UX/Agile
practice is characterised strongly in terms of the values of the organisations in
which they are embedded. Therefore, instead of merely prescribing processes
and adding techniques, improving practice requires also a shift in focus to the
explication of contextual values.

Future work will include a deeper interrogation of the literature to identify
the source of these differing values and assumptions. This will include literature
that focuses on non-Agile software development as well as Agile approaches.
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Abstract. NW Soft Solutions Ltd. (a pseudonym) is a large software develop-
ment unit that develops large-scale network centric software solutions. NW Soft 
Solutions Ltd decided to adopt an agile development methodology. Martin 
Fowler in his article “The New Methodology” [1], states that in his opinion 
“Since agile methods are so fundamentally people-oriented, it's essential that 
you start with a team that wants to try and work in an agile way”. Using NW 
Soft Solutions as a case study, this paper sets out to show how the developers 
attitudes towards agile methods change during the adoption phase. We see a 
shift in focus from agile practices at a superficial level to the core values that 
underpin agile methods.  

Keywords: agile, methods, adoption, large organization, developers, mindset, 
expectations, concerns. 

1   Introduction 

In this paper we look at the initial expectations and concerns of the developers and 
investigate how their views changed throughout the agile adoption process. Our goal 
was to build up a picture first of all of the initial concerns and expectations of the 
developers with respect to agile. Then as the developers gain experience and practice 
the methodology we can analyze if those initial concerns and expectations material-
ized or not.  

Agile is not a tool-based technique that can be easily rolled out across a large or-
ganization. It is value based and needs buy-in. Craig Larman points out that “Many 
confuse the heart of ‘Agile’ with practices rather than values” [2]. He also states that 
“Yet increasingly, we see “top down” mandated or forced adoption of these methods 
or practices (“You will adopt Scrum”). These are signs of people not understanding 
the core values and principles of the Agile Manifesto, and instead, focusing on the 
myriad surface practices that may support agility. This is a grave mistake.” [2] In a 
large organization there has to be an element of “You will adopt Scrum”. The chal-
lenge then is to shift the focus from the surface practices to the core values. As we 
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look at the changing views of the developers, we keep in mind the question “Are they 
focused on surface practices or core values?” 

The remainder of this paper is organized as follows. In Section 2, we review some 
related work. In Section 3, we present our research methodology and data collection 
techniques. Section 4 describes some background information on NW Soft Solutions 
Ltd and its agile adoption strategy. Section 5 contains our findings and finally the 
implications and conclusion are in Section 6.  

2   Related Work 

Whitworth and Biddle [3, 4] examine motivational and social aspects of agile teams. 
A survey by Cockburn and Highsmith [5], for example, found that agile methodolo-
gies were rated higher than other methodologies in terms of morale. High degrees of 
motivation and job satisfaction can be experienced in large Scrum teams, as  
evidenced by Tessem and Maurer [6]. 

A number of papers, case studies and experience reports produced on large scale 
agile adoption show that the adoption process takes time [7] and [8].  

Research by Lindvall et al. [9] indicates that many companies – in particular large 
companies – are approaching agile methods with a high degree of scepticism due to 
the conflicting data regarding “in what environments and under what conditions agile 
methods work”. In [10] Cohn and Ford state that “Most developers respond to the 
proposed introduction of an agile process with the appropriate combination of skepti-
cism, enthusiasm, and cautious optimism.” In a previous study [11] we looked at the 
initial concerns and expectations of developers and our conclusion was that with re-
spect to that case study “the developers are approaching agile adoption with an ap-
propriate combination of realism, cautious optimism and enthusiasm.”  

3   Research Methodologies and Data Collection 

The purpose of this research was to determine how developers were responding to the 
introduction of an agile methodology. Given the objectives, it was decided that a 
qualitative approach should be applied.  

The first stage of the data collection took place at the very beginning of the agile 
adoption process. It consisted of one-to-one audio-recorded interviews with develop-
ers. There were eighteen participants and the level of software design experience of 
the participants ranged from less than 1 to greater than 10 years. Their level of knowl-
edge of agile methods ranged from none to a 1-day course, a 5-day course, up to  
having worked for a few weeks in a team piloting agile. The interviews were semi-
structured and each interview lasted between 15 and 25 minutes. A guideline ques-
tionnaire using open questions was used to steer the interviews. 

Afterwards the interviews were transcribed and using a Grounded Theory based 
approach, Qualitative Data Analysis Software (Weft QDA) was used to capture and 
code the main themes that emerged from the interviews. 

The second stage of the data collection took place ten months later. This time we 
had seven one-to-one audio-recorded interviews with developers. We also conducted 
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group interviews with eight feature teams, where a systems engineer, developer and 
tester represented the team. The one-to-one interviews lasted for 20 to 30 minutes and 
the team interviews lasted for between 1 and 1.5 hours each. Again the interviews 
were semi-structured and steered by a guideline questionnaire. This time the ques-
tionnaire used questions to focus on the main themes from the 1st stage analysis while 
also including some open questions allowing for new phenomena significant to the 
teams and participants to emerge. Again the interviews were transcribed and Weft 
QDA was used to code the interviews. 

4   Overview of Organization and Adoption Process 

NW Soft Solutions Ltd. is responsible for the design, development and maintenance 
of Network Management solutions for the Wireless Access and Core Network. It 
employs in excess of 250 software developers, testers and systems engineers in this 
development unit and is part of a large multi-national organization. 

NW Soft Solutions Ltd. embarked on an ambitious change program that included 
the adoption of a mixture of XP practices (User Stories, Pair Programming, Test 
Driven Development, Continuous Integration, Cross-Functional Teams) and Scrum 
(Sprints, Product Backlog, Estimating Effort, Product Owner, Scrum Masters, Daily 
Stand Up Meetings). 

5   Results and Findings 

The following sections outline key aspects of the comparison between the themes in 
the 1st stage of interviews and the stage 2 interviews.  

5.1   Main Issues Raised Initially in the First Stage Interview 

Documentation in general: Initially developers believed that the introduction of 
agile would result in less “non-code” documentation. Their existing process was 
document heavy and less documentation would be welcomed. They felt that with 
agile, more face-to-face communication and less “hard handovers” would result in the 
need for less documents. However in the agile way of working, there was only a slight 
reduction in the total amount of documentation but not by the amount they had ini-
tially anticipated.  

 
Design Analysis Documentation: In the pre-Agile process, developers strongly indi-
cated that they didn’t see a value in some of the Design Analysis documents because 
the solution they would implement in code would invariably differ from what they 
specified in Design Analysis. However in the Agile process their view changed and 
they found the Design Analysis much more useful. They felt this was because it was 
done closer in time to the coding and focussed on smaller work items and also in a 
less formal way. 

Unit Testing and Code Inspections: Developers felt that in the old process, time ran 
out for unit testing and code inspections and the practices of pair programming and 
test driven development should improve the situation.  
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However when using agile methods, there was a variation among feature teams 
with respect to the amount of test driven development employed and to the extent that 
pair programming was implemented and this expectation didn’t materialize directly. 
There were issues with the availability of test harnesses for legacy code and difficulty 
automating GUI tests and while there was still work to be done in this area, the focus 
on quality heightened dramatically. 

But teams that didn’t have such good test coverage were becoming aware that they 
needed to reduce dependencies in they system and have less coupling in order to  
improve the testability. 

 
Pair Programming 
In the first stage interviews, developers expressed the view that there was a benefit in 
pair programming mainly from a knowledge transfer point of view, but there was 
much concern regarding personality conflicts. 

Pair programming was on average used only about 30% of the time and generally 
between experienced and inexperienced pairs, but from analyzing the second stage 
interviews the main barrier to using it was pressure on resources. The teams felt that 
they could not afford the time to do it in all cases. The issue of personality conflicts 
was no longer seen as a problem. 
 
Test Driven Development: When we conducted the initial interviews, a number of 
developers had completed a training course on test driven development and they felt 
that it would improve quality, but they were concerned about the lack of test har-
nesses for the legacy code and they were aware that TDD necessitated a change  
in mindset. 

At the second interview stage the thinking in this area hadn’t really changed. The 
lack of test harnesses for the legacy code was an issue and developers were having 
some difficultly with changing their way of working to write the test case first. How-
ever, there was a realization that too many inter-dependencies in the system architec-
ture were making the stubbing of interfaces more difficult. 
 
Frequent Deliveries: The initial reaction was that the frequent deliveries associated 
with agile methods would result in a more pressurised environment. 

This concern did not actually materialise or at least not in the negative sense. In 
fact the conclusion was the agile environment was less pressurised, because it elimi-
nated the big bang style delivery and integration that existed previously. 
 
Open Plan and Co-location: In the initial interviews the subject of having an open 
plan team area provoked a very negative response, but after working with agile meth-
ods for a period of time, the requirement for co-location was strongly recognised by 
the developers. The work areas were not open plan as prescribed by agile, but also in 
some cases the Systems Engineer was not co-located with the Developers and Testers. 
Generally the Developers and the Testers were physically close together. The lack of 
co-location was highlighted as an issue showing a recognition of the value of sponta-
neous communication and an acknowledgement of what could be lost if conversations 
were not “overheard”. 
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5.2   New Emerging Themes 

The second round of interviews contained some open questions that allowed develop-
ers to give their views on  

o The best thing about working in an agile way 
o Any other negative issues related to agile 
o Preferences to continue to work in the agile way. 

 
Best Aspect of Agile: When asked open questions on the benefits of agile, improved 
communication, more flexible way of working and quicker feedback were all seen as 
positive. 

 
Negative aspects of agile: When asked if there were negative aspects to agile, the 
developers or teams didn’t come up with specific aspects of agile itself that they felt 
were negative, but pointed out aspects of agile that they had to improve on to com-
plete the transition to an agile way of working.  
 
Continuing with agile: Out of all the developers and teams interviewed, apart from 
one team that was inconclusive, all of them most definitely wanted to continue work-
ing in an agile way. They felt that the adoption of agile methods was a correct choice 
for the organisation. 

6   Conclusions and Summary 

In summary we can conclude that in this study, developers initial concerns and expec-
tations were mainly related to themselves as individuals and are primarily on a super-
ficial level related to the practices. For example, the concerns that the open plan 
would be distracting, pair programming resulting in personality conflicts, less docu-
mentation to do, more pressure due to deadlines. What happened in reality was that 
these individualistic concerns didn’t materialize. Take the documentation example; 
the document that developers initially felt was worthless became a valuable document 
in the agile world.  

After working with agile for a period of time, the focus of the developer’s shifted 
from individual concerns to principles and values that concern the whole team. 

In [12], Kent Beck outlines the differences between values, principles and prac-
tices. We see that the thinking of the developers shifted from a surface level opinion 
about the practices, and after working in an agile way, the interviews show an emerg-
ing understanding of the core values and principles. “XP embraces five values to 
guide development: communication, simplicity, feedback, courage and respect.” [12]. 
From Section 5, we see evidence of the appreciation of communication and quick 
feedback, which were mentioned as the biggest benefits of agile. Simplicity was not 
explicitly mentioned in the interviews, but the developers see the need for less class 
dependencies and focus on architecture with respect to making the unit testing more 
robust. They realized that the division of user stories makes them “more manage-
able”. “Sometimes courage manifests as a bias to action. If you know what the prob-
lem is, do something about it.”[12] Developers are taking initiatives, and continuously 
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trying to improve their processes. And respect is evident, as the contribution of the 
whole team working together was been acknowledged.  

These results lead to a deeper understanding of how the adoption of agile methods 
can affect the developers in a large software development team. 
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Abstract. The order in which user stories are implemented can have a
significant influence on the overall development cost. The total cost of de-
veloping a system is non commutative because of dependencies between
user stories. This paper presents a systematic and lightweight method
to identify dependencies between user stories, aiding in the reduction of
their impact on the overall project cost. Initial architecture models of
the software product are suggested to identify dependencies. Using the
method proposed does not add extra load to the project and reinforces
the value of the architecture, facilitates the planning and improves the
response to changes.
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1 Introduction

The elements that comprise the system under construction interact with each
other, establishing dependencies among them [1]. In Figure 1, element A re-
quires element B, generating a dependency between them. Such dependencies
are naturally inherited by the user stories (USi cannot be implemented until
USj is implemented). Therefore, the natural dependencies between User Sto-
ries (US from now on) should be accepted as inevitable. In fact, only a fifth of
the requirements can be considered with no dependencies [2]. The existence of
dependencies between USs makes necessary to have some implemented before
others [2] [3] [1] [4]. If the order of user stories implementation does not take into
account these dependencies it may have a large number of preventable refactor-
ing, increasing the total cost of the project needlessly. Identifying beforehand
the dependencies increases the ability to effectively deal with changes. Therefore
light systematic mechanisms, as shown in this paper, are needed to help identify
dependencies between USs.

The rest of the paper is structured as follows. The second section describes the
problem of dependencies. The third section defines the concept of dependency

A. Sillitti et al. (Eds.): XP 2010, LNBIP 48, pp. 190–195, 2010.
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Fig. 1. Inherited dependencies by user stories

between user stories. The fourth section describes the method to identify depen-
dencies. The fifth section presents an example applying the method proposed.
The sixth section presents related work. Finally, the conclusions are listed.

2 Problem Description

The existence of dependencies between USs hampers planning [5] [4]. Not con-
sidering them increases the chances of not complying with the release plans [6].
Therefore, the sequencing of USs is seen as a challenge [7]. Depending on the
established implementation order of USs the number of refactoring may increase.
For example, suppose that at time t, once the user story USi has been imple-
mented, there is a database (DB) in production with the entity T1 and primary
key k1. At time t+1, after implementing USj , the data model shown in Figure 2
is obtained, in which the primary key of the entity T2 is k2. Given the cardinality,
the primary key attributes from T2 become part of the table generated for entity
T1. This will require a refactoring of the DB and all components that access
T1 and an update of all rows of table T1. If USj had been implemented before
USi there would be no need to refactor, so the refactoring cost would be zero.
Hence, due to the existing dependencies, the total cost of developing a system
depends on the order in which the USs are implemented. Therefore, the total
cost of developing a system is non commutative. Generalizing, if USj depends
on USi and being C the cost function of implementing a user story in a given
time t, considering RC as the cost of carrying out a determined refactoring j,
then: C(USj)t + C(USi)t+1 = C(USi)t + C(USj)t+1 + RCj . Note that refac-
toring can become a complex process with a very high cost [8], which is directly
proportional to the number of implemented user stories [9].

Fig. 2. DB in time = t+1
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3 User Stories Dependency Concept

This section defines the concepts: Dependency on key (Definition 1) and depen-
dency on service (Definition 2).

Definition 1. Considering an agile project P, and E as the data model of P.
Given that USi and USj are user stories from P that respectively require data
represented in the entities Ei and Ej belonging to E. If after E is transformed
into the target model (usually relational model) the data structure generated for
the entity Ei adds the primary key attributes of the entity Ej, then USi has a
dependency on key with USj , and it is expressed as: USj → USi. In Figure 3,
the following dependencies on key are found: K={US2 → US1}.

Fig. 3. Example of simplified conceptual data and component diagram

Definition 2. Considering an agile project P which has been represented by a
component diagram C. Given that USi and USj are user stories from P, which
are implemented respectively in the components Ci and Cj included in C. The
user history USi has a dependency on service with respect to USj , if and only if
Cj implements at least one service used by USi in Ci, expressed as: USj → USi.
In Figure 3, the following dependencies on service are found: S={US2 → US1}.

Based on the above definitions, the complete set of depencencies is defined as:
D={K ∪ S}. Note that D can vary because of changes in user stories.

4 User Stories Dependencies Identification Method

The dependencies cannot be clearly inferred from the definition of USs. Building
an initial architecture (data and component models) helps to identify them. Both
models are transversal to the USs, see architectural models boxes at Figure 4.
The evaluation of the interaction of each user story with both models allows
the identification of possible dependencies. The proposed method identifies USs
dependencies. Its duration depends on the size of the project and the presence of
the whole team is recommended during its application to gain a project overview.
It is lightweight in the sense that it does not add load to the project, since the
activities or products needed are carried out in initial stages. If the USs or models
change, the identification method should be executed before starting the next
iteration (see Figure 4).

To identify dependencies between USs: First, a quick study of user stories de-
fined so far is suggested, generating a simplified data model (without attributes).
The use of the entity-relationship model is recommended since it helps to gener-
ate an overall view of the system. It is usualy generated in software projects and
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Fig. 4. Proposed method in iterative life cycle

therefore it does not add additional load. Notice that this diagram is not an ob-
jective in itself. Its purpose is to identify the elements from the data model that
each user story requires to be implemented, writing its identifier next to the data
element required. For example, brackets can be used as shown in Figure 3. Second,
establish the set of dependencies on key from the diagram, according to Section 3.
To do so, for example, the transformation rules from an entity-relationship model
to relational model can be used. Thus, given two elements A and B of a model
M, if element A migrates the primary key attributes to element B, then the user
stories related to B will have dependency on key of the user stories related to A.

To identify dependencies on service it is proposed: First, use a simplified com-
ponent model which will represent the list of user stories identified so far. This
diagram will include the components identified as well as the service relationship
between them. It has a high level of abstraction that allows to easily identify
the dependencies on service. Its creation provides a global perspective of the
system to the team, which is important for understanding the dependencies. As
in the previous case, this diagram is not a goal in itself. It can be replaced by
any other that allows identification of such dependencies. The USs involved in
the implementation of each component should be written within brackets (see
Figure 3). Second, identify the set of dependencies on service from the diagram,
according to Section 3. Thus, given two elements A and B of a model M, if the
element A implements a service required by B, then the user stories related to
B will depend on the user stories related to A.

The mechanism to register dependencies is to record them using a directed
graph like the one shown in Figure 5. Initially, all the USs are represented as
disconnected vertices. As soon as USj → USi is identified, an edge pointing
USi is drawn between vertices USj and USi. This representation informs quickly
about the dependencies among USs. Additionally, it helps to quickly identify
dependency chains between USs. The graph generated can be used as basis to
support planning or as an input for well known algorithms [1] [3] to generate an
implementation sequence that reduces the impact of dependencies.
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When interpreting the results, a vertex without incoming edges means that
this user story has no dependencies. If a vertex (USi) has incoming edges but
these edges come from vertices representing USs already developed, it is also
considered that USi has no dependencies. From the technical perspective, a
user story without dependencies can be implemented at any time or assigned at
any release and business value would be the main factor when prioritizing and
planning it. When planning, the development team must be aware that if a user
story (USi) is developed and it depends on other USs not developed yet, there
could be additional costs associated with refactoring and other technical risks.
The customer should be warned with this information before prioritizing the
user story. When a user story changes or a new one is introduced, the directed
graph must be checked to identify the USs that depend on the changed or new
user story. The architectural elements associated to these dependent user stories
are more likely to be impacted by this change. Therefore, the set of architectural
elements that are likely to change is reduced, facilitating the response to change.

5 Example of Use

This section focuses on a subset of USs extracted from a real project in which
the authors of this paper participated. This project included the development
of a software tool called Agile Management Tool (AMT). The subset of user
stories selected from AMT project is: US1 (Create User Stories); US2 (Create
Iterations); US3 (Create Projects). Due to the paper’s size restrictions this sec-
tion focuses only on the data model (see Figure 5). Following the identification
method proposed, references to USs related to each model element have been
included. Notice that when the simplified data model is transformed into rela-
tional tables, the primary key attributes from the entity Project (related to US3)
will migrate into the entity User Story (related to US1), which implies that US1
depends on US3, therefore an edge from US3 vertex pointing to US1 vertex must
be drawn. This way the team will continue identifying dependencies, generating
at the end a graph like the one showed on Figure 5. Based on it, the dependency
set is: D={US3 → US1; US3 → US2; US2 → US1}. Then, from the technical
point of view, since every user story depends on US3, the recommendation to
the customer would be implementing US3 first. Otherwise, the cost of refactoring
should be added to the cost of developing US1, US2 and US3.

Fig. 5. Original scanned data model from selected US
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6 Related Work

Some well known methods consider dependencies such as IFM [1] and Evolve
[4][3]. Nevertheless none of them provide a systematic mechanism for identifying
dependencies between user stories as the method proposed in this paper. In [2] is
proposed a method to identify dependencies but it relies on pairwise assessment
among the requirements. This is applicable for a small number of requirements
but requires too much effort facing a large number of requirements. Mike Cohn
states that if two user stories are dependent they must merge [5]. However, in
practice it has been seen that large user stories that cannot be completed in one
iteration, hinder the feeling of progress and therefore team motivation [7].

7 Conclusions

The implementation cost is non commutative due to the existence of dependen-
cies between user stories. If this fact is obviated, it could generate overrun in
the development of a product. This overrun comes from unnecessary refactoring
that could have been avoided with a different implementation order. Two defini-
tions of dependencies have been provided: dependency on key and dependency
on service. This paper contributes with a very lightweight method that identifies
dependencies between user stories, helping the planning and reducing the tech-
nical risks of the project, while reinforcing the architectural value as a lateral
effect. Furthermore, if this method is applied at the beginning of the project,
it helps to create a common perspective of the system. This method has been
designed to fit in an agile environment, following the agile values and principles.
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Abstract. This paper presents the initial findings from an action research study 
in applying Extreme Programming (XP) activities and generating agile docu-
ments. The study was carried out in a university computer centre in Malaysia. 
Data were collected from four software engineering (SE) teams in this centre. 
Simple and practical agile documents were successfully created during the 
software project and received positive feedbacks amongst team members and 
the centre management. The results of this study suggest that a right combina-
tion of personality types in a team can influence team performance. These  
findings offer valuable insights into aspects related to agile approach and 
documentation that can be explored and understood to suit an organizational 
culture and team personality types. 

Keywords: Agile documents, XP, SE teams, culture, personality types. 

1   Introduction 

Organizations need evidence that agile methodology can be well suited and applied in 
their working environment. Therefore, there is increasing interest among SE research-
ers in conducting empirical studies from industrial perspectives to provide more  
empirical evidences. Agile researchers in the industry were more focused on the agile 
perception [1-3] and comparison studies [4-6]. However, there are few studies on 
effectiveness of agile documentations in software industry.  

Even though agile is people-oriented, and communication plays a vital role in 
software development, it does not mean that written documentation should be ne-
glected. However, too much documentation is cumbersome and time consuming to 
produce and read. Often, nobody appreciates good documents until maintenance is 
needed. The culture of end-product orientation often pushed the documentation effort 
to a back burner. Therefore, this paper presents the authors’ approach in educating 
and training four SE teams of one university computer centre in Malaysia to generate 
agile documents while simultaneously developing new projects.  



 Agile Documents: Toward Successful Creation of Effective Documentation 197 

2   Related Works 

The suitability of using agile practices in large organization was conducted by Lind-
vall et al. [7] at ABB, DaimlerChrysler, Motorola and Nokia. The study showed that 
XP allowed developers to gain positive experiences because this methodology was 
easy to understand and therefore increased team morale. However, these organiza-
tions needed to define an agile process tailored to their current software practices to 
avoid conflict of interests in developing software. 

Sillitti, Ceschi, Russo, and Succi [4] conducted a survey of Italian companies. The 
study showed that agile companies were more customers centric and flexible, and 
therefore able to have satisfactory relationships with customer. Study by Greening [1] 
reported his challenging experiences in adopting XP practices in a document-centric 
company. Finally, after experiencing XP approach, the company decided to adjust 
their too many documents strategy and cater only high level documentation.  

Often, software engineering teams failed to maintain software documentation as 
reported by Lethbridge, Singer, and Forward [8] because the surveyed SE teams were 
convinced that out-dated documentations remain useful. To accommodate this sce-
nario, Selic [9] suggested that stable design requires more comprehensive documenta-
tion, but new project requires only adequate information to serve as communication 
purposes.  

3   Methods 

A university computer centre in Malaysia was selected for this study.  In this study, 
four SE teams consisted of eight system analysts and sixteen programmers were se-
lected to participate in ‘Embracing XP Projects’. This project came about because one 
of the computer centre deputy heads who was in charged of applications was an ‘XP 
convert’. The manager’s prior involvement with XP started when he was one of the 
project advisor in earlier studies [10, 11]. He was impressed with XP effective  
documentation that were simple and practical because existing situation demands the 
computer centre to adopt this approach.  

All SE teams were sent to agile workshops before the projects started since the ap-
proach was new to them. XP was chosen in this study because it is the most prevalent 
in agile software development methodology [12]. The workshops addressed the the-
ory and the practical aspects of agile software development. During this workshop, 
agile documentation was introduced to facilitate team members in documenting the 
project development works. The documentation consisted of Unified Modeling Lan-
guage (UML) use case diagram, entity-relationship diagram (ERD), object files, and 
interface designs.  

3.1   Data Collection and Analysis 

This study used action research approach. Data were collected through a series of 
interviews, short-term observations, and a personality questionnaire. The action 
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research approach allows a flexible and responsive strategy that helps improve the 
learning experiences and practices of the participants. The observations were carried 
out for six-months to improve the understanding of the working culture in the 
computer centre under a natural setting. Interviews were carried out using semi-
structured interviews with selected participants to ascertain that each team understood 
and applied XP practices as much as possible and document the projects meticulously. 
Every interview session lasted between five to 10 minutes. The interviews were audio 
recorded and transcribed after each session. Follow-up questions were asked via face-
to-face meetings when clarifications were necessary. During the interview sessions, 
the problems that were encountered were discussed. Software quality delivered was 
measured using software quality metrics [13]. The quality was assessed by the top 
management of computer centre. 

The Jung Myers-Briggs (MBTI) personality questionnaire test was used to assess 
the personality of each software developer. The personality test result was a combina-
tion of four dimensional pairs, which are Introversion (I) and Extroversion (E), Sensing 
(S) and Intuitive (N), Thinking (T) and Feeling (F), and Judging (J) and Perceiving (P). 
These four dimensions then make up 16 possible combinations of personality types as 
depicted in Table 1. 

Table 1. The 16 MBTI personality types 

             
 
 
 
 
 
A person can be classified into one of the 16 personality types based on the largest 

scale obtained. For example, a person scoring higher on Introversion (I) than Extro-
version (E), Sensing (S) than Intuition (N), Thinking (T) than Feeling (F), and Judg-
ing (J) than Perceiving (P) would be classified as an ISTJ.      

4   Results and Discussion 

The results were discussed based on data gathered during this study. It explained 
factors contributing to the successful creation of agile documentations. 

4.1   Creating Effective Agile Documents 

During the planning game activities, all teams were able to discuss and write story 
cards. Even though some teams claimed the activity was easy, others found the story 
cards to be cumbersome. It was observed that the story card acts only as a foundation 
for starting a project, but as the project progressed, the story cards were not used be-
cause members realized, that story cards were difficult for tracking requirements and 
rescheduling projects. Instead, team members were more comfortable using interface 
design, because interface designs are diagrammatic in nature. Therefore, both devel-
opers and clients were able to discuss and visualize requirements better. 

ISTJ ISFJ INFJ INTJ 
ISTP ISFP INFP INTP 
ESTP ESFP ENFP ENTP 
ESTJ ESFJ ENFJ ENTJ 
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A decision was made to compile and document use cases, ERD, interface designs, 
and object files into formal project documentation called a Simple Design Document 
(SiDD). This documentation allowed work to be completed simultaneously, and 
therefore, team members were not burdened with additional documentation tasks. The 
documentations tasks can be upgraded easily by updating interface design and linking 
the source codes simultaneously during the design and coding phase. The simple  
and practical agile documents were appreciated and commented on by the members 
and management teams: 

“It [simple design document] was easy, because it was simpler from what we 
have done before…last time we completed the documentation just for the 
sake of documentation but not to use or refer to…”  [Team member1] 
 
“Let say, if after this other people take over, they will see the system flow, to 
find the scripts [source codes] is easy ….because it is link like this [the sim-
ple design document]  [Team member2] 
 
“We have more current systems that do not have documentation, so we will 
use this approach [simple design documentation] as reference…”  
[Application manager] 
 

Document effectiveness was measured using Producing Quality Technical Informa-
tion (PQTI) selected matrix [14]. The quality metrics were understandability, usabil-
ity, and accessibility. The effective documentation was assessed by the organization 
manager. The management was very satisfied and confident that the approach can 
assist the centre in applying simple and practical system documentation.   

4.2   Personality Factors toward Successful Creation of Agile Documents 

Researchers showed that personality types play an important role in adapting new 
technology [15] and organizational change [16]. In this study, it was observed that a 
combination of personalities in a team encouraged XP to be easily accepted by the 
team members.  

A majority of the members were combinations of Introverted-Intuitive-Thinking-
Judging, INTJ; Introverted-Sensing-Feeling-Judging, ISFJ; Extroverted-Sensing-
Feeling-Judging, ESFJ; and Introverted-Intuitive-Feeling-Judging, INFJ, personality 
types.  Detailed combinations of personality types for each team are shown in Table 
2. Earlier research has demonstrated that the predominant personality types of infor-
mation technology (IT) professionals are introverted and thinking people [17-19]. In 
this study, Team C was the best team able to deliver effective documentation and 
quality software according to the deadline. A good combination of members’ person-
alities for this team ensured that the team was stable and able to proceed with their 
project successfully. The team combinations in this study allowed the members to be 
more courageous and innovative when adjusting to the agile documentation and  
XP practices. This observation was supported by research on personality and job  
performance [20].  
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Table 2. Composition of SE team’s personality types 

TEAM Member1 Member2 Member3 Member4 Member5 Member6 
Team A ISTJ INTJ ENTJ INTJ INTJ ESFJ 
Team B ESFJ ENTJ INTJ ISFJ INFJ INFJ 
Team C ISFJ INFJ INTJ ESFJ ISFJ ENFJ 
Team D ESFJ ESTJ ESTJ INTJ ENFJ ISTJ 

5   Conclusion and Future Works 

This study reported the initial findings of an action research study in applying XP 
practices and thereby generating simple but effective agile documents. 

Agile documents were successfully created because they were generated simulta-
neously during the design and coding of the projects. Due to the simple and practical 
way of creating these documents, the person in-charge of documentation acknowl-
edged that creating agile documents was not time consuming and troublesome.  

A combination of good personality types amongst team members ensured that XP 
activities were easily accepted. Personality types, effective methodology, and organ-
izational culture are important factors that must be considered in generating innova-
tive teams, creating effective work culture, and delivering quality software. Further 
studies of these relationships would be valuable in creating a new generation of crea-
tive and innovative SE teams. 

Future works will include analyzing psychological data, such as personality types, 
and work related well being in relations to software methodology. The study will look 
into how these data affected the acceptance of the evolving XP activities in Asian 
countries. 
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Abstract. One of the ideas of agile software development is to respond
to changes rather than following a plan. Constantly changing businesses
result in changing requirements, to be handled in the development pro-
cess. Therefore, it is essential that the underlying software architecture
is capable of managing agile business processes. However, criticism on
agile software development states that it lacks paying attention to archi-
tectural and design issues and therefore is bound to engender suboptimal
design-decisions. We propose an architectural framework, that by explic-
itly distinguishing computational, coordinational, organizational, distri-
butional, and communicational models offers a high degree of flexibility
regarding architectural and design changes. The framework strength is
facilitated by a) combining the characteristics and properties of archi-
tectural styles captured in a simple API, and b) offering a predefined
architectural structure to the developer of distributed applications to
cope with complexities of distributed environments. The benefit of our
approach is a clear architectural design with minimal mutual effects of
the models with respect to changes, accompanied by an efficient realiza-
tion of new business requirements.

Keywords: Agile Business Requirements, Agile Software Development.

1 Introduction

Business constantly changes. Therefore, software architectures should be able
to manage agile business processes and need to have the ability to meet future
changes and business needs. The field of agile software development [1] addresses
exactly the challenges of an unpredictable, turbulent business and technology
environment. Thus, the main question [2] in software development regarding
software architecture is how to handle these changes better, while still achieving
high quality. On the one hand, how many various numbers of eventualities have
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to be taken into consideration, and therefore how much time and effort should be
invested into design and implementation of components or layers with respect to
a good architectural design to cover all these circumstances, which eventually at
the end may be not used at all. And on the other hand, performing no or hardly
any planning ahead, and at the same time bearing the risk of redesigning the
existing architectural design from the scratch, once it is not capable of handling
the latest requirement [3]. The former case means, that software developers a)
do not really focus on realizing the current requirement, but b) develop compo-
nents which might not be needed in future. This results in higher development
time and costs. Problems regarding architectural and design issues in ASD have
been discussed in several papers, like [4], [5], [6]stating that ASD lacks paying
attention to architectural and design issues and therefore is bound to engender
suboptimal design-decisions.

In this paper we propose the Architecture Framework for Agile business
requirements (AFA)1 in ASD, in which it is explicitly distinguished between
computational logic, coordinational, organizational, distributional, and commu-
nicational models. The five categories are independent of each other and therefore
AFA offers a high degree of flexibility regarding architectural and design changes
introduced by agile business processes. In the proposed framework the categories
are not implemented by means of the software layer pattern [7] but rather in
a component-oriented style [8], while making usage of the interceptor pattern.
This allows to keep changes local or extend categories individually. AFA can be
seen as an abstraction layer between applications and architectural styles, and
as such it provides loosely coupling between the applications and their way of
coordinating each other, between applications and architectural styles, between
the applications and the way they process, distribute, and exchange information.

2 Related Work

Distributed middleware are mostly based on either dataflow style, such as
pipes-and-filters, on data-centered style, i.e. a repository, or on implicit invoca-
tions, like publish-subscribe or event-based [9]. A detailed description regarding
the advantages and limitations of the combination of architectural styles can be
found in [10].

Concepts for agile software development (ASD) have been created by expe-
rienced practitioners and can be seen as a reaction to e.g., plan-based meth-
ods, which attach value to ”a rationalized, engineering-based approach” [11].
By contrast, ASD has been proposed as a solution to problems resulting from
an unpredictable world, and several agile methods have evolved over time, like
Dynamic Systems Development Method [12], or XP [13].However, there is also
skepticism [14] regarding ASD with respect to architecture design and implemen-
tation issues. One of them is that agile development is an excuse for developers
to implement as they like, coding away without proper planning or design [4],
[2] and consequently causing suboptimal design-decisions [5], [6].
1 An implementation of the framework can be downloaded at www.mozartspaces.org

www.mozartspaces.org
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Software architectures for distributed systems are a challenge in terms of soft-
ware development and evolution. Yet it is known from experience that evolution
is a key problem in software engineering and exacts huge costs, thus companies
spend more resources on maintenance (i.e. evolving their software) than on initial
development [3]. Experiences [15], [16] gained by several case studies revealed
most influential risks and their affects on the design of the software architecture.
The range of affects starts at a complete refactoring of the architecture e.g., in
case of poor clustering and ends at adding architectural add-ons.

3 Architecture of the AFA Framework

The main components [17] of the AFA Architecture are Containers, Coordina-
tors, and Aspects. A container is a collection of entries accessible via a basic
simple synchronous and asynchronous API of read, take, write, and destroy op-
erations. In case of read, take, and destroy, the operation may be blocked in case
the queried entry is not available. Coordinators are programmable parts of the
container and are responsible for managing their own view on the entries in the
container. A container may host multiple coordinators which aim is to represent
a coordination model and to structure and organize the entries in the container
for efficient access. Finally, a container may be surrounded by a set of pre- and
post-aspects, representing additional computational logic and deployed at spe-
cific interception points according to the interceptor pattern. They are executed
on the peer where the container is located and are capable of changing or to
extending the operation with further functionalities, e.g., to replicate container
entries [18].

The three main concepts of the framework form a predefined structure for
the developer of distributed applications to cope with complexity issues of dis-
tributed systems. These issues can be explicitly clustered and categorized resulting
in models distinguished by their capabilities for managing computational, coordi-
national, organizational, distributional, and communicational requirements.

The computational category represents the application logic and thus the busi-
ness requirement. It specifies the behavior of the application in case of receiving
data and when to write new data into which containers. For the application a
container may look like an endpoint known from ESBs [19]. However, an end-
point abstracts underlying protocols trying to map high-level process flows into
individual service invocations. A container abstracts transportation protocols as
well, but offers the capability to use other coordination models beside the FIFO
coordination style representing simple messaging.

The coordination model is used to express the communication and synchro-
nization requirements between applications. This decoupling allows to switch
between coordination models [17] transparent to the application accessing the
container by replacing the existing coordinator in the container. In traditional
sense, the computational and coordination models are combined, since a lot of
the systems rely on the pipes-and-filters or call-and-return architectural styles.
This implies that the application itself also has to contain and implement the
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complexities coming along with the used coordination model. Furthermore, from
the point of view of the application it is ”‘just”’ reading and writing entries into
a container. However, although the container has an entry - written by another
application - it may still not be accessible since from the point of view of the
coordination model the ’coordination strategy’ may not be yet complete.

The organizational category hides from the application the various combina-
tions of architectural styles [10], offers space for managing cross-cutting concerns,
and abstracts resources. Architectural styles explicitly designed for coordination
issues, like the blackboard style (see section 2), have already been taken into
consideration in the coordinational category. A big contribution to this category
is given by the aspects as they may contain any computational logic a) restricted
to the aspect only, like filter functionalities, or b) logic that needs access to other
resources, like in the case of aggregating events or logging operations.

The distributional category deals with transparency issues known from
distributed systems, like location-, migration-, relocation-, and replication-
transparency. From the application point of view it is not known whether the
container is embedded, hosted locally, or on a single server or in a P2P network.
Similar to an ESB, AFA enables to migrate a single container executed on a
server to a replicated one. However, by means of aspects the container can be
located and replicated in a P2P environment. In such case, aspects installed at
every replica would define the replication technique and the consistency strat-
egy between the replicas [18]. Since aspects may contain any code, for software
developers it is not necessary to implement replication issues from the scratch.
Aspects may contain already existing solutions to these issues, like realized in
group communication protocols.

The communicational category allows to specify how the necessary informa-
tion needed for coordination is exchanged between the participating containers.
It describes how data from one container is transmitted to the other. The model
may contain lower level protocols or higher level ones like P2P protocols. How-
ever, in case the developer decides to use group communication protocols, as
mentioned before, AFA cannot modify the settings of that product, since it is
not it the scope of AFA and thus the communicational category anymore.

4 Discussion

The proposed AFA framework explicitly distinguishes between five categories
each responsible to manage specific complexity issues of distributed environ-
ments. This helps system engineers to identify only those components which are
effected by a new business requirement, and thus minimize the effects of the
implementation of the new requirement on other categories.

Todays middleware technologies represent a specific architectural style [10].
This implies that the middleware itself either does not have the ability or would
require a lot of effort to satisfy business requirements the middleware has not been
explicitly designed for. On the contrary, the AFA framework abstracts the com-
bined power of several architectural styles and thus facilitates the implementation
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of new requirements by specific changes in the AFA structure (coordinators and
set of aspects). The advantage of such a structure is that an average engineer [20]
with limited knowledge about e.g., design patterns, object-oriented programming,
or available frameworks operates with simple concepts in each category. This lim-
its the numbers of design and implementation decisions an average engineer would
have to make. This also means that in case of design mistakes and implementation
errors the effects of the decision is limited to the category where it has been made.
The limitation of the concept is that professional engineers may be restricted in
their way of implementing. Since they have the right knowledge, they know how
to tune frameworks or how to design architectures in combination with the right
design patterns in order to a flexible and efficient software design. The AFA struc-
ture would limit they degree of freedom with respect to design decisions.

5 Conclusion and Future Work

In this paper, we described the concept of the Architecture Framework for Agile
processes (AFA) as an abstraction framework in order to allow the efficient real-
ization of new business requirements with minimal effects on other components
in the architecture. The concept is capable of representing the characteristics of
different architectural styles at the same time and by explicitly distinguishing
between computational, coordinational, organizational, distributional, and com-
municational models, it offers a high degree of flexibility. The combination of
a generic interface, containers, coordinators and aspects a) offers a predefined
architectural structure to the developer of distributed applications to effectively
cope with complexities of distributed environments, and b) allows to decouple
the models resulting in minimal mutual effects in case of changes transparent to
the application. Further work will include a benchmarking of the framework,
i.e. to what extent does the additional abstraction layer decrease computa-
tional performance. A more comprehensive evaluation with respect to testing and
development time is intended.
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Abstract. This paper presents a literature review on story-test driven develop-
ment. Our findings suggest that there are many lessons learned papers that  
provide anecdotal evidence about the benefits and issues related to the story test 
driven development. We categorized these findings into seven themes: cost, 
time, people, code design, testing tools, what to test and test automation. We 
analyzed research papers on story test driven development to find out how 
many of these anecdotal findings were critically examined by researchers and 
analyzed the gaps in between. The analysis can be used by researchers as a 
ground for further empirical investigation. 

Keywords: Story Test Driven Development, Executable Acceptance Test 
Driven Development, Requirements, Systematic Review, Testing, Empirical 
software engineering, Agile software development. 

1   Introduction 

The Story Test Driven Development (STDD) is a way of communicating require-
ments using tests. The purpose of STDD is to facilitate better communication between 
the customers and the development team by reducing the ambiguities in the require-
ments. The testable requirements can either pass or fail, thus story tests reduce the 
ambiguities in requirements interpretations. This idea is currently called many names 
in the agile software engineering community: functional tests [1], customer tests [1], 
specification by example [2] and scenario tests [3], executable acceptance tests [4, 5] 
and behavior driven development [6] among many.  

The idea of STDD has been in circulation in the agile software engineering com-
munity for a decade now starting with Beck’s publication of his book [1] in 1999. For 
the last decade, we have seen the industry accept and practice many of the agile con-
cepts in varying degrees despite their initial objections. For example, TDD has been 
widely accepted by developers in industry. However, comparably STDD is much less 
adopted and there is still a lot of confusion about what STDD is and where it should 
be used. The aim of the paper is to analyze the state of our knowledge on STDD. We 
want to categorize what people found to be the difficult points in practicing STDD 
and what research has discovered so far in our understanding of STDD. We per-
formed a literature review on STDD papers published in conferences, magazines and 
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journals. We categorized them into lessons learned/experience papers, tool develop-
ment papers and empirical research papers.  

2   Result 

This section describes in detail on STDD that are published in various publication ven-
ues in the past. We categorized the discussion points into 7 themes: cost, time, people, 
code design, testing tools, what to test, and test automation issues. We first describe the 
points from the lessons learned and tool development papers and describe the findings 
from the research papers. For references that start with [T], please refer to [7]. 

2.1   Cost 

Budget is an important aspect of software development projects, especially when one 
needs to justify the cost of introducing a new process such as STDD into a develop-
ment team. Authors in [T15, T16, T17] suggested that the benefit of STDD is to help 
keep the project within budget. Schwartz also states that the automated story tests can 
“run often and facilitate regression testing at low cost”[T16]. However, four papers 
[T15, T16, T18, T19,] stated that STDD may not pay off because the cost of writing 
and maintaining the tests is high. In addition, four papers stated that their teams  
did not have the budget necessary to automate the tests [T18, T19, T20, T21]. There 
were no research papers that explicitly analyzed the cost and budget aspect of STDD 
process or the STDD tools. 

2.2   Time 

Five points were discussed in the lessons learned papers as the benefits of STDD 
process: 1) The STDD can help check the overall progress [T15, T17, T18, T19, T22, 
T23, T24, T25, T26, T27, T28, T29, T68]; 2) adapt to requirements changes with the 
help of instant feedback, which can help keep the project on time [T18, T27, T30]; 3) 
continuous verification (test often, repeatedly)[T17, T25, T27]; 4) better estimation of 
the stories [T23, T31]; 5) immediate defect fixes [T28, T32]. However, some lessons 
learned papers identified three issues related to time: 1) writing and maintaining tests 
took considerable time [T17, T28, T29, T33, T34, T35], 2) it can take long time to 
execute the tests [T24, 34, 36, 37, 38], and 3) there can be a lack of time to build the 
necessary testing tools and infrastructures [T28].  

There were two research papers that dealt with time on STDD. The research paper, 
[T72], discovered that the test subjects were able to write and test using story tests 
within an expected amount of time. The research paper, [T74], discovered that timing 
was a matter of discipline more than an actual timing problem.  

2.3   People 

Software is developed by people. Their commitment, skills and collaboration are im-
portant in the success of the development project. The lessons learned papers suggest 
there are five benefits: 1) better communication with the stakeholders [T17, T25,  
T31, T39, T40, T41, T42, T43, T63, T64], 2) confidence about the progress and  
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deliverables [T17, T19, T28, T32, T38, T39, T41, T44, T45], 3) better awareness for 
testing in the team [T81, T35, T61, T17, T28, T68], 4) encouragement of collabora-
tion between right people [T39] and 5) anyone can quickly understand what has been 
developed [T34, T35]. The lessons learned papers also identified two problems re-
lated to people. 1) The STDD affects everyone, which made the adoption difficult 
[T24]. 2) Some papers identified that there was no direct contact between developers 
and customers because the tests were too explicit [T34, T41]. In addition, there were 
some papers that discussed the people’s skills. Some papers argued that it took too 
long to learn the STDD testing tool or the specification language [T27, T46, T55]. 
Some authors identified that lack of test automation experience in the team was the 
barrier [T25, T43, T46, T48, T69], but most of them overcame the problem quickly.  

In terms of the responsibility of writing and maintaining the story tests, there were 
teams where the whole team was equally responsible for the tests [T19, T26, T35, 
T48], or a separate group of dedicated developers/testers were created for STDD 
[T18, 34]. One team used pair story testing method [T18]. In terms of who writes the 
tests, there were many variations. Some stated that the customers wrote the tests with 
the help of the developers and testers [T23, T24, T25, T27, T30, T36, T42, T49, T50]. 
In some cases, developers wrote the story tests with the customer collaboration [T20, 
T26, T27, T51]. In some teams, the QAs wrote the tests in collaboration with the  
customer [T19, T45]. 

We found seven research papers that looked into people related issues. [T67] per-
formed an experiment on how quickly developers can learn to use a STDD tool and 
discovered that 90% of the test subjects delivered the Fit tests on time. However, the 
researchers in [T70] discovered that there was difficulty in learning some of the Fit 
fixtures, because the test subjects only used a very basic and limited number of fixtures 
types. The experiment performed in [T72] suggests that there was no difference in the 
quality of story tests produced by business graduate students or computer science 
graduate students. The research in [T73] suggests that experienced developers gain 
much more benefits from Fit tables in software evolution tasks, suggesting that previ-
ous experience does matter. The research in [T74] found that story tests alone could 
not communicate everything, because it didn’t provide the context. The researchers in 
[T77] found that the story tests are the medium for communicating complex domain 
knowledge, especially in a very large software development team. The researchers in 
[T75] discovered that story tests written in Fit actually were more ambiguous to  
untrained test subjects, because they didn’t know how to understand the Fit tables.  

2.4   Code Design 

The lessons learned papers identified that there are 1) a better design of the code for 
testability, such as separation of backend functionality from the user interface code 
[T15, T18, T33, T35, T38, T52, T53, T54, T55]. 2) Some discovered that the team 
produced quality code first time and discovered that STDD can drive quality [T21, 
T22, T41, T56, T71]. 3) The STDD can drive the overall code design [T17, T25,T56] 
and 4) developers had better understanding of their code [T45]. 5) Some papers  
argued that STDD also helped developers think about the user experience early  
[T22, T25]. There were no papers that identified the issues or concerns related to code 
for STDD.  
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There were four research papers related to the code design. The researchers in 
[T70] discovered that more quality code is produced the first time. The research in 
[T73] suggests story testing tools can help with software evolution, especially for 
more experienced developers who are coding alone. The researchers in [T76] con-
firmed that Fit tables can help developers perform code maintenance tasks correctly, 
because it ensures that requirements changes are implemented appropriately and the 
regression tests ensure that the existing functionality are not broken. However, the 
experiment performed by [T72] showed that there was no correlation between  
the quality of the story tests and the quality of the code.  

2.5   Testing Tools 

Many papers deal with tool support for STDD. The papers suggest that there is a lack 
of tools that can help facilitate STDD effectively. First, we present the discussions 
related to the types of tools that were used for STDD. Some used capture/replay tools 
[T18, T30, T51, T57, T58,]. However, most people voiced that the capture/replay 
tests are easily broken even with a minor/cosmetic changes in the user interface. In-
stead, some people use unit testing tools such as jUnit and nUnit [T15, T28, T36], 
because they give a lot of power to the developers for automation. Some people used 
word processors or spreadsheets for acquiring the story tests from the customers [T15, 
T18, T33, T45]. Some people used XML for the test specification [T18, T33, T43, 
T49, T59]. Some people preferred scripting languages or API based tools such as  
Selenium [T18, T28, T32, T38, T43, T55, T58]. But most people used tabular and 
fixture based tools such as Fit [T16, T17, T22, T25, T27, T30, T33, T34, T37, T39, 
T43, T44, T45, T46, T48, T49, T50, T59, T60, T61, T62].  

In terms of ways people use these tools, some people argued that customers and 
developers ended up using different tools based on their familiarity of the tools [T21, 
T24, T29, T38, T45, T60]. Some people also integrated other testing, bug tracking, 
and/or domain-specific productivity tools [T42, T43, T60, T63].  

In terms of features that people thought were important in story testing tools are 
automated test generation [T29, T36, T51, T58], automatic test data generation [T36, 
58] and automatic documentation generation [T24, T31, T52]. In addition, some people 
thought important tool features include viewing the test result history [T29], refactoring 
of the tests [T18, T21, T25, T29, T65] and test organization features [T24, T25, T29].  

In terms of research papers, [T78] analyzed whether annotated documents in story 
testing tools can help write better story tests. The researchers in [T79] also performed 
an annotation experiment on a medical domain. Their findings suggest that the par-
ticipants who were given an annotation to follow created story tests with less missing 
elements than those groups that did not. 

2.6   What to Test in STDD 

We found that there are surprisingly many variations on what to test using story tests. 
They include the graphical user interface in order to simulate how user will interact 
with the system [T22, T41, T51, T57, T58], web services, web applications and net-
work related issues [T32, T43, T49], backend functionality (functional requirements) 
[T31, T41], performance [T19], security [T19], stability [T19], non-functional  
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requirements [T31, T36], end-to-end-customer’s perspective of the feature [T17, 
T51], regression testing [T15, T21, T22, T24, T28, T32, T33, T38, T43, T48, T50, 
T51, T61], user interaction [T21, T25, T38, T57], concurrency [T41, T43], database 
[T43], only the critical features as judged by the developers [T27], and multi-layer 
architecture of software design [T54]. Finally, most people thought the purpose of 
STDD is not so much about testing, but to communicate the requirements with the 
customer in an unambiguous way [T17, T24, T25, T27, T29, T30, T31, T39, T55, 
T56, T62]. No empirical evaluation of this question exists in terms of story test driven 
development. 

2.7   Test Automation Issues 

Finally, we analyzed the issues involved with automating story tests. Some people 
identified that there is a real difficulty in maintaining the tests especially in large pro-
jects [T21, T24, T28, T29, T36, T51]. Similarly, there is difficulty in organizing and 
sorting the tests in order to see the big picture [T20, T21, T34, T38]. Some found that 
it is difficult to locate defective code [T18, T20, T21, T24], because a story was  
concerned with a bigger scope of a feature. There is a desire to automate at the user 
interface level [T18, T21, T25, T38, T40]. One author desires for better usability of 
the testing tools [T33]. Some people desired for more readable test specifications 
[T17, T21, T24, T25, T33, T34, T41, T42, T57, T66, T81]. Some people thought 
keeping track of the history of the tests is important [T34]. One author worried that 
the team ignored the tests because there were too many false alarms [T38], mainly 
because the tests relied on the GUI, which broke the tests easily even with only small 
changes to the user interface. Another concern is a lack of readily usable testing tools 
that can accommodate specific needs [T38, T45]. One author argued that the problem 
is with the incompatibility of different platforms and languages for the tests [T45]. 
Some people emphasized that tests should be written using more reusable objects and 
services [T34, T45, T61]. Some people argued for separation of test data and test code 
and the tool should help with the separation [T18, T32, T53]. No research paper ana-
lyzes these issues in relation to story test driven development. 

3   Discussion 

The review suggests that we need a lot more research done in the area of story test 
driven development. Just from the number of papers we found, we were able to dis-
cover 49 lessons learned papers and 8 tool development papers but only 8 research 
papers. There is no research done in the area of cost, test automation issues, or what to 
test. Much of the research done so far since the introduction of STDD focused on 
time, people and code design. The research is also done with a very small group of 
research participants and we still lack enough evidence to aggregate these findings 
into general knowledge.  

We need better understanding of what can be tested by story tests and what should 
be outside the scope of STDD. The industry practitioners have a lot of concerns about 
the test automation and the lack of tools to facilitate STDD in a cost-effective  
and timely manner. Our findings suggest that the gap is very wide between what  
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researchers were able to provide to the practitioners at the time and what are needed. 
Existing papers focused on time, people, code design and tools, but there are still 
many unanswered questions as well as conflicting results. Thus, a substantial amount 
of empirical research on STDD is needed to create a solid foundation for rational  
decisions in this area. 
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Abstract. This paper empirically studies a group of projects in a large bureau-
cratic government agency that adopted iterative and incremental development 
(IID). We found that a project that followed IID since inception provided  
substantially better bug-fixing responsiveness and found bugs earlier in the de-
velopment lifecycle than existing projects that migrated to IID. IID practices 
also supported managerial decisions that lead to on-time & on-budget delivery. 
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1   Introduction 

With the ascendance of Agile Methods it has become hard to find articles related to 
process improvements without hitting the words “Iterative and Incremental Develop-
ment” (IID). Incremental means “add onto” and Iterative means “refine” [1].  

This paper reports on a case study that was conducted to understand the adoption 
of an IID approach by a group of IT projects in a large bureaucratic government 
agency. The improvement efforts were motivated by concerns identified by the busi-
ness clients of those projects, primarily: poor bug-fixing responsiveness and delivery 
delays. The focus of this work was to understand how effectively the process changes 
have been able to deal with these concerns. To this end, we explore the practices in 
the context of a new project in comparison with existing projects that migrated to IID, 
both quantitatively and qualitatively.  

An industrial investigation of IID practices merits examination for various reasons. 
IID is often seen as the innovative response to traditional engineering practices [2]. 
Many believe that IID practices have hit the mainstream of application development [6]. 
Others believe that “we’re not there yet” [7]. Perhaps these contradictory views are 
related to the fact that much of the evidence about Agile adoption has been decontextu-
alized [4]. In addition, Dingsoyr et al.’s roadmap [3] calls for more industrial collabora-
tion through Action Research and for more knowledge on how Agile principles, such as 
IID, work in different contexts. In our research, a governance model faced with strict 
conformance to rules and regulations resulted in formal decision-making processes. This 
culture and context led managers to adopt IID through a methodology with a higher 
degree of “ceremony and formality”, the Rational Unified Process (RUP) [5].  
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The IID adoption strategy we present in this paper followed a “go all in, but iter-
ate first with some public display” [10]. IID adoption efforts were motivated by sev-
eral “smells” [9] identified by the business clients of those projects (poor bug-fixing 
responsiveness and delivery delays). The adoption was top-down and mandated that 
all projects in the organization had to follow the new RUP practices, but the adop-
tion path for existing projects was limited (discussed in a previous paper [14]). 

2   Case Study 

We collected data from a suite of three pre-existing complex projects in the largest IT 
program that migrated to IID practices (Projects Transitioned), and from a suite of 
four new applications developed using IID practices since inception (Project New). 
Table 1 presents some organizational context following Eckstein’s five dimensions to 
categorize the largeness of a project [11]. 

Table 1. Jutta Eckstein five dimensions of largeness 

People 900 employees in total. Ten IT programs with 191 IT professionals. 
Scope Real-time validation of complex government rules and regulations during 

on-line submission of data, with a user base of over 11,000 users. 
Money The projects under study had budgets of over $1.5 million dollars. 
Time One to three years for a first production release. 
 
Risk 

Innovative and unconventional systems. Specially, one of the web  
applications is considered a “state of the art” government application. 

 
Due to external industrial factors, such as the Alberta oil and gas boom, develop-

ment was fast paced and many releases were rushed or delayed. Fixed delivery dates 
forced unreliable acceptance testing schedules on the business clients. IT project 
teams quickly evolved from small groups of four to six developers to increased teams 
of over 15 developers. In less than three months the existing projects under study 
grew to 40+ team members. The result was poor software quality, low team morale, 
and loss of trust between IT management and business clients. Business clients com-
municated the need for better quality, better stability, better responsiveness, and more 
reliable testing schedules to management.  

The introduction of process improvements in real life is a complex problem that 
involves many simultaneous factors. IT Management made a small number of process 
changes over a period of approximately 13 months to Projects Transitioned (discussed 
in a previous paper [14]). In this section we provide further contextual information 
about the process changes in the new project that followed IID since inception (Pro-
ject New), to avoid decontextualization [4]. Specific practices adopted by this new 
IID project included: short iterations, iteration planning, scheduled iteration testing, 
iteration end demos, risk management, early prototyping, and external focus groups 
for user acceptance tests. 

The reviewed RUP execution state used by Project New included: the iterative RUP 
lifecycle, Rational Tools, Role sets, and selected work products (approximately 13).  
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The team experimented with iteration length during the Inception and Elaboration 
phases. At the end of first Elaboration phase, the team decided to follow three-week 
iterations as more become known about the project. Transition iterations were an ex-
ception; they were seven weeks long. The team also started to hold daily stand-up 
meetings during the Elaboration phases and the developers implemented unit tests to 
prototype and evaluate the risk of project tasks. Later in the construction stages the 
team stopped developing and maintaining these unit tests. Manual testing occurred 
during the last week of an iteration. During the last week of Construction iterations 
code was delivered to a staging environment - the “Sandbox.” A dedicated tester and 
the business analyst used this staging environment to test and validate the builds. The 
team prepared demos for the business clients at the end of each iteration. These demos 
presented the progress of the iteration to business clients for feedback by showing a 
working version of the system in so far.  

2.1   Methodological Approach 

The data presented is longitudinal. It extends over three years of data from Projects 
Transitioned and over two and a half years of data from Project New.  

The Goal Question Metric approach (GQM) proposed by Basili et al. [8] was 
adopted in order to formalize the research goals and to find appropriate measurements 
to answer them. The question: “How long did it take to fix bugs?”, resulted in two 
metrics: bug-fixing responsiveness in days (quantitative data) and subjective views of 
business clients (qualitative data). This question and metrics were applied twice: once 
for (Projects Transitioned) and once for (Project New). 

 
Quantitative Data. Bugs were grouped based on priority.  Mixing all the bugs to-
gether would lead to a less realistic representation of bug fixing responsiveness as 
higher priority items would most likely be worked on first. Bug priority was used 
instead of bug criticality because according to interviewees, a clear definition of a 
critical bug was not available until the later stages of the RUP adoption. We define 
bug-fixing responsiveness as: 

 
Bug-fixing responsiveness (in days) = The number of days between when the bug 
was submitted and when it was closed. (1) 

 
Only bugs logged from the RUP Transition forward were measured for Projects 

Transitioned to allow a fair comparison of the affects of the IID adoption. Bug reports 
that did not include any action related to a developer analyzing and/or fixing the bug 
were excluded. As a result, we only included 958 bugs from Projects Transitioned and 
only 318 bugs from Project New in our analysis.  

 
Qualitative Data. Data was gathered using field notes based on interview sessions 
with the project manager, technical lead, business analyst, and one developer from 
Project New. Three to four sessions were conducted with each of the participants for 
approximately 20 minutes each time. The questions were designed based on quali-
tative interviewing techniques [12] with probing questions [13].  
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3   Results 

On-time & On-budget Delivery. The risk list document and iteration demos provided 
a more tangible way to manage and negotiate expectations. Business clients bought 
into the idea of having a subset of the project delivered first instead of prolonging 
the delivery timelines. Based on items of this risk list the business clients agreed 
to break Project New into two phases at the end of Elaboration Iteration 2. Al-
though the project took longer than it first envisioned, both phases of Project New 
were delivered on-time and met the deliverables milestones.  

This government agency has a set budget given to the IT Department at the begin-
ning of each fiscal year.  The budget for Project New was set during Inception. 
The interviewed business clients and the project manager stated that this project 
was on-budget. The interviewees indicated that no overtime was required or imposed 
to the project team.  

This was confirmed by the overall perception of this project in the organization 
that this was “ the first IT project to be on-time and on-budget in six years.” 

 
Better Bug Detection. A core goal for software is to deploy bug-free software. Bugs 
found before deployment are a sign that the overall process is working. As such, we 
analyzed where in the development process most bugs were being logged for both 
Projects Transitioned and for Project New. The bugs reports were grouped based on 
the staging environment where they were discovered. The ascending order of staging 
environment is: Dev (Development), Test (Testing) and or Sbx (Sandbox), UTE  
(External User Testing Environment), Act (User Acceptance), Prod (Production).  

Figure 1 shows that during the waterfall days (Pre-RUP), 40% of all bugs were 
found after a production release for Projects Transitioned. A total of 47% of all 
bugs were found in the two latest staging environments (Act and Prod). During the 
RUP transition, the percentage of bugs found after a release dropped to 34%, and 
after the Partial RUP adoption, the overall numbers dropped to 25%. We do see 
an improvement in the amount of bugs found after a release (from 40% to 25%).  

For Project New, Figure 1 shows that only 7% of all bugs were found after a  
production release. Close to 9% of all bugs were found in the latest staging envi-
ronments. An interesting difference is that for Project New an external user testing 
environment (UTE) was set up for external focus group participants to test the 
application. 30% of the bugs reported were found during such testing. 

 
Bug-fixing Responsiveness. Bugs were grouped based on priority. The arithmetic 
mean (average) in days, median, standard deviation, minimum (min), and maximum 
(max) number of days that it took to fix a bug were calculated for each group. 
Figure 2 illustrates the results. The values from Projects Transitioned and Project 
New are intercalated to facilitate comparisons. The averages and median values are 
substantially lower for the project that followed IID practices since inception.  

The data was not normally distributed. The standard deviation was always higher 
than the averages. This variation in time to fix bugs within the same priority was not 
a surprise. The level of effort required to fix a bug is not always associated with its 
business impact and priority.  
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Fig. 1. Bugs breakdown per staging environment 

 

Fig. 2. Bug-fixing responsiveness - day to closure 

A quick turnaround to address an issue showed respect and concern towards the 
business clients. The business partners felt they could trust the team to fix issues in a 
timely manner. To validate this sentiment, bug-fixing responsiveness was also  
measured relative to the iteration end dates. Project New’s bugs labeled as “Resolve  
Immediately” were, on average, addressed within the iteration they were found. “Give 
High Attention” and “Average” bugs were addressed within the next iteration.  
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Unfortunately that was not true of Projects Transitioned where due to the high volume 
of bugs introduced before the concept of iterations was adopted, existing bugs com-
peted against new ones in the queue to resolution. In average bugs were fixed well 
after the end date of releases in which they were found.  

4   Conclusion 

Through the analysis of bug-fixing data and qualitative data gathered during inter-
views, we discovered that IID practices allowed a new project to: provide support for 
managerial decisions that lead it to be the first project in six years to deliver on-time 
and on-budget; avoid quality and stability issues; provide substantially better  
bug-fixing responsiveness than projects that migrated to IID. IID practices in both 
new and existing projects allowed the teams to detect bugs earlier on in the develop-
ment lifecycle. 
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Abstract. Web applications are well suited to be developed with agile methods. 
However, as they tend to change too fast, special care must be put in change 
management, both to satisfy customers and reduce developers load. In this pa-
per we discuss how we deal with navigation and interaction requirements 
changes in a novel test-driven development approach for Web applications. We 
present it by indicating how it resembles and differs from “conventional” TDD, 
and showing how changes can be treated as “first class” objects, allowing us to 
automate the application changes and also to adaptively prune the test suite. 

1   Introduction 

TDD and its variants like STDD [4] mostly focus on behavioural aspects of domain 
classes, and since TDD is generally applied in a bottom up way, it tends to disregard 
important features of Web applications such as navigation, interface or interaction. As 
a consequence, usability, look and feel, and also navigation features may be checked 
too late, once the application has been already presented to the customers, thus delay-
ing the correction process. 

As a way to overcome the mismatch between “conventional” TDD and Web appli-
cations development, we present an approach for improving change management in 
the context of our TDD-like mehotology by focusing on changes that affect naviga-
tion and interaction aspects. Requirements are represented using WebSpec diagrams, 
which capture navigation, user interface (UI) and interaction application aspects. 
WebSpec diagrams are then automatically translated into sets of meaningful interac-
tion tests the application must pass. While the developers work coding the solution, 
the support environment captures the changes in objects and associates them to the 
corresponding tests. Change objects can also help to semi automatically change struc-
tural parts of the Web application when a requirement is added or changed. In the 
same way, we can reduce the number of tests that must be run to those that exercise 
changed objects only, improving the overall development time. We illustrate the ap-
proach with a simple Twitter-like application and show an integrated environment 
built on top of Seaside (www.seaside.st) that supports this functionality. 



 Dealing with Navigation and Interaction Requirements Changes 221 

2   Background: A Test-Driven Approach for Web Applications 

The key aspects of our requirements modelling stage are fast interface and interaction 
prototyping on one hand, and navigation modelling on the other. Prototyping is car-
ried out with interaction mockups: simple HTML stub pages that significantly help to 
agree on the application’s look and feel, and the way interaction must be performed. 

We use WebSpec diagrams to specify navigation and interaction requirements 
more formally than with User Stories (US) [3]. These artefacts (based on UIDs [5] 
and Quickcheck [1]) capture navigation and interaction aspects in a similar way UIDs 
do, but adding the formal power of preconditions and invariants to assert properties in 
the interactions. A WebSpec diagram contains interactions and navigations. An inter-
action represents a point where the user consumes information (expressed as a set of 
interface widgets) and interacts with the application by using some of its widgets. 
Some actions (clicking a button, adding some text in a text field, etc) might produce 
navigation from one interaction to another, and as a consequence, the user moves 
through the application’s navigation space. These actions are written in an intuitive 
domain specific language. Fig. 1 shows a WebSpec that will let the user tweet, see 
how many tweets he has, and allow him to logout from the application. From the 
Login interaction, the user can authenticate by typing its username and password and 
then clicking on the login button (navigation from Login to Home interaction). Then, 
the user can add messages by typing in the messageTF and clicking on the post button 
(navigation from Home to Home interaction). 

 

Fig. 1. WebSpec of Tweet’s interaction 

From a WebSpec diagram we automatically generate a set of interaction tests that 
cover all the interaction paths specified in it, thus avoiding the translation problem of 
TDD between tests and requirements. Unlike unit tests, interaction tests simulate user 
input into HTML pages, and allow asserting conditions on the results of such interac-
tions. Since each WebSpec interaction is related to a mockup, each test runs against it 
and the predicates are transformed into tests assertions. These (failing) series of tests 
set a good starting point for our TDD-like approach. 

Once we have a set of tests for a specific requirement, it is time to develop the 
functionality to make them pass. Since interaction tests define the functionalities at 
user level, and we will drive the development from such tests, our approach will natu-
rally follow a top-down style, rather than the usual bottom-up way of regular TDD. 
Nevertheless, we will use regular TDD as we dive into the application’s underlying 
domain model. 
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Basing ourselves in the mockups, we recreate the same UI using widgets, but this 
time adding stubs for the dynamic behaviour in the places where the application will 
interact with the domain objects. Next, for every stub message left in the presentation 
and navigation classes, we code the model classes to fill the gaps. 

At the time we engage in the development of the domain model classes, we follow 
a traditional TDD cycle by creating the unit tests first to establish the purpose of the 
new objects, which is in turn facilitated by the UI/navigation models which have al-
ready set specific requests for them. Once unit tests pass, we can run the interaction 
tests to check whether we have completed the necessary functionality for the current 
request. As usual, when tests do not pass, we keep working on the code until they do, 
and once this happens we can go on with the next requirement. 

 At times, some domain behaviour is needed, and it is not possible to state it as a 
UI requirement triggered by the user, or cannot be validated at the interaction level. In 
such cases, we capture the functionality using US and then create unit tests.  

For the sake of conciseness, we will focus our explanation on navigation and pres-
entation requirements, and therefore we will not talk about the effect of changes in 
“conventional” unit tests. 

3   Our Approach to Change Management in a Nutshell 

We borrow ideas from changeboxes [2] to make software changes explicit and  
manageable. We specifically focus on navigation and interaction changes in Web ap-
plications requirements to minimize the effort for satisfying their impact on the  
implementation. These changes are explicitly represented as first-class objects, and 
related to the artefacts in which they produce modifications, and as a consequence, we 
not only obtain better traceability features, but we are also able to automate some of 
these changes in the final application. Since navigation tests are also represented with 
objects, and we can determine the elements they access, and we can know exactly 
which tests are affected by a change. As a result, we can set apart the tests that will 
not check the new functionality at all, leaving only those that are really needed to 
check the new change and its consequences.  

We have built a support tool that manages change objects and their relationships 
with the approach’s artefacts. Being developed on top of the Seaside Squeak’s envi-
ronment (www.squeak.org), it allows to maintain these relationships during the whole 
life-cycle, helping to dynamically manipulate even application objects. 

3.1   Representing Changes as First-Class Objects 

As we show in Fig. 2, an application is developed by incrementally applying sets of 
changes (Step 4). Starting from the initial status, a first set of changes is applied in 
order to get an initial prototype. In further iterations, the application is extended with 
new sets of changes, fulfilling the requirements one by one. We stress that the  
main difference with “pure” TDD is that we automatically derive navigation and in-
teraction tests from WebSpec diagrams, we actively use Mockups to derive the final 
application’s interface, and we use interaction tests to guide the development of the 
application’s behavior. 
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Fig. 2. A TDD-based Web Development Process 

 

Fig. 3. Change Object’s relationship with model and tests artefacts 

Fig. 3 illustrates how the approach is improved using change management features. 
In the first stage, changes made in WebSpecs are captured into change objects. Then, 
changes made in the application’s model are also captured into objects and associated 
with the corresponding test. We use these objects to reduce the set of interaction tests 
that drive the upcoming development steps to those affected by them. 

WebSpecs can suffer different coarse grained changes, such as the addition or dele-
tion of an interaction or navigation. These entities can be modified too, by the addi-
tion or deletion of widgets to an interaction, changes in invariants, etc. Regarding 
navigations, we can add or delete preconditions, change their source, target, or the 
action that triggers them. All these types of changes have been represented as classes. 

3.2   Mapping Requirement Changes onto the Implementation 

Some changes have direct effects on concrete application’s artefacts; an important 
aspect of the corresponding change objects is that they can help to reduce the impact 
of these changes on the implementation. A WebSpec change object is associated to an 
effect on a Web artefact; this effect is also represented as a change object. These ob-
jects are able to produce the real modifications on their targets with the help of an 
Effect Handler. The Effect Handler is a component that knows how to perform 
changes on a concrete platform such as Seaside or GWT. For example, when a change 
modifies an interaction structurally, the page that represents this interaction must be 
modified: e.g. when a label is added to an interaction, it adds an equivalent label on 
the page represented by the modified interaction (Fig. 4).  

Regarding navigation changes, we can change preconditions, sources, targets, or 
the actions that triggers them. The first type of change does not generate effects on the 
final application look and feel; in turn, if the navigation target changes, we can auto-
mate the effect of this change, for example linking the page associated to the new 
target interaction. Something similar happens when a navigation action is changed. 



224 J. Burella et al. 

 

Fig. 4. A label addition change in action 

4   A Proof of Concept 

To illustrate our approach we describe how we put it into work in the Seaside frame-
work, by implementing a specific Effect Handler for this platform. In the simplified 
Twitter-like application presented in Sect. 2, we started with a short sprint to capture 
the basic user stories: login and tweet. We will only discuss changes related with the 
tweet use story, and assume that we have finished the first iteration and the applica-
tion satisfies the requirements captured by the WebSpec presented in Fig. 1.  

Let us suppose that our customer wants to add the possibility to navigate from the 
home to a ‘Terms of Service’ page. In order to satisfy the new requirement, the devel-
opment iteration starts with the requirements change (Step 1 in Fig. 2). We specify the 
interaction and navigation paths that we expect for the ‘Term of service’ requirement, 
which produces a set of change objects derived from the changes in the WebSpec 
diagram that express the link creation, the creation of the “terms of service” interac-
tion, and the navigation between both interactions (Fig. 5). 

 

 

Fig. 5. Change objects associated with the “Terms of Service” requirement 

We then derive a set of tests from the WebSpec diagram and find that it generates a 
new test that checks the terms of service navigation, while in the previous iteration we 
had two tests that checked the addition of valid and invalid messages. To avoid run-
ning all three tests, we ask the Change Manager to determine which are affected by 
this change. As the only affected is the new one (Step 2 in Fig. 2) we run it, and it 
fails (Step 3 in Fig. 2), thus we must implement the new changes to satisfy this test. 

The process continues with the change effect management (Step 4 in Fig.2) iterat-
ing over each change to see how it impacts on the implementation. The first change 
generates a creation method for the link widget in the WAHome class; it represents the 
page for Home interaction, so it will be drawn each time a WAHome instance shows. 
The next one modifies the widget label attribute to display the correct link name 
‘Terms’. Fig. 6 shows these effects. Change number 3 creates the Seaside component 
WATermsOfService that represents the page for this interaction. The next change gen-
erates a creation method for the paragraph widget in the WATermsOfServices class,  
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Fig. 6. Managing the effects of the “Term of Use” requirement 

and the next one modifies its content attribute, in the creation method. The navigation 
addition change does not produce modifications, but the last change generates the nec-
essary code for associating the interaction pages through the “terms” link. Finally, we 
run the affected test realizing that it passes because of the semi automatic changes we 
applied on the application, thus completing the iteration (Step 5 in Fig.2). 

5   Concluding Remarks and Further Work 

In this paper we have presented an approach to deal with navigation and presentation 
requirement changes in the context of a TDD process for Web applications. Our main 
strategy has been to reify these changes into “first class” objects, so they can not only 
capture the history of changes, but also trace the effects of changes in different devel-
opment artefacts, such as tests and application components.  

An integrated tool built on top of the Squeak environment allows us to manipulate 
these change objects, making them extremely useful in the development process. In 
particular, we have shown how to help the developer by automating some modifica-
tions at the presentation level, or advising him about the necessary changes. At the 
same time, change objects allow reducing the number of tests that must be run, as 
they maintain a trace with their corresponding tests. Notice that this kind of change-
aware development environment is easier to implement in a reflective system like 
Squeak, though much harder in Java-based environments such as Eclipse. In this 
sense, we are working on a light version of our environment for the Eclipse platform. 
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Abstract. Though agile methodologies have gained widespread acceptance in 
the past decade, there are still a number of potential adopters who are yet to  
join the critical mass. Some of these adopters need assurance of whether agile 
software methodologies will continue to be the dominant software process 
technology of the 2010s and beyond. This study applies the Software Engineer-
ing Process Technologies Adoption Grid proposed by Fichman & Kemerer [3] 
to evaluate the adoption trajectory of agile software development (ASD) meth-
odologies. The study concludes that ASD methodologies will continue to be the 
dominant software process technology of the 2010’s, and adopted by more 
business organizations.  

Keywords: software process innovation, agile, adoption. 

1   Introduction  

Agile methodologies have gained widespread acceptance in both the academic and 
industrial contexts with an increasing number of studies reporting their high adoption 
and success rates [2, 13]. However, most of these findings are mainly based on 
American and European data, and there are a number of potential adopters who are 
yet to join the critical mass.   

The Diffusion of Innovations (DOI) theory suggests a total of five adopter catego-
ries: innovators, early adopters, early majority, late majority and laggards [10]. While 
innovators are willing to take risks in adopting an innovation, early adopters have the 
highest degree of opinion leadership of all adopter categories [16]. Of particular inter-
est and relevance to agile methodologies is the third category, i.e., early majority, who 
pragmatically weigh the costs and benefits experienced by the early adopters to  
determine whether or not the innovation will be widely diffused.  In their study of 
early adopters of agile methodologies, [13] found organizational resistance and mana-
gerial disinterest as key inhibitors to agile adoption. Therefore, in order to sustain the 
current high adoption rates, chief information officer (CIO)s and managers of busi-
ness organizations who have currently adopted agile methodologies or who intend to 
do so in the future need reassurance of whether they will continue to be the dominant 
software process technology of the 2010’s and beyond? In this paper, a robust process 
that should help organizations to answer this question is described. The current study 
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uses Fichman & Kemerer’s [3] adoption framework to evaluate agile adoption from 
two perspectives: diffusion of innovations and economics of technology standards. 
The brief description of the Software Engineering Process Technologies Adoption 
Grid in section 2 is adapted from [3]. It provides background and context to the cur-
rent study. In section 3, the framework is applied to evaluate the adoption trajectory 
of ASD methodologies, and conclusions are drawn in section 4.  

2   Framework for Assessing Software Engineering Process 
Technologies 

The software engineering process technologies adoption grid proposed by [3] consists 
of two dimensions, each of which is based on a technology adoption perspective: the 
first dimension is based on the theory of diffusion of innovations (DOI) perspective, 
and the second dimension, the economics of technology standards perspective which 
is used to study the community effects of a process technology’s inherent economic 
value [3].  

DOI research is defined as the study of the dissemination of innovations through a 
population of potential adopters over time and within a particular social system. The 
rate of adoption of an innovation is impacted by five generic innovation attributes, i) 
relative advantage - degree to which an innovation is perceived as technically supe-
rior to its predecessor, 2) compatibility - degree to which an innovation is perceived as 
compatible with existing values, skills, and, work practices 3) observability - degree 
to which the results of an innovation’s use can be easily observed , 4) trialability - 
may be experimented with on a limited basis without undue effort and expense, and 5) 
complexity - degree to which it is perceived as relatively difficult to understand and 
use [10].  All innovation attributes are positively correlated with the rate of adoption 
except complexity which is negatively correlated with rate of adoption.  

The economics of technology standards perspective is based on the premise that 
the benefits of adoption also depend on the size of the current and future network of 
adopters. While the DOI perspective recognizes the effects of community adoption on 
how potential adopters perceive a new innovation, community adoption levels affect 
the inherent value of any class of innovation that has large increasing returns to adop-
tion, where increasing returns to adoption is defined as the dependency between the 
benefits of adoption and the size of the community of other adopters. The important 
factors that help in the prediction of whether an innovation will achieve critical mass 
are: 1) prior technology “drag” - provides significant network benefits because of a 
large and mature installed base, 2) investment irreversibility -adoption requires irre-
versible investments in areas such as training and accumulated project experience, 3) 
sponsorship - sponsors exist in the form of person, organization, consortium etc., to 
define the class of innovations, set standards, and provide guidelines for practice for 
the community of early adopters and 4) positive expectations - innovation benefits 
from an extended period of widespread expectations that it will be pervasively 
adopted in the future. 
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3   Agile Software Development Methodology: Where Does It Fit? 

ASD methodology is analyzed using the two dimensions of the software process 
technologies adoption framework. Figure 1 shows the unified framework based on the 
two perspectives on technology adoption: the vertical axis reflects the DOI view of 
organizational adoptability, and the horizontal axis reflects the economics of technol-
ogy standards perspective of community adoptability. Each of the four quadrants 
defines a distinctive adoptive trajectory: Niche - adopters who have optimistic expec-
tations about future levels of adoption, but adoption will fall short of dominance  
because of failure to achieve critical  mass, Dominant technology - the innovation 
will face relatively low barriers to adoption, Slow Mover - it will diffuse steadily but 
slowly because of the difficulty of individual or organization adoption, and Experi-
mental - will need to evolve before it is widely adopted as a dominant technology.  

 

 

Fig. 1. Software Engineering Process Technologies Adoption Grid [3] 

3.1   Organizational Adoptability 

Relative Advantage: ASD methodologies claim to provide specific benefits such as 
lean documentation and moderate planning, in comparison to the heavy-documentation 
and highly restrictive planning requirements of traditional methodologies. ASD meth-
ods also claim to provide a number of benefits such as increased productivity,  
improved quality, reduced time and costs, maintainable and extensible code, improved 
morale, better collaboration, and higher customer satisfaction [13]. Therefore, the rela-
tive advantage of ASD methodologies can be rated as high.  

Compatibility: ASD methodologies rate unfavorably on the compatibility dimension. 
The shift from the traditional approaches to agile methods entails major alterations to 
work practices, investment in tools that support and facilitate rapid iterative develop-
ment, versioning/configuration management, JUnits, refactoring and other agile tech-
niques [12]. The adopters will be required to learn and adapt to some challenging and 
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controversial new practices such as test-first development. The emphasis on critical 
people factors for developers, such as amicability, talent, skill, and communication 
[4], and the need for consistent involvement of knowledgeable and committed cus-
tomers add further challenges to compatibility. The ideas and practices of shared 
learning, and collaborative decision making may be overwhelming for developers 
who are accustomed to solitary activities or working with relatively homogeneous 
teams [12].  

Complexity: Agile methods do not have any serious complexity issues. Many studies 
have reported that agile methods do not take long time to learn and are easy to use [1, 
2]. Moreover, most agile methods require much less formal training than traditional 
methods, and practices such as pair programming are rather found to act as training 
aids where people tend to mentor and learn from each other [9]. In terms of learning 
the practices, entire books are now devoted by agile proponents and practitioners to 
presenting the practices, values, implementation details and guidelines for potential 
adopters, including a number of practitioner case studies. Agile methodologies, there-
fore rates favorably on the complexity dimension.  

Trialability: Currently the most popular approach followed by organizations is by 
trialing a specific agile method or practice on either a single project or a small number 
of projects [1]. The number of studies that have been able to demonstrate value on a 
single project is consistently on the rise [2]. Hence, ASD methodology rates higher on 
the trialability dimension. 

Observability: Agile methodologies rate high on observability, as a number of stud-
ies report on setting up projects to observe and learn about specific agile practices 
[14]. Many comparative studies have drawn comparisons between, for example,  
software developed using traditional and XP methodologies, practices such as test-
first and test-last development, and individual versus pair programming [5, 7, 15].  

In summary, the current perception on Agile methodologies can be summarized as 
having high relative advantage, low compatibility, low to moderate complexity, high 
trialability and high observability. 

3.2   Community Adoptability: Economics of Technology Standards  

Prior technology drag: None of the previous traditional approaches have taken a 
dominant mainstream position at any time [6]. Therefore, in the absence of any domi-
nant and widely adopted prior methodologies, ASD methodologies do not have the 
risk of facing any major well-established base of prior methodologies. Therefore, the 
prior technology drag for ASD methodologies will be low. 

Irreversible investments: The values and practices of most agile methodologies are 
derived from the ‘lessons-learnt’ by real practitioners in the industry, and are mainly 
based on prior known approaches such as rapid application development and iterative 
and incremental software development[12]. Therefore, adopting an agile methodology 
will entail making use of existing network of experienced personnel and a compre-
hensive spectrum of well known development tools and techniques, and will not re-
quire large irreversible investments in staff training, software, and other development  
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tools and techniques. It is believed that “experience with actual building systems are 
much more important than experience with agile development methods” [9], and agile 
methods require less formal training than traditional structured methodologies.  

Sponsorship and positive characteristics: On the sponsorship dimension, agile 
methodologies do not have one but many founding fathers such as Kent Beck, Ken 
Schwaber, and Alistair Cockburn. A number of books have been published which 
provide guidance in the use of many agile practices. For example, Schwaber has  
published books to provide guidance in the practices that characterize Scrum method-
ology, including the recently published ‘Scrum Guide’ that can be considered the 
formal definition of the method [11]. And the number of agile user groups is consis-
tently increasing. For example, under the Agile alliance user groups itself, currently 
there are 70 groups under United States, 41 in Europe, and 16 in the Asia Pacific 
region. The main objective of these groups is to foster and encourage the use of agile 
methodologies in organizations. Companies such as IBM Rational® have also started 
providing a range of agile development solutions that organizations can choose from, 
to suit their individual specific business needs and requirements. Therefore agile 
methodologies rates favorably on this dimension.  

Positive Expectations: The main strengths of agile methodologies such as emergent 
requirements and rapid change  complements contemporary industry trends towards 
achieving business value by rapid delivery of systems [4]. They are also gaining popu-
larity in the academic community [2], [15]. With consistent and growing support from 
both the commercial and the academic sectors, ASD methodologies possess many char-
acteristics that will lead to an extended period of a number of positive expectations.  

To summarize, ASD methodologies face a low prior methodology drag, low irreversi-
ble investments, and enjoy the benefits of a strong and wide sponsorship base, and 
positive expectations. Hence, the economics of technology standards view implies an 
easy community adoption of ASD methodologies.  

Based on the combined ratings on ease of both organizational and community adop-
tion the study places ASD methodology in the dominant quadrant of the framework.  

4   Conclusions 

Using the adoption framework proposed by [3], the study evaluated and analyzed the 
adoption trajectory of Agile Methodologies, and concluded that it is likely to continue 
to be the dominant software process technology of the 2010s and beyond. The current 
study should give reassurance to CIOs and managers of business organizations, who 
have currently adopted or intend to adopt agile methodologies in the future. 

If it is accepted that agile methodologies will continue to dominate the next decade 
of systems development, then it should lead to a greater interest amongst researchers 
to i) conduct post-adoption studies to evaluate the effectiveness of their usage in or-
ganizations, and ii) gain deeper understanding of “what the effects are of the changes 
that emerge in response to the adoption of agile development”[2]. 
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Abstract. This paper presents a comparison of test-first and test-last
development approaches on a customer account management software
of a telecommunication company. While the management had plans for
initiating a process that enforces test-first development over test-last,
they also had concerns about the tradeoffs. Therefore, an exploratory
case study with quantitative analysis is carried out on a pilot project
where the code metrics and estimated manual inspection efforts of both
approaches are compared. Our results indicate no statistical difference
between the two approaches in terms of design (CK) metrics. On the
other hand, we observe that test-last development yields significantly
simpler code in terms of cyclomatic complexity and less (though not sig-
nificant) manual inspection effort. Hence, our initial results indicate no
superiority of test-first over test-last development in the described indus-
trial context.

Keywords: Test first, Test last, Code metrics, Case study.

1 Introduction

Test-first, or test driven development (TDD), is still a hot topic for both practi-
tioners and researchers. From a practitioner’s perspective, it is supposed to drive
implementation and design via tests, resulting in shorter, simpler, more reliable,
better maintainable and self-documenting code. On the other hand, there are
conflicting research outcomes in terms of test-first’s expected effects on design
quality, programmer productivity and product quality (i.e. number of defects),
which reflects the researcher point of view.

It is not the goal of this paper to investigate the conflicting outcomes of
different research outcomes. However, it is worth mentioning considering the
motivation of this research, that our industrial partner needs an answer to the
following question: “Is it worth institutionalizing test-first development over tra-
ditional test-last?”. The conflicting research outcomes suggest that the answer
is not that obvious and an insight- possibly context dependent- can only be
achieved through a comparative trial. This paper presents the results of our
initial empirical study for answering the above question.
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This paper is organized as follows: We provide a brief discussion about research
results related to our study, in the next section. Then the research setting is
described in terms of context, data, methods and analysis. Before presenting our
conclusions, we discuss the results and the limitations of our study.

2 Related Work

Empirical software engineering literature contains contradicting reports regard-
ing the comparison of test-first and test-last methods. Siniaalto and Abrahams-
son report five industrial case studies, where the traditional (CK and complexity)
metrics collected from TDD and iterative test-last projects are compared [7]. They
observe that depth of inheritance tree (DIT), response for a class (RFC) and Mc-
Cabe’s cyclomatic complexity (CC) are significantly lower in TDD projects, while
other CK metrics are not significantly different. However, as they state, this is in
contradiction with other results. Muller reports significant differences except for
DIT and weighted methods for class (WMC) between test-first and test-last meth-
ods [5]. Vu et al. observe less WMC for test-first [8]. On the other hand they re-
port, as well as Kaufmann and Janzen [3], no significant difference in CC. Further,
Janzen and Saiedian reports significant increase in CC and no change in coupling
between objects (CBO) when test-first is used [2].

Considering external quality, Madeyski reports increased number of defects as
test-first is employed [4]. On the contrary, Williams et al. report 40% reduction
in defect rates [9]. Then again Erdogmus et al. report no difference in external
quality [1].

In summary, previous research report contradicting results in terms of com-
plexity, design metrics and defect rates. Therefore, there is no convincing ev-
idence regarding the effect of test-first on architecture, code complexity and
test effort compared to test-last. In this sense, our case study provides further
evidence to understand this issue.

3 Case Study

3.1 Context and Data

This research is carried out as a single exploratory case study on a small scale
pilot project that has just been passed to the quality assurance (QA) team at the
time of the analysis. The project is developed in Java and it consists of adding
new features to the customer account management software of the telecommu-
nication services provider. Two senior developers have worked on different parts
of the project using the different development methods under examination, i.e.
one developer followed traditional test-last while the other used test-first devel-
opment. Before this project, the test-first developer had 3 months experience
with test-first. They both performed iterative development and were co-located
during the project with access to the same tools that they use in their natural
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Table 1. Project summary

development #classes #methods #devs total loc
test-first 12 50 1 737
test-last 12 91 1 732
total 24 141 2 1469

Table 2. Descriptive statistics. (lcom: lack of cohesion in methods, rfc: response for a
class, wmc: weighted methods per class, cbo: coupling between objects, cc: cyclomatic
complexity, eff: estimated manual inspection effort, p-value: p-value of normality test).

metric #data mean stdDev median min max p-value
tf tl tf tl tf tl tf tl tf tl tf tl tf tl

lcom 12 12 2.25 2.58 3.44 3.08 1.00 1.00 1.00 0.00 13.00 10.00 0.001 0.001
rfc 12 12 7.08 8.50 6.84 8.02 4.00 4.50 2.00 0.00 26.00 24.00 0.078 0.033
wmc 12 12 4.16 7.58 5.21 8.02 2.00 4.00 1.00 0.00 17.00 24.00 0.001 0.029
cbo 12 12 1.00 0.83 0.95 1.11 1.00 0.00 0.00 0.00 2.00 3.00 0.016 0.001
cc 50 91 1.96 1.75 1.62 2.10 1.00 1.00 1.00 1.00 7.00 15.00 0.001 0.001
eff 12 12 31.75 8.66 53.04 20.28 0.00 0.00 0.00 0.00 157.00 55.00 0.001 0.001

setting. A summary of project attributes is provided in Table 1 along with their
breakdown to test-first and test-last methods.

We have used a static analyzer tool (Predictive 3) for automated data collec-
tion from source code. The tool flags source code methods for manual inspection
along with their risk assessment (high, medium, low), and also extracts code ar-
tifacts such as CK-metrics1, McCabe’s cyclomatic complexity and lines-of-code
metrics. Since we do not have defect related data, we focused on inspection effort
instead. We have used the length of flagged code methods as an estimation of
manual inspection effort for the encapsulating class. The descriptive statistics of
the collected data are provided in Table 2.

3.2 Analysis Methods

The independent variable in our analysis is the development method (i.e. test-
first or test-last) and the dependent variables are the collected code metrics. We
have postulated, and performed statistical tests on, six hypotheses corresponding
to each dependent variable. Table 3 shows a list of these hypothesis. In each
hypothesis, we have compared the distributions of the associated metric in test-
first and test-last data groups, looking for significant differences and, if any, their
directions.

Before applying a particular statistical test, we checked for normality in each
distribution. We observed that none of the metrics are normally distributed in

1 Inheritance was not used in neither test-first nor test-last part of the project. There-
fore, DIT and NOC metrics have unique (i.e. zero) values and are discarded.
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Table 3. Hypothesis. (tf: test-first, tl:test-last).

metric H0 HA

lcom LCOMtf = LCOMtl LCOMtf �= LCOMtl

rfc RFCtf = RFCtl RFCtf �= RFCtl

wmc WMCtf = WMCtl WMCtf �= WMCtl

cbo CBOtf = CBOtl CBOtf �= CBOtl

cc CCtf = CCtl CCtf �= CCtl

eff EFFtf = EFFtl EFFtf �= EFFtl

both groups (Last column of Table 2 shows the p-values for the Kolmogorov-
Smirnov normality tests, with Lilliefors correction). Therefore, we have used a
non-parametric test, i.e. Mann-Whitney U Test, to check for statistical differ-
ences. In all tests we use the significance level α = 0.05. All analysis are done in
Matlab R2007a.

3.3 Results and Discussions

Table 4 summarizes the results of all hypothesis. We observe no significant differ-
ence between test-first and test-last groups in terms of design quality captured
by CK metrics. Specifically, there is strong evidence for failing to reject the null
hypotheses for LCOM and RFC and CBO. Though the average number of meth-
ods per class for test-last doubles that of test-first, there is not enough evidence
to conclude for a significant difference in WMC.

The only significant difference is observed in the method level cyclomatic
complexity. The direction is in favor of test-last, i.e. test-last generates simpler
code than test-first. The reason becomes clear when we check Table 1 again. It
is due to the equivalent size, yet different number of methods (i.e. a factor of 2)
produced by the two approaches. Test-last’s average method length is expected
to be around half of the test-first’s. We observe this difference possibly due to
the fact that cyclomatic complexity is strongly correlated with method length
[6]. We have conducted additional analysis that compares total and average
cyclomatic complexity at the class level. However, there was not enough evidence
for significant difference at this level.

Finally, we observe no difference in the estimated manual inspection effort,
which is measured by the length of methods that are flagged by the static analysis
tool. Though, there is no significant difference, the inspection effort for test-last
is much less than the counterpart (i.e. 381 and 104 lines of code corresponding
to 25% and 7% of the total size respectively).

3.4 Limitations

Our study has certain limitations that need to be considered:

– Our results are valid within the context of the case study that is described
in earlier sections. Their external validity should be pursued with further
empirical research methods in different contexts.
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Table 4. Results

H0 Reject Direction p-value
lcom no tf = tl 0.917
rfc no tf = tl 0.953
wmc no tf = tl 0.334
cbo no tf = tl 0.636
cc yes tf > tl 0.047
eff no tf = tl 0.239

– Though both developers are seniors, our results may be affected by their
individual performances. It was not possible to control this factor given the
nature of our study. Since both developers worked in their natural settings
and have the same work title, we assume that the effect of this factor is at
a minimum level.

– Conformance to the development practices could not be measured objec-
tively. We do not know whether the test-first developer strictly adhered to
test-first practices. This is a common issue for many reported results in lit-
erature, where the developers’ self evaluations are taken for granted. Future
studies may benefit from free tools, (i.e. http://csdl.ics.hawaii.edu/
research/zorro), to overcome this issue.

– Number of data points in our analysis is few, especially at the class level, that
threatens the validity of the statistical tests. Further case studies at larger
scales are planned in order to overcome this limitation. We have used method
level metrics in order to partially address this issue, whenever possible
(i.e. CC).

– We have estimated the manual inspection effort based on the static anal-
ysis tool’s predictions. However, to the best of our knowledge, several US
based government agencies and private businesses employ this tool includ-
ing NASA IV&V, NASA - Goddard Space Flight Center, U.S. Army, Intuit
and Northrop Grumman, which can be considered as the industry’s confi-
dence to the tool’s predictions.

4 Conclusions

We have presented an exploratory case study investigating the differences be-
tween test-first and test-last development methods. Our results indicate no sta-
tistical difference between the two approaches in terms of CK metrics. However,
test-last code is found to be significantly simpler than test-first code in terms of
cyclomatic complexity. Though not significant, we have observed less estimated
manual inspection effort in favor of test-last development.

We believe that our contributions are relevant for both practice and research:

1. Based on the outcomes of this initial study, the company management de-
cided to carry on further trials before making a decision about transition
from test-last to test-first.
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2. While the validity of case studies are limited within their context, a general-
ization of results is only possible by combining multiple results for the same
question from various contexts. In this sense, we have reported a case study
that describes a real-life industrial context.
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Abstract. Extreme Programming (XP) is an agile software develop-
ment methodology defined through a set of practices and values. Al-
though the value of XP is well-established through various real-life case
studies, it lacks practices for project management. In order to enable XP
for larger projects, we provide the rolling forecast practice to support
product planning, and an optimization model to assist in release plan-
ning. We briefly evaluate the new practices with a real-life case study.

Keywords: Planning, extreme programming, integer programming.

1 Introduction

Extreme Programming (XP) is one of the most “agile” software development
methodologies. Unlike plan-driven methodologies (e.g. waterfall) that define soft-
ware development as a process, XP defines it through values and practices proven
to work well together in real-life software development [1,2]. A good project man-
agement process and strong customer involvement are critical to project success
in XP [3]. Although XP provides a consistent set of practices, it almost com-
pletely lacks practices for planning [4]. Therefore, although XP has been reported
to be tailorable for large-scale projects [5], it is generally considered more suit-
able for small projects. Moreover, the ‘on-site customer’ practice [1] is often hard
to implement due to organizational or time constraints [6]. The XP customer is
consistently under significantly more pressure than the developers or other par-
ticipants in the project [7]. This causes the following problems (which become
worse as projects get larger):

1. Lack of management context: XP does not address the larger context in which
release planning takes place, or the long term project goals [4]. This means
that the customer or the developers may loose track of the overall purpose
of the system and consequently make sub-optimal planning decisions.

2. User story overload: the number of user stories to be considered in release
planning can make the planning process too demanding for the customer.

A. Sillitti et al. (Eds.): XP 2010, LNBIP 48, pp. 238–243, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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3. Prioritization stress: the responsibility of prioritizing user stories may cause
stress for the customer, even for a small number of stories. It is difficult to
foresee the consequences and adequacy of the prioritization [7], and it is un-
clear whether the customer perceives business value in constantly managing
the development priorities [8].

To address these problems, this paper proposes two new planning practices for
XP. First, we assist in product planning with the new practice of rolling forecasts
(Section 2). This practice helps to provide management context often lacking in
XP (Problem 1 above). Second, we introduce an automated planning aid that
can be used during release planning to reduce the customer workload by gener-
ating a suggested plan that satisfies simultaneously the constraints imposed by
the customer and the limited development resources (Section 3). This addresses
issues 2 and 3 identified above. After introducing the practices, we demon-
strate their use in a real-life study (Section 4), before giving concluding remarks
(Section 5).

2 Rolling Forecast for Product Planning

Expectation management is often the key difference between failed and succesful
software projects [9]. XP originally proposes the ‘system metaphor’ practice for
expectation management [1]. However, in practice, ‘system metaphor’ is difficult
to apply and not useful, and is therefore often not implemented [6]. The ‘system
metaphor’ has since been removed from XP [2], and there is no replacement
practice addressing expectation management. The lack of an expectation man-
agement practice that is coherent with the rest of the methodology can cause
additional project risks, especially if the customer is not constantly available
on-site, as is often the case (see [6]).

Product planning should provide the context in which the release planning
takes place [10]. In each release, before stories are elicited, the customers should
have a rough idea of the current state of the system and the direction of de-
velopment. This is promoted in XP by having the customer test and accept
implemented stories and by frequently giving system demonstrations. However,
it is unclear how a shared vision of the direction of future development can
be established, especially when the customer does not clearly know what (s)he
wants. As a consequence, an upfront rigid planning of the whole product in con-
crete terms is often almost impossible and can also become counter productive
(‘analysis paralysis’).

To support product planning, we introduce the practice rolling forecast. At
project inception, an overview of the product goals is drawn up by the customer
together with the project manager. The goals should be stated in a functional
format but in such a way that they cannot readily be broken into themes with-
out further analysis and elicitation. The goals serve to provide a shared vision
of the system and to form a basis for user story elicitation, but they are not
requirements per se. It is advisable to re-evaluate the overall goals periodically,
e.g. after every fourth release.
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After defining the product goals, a theme forecast is created by the customer,
project manager and a development team representative (e.g., an analyst or
technical manager). A theme forecast consists of a set of themes, their likely
implementation order, and a prediction of which themes will be realized in the
coming two or three releases. The theme forecast can be adapted in prepara-
tion of every release planning (before story elicitation). Thus, a rolling forecast
manages the expectations about the software by iteratively developing theme
forecasts based on overall product goals. Then, in release planning, the theme
forecast is taken into account when deciding on the themes and stories for the
next release, while iteration planning takes into account (and adjusts) the release
plan in choosing the stories and identifying the tasks for the next iteration, i.e.,
the normal agile planning practices are applicable at the release and iteration
levels [10,11].

3 Supporting Release Planning Model

Our planning model is aimed to support release planning. The developers elicit
stories from the customer and ask him/her to evaluate them with respect to their
business value on an interval scale, e.g. 1–5. Then the developers evaluate the sto-
ries’ implementation complexity in story points. The model provides a planning
aid by maximizing the implemented business value, taking into account con-
straints on implementation complexity and precedence relations. A precedence
relation is interpreted as a story not having value unless another (preceding)
story is implemented. Moreover, in XP, related stories are often grouped into
themes that represent larger pieces of related user functionality, and synergy ef-
fects occur when all stories within a theme are implemented [2]. We model such
effects by awarding extra value to a theme of stories if they are implemented
together in a single release. Note that not all stories need to belong to a theme,
and that one story can belong to more than one theme. We don’t allow themes to
span multiple releases in order to prevent the supporting planning model being
used for making longer term plans, that might lower the overall agility of the
XP development process. Longer-term product goals should instead be handled
with the other proposed practice, rolling forecast.

Our model assumes adherence to the standard best practices regarding story
and theme sizes. Stories should be small enough that they can easily be imple-
mented in a single iteration, and themes in a single release. Moreover, a theme
should consist of the minimal set of stories required to achieve the aforemen-
tioned synergy effect. Not adhering to these guidelines may lead to inappropriate
results from the model.

The story selection can be formulated as a knapsack problem (the complete
integer programming formulation is given in Model 1). Let us denote by n the
number of uncompleted stories. Each story i has a business value of bi and
implementation complexity of ci story points. The total amount of story points
that can be implemented during a release is denoted by p. The decision problem
is to select the most valuable subset of stories to implement in a release (Model 1:
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Model 1. The optimization model as a side-constrained knapsack problem

1. max b1x1 + . . . + bn+mxn+m

2. s.t. c1x1 + . . . + cn+mxn+m ≤ p
3. xj − xi ≤ 0 for all i, j where xi � xj

4.
∑n

i=1 aijxi − sjxn+j ≥ 0 for j = n + 1, . . . , n + m
5.

∑n
i=1 aijxi − xn+j ≤ sj − 1 for j = n + 1, . . . , n + m

6. x1, . . . , xn+m ∈ {0, 1}.

1), subject to a budget constraint on the maximum implementation complexity
(Model 1: 2). For each story i ∈ {1, . . . , n}, let xi = 1 if story i is selected and
xi = 0 otherwise (Model 1: 6). Precedence of story i to story j is denoted by
xi � xj and can be incorporated into the optimization model by adding the
following constraint: xj − xi ≤ 0 (Model 1: 3).

To model themes, let m be the number of themes and let sj (j ∈ {1, . . . , m})
be the number of stories within theme j. Theme j can be included in the model
by introducing a dummy story (n + j), such that xn+j = 1 if and only if all
stories within theme j are implemented (Model 1: 4–5). The business value bn+j

associated with story (n + j) represents the additional value that is awarded
when all stories within theme j are implemented; its implementation complexity
cn+j is set equal to zero.

We implemented the supporting release planning model using R (http://
www.r-project.org) and lp solve (http://lpsolve.sourceforge.net). Our
implementation is freely available online (http://github.com/gertvv/xpplan).

4 Real-Life Example

We are involved in a research project with external customers that expect us to
develop software artifacts for the application domain of pharmacological decision
support. Our development environment consists of 2 teams working part-time.
In the following, we detail how we used the rolling forecast practice and our
planning model in the development of ADDIS (see http://drugis.org).

Rolling Forecast. Although we didn’t have clear requirements, we couldn’t wait
until the research results were present. In order to generate an overall view on
the project and the first theme forecast, we interviewed the external customers
of the research project. The initial forecast (Figure 1, top) was constructed
considering 16 goals, such as “the system should provide drug efficacy and safety
information”. The theme forecast consists of a detailed set of themes for the
next release(s) and a more global set of (likely) themes for the more distant
releases. The forecast helped us to elicit stories in release planning meetings with
the main external customer, who also chose the stories to implement. Figure 1
shows how our mutual understanding of the project evolved during the first half-
year of development (only the most important themes are shown). We initially
decided to focus on ‘benefit risk’ as a long-term goal. This defined our priorities

http://
http://lpsolve.sourceforge.net
http://github.com/gertvv/xpplan
http://drugis.org
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Fig. 1. The theme forecast for the beginning of the project (top) and the updated
forecast (bottom) before release 3 (R3). A solid arrow from A to B indicates A has
priority over B. The actually implemented themes from release 1 (R1) and 2 (R2) are
shown, as well as the expected themes for release 3 (dotted lines). The dashed arrow
indicates a high-level theme being refined as more information became available.

for the first two releases. We knew that to actually implement ‘benefit-risk’,
research input would be needed. As these results became available only during
the second release, the forecast was refined. Simultaneously, we were able to
identify additional themes that also support our long-term goals, as well as two
themes (’no empty screens’ and ’linkage’) that generate interest for our software
through usability.

Planning Model. We did the first release (ADDIS 0.2) as a burn-in for velocity
estimation and to create an initial end-to-end working system (also known as
a ‘walking skeleton’, see http://alistair.cockburn.us/Walking+skeleton).
Therefore we didn’t estimate story business values while planning the first re-
lease. During the second release (ADDIS 0.4), we estimated story business values
(scale: 1-5), story complexities (scale: 1,2,3,5,8), technical precedence relations
(none were identified) and themes. In this release, we could identify 3 themes
as being the most important. After the release was completed, we ran our sup-
porting optimization model for release planning. We tested the sensitivity of the
optimization model and differences between the model’s solution and the stories
we actually implemented by varying the theme value from 0 to 99. The results
didn’t differ much from our manually planned implementation order and the
model showed to be robust with respect to changes in theme value: the only
differences emerged when the theme value changed from 0 to 1 and from 10 to
11. When theme values varied between 1− 10 the same two out of three themes
were included in the optimal solution whereas with theme value > 10 all three
themes were included.

http://alistair.cockburn.us/Walking+skeleton
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5 Conclusions

Lack of management context, user story overload, and prioritization stress cause
high workload for the customer and hinder scalability of XP to larger projects.
To overcome these limitations, we propose two new practices: rolling forecast for
product planning and release planning support through an optimization model.
We evaluated the applicability of our new practices in a software development
project and found them useful. However, we do not have sufficient evidence to
make claims about their suitability for projects with different customer pro-
files, numbers of developers, or levels of developer competency. Our ongoing
development project cannot address these questions, and additional appropriate
empirical studies should be initiated. Our future research will investigate how
business value should be estimated for themes, and how uncertainty can be made
explicit in the planning process.

Acknowledgements. This study was partly supported by the Escher project
(T6-202), which is a project of the Dutch Top Institute Pharma.
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6. Rumpe, B., Schröder, A.: Quantitative survey on extreme programming projects.
In: Proceedings of the Third International Conference on Extreme Programming
and Flexible Processes in Software Engineering, Sardinia, Italy, pp. 26–30 (2002)

7. Martin, A., Biddle, R., Noble, J.: The XP customer role in practice: three studies.
In: Agile Development Conference (ADC 2004), Salt Lake City, Utah, USA (2004)

8. Grisham, P.S., Perry, D.E.: Customer relationships and extreme programming.
In: HSSE 2005: Proceedings of the 2005 workshop on Human and social factors of
software engineering, pp. 1–6. ACM, New York (2005)

9. Boehm, B., Turner, R.: Balancing agility and discipline: a guide to the perplexed.
Addison-Wesley, Reading (2003)

10. Cohn, M.: Agile Estimating and Planning. Robert C. Martin Series. Prentice Hall
PTR, Englewood Cliffs (2005)

11. Beck, K., Fowler, M.: Planning Extreme Programming. Addison-Wesley, Reading
(2001)



Launchpad's Quest for a Better
and Agile User Interface

Martin Albisetti

Canonical Ltd, User Experience and Design
martin.albisetti@canonical.com

http://www.canonical.com/

Abstract. Introducing change into an established team with an aging
code base is always a challenge. This paper is about my experience in
shifting the Launchpad teams' focus to a more user-friendly mindset,
evolving the existing processes to encourage constant improvements in
the user interface and teaching developers to see their work from the
users' perspective. We went from nobody owning the user interface to
the developers feeling strong ownership over it, and I describe the ups
and downs we went through as a team, what worked, what didn't, and
what we could have done better.

1 Introduction

When I started working with the Launchpad team I was tasked with designing
and rolling out a new interface using cutting-edge technology on a well estab-
lished product and team. The existing processes and team structure made it very
hard to roll out big changes while also ensuring consistency as time went by.

While the general designs and work flow changes were being fleshed out, I
started to drive some change to the existing processes, enabling me to be suc-
cessful at an objective that would take a year to accomplish, and unexpectedly,
beyond that.

The project was 4 years old and had over 500 dynamic pages with different
templates and layouts that had been left untouched at different points in time.
The goal for the next year was to make the application easier to use, even
enjoyable. I also had to make the UI consistent across the board, take the project
from static HTML pages into the wonderful world of in-line editing, streamlined
work-flows and predictable interactions. In parallel, fundamental features that
had been developed were going completely unused and we needed to turn that
around. A re-usable AJAX infrastructure had to be developed from the ground
up, new features needed to be designed and delivered, and general navigation
issues needed to be addressed.

However, this story isn't about the success of the roll out of a new interface,
but rather the success in the process changes that evolved during that year and
how the project went from nobody feeling ownership over the user interface, to
the developers taking strong ownership.

A. Sillitti et al. (Eds.): XP 2010, LNBIP 48, pp. 244–250, 2010.
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2 Project Background

Some changes in the process were particularly challenging because the Launch-
pad team is a fully distributed team of 34 people, across 9 different timezones,
grouped into 6 sub-teams that focus on specific parts of the application. This
involves a lot of people clustered virtually into small teams, so communicating
project-wide changes is always hard.

It's an open source web-based project that serves as a tool for other open
source projects to collaborate and manage their projects. It is also the key in-
frastructure behind Ubuntu, the popular Linux distribution, which means there
are many stakeholders involved, at times with contradicting requirements.

The application is pretty large with more than 350.000 lines of Python and
Javascript code, over 2 million visitors a month and does daily rolls out to an edge
server which half of the most active users use. Roll-outs to production happen
every 4 weeks, so changes are delivered to users on a frequent and regular basis.

3 The Road to UI Ownership

3.1 Nobody Owns the UI

The project had an amazing team of highly skilled and passionate software
engineers. They focused on solving hard engineering problems while delivering
features to users as quickly as possible. Everyone involved was a strong believer
in agile processes, and proposals to evolve existing processes come up all the
time with a general good predisposition to change.

While the team uses it's own application to develop, nobody uses all the
features, and many times not even the ones they develop as they don't relate
directly to the work they do.

One side effect of everyone being so narrowly focused and driven to release as
early as possible, was that both the small details and the overall result frequently
got overlooked. It's hard for a developer to justify on his own spending an extra
day working on a feature so it's consistent with a different part of the application.
That is, of course, if they know of the existing pattern at all.

The lack of consistency and polish created a general feeling with users that
the application was hard to use, slow, and changed too often. Developers felt
frustration as well since a lot of their hard work wasn't being appreciated.

The end result of this was that nobody felt enough ownership over everything
that users interacted with, but rather specific features or pages, and focus was
more on functionality rather than usability. Nobody felt like they owned the user
interface.

The first step was to introduce user interface reviews at the point where the
code was proposed for inclusion in the main code base. This mirrored the existing
process of code reviews, where all code had to be reviewed by someone else before
it was added to the code base, although this had a minor twist to it: they were
optional. Each developer decided at that point if they needed a review or not.
As you will see in a graph later on, this was not a very popular service to take
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advantage of. It turns out that developers don't normally like to go back and
change code that is well tested and already proposed for inclusion.

While this was going on, myself with others outside of the team started to
work on the general plan for the UI for the following year. It was mainly a set
of interactions built as movies so we could present them individually to each
sub-team and ensure that the end result would be consistent. It was also the
time where I talked to existing users a lot in order to understand what their
frustrations were, and try to prioritize the changes in a way that would address
the biggest amount of users.

Some informal user testing was also performed, accompanied by reviews of
existing work flows. I also started using more parts of the application in order
to get a better sense of what our users were feeling.

3.2 I Own the UI

Having spent a few months planning and researching, I was quickly centralizing
most of the information involving features, work-flows and usage patterns.

The whole team had a non-development 2-week sprint where I presented the
general plan, short movies illustrating examples of what we wanted to do and
the technology that was chosen to achieve it. We also started figuring out how
we were going to achieve this on a technical level. The movies were very effective
in conveying what we were aiming for. They were developed in Flash, showed a
specific interaction on a portion of the page, and varied from 5 to 30 seconds in
length. After that sprint, the team started working.

The fast pace at which development started happening made it very hard for
me to ensure everyone was going in the right direction, so the optional UI reviews
were turned into gate-keeping tool by making them mandatory. So for every piece
of code that needed to be done, it had to have a code review signing off it was a
good approach at fixing the problem, and a similar sign-off that the change that
it introduced affected the user experience in a positive and consistent way.

A UI review would happen, for example, when a developer wanted to introduce
a new feature that would let users subscribe to a certain event, and get notified
via email when something changed. The review focused on where on the page
this option was presented, with what text and icon, and the content of the email
sent. The new option needed to be introduced in a way that made it clear what
it would do. To address this. I would provide recommendations on how to do
this, and work with the developer until we were both happy with the outcome.
For example, here's a quote of something that would happen preparing for a
UI review:

“Preparing for the UI review I discovered I neglected to put the batch
navigator links into the page template. I've done that and updated one
of the factories to allow a release to be re-used.”

While it was a very effective at helping in the overall objective, it created some
friction and frustration with developers who had tight deadlines and code they
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deamed ready to send, but were pushed back and in some cases needed days of
work in order to be re-proposed. One example of this was a feature that had
been delayed due to some unexpected complications in the code, and when it
was proposed it had already doubled the time allocated to work on it, and yet
the UI was not in an acceptable state. When I requested some changes to it the
developer got very frustrated and raised the issue with his manager in order to
get an exception.

Some of the frustration was addressed with negotiation, trading certain flex-
ibility today, in exchange for some more complex work in the future. Another
approach was to offer multiple solutions to the same problem, and work out to-
gether which would be the best balance between amount of work and best user
experience. It can be a mix of both as well - “do this simple change today, but
commit to developing the more complex one in a certain time-frame”. Another
reason for the frustration was that I sometimes became the bottleneck in the
process, simply delaying work from sending it due to lack of time.

A key tool to remove friction also came inspired from what was done with
code: pre-implementation meetings. Developers would bring up on a call or an
email what work they were going to do, and we would work out together how
it would look and behave. This made the UI review process flow much quicker
as the biggest potential problems were usually addressed before the work was
started.

Since all the conversations around UI were happening in a central place where
I was always involved, it became easier for me to re-use existing patterns with
new code, and gave me a place to plug into the process to slowly increase the
general quality of the UI and raise the bar of what a minimum acceptable user
experience was.

Five months into the process I had managed to sustain a reasonable speed in
UI review turnarounds, as well as provide support in developing features, but
this didn't completely address the bottleneck. The team was planning to focus
entirely on the UI for 1 month. There was no reasonable way for one person to
be able to deal with that amount of incoming change, and on top of everything,
my vacations were coming up! We needed a new plan that would allow us to
continue with the process that had already started to produce good results, but
was scalable.

3.3 They Own the UI

While the process evolved, some developers had taken a special interest in UI
patterns, rules of thumb for interactions and general design issues. The interest
was so great that they were sometimes pointing out things I had missed in my
own reviews with other developers or even the ones I did for them. It took me by
surprise at first, but I quickly realized that I had found the solution to the heavy
dependency on my day-to-day availability, and started looking into interesting
places to go on vacation.

I picked 3 of the developers who had shown the most interest and good in-
tuition, and talked them into experimenting with doing UI reviews for other
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developers, with help and support from myself. Interestingly enough, this men-
toring process maps to the same process the team has for code reviews, where a
new developer gets assigned a mentor that oversees all their reviews and makes
sure they understand what they need to look for and how to ask the right ques-
tions in order to become an approved code reviewer.

The mentoring phase was very interesting. Developers had gained so much
experience with UI reviews from the other side of the table that it took them
only a few days until they were covering all the major issues by themselves.

What was really unexpected was what happened when we decided to start to
bring in more developers into this new “meta-team”. Against my better judg-
ment, I brought in a few developers who had not been good at delivering UI
but for some reason had an interest in participating in this experiment. After
performing only 2 UI reviews, the same developer who had a hard time with
changes to the interface, started to deliver code that showed thought and polish
in the user experience. I was puzzled until one of them told me that doing a sin-
gle UI review had completely changed the way he saw his work. Seeing the work
of others from the perspective of somebody who doesn't care how brilliant the
code is, but rather what was being used by people, seemed to have a profound
impact on developers.

September was the month in which every single developer was going to work
only on the user interface, to update current UI to the new design and layout
that we had been building for months. Seeing how well developers had started to
take over my daily tasks, I decided it was the perfect time to get lost in Europe
on vacations for 2 weeks. Sometimes an image is worth a thousand words, so
here's a graph of the number of UI reviews performed per month, separating my
reviews from the ones from the developers:

That cycle of work was a success. All the changes that they had set out to
make were done. By the end, the developers knew more about the pages and
patterns that I had developed than I did. They had dealt with all the problems
that had arisen from going from pictures and examples to actual code, had
discussed them, made decisions, and even done a few iterations.

Fig. 1. This shows the number of UI reviews performed per month, distinguishing
reviews done by developers from the reviews done by me
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Developers started to feel very strongly about their UI, a quote extracted
from a review portrays this well. Note the use of passionate words like “I am
unhappy”, and the person taking the advice agreeing that the extra work made
it better:

Developer reviewing UI: “I create two branches in dev, then proposed
a merge. I ran make sync_branches. The toggle works well, but I am
unhappy with the spacing between it and the download link. We use <ul
class="horizontal"> in many places to normalize the space between user
actions on a page (1.5em). I am not sure that this can be reused in the
<div>. Can you experiment with the markup/CSS to make the spacing
consistent with the rest of Launchpad? ”

Developer proposing the code: “I've done this, and attached an incre-
mental diff. I agree this is a bit nicer. ”

The trend of developers performing more UI reviews than user experience people
continues to hold, the team feels it's a process that adds more value than it costs,
and other teams across the company have started to adopt it.

In the future, I'd like to start working with all the teams to start performing
cross-team UI reviews to build more shared knowledge across different appli-
cations and increase coverage of the reviewers available. I believe the process
described here enables communication at the right times, and allows user expe-
rience practitioners to be able to hook into the development process in a way
that fits in well with Agile software development.

4 Conclusion

This story covers a year and a half, quite an extensive period of time. If we had
set out to implement this process from the beginning, I'm certain it would have
taken only a few months, and some initial experience with other teams seems to
indicate that adoption can be achieved in a shorter period.If you would want to
implement this process, I would recommend:

– Don't recommend UI reviews, make them mandatory
– Be involved at the management level, it helps to be in line with the overall

project strategy, and it's a good forum to bring up big changes (strong
leadership can sometimes make up for lack of management involvement)

– Make sure that you can generally give immediate feedback. Having a very
quick turnaround lowers the barrier for a developer to bring up issues before
they get to the review stage

– The person who reviews the code, should not review the UI. They will un-
derstand the complexity behind the implementation and have a hard time
proposing changes

– The initial adoption of the process will likely create friction, be prepared to
deal with it and provide quick solutions to the problems created
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– Be aware that you will need to negotiate: First bring up the problems with
the proposed UI, then and propose more than one solution to the prob-
lem. The negotiation step also helps to gradually raise the bar of what an
acceptable user experience is

– Pre-implementation calls and/or meetings removes friction created in re-
views. Encourage these as much as you can, it will help everyone

– Build the specification of the UI with the developers. It will give them own-
ership over the feature and enables the experience to evolve beyond your
initial concept

Something I regret not having done was documenting good patterns across the
application as they came up in reviews. It would of made developers even more
self-sufficient, and even would of reduced the time I had to spend in the end
documenting the existing patterns.

Another success of this process was that it helped maintain the UI to an
acceptable level through time and avoided the need for a big re-design, which at
that point had been previously undertaken every year.
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Abstract. Emails and phone calls are insufficient and most inefficient
for distributed communication and meetings. It is impossible to let a
team improve by these means.

This experience report presents how we dealt with the lack of commu-
nication in a distributed Scrum Team in three locations and two different
time zones. We created a virtually colocated team by using video confer-
encing systems even for daily meetings and remote desktop systems for
handling documents and tools. With such systems all necessary meet-
ings and practices can be executed. It is even possible to support highly
collaborative sessions like planning poker, pair programming, and retro-
spectives.

The necessary budget to set up such systems is outweighed by the
obtained effectiveness and efficiency of team communication.

Keywords: distributed meetings, distributed teams, global development.

1 Motivation

One principle behind the Agile Manifesto is ”The most efficient and effective
method of conveying information to and within a development team is face-to-
face conversation.” [1]

This agile principle holds true maybe especially in distributed environments.
Many agile practitioners and coaches have to work with distributed teams and
yet do not know how to practice this principle.

This experience report shows ways to support tight collaboration of dis-
tributed team members.

2 Project Environment and Context

The project’s goal was to create an update for an existing medical software sys-
tem. Due to this medical field the project had to be implemented in a regulated
environment.

The Scrum Team included up to 12 members who were dispersed over three
different locations as shown in table 1.

Before this project was started the three locations have been in contact mainly
by email, phone, and other shared documents and tools like bug tracking systems.

A. Sillitti et al. (Eds.): XP 2010, LNBIP 48, pp. 251–260, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Table 1. Locations and Team Members

Location Time Zone Team Members

Karlsruhe, Germany GMT+1 1 Scrum Master, 3 developers, 2 testers
Hamburg, Germany GMT+1 1 Product Owner
Tomsk, Russia GMT+6 5 developers

The Scrum framework had been introduced to the organization for the first
time with this project. Several agile workshops have been arranged for develop-
ers, testers, and product owners in the two German locations. The designated
Scrum Master traveled to the site of the Russian developers to coach them in an
intensive one-week workshop.

Sprint length has been decided by the team to be two weeks. Sprint turnover
was on Wednesday, so overtime on weekends could be avoided (continuous pace
is easier to achieve if team members do not have a possibility to get things done
in a rush right before end of the Sprint).

3 Problems and Issues in Distributed Communication

Before the transition to Scrum face-to-face communication was completely miss-
ing in the organization between members of distributed locations. The few ways
of communication were mostly indirect via email and via comments in a bug
tracking system. Third choice of communication was via telephone if and only if
both parties knew each other already. As many team members have not had a
chance to get to know each other personally, people hesitated to initiate direct
contact and preferred to communicate indirectly. This led to a single-point-of-
communication way of information exchange: the project leaders were respon-
sible for gathering, distributing, and deciding information of the projects. This
habit was kept going on in the first time of the agile transition so that the
Scrum Master was expected by the team members to take over this single-point-
of-communication role.

After several attempts to facilitate Daily Scrum meetings via telephone, it be-
came clear that this way could not lead to success. Neither one-on-one interviews
nor group sessions could compensate missing face-to-face communication.

It was not possible for the team to reach a team-jelling state with these
means of highly inefficient and ineffective communication. Other trust-building
approaches had to be found to create a working and effective communication
within the whole team.

4 Pragmatic Solutions to Difficult Problems

To keep things simple, pragmatic solutions to difficult problems have been im-
plemented. The same involvement of all sites as well as direct, personal meetings
provided a supporting structure for virtual meetings.
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4.1 The Value of Tools

The first tenet of the Agile Manifesto says ”humans and interactions over pro-
cesses and tools” [2]. In a colocated environment humans are able to interact
face-to-face without any processes and tools. As only 42 percent of all agile de-
velopment teams are colocated [3], the majority of project teams has to deal
with more or less distributed communication. The more dispersed a team is,
the more it is necessary to support humans and interactions with processes and
tools–people simply can’t interact without.

This approach can be explained with a metaphor mentioned by Alistair Cock-
burn [4]: imagine the single terms of the Agile Manifesto have separate dials
which can increase or decrease these term’s intensity. The Agile Manifesto gives
the freedom to adjust the intensity of ”humans”, ”interactions”, ”processes”,
and ”tools” as needed for any specific project environment. In a distributed
environment it is not possible to communicate face-to-face continuously. So to
bring faces together on a regular basis a process (Daily Scrum meetings) and a
tool (video conference system or phone calls) is needed. This does not mean to
value processes and tools more than humans and interactions. Valuing humans
and interactions is still the primary goal. But to achieve this goal in a distributed
team a lot more of processes and tools are needed. (And mostly every commu-
nication in a distributed team needs a tool: even the plane to bring humans in
direct contact is a tool.)

The richer (hotter) a communication channel is, the more effective is its result-
ing communication as shown in figure 1. Working face-to-face at a whiteboard
is the most effective kind of communication, whereas written conversation like
email and paper has very poor communication effectiveness.

Fig. 1. Comparing Communication Channels
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The only tool able to nearly catch up with face-to-face communication is a
conversation via video. It is highly recommended by Ambler [5] and Cockburn [6]
to use the richest communication channel available for the specific project situ-
ation. This approach maximizes the effectiveness of communication.

4.2 Video Meetings

Both locations in Germany were connected via a video conferencing system so
the basic infrastructure already was available. The delivery and setup of a third
camera and monitor in Russia lasted a few days only and took place right before
the first meetings of the project.

A professional video conferencing solution was used to assure high visual and
audible quality.

Costs. Cockburn calculates delays and lost-opportunity costs for projects that
do not use face-to-face communication [6]. Let’s assume the costs of one developer
minute to be 1 Euro for an organization. Let’s further assume everyone of the 12
team members needs only 15 minutes every day to get in contact with other team
members for information exchange. (Example: Igor has a question and tries to
call Michael who’s absent at this time. Igor starts writing an email to explain his
thoughts and question. Several minutes already are lost and both team members
still had no contact at all. As a result the loss increases because an inefficient
communication channel was created via email.) This results in 12×15×1 Euro =
180 Euros per day. The used video conferencing system costs for a single location
are about 5,000 Euros. So after 28 working days (= 5, 000/180) the investment
is break-even.

4.3 Shared Documents

Team members were in need to work with the same artifacts in their meetings
such as the Scrum Board, the Product Backlog, and the Sprint Backlog. The
natural, colocated way to work face-to-face at a physical whiteboard was not
suitable in the distributed environment. The most pragmatic approach was not
to search a new tool to support distributed artifacts but to use what the team
was already used to work with: a typical office application suite consisting of
word processor, spreadsheet, and a presentation application like PowerPoint.

As none of these applications was supporting distribution, a remote desk-
top system via Virtual Network Computing (VNC) [8] was used. With either
TightVNC [9] or UltraVNC [10] it was possible for all three locations to work
with the same application running on a host PC.

Most of the Scrum artifacts were transfered into spreadsheets. Backlog items
with all their information could be managed in all aspects like prioritization,
clustering, estimating, and refining.

The presentation application was used as a whiteboard replacement. Dis-
tributed retrospective meetings could be facilitated with this replacement, e.g.
for visualizing timelines, writing and pinning virtual cards, and moving around
objects on the board.
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It was not appropriate to switch to fully distributed, multi-user office applica-
tions like Google Documents [11] due to following reasons: corporate IT security
did not allow to store documents in an outside cloud, and compatibility and
ease-of-use with the existing office application suite had to be provided.

5 How to Do Distributed Meetings

5.1 Rules and Practices

There have been no working agreements on special rules and practices for dis-
tributed meetings. It was intended that flaws of the meetings would be surfaced
in the next retrospective meeting by the team itself.

5.2 Example: Retrospective Meeting

To follow the retrospective meeting structure by Derby and Larsen [7] offers a
great variety of activities. In a colocated team many of these activities take place
face-to-face at a whiteboard. Two examples show the usage of PowerPoint as a
replacement for a physical whiteboard.

Figure 2 shows the result of the retrospective’s ”Gather Data” stage. It repre-
sents a timeline activity surfacing several virtual cards in the lower ”improvable”
area. Heavy interaction and participation of team members is required to create
such a timeline. People constantly get inspired by input of others which leads
to dispersed group discussions over the video system. Keyboards are switched
between locations to enter actual ideas on the timeline.

An example result of the retrospective’s ”Generate Insights” and ”Decide
What To Do” stages is shown in figure 3. The virtual cards were taken from an
earlier ”Gather Data” stage and copied to the virtual board. As shown on some
of the virtual cards, the ”5 Whys” method [13] produced root causes which can
be handled appropriately as action items in the next Sprint. A method like ”5

Fig. 2. Virtual board showing a retrospective’s Timeline activity of a two weeks Sprint
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Fig. 3. Virtual board showing action items of a retrospective

Whys” depends on team interaction as it is an associative analysis. As already
mentioned above such interaction between individuals was enabled by the video
system and desktop sharing.

5.3 Example: Planning Poker

Story estimation was done by playing distributed planning poker. The user sto-
ries were edited via the shared desktop system while team members could discuss
details with the Product Owner via video. Usual planning poker cards were way
too small to be readable for everyone via video. The team created its own cus-
tom set of planning poker cards [14] which were printed two cards on a sheet of
paper. This card deck was easy to handle by everyone and highly visible for the
whole team.

5.4 Effective Benefits

The introduction of a video conferencing system in all locations and the us-
age of a VNC desktop sharing system made it possible to run fully distributed
meetings with the whole Scrum Team. The involvement of all sites was given by
these means.

Highly technical and educational sessions like coding dojos [12], and other
development workshops could be realized with people of different sites and
timezones.

The team was able to run all Scrum meetings via video and VNC. Scrum
Review, Planning, and Retrospective meetings were facilitated successfully. Daily
Scrum meetings took up to 45 minutes at the beginning, and after three months
were finished in less than 15 minutes with 10 people actively participating in.
This shows that virtual, distributed meetings (a) can be nearly as effective as
their colocated counterparts with all resulting benefits, and (b) have no negative
impact on learning and improving efficiency.
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6 Pitfalls

6.1 The Worst Case

Imagine following situation. The team should meet for a short, time-boxed Daily
Scrum at 9 AM in Germany (2 PM at the location in Russia). There’s a team
member in the first location to start the video system and boot the VNC machine
five minutes before the meeting at 8:55. All team members of this location are in
the meeting room at 9:00 so the time-box starts running. Unfortunately it is not
possible to login with the wireless keyboard due to empty batteries. Someone
runs out of the room to find new ones. Meanwhile the video system tries to
connect to the other location but the system there seems to be switched off.
Someone else calls a team member of the other location to get that fixed. At
9:04 the video system is running and connected, all team members can see each
other. At 9:07 the keyboard is working again and login is possible just to realize
that the IT department made a major system upgrade on this machine and the
user login process gets frozen after several minutes. Some guy gets his notebook
as replacement for the VNC machine. At 9:14 he can login and start the VNC
service, so at 09:20 two locations are finally connected and ready for the meeting
with 20 minutes delay.

This little story describes one of the worst cases of distributed meetings and
their pitfalls. Following sections take a deeper look at pitfalls and reasons for
failure.

6.2 Finding the Right Time

Sprint turnover meetings take quite some time and attention of the participants
to be successful. According to the Scrum Guide [15] the length of meetings in a
two-week Sprint should be as shown in table 2.

Figure 4 illustrates the 5 hours difference of timezones in Russia and Germany.
A maximum of 4 hours is possible for meetings with all locations attending. Due
to coffee breaks the effective duration of this time slot is reduced to 3.5 hours.

In a colocated setting it is easy to split these meetings over two days. For
distributed team members this makes no sense as after planning and review
meetings at the first day both sites would not have a Sprint backlog to work
on for half a day. To avoid this situation, all Sprint meetings have to take place
within that 3.5 hours meeting slot. This demands a very intense energy level and
high discipline of the team.

Table 2. Meeting durations in two-week Sprints according to the Scrum Guide [15]
and the real shortened durations in the project

Meeting Favored Duration Shortened Duration

Sprint Review 2 hours 0.5 hours
Sprint Retrospective 1.5 hours 1 hour
Sprint Planning Meeting 4 hours 2 hours
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Fig. 4. Possible meeting slot of two different timezones

It is hard to keep up this level of energy for a long time. After a few Sprint
turnovers the team learned by repetition to deeply focus on review and ret-
rospective with useful output in the given time-boxes. Nevertheless full Sprint
Planning could not be realized within the given time-box. Presenting and esti-
mating the top priority Product Backlog, which normally are done in the first
part of the Sprint Planning Meeting [15], were moved to an earlier date to the
Sprint turnovers. The lasting two hours of the Sprint turnover day were primar-
ily used to commit to top priority stories for the next Sprint and to create tasks
in the second part of the Sprint Planning Meeting.

6.3 Preparation Time

It is hard to coordinate three locations to setup a daily video meeting. The more
locations, the more preparation time is needed. To minimize preparation time the
Product Owner did not participate in Daily Scrums but in separate meetings
with the team once a week (phone conferences with desktop sharing between
Product Owner and developers to clarify, detail, and estimate user stories).

The Scrum Master was responsible to prepare the meetings 10 minutes before
start. All technical systems on the facilitator’s site were activated and made
ready for the meetings.

6.4 Human Flaws

Participants of distributed meetings need to have huge discipline in various fields.
Timeliness is critical to hold the time-box which is shared with other distributed
sites as well as responsibility for preparing and checking the infrastructure right
before the meeting. Both emerged automatically after a while so that the Daily
Scrum meetings could start and stop at the scheduled time.

A common issue is the language barrier. Some people feel uncomfortable to
talk in a foreign language and try to hide in silence. Others have the courage
to talk in languages they do not really know, so the audience has to guess the
meaning. In most cases some team members function as translators for others.

Another common issue is the effect of side conversations or distraction in
general. If such a conversation tends to bring important information for the rest
of the team, one can decide to let it run at least for a while. Usually the Scrum
Master raised his voice to get back attention and reorder the team’s focus.
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6.5 Technical Infrastructure and Tools

All machinery needed to run distributed meetings may somehow be out of or-
der. This includes such simple things like empty batteries in wireless devices,
and severe problems like broken network connections, or missing or removed
equipment in meeting rooms. As other people use these rooms and equipment
as well, the next step is to get dedicated technical infrastructure for all sites of
the distributed teams. Then the team has control over it and is responsible for
that equipment.

From the project’s beginning some people had the ambition to find ”The”
perfect distributed Scrum tool for all needs of the team. Although lots of time was
spent to investigate in tools, it did not lead to a better result than the mentioned
solution with a common office suite. Neither the ”face-to-face” principle nor
the physical haptics of cards, pens, and pins could be provided with any more
sophisticated software tool. Instead of searching for presumably better tools it
is much more useful to let the team improve its interactions.

6.6 Avoiding Direct Meetings

Not arranging direct face-to-face meetings on a regular basis is a major pit-
fall. Direct, personal meetings are still necessary to keep up trust between all
sites [16]. Therefore team members of the Russian site have been sent to Ger-
many for several weeks every two or three months. German team members also
made visits to the developers in Tomsk but on a more irregular basis. Neverthe-
less all team members had the chance to meet directly with other team members
for collaboration and discussions.

The fact of knowing each other and the forming trust between team members
made communication easier in distributed meetings. The high efforts to arrange
direct meetings result in beneficial effects which hardly can be put into numbers.
In the long term these efforts pay off due to their team norming nature.

7 Conclusion

Using video conferencing and remote desktop systems worked very well for this
team and closed the gap to face-to-face communication. The investment in a
video conferencing system was break-even after three iterations, so any project
longer than a few weeks should receive benefits in distributed communication.

Next steps and improvements. The team should keep running a continuous
virtual video window between all sites. Such windows could be placed at the
coffee machine or a whiteboard in the team room. People should have the chance
to meet there and just start a conversation.

Recommendation. If the common office time of all distributed sites is too short
for all Sprint turnover meetings, move as many meeting activities to an earlier
date as necessary. Estimating the top priority Product Backlog (normally done
in the first part of the Sprint Planning Meeting) is a valid candidate for moving.
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Despite all video communication tools, distributed team members have to
meet regularly face-to-face to keep up trust and personal relationships. All team
members should meet directly at the beginning of a project.
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Abstract. Test-Driven Development (TDD) is promoted as a powerful tech-
nique for combining software design, testing, and coding to increase reliability 
and productivity. However the transition to TDD is not always easy. Is it worth 
the effort and what can really be gained from it? This report describes a useful 
transition strategy based on different TDD styles and identifies some key ele-
ments required for each style. It then identifies the main differences found on 
the code and designs that developed using these TDD styles. The differences 
are striking in their consistency and provide a strong indication that TDD is 
well worth the effort.  

Keywords: Agile, Test-Driven Development, Code Complexity, Case Study, 
TDD style. 

1   Introduction 

This report details the experiences of the adoption of Test Driven Development 
(TDD) in the Ericsson Operation and Support System (OSS) development unit. The 
Ericsson Operation and Support System (OSS) is a Management System that supports 
Ericsson’s radio network nodes. It consists of over 2000 employees in multiple inter-
national locations, supporting 500 different types of network nodes, and hundreds of 
features, some in legacy products some green field product development. 

Test driven development was one practice that was introduced as part of a wider 
transition to Agile Development. This report focuses on the transition to TDD, the 
approach, the significant effects observed on code developed using TDD and key 
lessons learned. 

The report is structured as follows: 

• Overview of Organization and Adoption Process 
• Transitioning with TDD styles 
• Results from Teams that planned to use TDD  
• Summary and Conclusions 

2   Overview of Organization and Adoption Process 

The OSS product has a strong track record of reliability and predictable delivery of a 
very feature rich product.  Nevertheless in order to improve quality and efficiency a 
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project was established to look at our current practices and process and determine 
possible improvements. 

As part of this project one area of investigation was the status of the current code 
base and more particularly our approach and techniques for unit testing.  

The following was the status quo 

• Test Last leading to unit test compromises -. Unit tests were generally 
written after the code, usually at the end of the coding phase for a particular 
code module. As it was the last activity before delivery to a formal test phase 
it was the time that normally could get squeezed the most. This resulted in 
fewer tests which inevitably lead to less quality in the longer term. Simply 
stated this unit testing can be compromised or down prioritized over delivery 
schedules. 

• Test Activity-. Unit Tests were a test activity and was not considered as an 
aid to improve designs or code. 

• Maintenance -. Maintaining existing unit test suites was an issue and com-
plaints of their brittleness were made in some cases.  

• Technical Debt -. As some of the features had been developed over the pre-
vious 10 years, there was some technical debt building up which was a threat 
to improving productivity. The technical debt was in relation to existing unit 
tests and code complexity. 

As part of the agile transition, TDD was one primary practice that could improve 
many of the observations made above. What we wanted was clean well designed code 
with a complete and maintainable set of unit tests. TDD seemed to be a step in the 
right direction as it promises the following:   

• Test First avoids unit test compromises-. Building tests first ensures that 
unit tests are part of the coding and implementation activity rather than 
something done at the end. This should ensure that the activity is not com-
promised. 

• TDD promotes improved design-. In particular the continuous refactoring 
and design in TDD promises to improve the code and designs, and with a 
good suite of tests refactoring is easier to do. This is because the tests pro-
vide more confidence and reliability for refactoring activities. 

• Maintenance-. The TDD cycles promoted maintaining and refactoring tests 
regularly, therefore existing tests should not  become obsolete or brittle.  

• Technical debt-. Code should become easier to maintain and extend due to a 
more extensive suite of tests and due to the cleaner code that TDD promised. 

In summary we wanted TDD to improve the quality of our code, improve maintain-
ability and extensibility while reducing time spent bug fixing.  

3   Transitioning with TDD Styles 

In describing TDD at the start of our transition there was much discussion on how this 
tied into analysis and design, was there a design phase, how much design should be 
done before coding and so on.    
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The view that TDD drives all of the design caused a concern for a loss of govern-
ance and forethought over the design. How do we know that the team will TDD to 
reach an effective design?  How do we track this and validate if the design can evolve, 
whilst at the same time how do we ensure that the team is not overly constricted by an 
initial design. 

In order to help the transition we looked at TDD styles as some type of continuum 
from Test First Development to “Pure” TDD.  This allowed us to be somewhat more 
precise on what we meant by TDD.  The illustration in Figure 1 and subsequent ex-
planation will be helpful to understand this continuum. It also provides a context for 
what is meant by TDD and TDD styles that are referenced throughout the report. 

To the left of the continuum the development team expects the main design speci-
fication to be completed and code towards this design, perhaps not looking for short-
comings. In the middle the team expects to drive the design toward an initial semi 
formal design sketch, and makes adjustments along the way, whereas to the right the 
team is extreme in more continuous and ongoing design every day. We can define the 
styles as: 

Amount of design done upfront

Pure TDD: tests 
drive all design

Test Before Coding Tests Drive towards 
Sketch  Design

Full Design 
Spec

Whiteboard 
Sessions

Initial Sketch 
Design Spec

TDD styles

 

Fig. 1. TDD Styles 

Tests First Style. To the left it shows that you develop a full design specification 
before coding starts. In this case the TDD style is actually Test written before writing 
code. If you will keep rigidly to the design specification the tests do not drive the 
design. When a design needs to deviate from the design specification some level of 
approval is normally required. The amount of refactoring that occurs will mainly be to 
improve the readability of the code, such as reducing method sizes, renaming and 
other low structural changes. It is stretching it to include this as a TDD style, but it is 
a potential starting point. 

Tests Drive Towards a Design Sketch. In this scenario, around the middle of the 
spectrum is where there is some formal design specification created, this may be con-
sidered a sketch and not formally approved before coding starts. In this case the de-
sign specification is seen as one possible design and the team uses the tests to drive 
towards that design. However they believe and expect that some details will emerge. 
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Pure TDD. At the far right of the spectrum the team sketches a design, normally not 
much more than a whiteboard session. The initial sketches are concerned with the 
overall design of the solution, how the main components will interact. However the 
teams will use tests to almost fully drive the design. Aggressive refactoring to evolve 
the design is a key characteristic in this style. The team must also be very aware and 
tuned to how the code is evolving and should be comfortable with design changes as 
they gain greater insights into the solution. 

There are a few main reasons why the above classification proves helpful, these are: 

• To understand from an organisational and management level that there are 
some different flavours of TDD, awareness of this in itself avoids misunder-
standing and misconceptions. 

• The goals for adopting TDD can be used to help determine what flavour of 
TDD that can best achieve those goals. 

• Choosing a particular flavour requires different skills and team skills in order 
to be successful.  This is elaborated in the next chapter. 

• It provides a framework for moving from Tests First to TDD, possibly allow-
ing teams a smoother transition.  

Skills needed for TDD styles. Table 1 is a summary of the key skills we have found that 
are needed for each particular style, or rather they are the key skills that we could identify.  

Table 1. Skills for TDD Styles 

Skills->

TDD Style
      |     

\ /

Pair 
Programming

Team 
Work/ 
Team 
Spirit  

Collective 
Ownership

Re-
factoring 

CI Unit 
Tests and 
Design 
Skills

Test First Low Low Low Med High High

Test drive 
to design 
sketch

Med Med Med Med-High High High

Pure TDD High High High High High High

 

Table 1 shows that many of the skills seem to be quite similar, refactoring, design 
and unit test skills need to be good for all flavours of TDD, indeed for all develop-
ment. They are only in the diagram to highlight the fact that you need all these skills 
almost regardless of TDD styles.  

One of the most interesting things in the skill sets is that that Pure TDD requires a 
strong team spirit, enthusiasm and an eagerness to work together in pairs. It is about 
driving to the optimal design as the team learns more about the problem space; they 
react immediately and have to make key design decisions. Learning also seems to be 
amplified by this team environment.  
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The analogy to a sports team may be quite useful as this is indeed how any good 
sports team works. There is little certainty in a sports field as to how the game will 
progress, rather the team has a set system of plays and the team uses this rather than a 
full specification. 

Although refactoring is an important skill regardless of what style is used, it tends 
to be used much more in pure TDD, whereas in the other styles there is less of a drive 
for refactoring to an optimal design. This can be explained due to the constant ques-
tioning of the design and the team focus on design improvement in pure TDD. It is 
worth clarifying that individuals using a Test First approach could do aggressive 
refactoring, the point is mainly that pure TDD makes it a very explicit team activity. It 
arguable provides a better organisational structure for good refactoring. 

As Table 1 indicates that Pure TDD requires more teamwork than other styles, the ex-
pected benefit of this is that it produces code with some better design metrics than other 
projects that used the other styles. We’ll go through those findings in the next chapter. 

4   Results from Teams That Planned to Use TDD 

In order to evaluate the effect of TDD we chose a number of key metrics to evaluate 
the designs. The metrics were primarily metrics that we used in our PMD toolset, 
namely cyclomatic complexity, excessive duplication, excessive class or method 
lengths. For the sake of brevity we mainly focus on complexity in this report, but the 
trend we observed for the other metrics are similar. We also recorded and used the 
unit test coverage. While we realised that the unit test coverage says little about  
the quality of the tests, we still felt it was an important thing to consider. The cases 
described below are representative samples of the findings. All teams received similar 
training in TDD and had either some TDD experience within the teams or used exter-
nal consultants.  

4.1   Case 1: New Development, Team Used Pure TDD 

Development team were approximately 10 people.  Duration of development was 
approximately 9 months.  Functionality could be considered as relatively complex. 
Development was a new feature in an existing product; however the type of feature 
was quite similar to some existing functionality. 

Team used PP, collective ownership, and had a high team spirit 
In summary on this particular project, it produced a very high quality code, very 

low complexity, high level of unit test coverage with no external bugs reported.  

Table 2. Metrics for new development using pure TDD 

Measure  Agile project  Average/ or baseline 
Complexity  1.32 2.9 Approx 
Unit Test Coverage 90%  60% (or less) 
Bugs report Internal  Minimal  High  
Bugs report External  None Medium  
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This case is especially interesting from a TDD perspective as TDD was used very ex-
tensively and the team felt that this was one of the main reasons for the product quality. 

4.2   Case 2: Development with TDD of a Legacy Product 

Development Team of approximately 10 people. Duration of development considered 
was approximately 7 months. The nature of the development of this product was that 
there were many small features or impacts to the existing product, rather than one 
large development. Features were of moderate complexity. 

Team used Pure TDD (a little less so than case 1), some PP and had a good team 
spirit.  

Table 3. TDD in Legacy Product, Metrics 

Measure  Agile project  Average/ or baseline 
Complexity  1.6 (new development) 3.143 
Unit Test Coverage 90+%  60% (or less) 
Bugs report Internal  Minimal  High  
Bugs report External  Very low (1) Medium  

This table shows that all new code had very low complexity, almost full unit test 
coverage and there was negligible amount of rework required due to the new features 
developed. Due to the nature of the product, some of the new development would 
involve small changes to existing classes. Although TDD was applied where new 
classes or new methods were created, it was not always used when small changes 
were made to existing methods. For this reason we did not see as much change in the 
overall structure or design of the existing product as aggressive refactoring was not 
the goal.  

It is worth noting that the product was an existing brittle product that required a 
high level of quality assurance activities. In the last year it has been a remarkably 
reliable and stable product. TDD is not responsible on its own for this stability and 
performance as much improved automated acceptance test as well as most other agile 
practices were introduced and now in full use within the team. Nevertheless the re-
duction in complexity of the code is striking as well as the extensive unit testing in 
place on all new code. 

4.3   Case 3: Test Drive towards Sketch Design 

Development Team of approximately 8 people plus 2 people were working on one 
part at a distributed location.  Duration of development was approximately 7 months. 
The development at the distributed location did not use extensive TDD or indeed test 
first. Some of the development team at the home location used pure TDD, but it was 
not consistent within entire team, although the entire team did use extensive unit tests. 
Feature was of moderate complexity. 

Onshore Team used Test first and TDD towards a sketch design, no PP and had a 
medium team spirit.  

Offshore Team used no TDD, no PP and team spirit is unknown  
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Table 4. Metrics for new development, TDD drives towards sketch design 

Measure  Agile project  Average/ or baseline 
Complexity  2.1 ( new development) 3.143 
Unit Test Coverage 75% 60% 
Bugs report Internal  Low-Medium  Medium  
Bugs report External  n/a n/a 

Table 5. Metrics on new development, Unit Test after coding 

Measure  Agile project  Average/ or baseline 
Complexity  3.1  3.143 
Unit Test Coverage 10%  (->60% after QA) 60% 
Bugs report Internal  Low-Medium Medium  
Bugs report External  n/a n/a 

This project showed that the project that used TDD had considerably lower com-
plexity (50% less) than the project that did not use TDD. As part of QA activities a 
Unit test suite was developed after the offshore code was developed, this increased 
the test code coverage considerable to approximately 60%, but did not lower the 
complexity. 

This again points to the trend where a TDD style reduces the complexity and pro-
motes more extensive unit testing. The code complexity for the part that used a TDD 
style (either Test First or Tests to drive from Sketch) was slightly higher than the teams 
that were closer to a pure TDD. The internal bugs detected were also slightly higher. 

4.4   Case 4: New Development, Test after Coding 

Development Team were approximately 10 people.  Development period considered 
was approximately 9 months.  Little TDD used and unit testing mainly done after 
development. 

Feature was relatively complex 
Team did not use PP and had a medium-low team spirit. 
This project had planned to use TDD, it had an external TDD mentor assigned and 

most of the team had received training in TDD, however it was not generally used. It 
had about the same experience levels and support in terms of training and mentoring 
for TDD as other teams. The development involved using new technologies which the 
team were not so experienced with. 

Table 6. Metrics on new development, Unit Test after coding 

Measure  Traditional  project  Average/ or baseline 
Complexity  2.6 3.143 
Unit Test Coverage 50% 60% 
Bugs report Internal  Medium Medium  
Bugs report External  Medium Medium 
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Although there were some mitigating factors that worked against TDD in this pro-
ject they were not insurmountable.  The commitment to TDD seems largely related to 
the team spirit and cohesiveness. Such team spirit and cohesiveness will lead to 
adopting better to most difficulties. This is really the fundamentals of agile develop-
ment and in particular Scrum, with its inspect and adopt mantra. Case 1 in this report 
had many of the same mitigating factors but still achieved high levels of TDD.    

In summary the metrics on this project show that the complexity of code was 
higher, unit test coverage was lower, and the bugs reported higher than those that used 
a TDD style.  

5   Summary and Conclusions: Transitioning to TDD Lessons 
Distilled 

• Be as explicit as possible on what TDD is at an organisation level. Spend consid-
erable time firstly understanding and then explaining what is expected, the ex-
pected benefits and then how to do TDD.  

• Ensure that you identify someone or a group responsible for explaining TDD in 
detail and ensure that they are available to mentor teams for a short period before 
they use TDD. 

• When it is a group of people that is responsible ensure that they have a solid and 
common understanding. A number of coding workshops is useful to build this 
consensus.   

• External training on TDD is useful and necessary, but it must be supplemented by 
regular workshops with the people responsible for that discipline.  

• Understand what type of TDD you would to achieve straight away. Test first as 
described in the report gives you some benefits and can be considered a reason-
able starting strategy.   

• Determine how exceptions to the TDD process are handled. Under certain cir-
cumstances a team may wish to reduce the initial design specification stage. De-
termine how to allow this in the organisation.  

• Pure TDD requires a strong team spirit, enthusiasm and an eagerness to work 
together and in pairs. An eagerness to constantly look to refactor code smells. It 
is also important to have a champion in the team to ensure that shortcuts are not 
taken, however if the team is not working well together this champion role will 
not be successful. 

• Be realistic, achieving pure TDD requires many aspects which many develop-
ment teams will never achieve. Nevertheless, even a test first approach brings ad-
vantages and can be sufficient in many cases. 

Finally, our experience is that we seem to recognise a trend where a TDD style lowers 
code complexity, tends to have a higher coverage of unit tests, and bugs tend to de-
crease. To get there requires strong skills, practice and a high team morale and spirit. 
We do not state that using a TDD style is the only means of achieving good designs or 
that it is a silver bullet, however the technique does seem to be a good organisation 
wide practice to adopt. 
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Abstract. Experience from numerous agile teams in the transition to agile 
methods in the Ericsson Operation and Maintenance has shown that teamwork 
and collaboration are crucial to achieving success. This finding motivated a re-
view of how sports coaches work to build effective teams. The review high-
lighted certain characteristics that sports coaches deem fundamental to success. 
This report details these finding and how we use these characteristics to helping 
teams improve. 

Keywords: Agile, Teamwork, Coaching, Sports, Wooden, Pyramid of Success. 

1   Introduction 

This report details experiences on the applicability of sports coaching thinking to 
agile coaching and software development. Primarily the parallels are drawn as a result 
of the noticeable positive effects of high teamwork within agile software development 
teams. The proposition is that although agile development is definitely about high 
skills and knowledge on agile practices, the fundamentals of building these skills 
resolve around teamwork.    

Much of the report focuses on the work of a number of renowned sports coaches. 
One of the most influential sports coaches is John Wooden, a former American bas-
ketball coach who won ten nationals championship and is widely viewed as one of 
basketballs most successful coaches. Wooden has written extensively on how to 
coach successfully and has developed a Pyramid of Success. This Pyramid of Success 
encapsulates the values required to achieve success, it is generally applied to sports 
but has also been used in business. The report details how we have found that this 
pyramid can be useful in agile teams. It also looks more generally at characteristics of 
sports coaches and how we are using these characteristics in defining characteristics 
of agile leaders and teams, some of which are perhaps not widely described in agile 
literature. Finally the report describes the impact seen from using this model of sports 
coaching. The report is structured as follows: 

• Motivation for looking at how Sports Coaches work 
• Wooden Pyramid of Success and Sports Coaches Characteristics 
• The Importance of a Well Defined System  
• Using Sports Coaching in Agile 
• Agile Assessment Results 
• Summary  
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2   Motivation for Looking at How Sports Coaches Work 

Although Individuals and Interactions is one of the principles of the agile manifesto 
the actual fostering of such good team work is quite a large and complex subject. 
Even the act of getting to a stage where productive discussions on correct behavior 
can initially require a certain trust and team work in place. During our transition we 
emphasized collaboration and teamwork as one of the practices, but found it quite 
difficult to highlight with everyday activities. After evaluating numerous teams, with 
similar technical skill, similar agile training and coaching, it was somewhat puzzling 
to understand why some teams were quite successful in using agile practices and 
others were not so successful.  A pattern emerged where we found that teams with 
good communication and team work almost always worked better. These finding 
provoked some retrospection on how to re-emphasis the individuals and interactions 
mantra and what were the best characteristics of coaching and leading to achieve this 
principle. It seemed that the collaboration and collective ownership practices were too 
weakly defined to allow their importance to be emphasized and visualized. This moti-
vated looking at how sports coaches work to build effective teams and teamwork.  

3   Wooden Pyramid of Values and Sports Coaches Characteristics 

3.1   Wooden Pyramid of Success 

Coach Wooden describes the basic building blocks of his pyramid of success which is 
drawn in figure 1 and described in detail in [3]. The fundamental building blocks are: 

• Industriousness: This is related to engaged and focussed work rather than any 
punching in of time. In order to achieve this, the next value is also necessary. 

• Enthusiasm: Enthusiasm for the work you do is crucial for good performance 
it provides energy, enjoyment drive and dedication. Without this teams cannot 
be high performing. 

• Friendship: This value is about camaraderie and respect. It is not about being 
buddies, but about having a spirit of goodwill, perhaps it is also about trust, or 
at least trust is a by product of this. 

• Loyalty: Loyalty is often found in teams that care for each other and provide 
fairness, respect, dignity and consideration for others. 

• Cooperation: The eagerness to cooperate. Cooperation is about listening shar-
ing ideas and sometimes compromises. 

While many different definitions can be taken for these foundation values the impor-
tant  aspects is that they are seen as building blocks to successful teams, even before 
technical skills. It is the visual nature of the pyramid that is quite powerful when us-
ing this to explain the role of teamwork.  

This pyramid proves useful as a thinking tool and as a strong reminder of the need 
for teamwork. However even Wooden recognised that just talking and discussing 
were meaningless unless team members could see evidence of the pyramid in his own 
behaviour as a leader and coach. The need for the team leaders and coaches to dem-
onstrate these values seemed key. 
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Fig. 1. Wooden Pyramid of Success 

3.2   Characteristics of Successful Coaches  

So while the pyramid is useful to describe values and their importance to successful 
teams, the characteristics of successful sports coaches themselves seemed key to 
building this teamwork. We experienced that these characteristics of successful sports 
coaches are the same as those required by agile coaches to be successful.  These 
common characteristics are summarised below from Jansson and Dale in [1] the “Se-
crets of Successful coaches”: 

Character-based. Credible coaches seek to do the right thing. They are honorable 
people with high ethical standards and great integrity. They tell the truth to their ath-
letes and never manipulate or play mind games with them. They conduct themselves 
in a professional manner and take pride in representing their teams and athletes with 
class. Credible coaches look to surround themselves with people of solid character 
because they know that character is just as important as talent in the long run. 

Competent. Credible coaches have a thorough understanding of the strategies and 
fundamentals of the game. They know how to make the appropriate adjustments and 
are seldom out-coached. Despite their solid understanding of their sport they are 
highly inquisitive people who continually look for innovative and improved ways of 
doing things. They are lifelong students of the game. Further, they understand that 
admitting their limitations and mistakes is actually a sign of strength, not weakness. 
Even though they are highly capable and often revered people, credible coaches tend 
to remain humble and keep their success in perspective. 

Committed. Credible coaches are highly committed people. They create successful 
visions for their teams and are more than willing to put in the time required to make 
them happen. They have a true passion for sport and coaching which fuels their in-
tense drive and enthusiasm. They also have incredible reserves of energy and resil-
iency, which enables them to weather the inevitable storms of adversity. Credible 
coaches tend to be highly competitive people who really enjoy competing and win-
ning at the highest levels. 
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Caring. Credible coaches care about their athletes as people. They sincerely want the 
best for their athletes in all aspects of their lives and are willing to help them in any 
way possible. Credible coaches invest the time to get to know each of their athletes on 
a personal level, showing an interest in their athletes' families, friends, faith, and fu-
ture goals. Further, this caring does not end when a player's eligibility or career is 
over, but often extends throughout a player's lifetime. 

Confidence-builder. Credible coaches continually build their players' confidence. 
They plant seeds of success in their athletes' minds and convince them that they can 
and will be successful. Credible coaches have a special knack for making people feel 
good about themselves. They are demanding and set high standards yet are patient 
enough to help athletes develop and improve. When athletes do fall short, as all of 
them eventually will, credible coaches use a good balance of being challenging and 
supportive to help people get back on track. 

Communicators. Credible coaches are excellent communicators. They are open, 
honest, and direct when communicating with individuals and the team. They continu-
ally remind and refocus people on what they need to do to be successful. Credible 
coaches seek to involve their athletes as much as possible and value the input they 
receive from them. They have they remarkable ability to truly listen to their athletes. 
They take the time to understand where people are coming from and are able to make 
decisions accordingly. Because of their ability to listen, credible coaches are often 
aware of concerns and conflicts and proactively address them before they become 
major problems or distractions. 

Consistent. Credible coaches develop a sound philosophy of coaching. This philoso-
phy remains stable over time, but they are flexible enough to adapt to changing situa-
tions or personnel. Credible coaches bring a consistent mood to practices and games, 
regardless of whether their team is winning or losing. They control their emotions in 
the heat of battle and convey a sense consistency to their athletes by not letting the 
highs get too high or the lows get too low. Further, they maintain a consistent ap-
proach to the rules and standards of the team. They tend to have few rules, but are 
consistent in how they apply them whether a player is a starter or reserve. Finally, 
credible coaches tend to be highly organized people who take their practice and game 
preparation very seriously. 

4   The Importance of a Well Defined System  

Coaches tend to use the characteristics and pyramid of success to define, communi-
cate and implement a system of play. The system used by all successful coaches is 
always extremely detailed, and the players work on that system everyday. It involves 
the entire team using the system. Phil Jackson1 provides a detail explanation of a 
particular system that he deployed with one of his teams known as the “Triangle”. He 
notes in [2] that “This kind of movement requires complete coordination, with all the 
players thinking and moving in unison. Instead of following the dotted lines, they’re 
                                                           
1 Phil Jackson was a sports coach with Chicago and Los Angeles basketball teams, winning 7 

championships. Known for creating a secure open environment to develop character and 
chemistry of his players. 
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reacting to the defense, so each player must be totally aware of what is happening on 
the floor”. Sports coaches work on this system of play relentlessly, constantly tuning 
and explaining it. Peter Jackson also noted [2] that having such a clearly defined sys-
tem of play can have other advantages in that it   

“relaxes the often tense relationship between a coach and his players. Having a 
clearly defined set of principles to work with reduces conflict because it depersonalizes 
criticism. The players understand that the coach is not attacking them personally when 
he corrects a mistake but simply trying to improve their understanding of the system”  

Here there is a direct parallel between many of these aspects in sports and agile de-
velopment. Primarily sports coaches understand the clear difference between a de-
fined system of play and actually executing that system of play. A system of play in 
software development can be described as the software process that most organiza-
tions define, in this case Agile. However coaches know that formally describing such 
a process and actually understanding and doing it are completely different things. In 
order for a team to execute the process effectively requires practice, teamwork, on the 
spot coaching and complete coordination with all players.  

5   Using Sports Coaching in Agile 

Thus far we have primarily used the pyramid of success to communicate with agile 
leaders the importance of teamwork in any agile development. What we can commu-
nicate are more detailed values and characteristics. It has generally drawn a positive 
reaction. A number of leaders reflected that they had not fully considered the whole 
team aspects. Somehow such a visual tool seemed to raise the awareness and facili-
tated discussions on collaboration and teamwork. Providing a framework for discus-
sions is quite powerful as it gives leaders something tangible to review. The pyramid 
itself does not provide any guidance on how to improve teamwork, but the character-
istics of sports coaches described earlier helps in this regard. 

The pyramid also prompted a review on how the other agile practices such as pair pro-
gramming, user stories, and TDD were aids in building this teamwork, rather than just 
individual practices. The pyramid was subsequently modified to more adequately reflect 
the agile practices, it is shown below in figure 2 to provide some insight, although as with 
Wooden’s Pyramid, this report cannot describe it in detail The framework is not to be 
considered as a complete framework, or even a completely correct one, it is more of a 
thinking tool and one to promote the importance of teamwork at this stage. 

Although the framework is primarily discussed with agile leaders it will be used 
more with teams as it is now in the process of being included in our official agile 
process framework. 

The framework has also prompted an additional focus on demonstrating and com-
municating in detail how practices such as TDD are defined. One result of this was 
that the agile assessment survey was improved to reflect the various levels or details 
of each practice. The assessment is now made of 16 different practices of agile devel-
opment and contains an average of 10 levels, variants or steps on each practice. Some 
agile advocates may see this level of details as too prescriptive, but using the sports 
coaching mentality it is necessary details for teams. It helps them to understand their 
current state and next possible steps. 
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Fig. 2. Agile Pyramid of Success 

Finally and possibly most importantly we use this framework with teams and man-
agers that intend to use Agile. As a general rule we specify that if your team does not 
have the basic (bottom) blocks of the pyramid in place then Agile will not help, al-
most regardless of the other skills in the team.  

5.1   Inspecting and Adopting Is Part of Sports Coaching 

The analogy with sports coaching has also proved useful for some teams in under-
standing the importance of inspection and adoption and also to see how the inspection 
is aimed at improving the system (and interwork), rather than individual inspection.  

Successful sports coaches are constantly inspecting the way the teams are playing. 
The inspection is continuous. What is under inspection is how the team is executing 
the system of play, as well as how the players are building their skills and interacting. 
Although the system of play is very detailed the coach will not have a written list of 
actions or remedies for every situation. There are too many variables, people are dif-
ferent and will develop differently, and situations will always have particular nuances. 
Much of the coaching is instinctive and relies on both a deep insight of the team and 
players as well as the system of play.  

Managing and working with agile teams is much about defining, clarifying, and 
working with teams on how they collectively develop software. The team needs to 
collectively understand what other members are doing and how they are doing it. It is 
not a collection of individual practices with solo execution, but rather a set of interact-
ing activities. 
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There is a natural link here to agile retrospectives, but agile retrospectives are nor-
mally seen as an event at the end of a sprint. It is perhaps better for the team and 
coach to think of it as a continuous activity, make changes as you go and use the ret-
rospective meetings to review the overall position and larger changes.  

6   Agile Assessment Results  

As mentioned above we updated our agile assessment survey to help determine the 
teams that were developing or already using the characteristics described in this report 
and to determine what if any effect it had. The questions in the assessment were di-
rected to determine: 

1. If the teams had in place the values on the bottom of the pyramid. This 
was self assessment; it was partly aligned with other surveys on em-
ployee satisfaction in cases where the results were uncertain. It was 
completed mainly by a subset of the teams, including team leader (scrum 
master), project manager and some members of the team. 

2. If the leaders and managers displayed the behaviour described above of 
sports coaches. This was partly self assessment, but the individual team 
members also replied on their team leaders and managers.  

Table 1. is a summary of the results. These results are described briefly below. 
Case 1 was a new development that has been doing agile for approximately 3 

months to date. Previously they had some experience of agile while working in other 
teams. As this was a new team there was the opportunity to introduce the desired 
characteristics upfront.  The survey found that they had a high level of characteristics 
on the bottom tier of the pyramid, noticeable above other teams. As the table also 
shows the other agile practices of this team were rated medium-high almost very early 
in the adoption of agile, even though they were relatively new to agile. 

Case 2 represents multiple teams. It represents teams who have been working with 
agile for some time before the pyramid thinking was introduced. What is interesting is 
that they did not have as high a score as the team in case 1, suggesting that it may be 
more difficult to introduce this thinking to established teams. 

Case 3 is an example of a team that were not introduced to the pyramid of values, it 
is noticeable that their agile practices were also considered low. It is intended to in-
troduce the pyramid within these teams and evaluate if that has significant effects. 

Table 1. Assessment Survey Overview 

Type Of 
Project  

Sports  
Characteristics 

Other  
Practices 

No.  
Developers 

Agile 
Case 1 

HIGH MED-HIGH 18 

Agile 
Case 2 

MED MED-HIGH 7+  
(multiple 
teams) 

Agile 
Case 3 

LOW LOW 12 
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A summary of this survey seems to be that the pyramid is most effective when in-
troduced at the start of a team formation. When done in this way we have achieved 
good success in applying agile practices. Secondly, teams that do not have these core 
values are not likely to be successful.  

Finally, it is worth noting that this was the first assessment since introducing the 
pyramid and it will take some time to fully evaluate its impact. 

7   Summary 

Our experiences in agile development identified team work and collaboration as a 
crucial aspect in successful teams. Ironically our experiences are also that this aspect 
is one of the least well defined parts of our agile practices. Wooden’s Pyramid of 
Success is a useful tool in communicating and visualising the importance of team-
work. Combined with the characteristics of coaches it can be used to allow agile lead-
ers and teams to reflect on their importance and how they can apply them.  

Perhaps agile teams and coaches have or should have some similar ways of work-
ing, including:  

• Always ensure the basics of teamwork are in place, these values are mostly 
represented by the bottom tier of Wooden's Pyramid.  If they are not in place 
agile will not improve your capability. 

• Demonstrate strong profession and successful coaching characteristics to your 
teams. 

• Provide great details on the system of play/agile practices and demonstrate 
them.  

• On the spot observations and adjustments must be made continuously, these 
adjustments are aimed at improving their system of play rather than any per-
sonal criticism. 

In my personal view I believe it would have been very helpful if we had a model such 
as the pyramid during the earlier parts of our transition to Agile. We often tried to 
visualise how all of the agile practices were interdependent and drew complicated 
dependency diagrams that were impossible to follow. For me this model describes 
many aspects of agile in a succinct way, much better than any dependency diagrams. 

While some or much of these values and characteristics are not on their own very 
new, it is still an area of Agile that perhaps needs to be re-emphasised and the sports 
coaching model is a very useful step in this direction. 

Finally, it is worth reiterating our main motivation for looking at sports coaching: 
Although technical skills are crucial to agile development, it seems that without 
teamwork these skills are slower to mature or flourish. 
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Abstract. Prototypes are a well known, widely accepted development
practice but, if not carefully evolved, they can become a nightmare to
maintain. This paper presents the experience of a four person agile team
who successfully grew a prototyped system to a full-featured application
without any clear transition in the project. The paper describes how the
project started with a very simple prototyping goal, evolved through it-
erations and spikes to a partly working system and transformed, in the
end, in a complete application widely tested and refactored.

Keywords: prototype, agile methods, refactoring.

1 Introduction

Prototyping is an activity that most developers have heard about. Fred Brooks
mentioned it in The Mythical Man-Month [1] as one of the best ways to provide
a quick view of a feature to the clients or users to help them make a choice.
Many agile methods - Dynamic System Development Method (DSDM) [2] is
heavily based on prototyping - adopt ideas related to this concept, like spikes [3]
in Extreme Programming.

Successful software prototypes look very much like complete features given
a certain execution path. Therefore it is common that the customers are so
satisfied that they want to integrate the prototypes into the working system and
move on. The problem is that prototypes are frequently created in a “quick and
dirty” fashion and the result is not adequate to be incorporated in a full-featured
system. Furthermore, it is quite hard to explain this fact to the stakeholders who
usually do not want to invest any more money in this “already working” feature.
The consequence is that they switch priorities, focus developer work efforts on
other parts of the system and leave the rough prototype lost within the code base.
In the long run, the prototype becomes a part of the system but it is filled with
bugs, unhandled corner cases and, frequently, cruddy code. Nobody remembers
what it was supposed to do or whether it is really important. Maintainability
is deeply affected and developers get that natural and unpleasant I-told-you-
so feeling.

A. Sillitti et al. (Eds.): XP 2010, LNBIP 48, pp. 277–286, 2010.
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Developers who have been through the pain of maintaining dirty prototypes
are no longer enthusiastic about prototypes. If they have to, they arrange their
work so that there will be absolutely no way to integrate the prototype to the
existing system. They often do this by either using a different platform, language
or even creating prototypes in other media. This inflexibility can reduce the
ability to respond to changes quickly and therefore harm the clients’ interests.

This paper describes how a four-people collocated team managed to start
a prototyping project and evolve it naturally into a full-featured application.
We have organized this experience report in chronological order of the project’s
evolution. Section 2 will present the project as it was first introduced to the de-
velopment team. Section 3 presents the work process established by the team to
create the software based on prototypes. After some time, the team felt that the
customer needed a full featured application. We describe this change in Section
4. The following section (Section 5) shows how the team adapted to evolve the
prototype to a production ready application. Finally, Section 6 presents the cur-
rent status of the project and Section 7 concludes with a summary of practices
that we used to go through this experience without much pain.

2 Starting the Project

Back in March 2008, our company was hired to do some consulting for one
of the largest movie production companies in Brazil. The client had a great
idea for an application for movie-script writers but had absolutely no knowledge
about software development. He wanted to investigate the idea and understand
how much investment it would take to turn it into working software in order
to establish his business plan. The company’s job at the time was to scout the
market, discover competitors and provide an estimation of the work required to
develop the client’s idea.

For this, a consultant was assigned the task of understanding the client’s
needs and desires and two developers were asked to analyze the existing script
writing programs and evaluate possible development paths. After about 3 weeks
of consulting and study, the team produced a deck of story cards with two
estimates each, based on the use of two possible platforms. The first platform was
an existing open source software with several features and a copy-left license1;
the second one was an Eclipse Rich Client Application2 developed from scratch
using Eclipse’s open source framework.

This initial estimate suggested that a four person team dedicating four daily
work hours would be able to build a working prototype of each feature in ap-
proximately nine months using the existing open source software and in roughly
one year using Eclipse’s platform. The open source solution had the advantage
of providing full functionality of several other features. For a complete system,
the estimate was well over two years of work on the Eclipse version and about a
year and a half for the open source one.
1 http://celtx.com/ – Last accessed on 27/02/2010.
2 http://www.eclipse.org/rcp – Last accessed on 27/02/2010.
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After some discussion, the client opted for the Eclipse based solution due to a
license restriction of the open source one which conflicted with his business plan.
He also chose to develop only a prototype of the idea since two years seemed like
too heavy of an investment for him.

After the exploration phase, the consulting contract ended and a new nego-
tiable scope contract [3] with emphasis on development effort was signed. This
new contract established a team of four developers working with an open scope
that would be negotiated monthly, providing 160 hours of work each month. It
specifically stated that the developers would work in pairs all the time and that
the developed system should have automated tests for the production code.

The features initially presented to the team were organized by the client into
three priority groups. The first group contained all features most critical to the
client, the ones that would allow him to experiment with his “big idea”. The second
one consisted of some features already present in most script editors in the market,
such as editing the script text itself. Most features in this second group were in fact
epics [4]. The third group contained only the features needed to read and export
to different file formats, such as those used by competing programs.

The project’s goal was to create a visual high fidelity prototype with mostly
faked or simplified features from the first group. The client would use this pro-
totype to present his ideas to investors by October 2008. This meeting would
either boost the project’s development to a full featured system if the investors
liked the idea or end its development in the case that they rejected it.

This was the team’s vision of the project when development began, a short
seven month project whose fate would be decided by its capacity to impress in-
vestors. Therefore, the main goal was to provide support for the client’s demon-
stration to ensure the project’s growth and success. The next section (Section 3)
describes how the team organized itself to achieve this goal.

3 Prototyping Phase

Given the project’s objective, the customer always prioritized new features con-
sidering only one specific usage scenario. This meant that, for most features,
there were several cases which the team was asked not to handle. Regarding
the source code, it meant that no verification or validation was written and the
prototype would likely crash if the user did not behave as expected. We also
incorporated several spikes as permanent solutions and did not handle a fair
number of exceptions.

The team knew from the start that the client would change his mind over time.
After all, it was partly to better understand his idea and its applicability that
he wanted to build this prototype. This meant that features would be developed
and later thrown away while code produced only for a quick spike was going to
become part of the system. Therefore, the team invested only as much design,
automated tests and refactoring as needed to keep the system flexible enough
to receive the next changes. The team also made it clear to the client that some
work would need to be done on features after he accepted them in order to polish
the work.
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From the start, the team installed a continuous integration server3 to au-
tomatically build a new version of the system hourly. With this in place, the
client could follow the system’s evolution, test the features and provide feedback
within a very short time span. This allowed for absolutely no surprises in review
meetings and greatly improved the team’s ability to tune each feature as it was
released.

The first few iterations went quite smoothly, developing features from the first
phase which involved importing a script in a text-only format marked with some
meta-data and providing a simple way to manipulate and visualize this data.
For these first features, it was easy to avoid inconsistencies since there were few
business rules involved.

Meanwhile, the client’s demonstration script was evolving as the prototype
did and the team was able to use conditionals as needed to ignore cases he
would not enter during his presentation to investors. By October 2008, the main
features from the first group were ready for demonstration, although not finished
and polished for real use. However, by testing and playing with these features,
the client felt that the program lacked an important aspect of script editing
programs: the text editor itself. It was an epic initially included only in the second
group of features, but he wanted to see how the text editor would integrate
to allow viewing and editing of the meta-data he was creating. Therefore, he
prioritized the inclusion of an incipient text editor in the prototype and started
to detail stories related to this editor.

As a result of this discovery, the client did not feel completely confident to
present the software to the investors; even so, he started to make contact with
a few people to schedule a meeting during December 2008. That date became
our new deadline. All efforts were focused on making a prototyped text editor
available for the demonstration.

At this point, the pressure for polishing the new features increased. Time was
running out for the demonstration that would decide the project’s fate. The
customer wanted the team to ignore corner cases, speed up delivery and ensure
the demonstration would run smoothly. The excitement from this important
presentation to other people (only our client and us had seen the software so far)
was strong motivation for the development team to deliver all features the client
had asked for. Yet, despite unit testing and pair programming being mandatory
rules, the general will to quickly deliver the features decreased the code quality
considerably. However, external interference was about to change the situation.
Section 4 will explain how the project got affected and what new direction those
changes pointed to.

4 Changing the Rules

December 2008 came and went without any meeting. The company that the
client was in contact with had just been acquired by another one so any project
presentation was useless until things settled down. This relieved the pressure of
3 http://www.jetbrains.com/teamcity/ - Last accessed on 27/02/2010.
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the upcoming deadline and we finally acknowledged the burden of unhandled
technical debt. All members of the development team agreed that the code was
getting complex and the quality was decreasing. This had a negative effect on
productivity and speed which complemented the client’s request for a more com-
plete text editor, with fewer mock-ups and simplifications. The first iteration of
2009 was dedicated entirely to refactoring the prototyped editor we had so far,
and the iterations that followed further developed this editor to include more
business rules.

Although the meeting with investors was mentioned in this period, again it
did not take place. The general feeling the development team had was that the
project was no longer aimed at a simple presentation to investors. It was slowly
becoming a more elaborate end-user oriented application. This seemed to be
confirmed by two important and concomitant changes that happened between
June and July 2009.

In that period, the client was asking for a much more complex and full-featured
text editor. At the same time, he was exploring and wanted to develop new
features to evolve his previous idea. At this point, the client started to understand
the dilemma that the developers had felt so far. How could we keep a good
rhythm of new feature delivery and still cover most of the use cases for current
features?

The team estimated that it would take at least three full iterations to have an
editor with the more complex functionality expected by the client. He did not
welcome this news, since it would mean that no new features would be added
for a while and he wanted to explore them with the investors’ meeting still in
mind. We then decided to investigate other possible solutions for the text editor
rather than just developing from scratch. After some research we discovered an
open source Eclipse Rich Client WYSIWYG (What You See Is What You Get)
HTML editor4. The editor relies on a reimplementation of Eclipse’s StyledText
component which is responsible for rendering text within Eclipse editors. This
project was close enough to the one we needed to implement, having some of
the functionality our client wanted on our application, and it was maintained
mostly by one Russian company. We suggested the possibility of outsourcing
the development of the underlying text editor infra-structure to this company,
thus enabling us to continue working on the new features the client wanted. He
accepted this idea and this was the first change that confirmed the shift towards
a more full-featured system.

At the same time, the team learned that the client had formed a dramaturgy
experts group to help him better understand how to structure the application,
the existing features and the new ones. The software was now going to have
a set of beta testers and it needed to perform decently to allow the users to
suggest improvements. However, the current development approach would not
be able to support this new use of the system. The change had to be clear to
the client so that development efforts would be directed to address this new way
of working.

4 http://onpositive.com/richtext/ – Last accessed on 20/02/2010.
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Fig. 1. Evolution of FIXME, TODO and XXX marks in the source code

Evidence of the software’s deficiency came quickly from the dramaturgy study
group. They started having trouble with several known and unknown corner
cases, unexpected behaviors and just plain old bugs. The client recognized this
problem and, despite the fact that it would mean new features delivered more
slowly, decided it was time to invest more in usability and user experience. This
was the second change that confirmed the shift in the project’s purpose.

Meanwhile, the development team was concerned with the increasing complex-
ity so they started to track some data from the source code. The first metrics
were the amount of FIXME, TODO and XXX marks in the code. Since the beginning,
the development team had added those marks everywhere they felt a corner case
or a behavior existed but was not handled. Each mark had a small comment as-
sociated and the kind of the mark determined the criticality of the problem.
Figure 1 shows the evolution of those marks during the project.

It is noticeable that the first data collection of those marks is dated for mid
July 2009. It took the team some time to consider this metric was important
enough to be automatically tracked. To consciously acknowledge that the team
needed to track complexity was step one to adapt to the new direction. The next
section will present other practices that allowed us to handle this shift.

5 Adapting to the New Rules

The amount of TODO marks was fairly high but the team still had to develop new
prototyped features and therefore they decided to just track it and try to keep
it under control. While this gave the team some idea of code complexity, it did
not help to show if this complexity was being tamed by tests.

By the beginning of August 2009, the client decided that it was important
for him to be able to see the evolution of the work done by the Russian team
and he asked to have two editors available on the application. The first one was



Prototypes Are Forever Evolving from a Prototype Project 283

Fig. 2. Evolution of production lines of code and test lines of code

our original simplified one and the second one was based on the new outsourced
component. At this point, we introduced a lot of code duplication because fea-
tures available in the original editor were supposed to be also available on the
new editor.

The result was a huge increase in the marks tracked as well as an increase
in lines of code. The team suspected tests were not following this trend. A very
simple script was written to count the lines of production code and test code.
Figure 2 shows how both metrics evolved over time. It starts at the same date
as Figure 1 to facilitate comparisons.

As with the TODO metric, the lines of code showed the team a small issue
regarding testing but it was not addressed immediately. It was well known that
the code did not have much coverage. There were no User Interface (UI) tests
and quite a few features were related to the way data was shown. However, the
team had a feeling that the effort to test the controller and model should have
produced more test than code.

By this time, the customer brought up the idea of a presentation to the in-
vestors again, the project had been going for quite some time and he was feeling
he had spent enough money and needed some external investment. Therefore
the old investor meeting pressure appeared within the team and the deadline
was, again, the end of the year. The goal was to quickly integrate the outsourced
component and tune a few features for the much expected meeting.

Because of the rush to deliver new features, the code had reached a critical
situation. TODO marks were amazingly high and distance between tests and code
was at its highest level. During this period, the work was being roughly divided
in three tasks: fixing bugs, implementing new features and integrating the out-
sourced component. Around September 2009, the team also suffered the loss of
a member who was required for full time consulting work. The team went from
two pairs to one pair and an extra person, and the velocity decreased.
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Fig. 3. Evolution of instanceof in the code

Figure 3 shows yet another complexity metric used by the team. Counting
the number of occurrences of the instanceof Java reserved word led the team
to understand the level of special cases unfactored in the code. The team felt
reducing this number would lead to better factored code.

Curiously, as with the two previous metrics, the effect of tracking the number
of instanceof was not immediate. More interestingly than that, in a short time
span, having the metric did not stop it from getting worse. In the rush to produce
the features, the team was becoming reckless with code quality. Something had
to be done or the project was going to become very hard to maintain and the
client’s demonstration would surely suffer from it.

With three persons working at the end of the year to match two pairs velocity
and reducing complexity, the team had to calm down, step back and rethink
about agile values. Section 6 presents the resolutions the team adopted and
their impact on the current version of the system.

6 Current Status

December arrived and it was time to perform a full integration of the outsourced
component and throw away the team’s first solution. Along with this came a
considerable decrease in TODO marks, instanceofs and lines of production code.
A large source of duplication was erased. By that time, the team was mostly
working with just two persons pairing full time since the third developer was
involved in other projects and rarely managed to pair up with the others.

The team decided to profit from this fact and instituted a merciless refactoring
policy. No matter how small or how big the refactoring was, it had to be done and
it was to be included as a regular part of each task and not as a separated task.
Corner cases were not to be left unhandled and the execution of any user behavior
which the client had not prioritized was to be logged to the application error log.
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The impact of those policies was fairly clear by the end of the month. All metrics
had improved and more bugs were being identified by the development team.

The month passed and no meeting was scheduled. The famous deadline was,
once again, a myth. With code quality increasing, TODO marks decreasing, test
code improving and bugs being caught by the development team (instead of
the users), the team felt an extra developer would help increase velocity and so
started to train one to join the team in January. The general feeling was that the
client was getting ready to wrap up the project since he was quite happy with
the software and was considering he had invested too much already on this idea.

However, in the next meeting, the client presented an officially hired beta
tester that was going to support the team in order to improve the usability of
the system. He also presented the team with many new features and usability
improvements that he wanted to have done. The client also mentioned that he
was seriously thinking about dropping the quest for investors and releasing the
product by himself. In order to do so, bugs needed to be eliminated. All bugs
found were immediately given the highest priority and should be solved in some
way as soon as possible.

Since that time, the beta tester has helped the client to identify some incon-
sistencies in the business rules. Thanks to the experience that the client had
accumulated so far in the project, he allowed himself to experiment with a few
solutions and alternatives to these problems until he felt more comfortable with
the way features worked, allowing him to seek consistency, conceptual integrity
and the certainty that other choices were not as good as the one he had made.

7 Conclusion

Successful software prototypes need not always be completely thrown away. This
fact comes from the very nature of software and the ability to easily and quickly
merge pieces of code together to produce a working program using agile method-
ologies. Agility relies on this fact to allow for incremental evolution of the system
and, therefore, supports that fact that prototypes can grow to complete features.

By embracing the idea that, if your prototypes are successful, they will be
incorporated into the software, you can be prepared to maintain that code.
It does not mean that prototypes should be developed exactly as well known
complete features. Prototyping should allow you to explore different solutions
and as they survive the selection process they should be refactored and evolved
in a similar fashion to the set-based lean approach [5].

Refactoring, testing and decoupling are essential to allow code evolution and
should be practices that are strongly enforced as the prototype starts to transform
into a working feature. Unhandled exceptions, cases or behaviors should be doc-
umented with tests or some other mean that allows for quick listing and search.

Although prototypes are not first class production code and much of their
value comes from this lower class status, they are likely to turn into essential
features of the system. It is very important to track this evolution and provide the
necessary support to maintain quality. Even so, there should be no fear about
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throwing away code either. The value provided by prototypes resides deeply
in the knowledge they bring to the customers, which means the code is much
less valuable then we give it credit for. In our experience, using prototypes to
experiment with different ideas for the same feature proved invaluable, and many
accepted prototypes were able to evolve to production code in the application.
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Abstract. Experimentation is one way to gain insight into how processes
perform for a team, but industry teams rarely do experiments, fearing that
such educational excursions will incur extra costs and cause schedule over-
runs. When facing a stalemate concerning the use of pair programming one
industry-like, academic team constructing a commercial-grade web appli-
cation, performed a lightweight experiment comparing pair programming
and programming alone using Fagan inspection. Through the experiment,
the team learned that pair programming was not only faster than pro-
gramming alone, but also required less effort and produced code of more
predictable quality. Conducting the experiment required only eight hours
of effort over six weeks (a mere 0.5% of the total effort during that time
frame) and afforded crucial information for choosing the best practices for
the team. As demonstrated by this experience, lightweight experimenta-
tion is cost effective and does not threaten project schedules.

Keywords: experimentation,ExtremeProgramming, pair programming,
process improvement, process tailoring, scientific method.

1 Introduction

When faced with the choice of continuing to use pair programming, the Square
Root team was divided. Half the team was dead against continuing on grounds
that there wasn’t time to waste in the schedule by pairing up. They suggested
we drop pair programming and adopt Fagan inspection [1], a highly structured
peer review technique, instead. The other half of the team enjoyed pairing and
wanted to continue the practice, pointing to research that showed it can be
faster than programming alone [2] and can produce code of similar quality to
Fagan inspection [3]. Of course the research cited, like many software engineering
studies, was based on work performed by undergraduate students working on toy
projects and the results may not be applicable to industrial teams. Polarized,
the team chose to put pair programming to the test by conducting a lightweight
experiment. This paper will tell Square Root’s story and demonstrate how simple
it is to set up lightweight experiments for validating intuition coming out of
retrospective meetings.

A. Sillitti et al. (Eds.): XP 2010, LNBIP 48, pp. 287–296, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Project Background and Context

The SQUARE project was completed as part of Carnegie Mellon University’s
Master of Software Engineering (MSE) program [4]. The MSE program uses a
capstone element, the Studio Project, which allows students to practice concepts
that were learned through coursework in a realistic project setting. The team
consisted of five members, all students in the MSE program.

While the project was conducted in an academic setting, the client was con-
sidered a paying customer and the students were all experienced engineers. Team
members began the program with two to five years experience and varied techni-
cal backgrounds including quality assurance, data analysis, project management,
and development on desktop applications, web applications, and real-time dis-
tributed systems. The project lasted four semesters (16 months) with varying
time commitments from 9 hours to 48 hours per week depending on the semester.
The project had a strict timeline, a budget of 4, 800 engineering hours, and was
monitored by two senior faculty members of the MSE program.

During the construction phase of the project, the team used Extreme Pro-
gramming (XP) [5]. No team members had prior experience with XP; however
most had used at least some of XP’s practices in their previous jobs. At least
one team member had experience with each of the following: Test Driven Devel-
opment, refactoring, pair programming, creation and use of a coding standard,
continuous integration, and incremental development. Team members also had
experience with a variety of other software processes, most notably the Per-
sonal Software Process, the Team Software Process, Scrum, and the Rational
Unified Process.

SQUARE (Security Quality Requirements Engineering) is a nine–step process
for eliciting security requirements [6]. The result of the project was a commercial-
grade, web-based tool currently used by the Software Engineering Institute (SEI)
for research and education, and by business customers using SQUARE on real
projects [7]. The client was a senior member of the technical staff at the SEI and
is the principal investigator for SQUARE.

3 Framing Lightweight Experiments with the Scientific
Method

During one of the team’s iteration retrospective meetings, team members were
divided about whether pair programming should continue due to schedule con-
cerns. Since the team still desired some form of peer review, Fagan inspection
was suggested as an alternative to pairing. As we were unable to decide whether
pair programming or programming alone would be a better choice for the team,
we decided to settle the dispute by collecting objective data.

Following the decision to conduct the pair programming experiment, two team
members volunteered to plan and monitor the experiment. These team members
became known as the “experiment champions.” In planning the experiment, the
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Fig. 1. Summary of Square Root’s experiment

champions fell back on a key lesson from grade school: the scientific method,
a means of inquiry in which objective data is collected through observation to
prove or disprove a hypothesis (see figure 1).

Since the greatest sources of apprehension surrounding pair programming con-
cerned schedule and quality, we chose to focus on those areas in our experiment.
To make these ideas measurable, we turned them into a series of hypotheses to
be proved or disproved through data. We hypothesized that the team would be
able to approximately reproduce the results of previous academic studies which
examined pair programming [2] [3]. Specifically that

– Pair programming produces code of similar or better quality than individual
programming with Fagan inspection,

– Pair programming requires 15 – 80% more effort to complete a feature than
individual programming on features of similar size, and

– Pair programming requires 60 – 80% less calendar time to complete a feature
than individual programming on features of similar size.

Why these hypotheses? Since we had the information from prior research, we
felt it would be better to have a more precise benchmark for comparison. Less
precise hypotheses, (e.g. pair programming will require more effort but be faster)
would likely have worked just was well. The point of having a hypothesis at all
was to create a catalyst through which we could understand what data needed
to be collected.
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3.1 Data Collection

The experiment champions used the Goal Question Metric (GQM) approach [8]
to identify metrics necessary for measuring the outcome of the experiment. In
the spirit of XP, metrics were kept as simple as possible. To assess quality we
decided to count the number and type of issues discovered through inspection and
pair programming as well as the number of defects discovered during acceptance
testing. Issue and defect data was normalized by size, in this case method lines
of code. To assess time and effort, we examined the number of hours spent
developing features.

Balancing data collection and agility was a primary concern, so we strove
to use as much of our existing data collection methods as possible. We needed
enough information to objectively evaluate our hypotheses but did not want to
negate the agility of XP. As the team was already using Microsoft SharePoint
to track tasking effort, we simply added a checkbox to the task form to indicate
whether task time was executed alone or as a pair.

While time and effort information was relatively easy to collect, defect data
turned out to be more challenging. Since XP does not give specific guidance for
classifying defects, the team borrowed defect classifications from the Team Soft-
ware Process [9]. The greatest challenge was determining how to fairly compare
the effectiveness of Fagan inspection to pair programming. Comparing the num-
ber of defects discovered during acceptance testing is straightforward, but only
addresses functional defects. One of the greatest benefits of peer reviewing code
is that it helps uncover issues that might otherwise go unnoticed, such as coding
style or design issues. The Fagan inspection process naturally captures this sort
of information, but pair programming is designed to eliminate interruptions and
decrease the amount of time necessary to execute a code-inspect-fix cycle. Issues

Fig. 2. A tally sheet used to record issues discovered during a pair programming ses-
sion. Each tick mark is an issue discovered by the co-pilot.
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introduced during a pair programming session should not be present in the final
artifact. Thus, we needed to collect data concerning caught issues through pair
programming in real time. To accomplish this, the champions created a simple
issue tally sheet (figure 2). The co-pilot recorded caught issues on the tally sheet
as the pair worked. The tally sheet was traded for the keyboard and mouse
throughout a pairing session. Using the tally sheet turned out to be a fun and
effective way to collect data, and helped keep the co-pilot engaged throughout a
pairing session.

4 The Experiment Work Plan

Normally scientists create independent test groups (e.g. control and experiment)
to isolate variables in an experiment. While it would be ideal from a scientific
perspective to have two teams building the same software project, one using pair
programming and the other programming alone, for obvious business reasons this
ideal scientific environment doesn’t make sense. Rather than paying two teams
to build the same software, we divided the remaining project work into two test
groups: programming alone and pair programming.

The team agreed unanimously that our quest for information should not pre-
vent us from shipping working software to our client. To ensure that the exper-
iment did not negatively impact our ability to ship, we explicitly managed risks
associated with the experiment using methods pioneered by the SEI [10].

The greatest risk we identified concerned the effectiveness of pair program-
ming. There were doubts among the team as to whether pair programming would
allow us to ship on time. To mitigate this risk, rather than apply pair program-
ming exclusively during an iteration, we implemented features using both pair
programming and individual programming with Fagan inspection during the
same iteration. This way, if pair programming negatively impacted the project,
we retained our ability to ship at least part of the desired features for that iter-
ation. If two iterations in a row failed to ship promised features, the experiment
was to be immediately terminated.

In order to maintain the desired test groups for the experiment and mitigate
the pair programming risk, we modified our planning process as shown in figure 3.
At the beginning of each iteration, our client chose the features to be completed
during an iteration using XP’s planning game. We articulated features as use
cases and estimated the relative size of each use case with use case points [11].
Before starting the iteration, each of the picked features was assigned to one of
the test groups based on point values so that each test group had approximately
the same number of points. Because we used points as an estimate for size, it
was easy to divide the work for each iteration into test groups. To complete the
analysis, we used the actual size of developed features since the estimates may
not accurately reflect how much code was actually created.

The experiment work plan was stored in the team’s wiki alongside our other
team processes so it would be highly visible and easily accessible. The experiment
wiki page included the hypotheses, the GQM analysis, complete instructions for
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Fig. 3. The modified team planning process for accommodating experiment test groups

data recording, the experiment work plan, and definitions for what it meant to
“pair” or “work alone.” Real time pair programming tally sheets were collected
daily and the raw results published on the team’s shared documents repository.
The updated experiment feature list was also made publicly available [12].

5 Experiment Results and Discussion

The experiment required a total of three iterations to complete. Preliminary re-
sults were discussed during the team’s iteration retrospectives, providing imme-
diate feedback. Complete results1 were presented to the team at the conclusion
of the experiment.

5.1 Observations about Software Quality

We found that code produced using pair programming allowed slightly more
defects to escape to acceptance testing than programming alone (figure 4). Re-
flecting on the results during our retrospective meeting, one team member noted,
“I feel like I am more focused on finding issues during inspections than I am while
pair programming.” Other team members agreed that the focus when pairing is
on writing working code, not finding issues. This intense focus on functionality
could explain why more defects escaped when pairing.

We also observed that pair programming had a higher issue yield according
to our real time statistics than Fagan inspection. While this may seem contra-
dictory (since more defects escaped with pair programming), this observation is
likely a byproduct of the real time issue tracking. Specifically, since tally sheets
were only used to measure pair programming in real time, we don’t know how
many issues were uncovered and fixed during solo programming before an inspec-
tion. Certainly some issues are uncovered and fixed when programming alone. In
addition, certain issues, such as those related to the environment, simply can’t
be uncovered during a Fagan inspection.
1 Though the experiment proved to be extremely valuable for the Square Root team,

the specific experiment results and our conclusions on pair programming and in-
spection may not apply generally because the sample size consists of only a single
team.
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Fig. 4. The correlation coefficient was 0.86 pair programming and 0.75 for program-
ming alone

The team was pleased to discover that code produced using pair program-
ming had more predictable quality as a function of size (figure 4). In other
words, though slightly more defects escaped to acceptance testing, we could bet-
ter predict how many defects would exist. This is likely because programming in
pairs overcomes individual biases in experience, mood, concentration, and other
variable facts of day-to-day life that might cause quality to differ when program-
ming alone. The team agreed that having a partner helped maintain focus on
the work.

5.2 Observations about Effort and Schedule

We hypothesized, generally, that pair programming would cost slightly more but
allow us to develop code faster. Much to our surprise, these hypotheses turned
out to be wrong, in a good way. As hypothesized, pair programming allowed us
to develop code in less time. Surprisingly pair programming also required less
effort in most cases. Specifically we found that pair programming required 11%
– 40% less effort than individual programming with Fagan inspection. Dropping
inspection altogether, pair programming would have required between 26% less
and 12% more effort than programming alone, less than hypothesized. In terms
of calendar time, we found that pair programming required 54% – 62% less
calendar time to complete a feature than programming alone, slightly less than
hypothesized. This data is summarized in figure 5.

With this information in hand, there were no doubts that pair programming
would have an extremely positive impact on our schedule, and that without pair
programming we may not have been able to complete the project on time!
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(a) Average development cost (b) Average development speed

Fig. 5. Summary of effort and speed results. Pair programming consistently
out–performed programming alone in both cost and speed.

5.3 Additional Observations

In addition to the hypotheses we set out to test, the team noticed other inter-
esting things about pair programming throughout the course of the experiment.
Pair programming is popularly touted as an alternative to inspection in which
all code is peer reviewed; however we did not find this to be true. The stand-
ing order in our experiment was for features from the paired test group to use
“100% pair programming.” Recognizing that this was not realistic, we set an
experiment threshold stating a percentage of effort that must be spent pairing
for a feature to be considered “paired.” In spite of this standing order, pairing
never consumed more than 95% of the effort and averaged only about 85% of
the effort for a paired feature. Prior to the experiment, pair programming was
encouraged, but the team paired for only 60% of the effort for a given feature
when we did pair. No matter what peer review technique is used, peer reviewing
all code is difficult to achieve.

Knowledge sharing is another commonly known benefit of both Fagan inspec-
tion and pair programming, and the team made several observations about this
as well. Generally the team felt that Fagan inspection was better at sharing high-
level information, such as design strategies and systemic architecture concerns,
while pair programming was better at sharing low-level, detailed information re-
lated to the environment, programming language, and programming in general.
Team members also observed that it was more difficult to fix issues discovered
during Fagan inspection due to a lack of context. One team member noted at
our iteration retrospection meeting, “I hate going back and fixing the issues
we discover during inspections. The issues come up days after I’ve banged out
the code and it takes me forever to remember the context.” Indeed, inspection
meetings always lagged behind the completion of a feature to allow time for the
inspection team to prepare.
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6 Conclusion

Once the experiment concluded and the data was analyzed, the team chose to
stick with pair programming. Though pair programming allowed slightly more
defects to escape on average, predictability and consistency were more valuable.
In terms of cost and schedule, pair programming was the clear winner. Setting up
and executing the experiment turned out to be an easy and fun way to resolve an
otherwise difficult conflict by turning a battle of wills into a comparison of data.

It took two people one hour to plan the experiment, a negligible amount of
effort to adjust the experiment plan between iterations after the planning game
and to collect data as we worked, and two people three hours to analyze data
once the experiment concluded. All told, this accounts for only 0.5% a percent
of work conducted over three iterations. This time investment was a small price
to pay to validate gut feelings, boost team confidence through knowledge, and
settle process disputes with data.

In executing this experiment there were a few key ideas that helped us keep
the experiment light. The experiment itself was relatively small. The variables
under test were kept to a minimum. Rather than comparing whole processes
we compared only two practices. We chose to focus on a small handful of re-
lated hypotheses. We leveraged our existing data collection practices heavily.
We planned the experiment so that it would require only a few iterations to
complete, though in hindsight it would have been better if the experiment had
ended after two iterations (four weeks).

Scientific thinking, scaled down, is an excellent way to gain insight for team
retrospectives, but hard data is no substitution for team discussion and group
reflection. Science is a method of discovery. Teams should consider running
experiments to learn more about the processes they use and how those pro-
cesses really work for the team. This sort of intrinsic curiosity is healthy for
teams and might even strengthen work in other engineering areas. Further,
lightweight experimentation is an excellent means for guiding continuous process
improvement.

Given the inherent gap between research and industry, publishing experiment
results in the form of whitepapers and blog posts would benefit the software in-
dustry as a whole. Think about how great it would be to see results from other
industry teams experimenting with design practices, unit testing versus inspec-
tion, user stories versus use cases, or estimation techniques. As this experience
demonstrates, statistical significance, strict control groups, and lofty academic
goals are not necessary to make great gains in knowledge. All that’s needed is a
touch of science.
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Abstract. ASR Insurance, one of the top 3 insurance companies in the Nether-
lands is transitioning their IT maintenance and operations from a more tradi-
tional approach to Kanban. They started small with 1 team and slowly increased 
to 7 teams to gain experience. Due to the positive results they are now in the 
middle of transitioning 200 people to their new environment. This experience 
report highlights the experiences gained by the first implementing during the 
initial phase of the Kanban implementation. This report reflects both the prac-
ticing perspective and the coaching perspective. 

Keywords: Kanban, ASR Insurance. 

1   Introduction 

“You were not in control. You had no visibility: maybe there was a car in front of you, 
maybe not.” – Alain Prost 

How did a business that is in its very nature risk averse (insurance) in a conservative 
industry (finance) in a reserved country (the Netherlands) end up choosing to use a 
fairly new methodology, Kanban? 

In December 2009 ASR Insurance has chosen Kanban as the methodology for their 
IT operations and maintenance departments. This means that at the writing of this 
paper ASR is in the middle of that transition. This transition of 200 people is not part 
of this paper. 

This paper answers the question of how a risk averse company ended up choosing 
a fairly new methodology for a crucial part of their IT. It focuses on the organization, 
the team coordinator in his new role and the coach. 

This paper exists of four sections. The first section (chapter 2) explains the context 
that led to this choice and what influences played a part. The second section (chapters 
3 and 4) is about the road that took ASR from where it was to a position where large 
scale deployment of Kanban was the logical choice. Included in this section is also a 
description of how Kanban was implemented in the first team. The third section 
(chapter 5 and 6) provides information on the challenges we faced during the intro-
duction phase and how we tried to resolve these. The final section (chapter 7) high-
lights our personal experiences from our role (team coordinator and coach) and our 
recommendations. 
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2   Context 

ASR Insurance is one of the top 3 insurance companies in the Netherlands. ASR has sev-
eral business lines each responsible for their own label and their own budgets and goals. 

Most of the software is developed in house by the IT department that works exclu-
sively for ASR. Because of the size of the IT organization the department was made 
up of several teams each responsible for their own specific technology. When new 
applications needed to be developed members were drafted from the teams based on 
the technologies required for that project. When the project was done the responsibil-
ity for the maintenance of the resulting application lies with the individual teams. So 
if an application is developed in J2EE, Microsoft dotNet and Oracle each of these 
teams would have the maintenance and operations responsibility for that part of the 
application. 

The IT infrastructure and physical operations was the responsibility of another de-
partment (I&O). This department carried out all the deployments to Acceptance and 
Production environments. This infrastructure department was located at another loca-
tion which complicated cooperation. 

Because of the complexity of the application landscape releases were normally 
done only a couple of times a year during a weekend. During this weekend all the 
changes were performed on the live systems at the same time. This way the client has 
as much up time as is possible with little disruption. If a project misses the deadline 
most likely the change would have to wait till the next release. 

In 2006 and 2007 there was an increase in the number of change requests. When 
this number of requests increased it became harder for the organization to keep up 
with the rate of releasing changes in production. While a project normally would have 
only one client, teams doing maintenance have several. This leads to conflicts over 
priorities as each client needs his change the most. 

With this increased rate of change requests it happened every now and then that a 
change didn’t make the deadline for a release moment. Missing a deadline can result 
in lowering the trust between the two parties. Lead times were in no relationship to 
the actual amount of work that was asked. Something needed to be done. 

In 2007 initiatives had started to increase the quality and productivity of develop-
ment teams. The J2EE team started using Scrum with two teams (red and blue). The 
results with these teams and their new methodology were positive. At the end of 2007 
IT management started an Agile Adoption Program to help other teams and projects 
to start using Scrum. The number of teams using Scrum within the ASR organization 
slowly increased. These teams provided more visibility and predictability than other 
traditional project approaches. By the spring of 2009 Scrum had become the standard 
for most starting projects as methodology of choice. 

While most projects that were using Scrum reported being successful, other Scrum 
teams were having some difficulties. The commonality between these projects was 
most of the time that they were involved in operations work or small maintenance. 
The work was hard to distribute properly over sprints and often needed to be changed 
more frequently than the 2 week sprints allowed. What the client wanted was more 
flexibility and more control over the immediate results. 

Other influences that played a part in the decision making process of management 
are a desire to improve continuously, a need for visual management to increase  
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visibility and a driving desire that things could and should be better. Also another 
program was running at the same time to increase Lean practices within the whole 
company. 

ASR wanted to keep the agile mindset and at the same time do something more 
appropriate for maintenance and operations so that they too can cooperate with the 
rest of the IT departments and projects. 

In June the first conversations about Kanban started. 

3   Implementing Kanban in Pilot Project 

Scrum had cultivated the continuous improvement mindset in a number of people in 
IT management positions. They recognized the potential Kanban had for their organi-
zation. To validate their assumptions and not wanting to believe just presentations and 
articles a pilot project was selected. This team would need to be tasked with mainte-
nance and operations for several applications using multiple technologies. 

The J2EE department had just merged with System Integration (SI) and seemed the 
best choice. The team was new in working together using multiple technologies. In 
order to be able to start quickly and keep the scope manageable business and infra-
structure were not represented in the team as team members. The team consisted of SI 
developers, J2EE developers and agile testers. 

 

Kanban uses only 3 principles: [1] 

• make work visible 
• limit work in progress 
• help work to flow 

3.1   Make Work Visible 

To be able to see what a team is doing it is essential to make everything the team does 
visible. The J2EE team started mapping their process and from that mapping they 
created their progress board. Each major step in the process had its own column. To 
make the team feel the ownership of the board it was very low tech. They used a 
whiteboard, post-its and magnets. The whiteboard allows for very quick changes to 
whatever is on the board increasing the odds of the team actually making changes. 

When the board was created they put all their current work on the board so that eve-
rybody could see the actual status of all work in progress and start almost immediately. 

Other ways of making work visible included having different colors of post-its on 
the board to signal different kinds of information. Currently they have 5 different 
colors in use to help the understanding. For instance orange means work that has been 
released by the team as done and was send back because it wasn’t good enough. 
Knowing just this is enough to realize that a team is having problems if you see a lot 
of orange. 

The other colors for the post-its are yellow for regular work items, green for prob-
lems (finding solutions for root causes), purple/pink for impediments the team can’t 
solve on their own and white for high priority production incidents requiring immedi-
ate attention. 
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The team also came up with another way of visualizing when they found out that 
certain pieces didn’t progress and hadn’t noticed that for a while. They came up with 
a simple solution, they now put a dot next to each post-it each day. If a work item 
stays in the same place for a long time it accumulates many dots. Doesn’t mean it’s 
bad, it just means it needs attention. 

3.2   Limit Work in Progress 

By limiting the amount of work that the team is working on at the same time the team 
will focus more on the items they can work on. This increased focus leads to better 
results in lead time, quality and cooperation. 

The team implemented the limits in 2 ways. They set limits for each step in the 
process as it was drawn on their Kanban board. There wasn’t any experience yet as to 
what a good limit would be, so they decided to use the formula: (2 * amount of people 
doing the work) – 1. Although this was just used as a general rule of thumb it turned 
out to be quite accurate. When anybody from the team wanted to pick up some work 
they could only do that if they wouldn’t exceed the limit for that particular column. 

The other way to limit work was by representing each member of the team by 
magnets (also visualizing) and only have two of these magnets. Members can only 
start new work if they have finished whatever it was they were doing before. 

Another benefit of limiting the amount of work is that problems become visible 
more quickly. Bottlenecks become apparent as they hold up everybody’s work. It is 
not possible to hide any more. An example of this was when there was a testing ca-
pacity of four in one team and of those four three were blocked by impediments. This 
effectively meant that the possible testing throughput was severely restricted to only 
25% of the normal capacity. These impediments blocked the progress of work items 
for the whole team and thereby the progress of the whole team. This experience really 
led to a much better understanding and cooperation between our developers and test-
ers. They sat down together and worked out ways in which they can work and coop-
erate better. By more actively involving testers during development and developers 
during testing they improved the flow of the whole team. Without limiting the amount 
of work this wouldn’t have happened. Limiting the amount of work in progress is 
forcing cooperation. 

3.3   Help Work to Flow 

Helping work to flow means that a team should pay attention that they make actual 
progress all the time. Work should stream continuously from start to end. While we 
would like to release work into production, the release schedule and policies didn’t 
allow for this. To prevent the team from getting needlessly stuck the team inserted 
some “wait” columns where work could accumulate until either other teams are ready 
to move forward or there was a release weekend. 

To monitor the Kanban board frequently the team was using a daily stand up for 
sharing the current status with each other. During a standup the team asks about status 
for each step in the process instead of asking each member. What we see is that  
these stand-ups are almost always completed within 10 minutes and everyone  is up to 
date. Problems visible on the board (impediments, work items staying in one place,  
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bottlenecks) are discussed immediately to find out what the cause is and how it could 
be used or fixed. 

Another way the team helped work to flow was by practicing continuous im-
provement. They had their bi-weekly retrospective to take a step back and discuss 
anything that might need improving. And even outside the retrospective improve-
ments are made when necessary. 

3.4   Observations 

When the team started they had some problems they expected. Cooperation with in-
frastructure was thought of that that might be labor intensive to set up. The team 
added an extra step in their process to be able to cope with this extra effort. The team 
showed the infrastructure group what they were doing and could demonstrate that 
they would provide a constant stream of deployments to the acceptance environment 
if only infrastructure would be able to deploy. They agreed that a phone call would be 
sufficient and the deployment was done within 30 minutes. 

We observed a much better understanding and cooperation between developers 
from different technologies for each other as well as with the testers. This increased 
the performance of and spirits in the team tremendously. Members who started out 
reluctantly became enthusiastic about this way of cooperating. 

4   Growing Kanban 

The successes of the first team using Kanban were communicated to other teams, by 
management, coaches, team members wherever we could. These stories made other 
teams eager to start using the same thing and try and achieve similar results. This 
started a pull for Kanban coaching. 

The approach we chose for ASR was to grow slowly and coach teams intensively 
when they start for 3 weeks to get them to a good start. When the team was rolling the 
coach would stop by once or twice a week and share his observations with the team 
and the team coordinator. 

Each team creates their own process and Kanban board and really feel they own 
the process. Each team has its own pace and this should be respected. It’s much better 
to go to slow than it is to go to fast. Most teams are up and running within 3 weeks, 
Some take a bit longer. .Going too fast results in a team that does what is asked of 
them and they don’t feel ownership. Reestablishing that ownership takes a long time. 

At the start we only help the team to visualize their work without changing other 
things. This reduces the resistance to change even of the most reluctant members as 
we are just creating insight without change. By visualizing impediments in their work 
we add value for them and a reason to have a conversation about improving their 
process. Gradual change trumps resistance. 

By the end of 2009 ASR had 7 teams working with Kanban at the same time. The 
teams that started later started including members that were from the infrastructure or 
the business departments further increasing the cooperation and understanding. 
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5   Challenges in Adopting Kanban 

Change is never easy. We were able to extend the pilot from 1 team to 7 teams and 
around 50 people within 4 months. During this period we came across many different 
challenges. While not specific to Kanban, Kanban helps make these problems visible 
much quicker than before. The following is a list of challenges we experienced when 
coaching teams. These challenges were mostly local to that team. 

5.1   Team Challenges 

The teams have had closest contact with the benefits of using Kanban in a mainte-
nance and operations environment. Still they have their own reservations and their 
own change process to go through. 

Working within limits not needed “I don’t need these limits, I can do multiple tasks 
simultaneously without a problem.” 

Multiple research results have shown that we lose focus with every task we pick up 
other than the first. Our general response is to ask the person who has this objection to 
try this and focus on only one task without the distraction of other tasks.  

We have seen situations where we actually needed to raise the amount of work per 
member. This happens when that member has to wait on many other projects and 
resources, but it should be the exception. 

Limits reducing personal productivity “What if I can’t continue because we hit the 
limit?” 

What we have encountered when investigating these objections is that these team 
members wish to be engaged in work activities and otherwise feel they aren’t contrib-
uting. It is a drive to remain efficient for the company. “I’m here 8 hours so I must be 
busy 8 hours a day.”  

It is important for team members to know that they contribute by being part of a 
team and only team results matter. It’s only when they see this, they will cooperate. If 
your colleague doing the testing and you cannot start a new task you are familiar with, 
ask the tester how you may assist him. Team members are forced to communicate and 
increase each other’s understanding without feeling forced. 

Less than 80% allocation “I can only be at the stand up on Tuesday during the odd 
weeks.” 

Team members that are not working for the team at least 80% of their workweek 
are disrupting. This disruption is often bigger than the benefits they bring to the team.  

In one of our teams some team members were specialists that were only available 
for 1.5 days a week. They were needed because they held specific knowledge of the 
systems while at the same time they violate one of the key principles “help work to 
flow” by not being available for the team when needed. 

The 80% rule is a general rule, we have had exceptions to this. When we know we 
only need infrastructure 30% of the time and that is predictable, we want somebody 
from infra for 50% of the time. 

No input from sources “Yes, we know you have started, but Joe is on holiday for 3 
weeks and he is the only one that can help you.” 
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 This problem was mainly with clients to teams. The cause for this lies in old be-
havior. The ASR organization had become accustomed to an IT organization where it 
takes a long time (months) before anybody works on it due to the amount of other 
work that also needed to be done. 

A solution we applied was really easy and that was communication. The team co-
ordinator would call the requester of the change and verify that it is still valid. The 
next question is who has the knowledge  the team needs and is he/she available for 
questions. If not, this work will be postponed until he/she is. This communication 
shields the team from unnecessary waiting and the client gets a better feeling as he is 
more involved and informed. 

Members approached directly “I didn’t complete anything because I had to help on 
project A, B and C to help avoid disaster.” 

Project managers will do anything they need to do to complete their project suc-
cessfully. This includes calling any developer or tester they know when they have a 
problem. This problem we see with developers mostly. Developers like challenges 
and puzzles and they want to help, it’s their profession. 

Around the time we started using Kanban there was one project within ASR that 
was critical for cost reduction. One of the developers from that project transferred to a 
Kanban team. He stopped working for the other project, but was still called daily by 
people on the project with questions. The team member spent more time juggling the 
project and other assignments than doing actual work. 

This is where the team coordinator needs to help his team. First of all the team 
needs to acknowledge that this is a problem for the team and their progress. With 
several teams we struck a deal that if the work would take less than 15 minutes they 
could do it. Otherwise the project managers need to go to the coordinator. Aim is to 
have all the work flow into the team through the coordinator. 

The best results are achieved when all members act the same way and refer to the 
coordinator. And even more importantly the coordinator needs to show positive result 
for using the proper channel. It is a bit of a nuisance at the start and when people are 
aware of this the process flows much smoother. 

Tired of change “Last year it was scrum, now it is Kanban…” 
Sometimes people are just tired of yet another approach to how they should do the 

work they have been doing for many years.  
Here the approach we took is similar to others: inform and show and let the experi-

ence and share the results.  

5.2 Organizational Challenges 

Administrative processes “We understand, you still have to fill in these forms.” 
Kanban is practiced only in parts of the company. The rest still uses the previous 

practices and methods. Kanban teams still have to comply with the rules for overall 
planning for releases and administration of the hours worked. These processes are 
time consuming. We have found no proper way to solve this yet. 

One of these processes is the process of creating hour estimates for every assign-
ment even it is relatively small. The estimating can be time consuming and dispropor-
tional to the actual work. This estimating is valuable to the client and can help him 
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assess whether the change is worth it or not compared to the benefit. It is the process 
that is a challenge. 

Multiple locations “I can be at your location tomorrow.” 
ASR has IT teams distributed over 3 locations. This results in a communication 

barrier, even when people are willing to travel between locations. Telephone and 
email are not rich enough media to be able to communicate well. 

Nothing beats a team that is sitting in the same room next to each other. Even 
desks between team members disrupt communication in various ways. One team was 
scattered around a room with 40 desks and they were sitting roughly in the same area 
but not within talking distance. When we sat them at desks that were all next to each 
other, their joy and productivity increased although they say they communicate just as 
much as before. 

All the teams found a place of their own sitting all team members together. 

Separation in departments “Not my problem. I did my part well, let them fix it.” 
By defining what someone’s responsibilities are, you are defining even more what 

it is not. And if you hold someone accountable he will do that job excellent and just 
that job. 

Within Kanban the whole team is responsible for the end result. Kanban visualizes 
the whole stream of activities that need to be completed for the feature to be done and 
fully productive. It is not possible to “hide”; everybody needs to take ownership of 
what he or she does and take ownership as a team. When you hand off work that is 
not properly done, it is clear to everybody that others will suffer as a result. Trust and 
group pressure enforce responsible behavior. 

Understaffed departments “Yes, I’d love to help you. You are number 92 on my 
highest priority list.” 

Certain departments were required by every other department and team and had to 
deal with many requests. More requests than they could handle. They were structur-
ally understaffed. This resulted in high work pressure for their employees and to be 
able to cope with this pressure they rigorously applied policies as a way to deal with 
the work load and still help others. 

The value Kanban provides in this situation is visibility. When there was a bottle-
neck for the flow of features it became apparent immediately and work would halt. 
Instead of piling on more work, new request and work was only added when there 
was room to service these requests. 

We weren’t able to solve this. What we did do is visualize the problems that are 
being caused by this situation. 

Prioritization between multiple clients “My feature is more important than yours.” 
When there are multiple business lines within a company each with their own 

budget, goals and responsibilities prioritization can be a major issue. Most teams have 
no problems with prioritization either because they have only one client or it’s divided 
evenly between the respective clients. Problems arise when a team has a multitude of 
clients and while there is a planning one of these clients has an urgent rush job. 

This one surprised us. And was solved quite easily. The teams establishes a default 
priority for instance order by sequence of date submitted to the team. This policy is 
communicated to all clients and the progress is visible to everybody. 
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If somebody wanted to deviate from the default order all they had to do is pick up 
the phone and agree with the other clients that they would be allowed to take priority. 
For the team it was only a matter of distributing the clients phone numbers and they 
miraculously self organized. Most of the times it was resolved only in a matter of 
minutes where previously used to be weeks to reach a compromise. 

The solution to most of these challenges is communication. Both on a team level, 
help people communicate with each other and on a corporate level. We have had 
many conversations with people, held presentations, visited successful teams to show 
others that this can work. Share the successes with others; the team, partners, manag-
ers, their boss and their bosses boss. 

The thing that was the hardest was changing actual work process. It is like steering 
an oil freighter. People are willing to adapt to new ways of working, but habits exe-
cuted for many years are hard to break. 

6   Results of the Adoption 

Kanban was successfully applied to 7 IT teams. This success gave IT management the 
confidence in Kanban that this could solve the challenges they had experienced so far. 
It builds trust by constantly being transparent about almost everything. People en-
joyed their work more as the negative pressure was replaced with a sense of being 
part of a group. Each of the teams made their work visible and by hanging the infor-
mation on the walls this information was available to everybody who was interested. 
They were all very transparent in what they were doing and their status. 

Continuous improvement was executed by almost all the teams both by holding 
retrospectives to look back and by making adjustments on the fly where needed. 

The way of planning for a Kanban allows for flexibility needed for maintenance 
and operations while still providing predictability.  

When one of the teams faced the possibility of being split again based on their role 
the team revolted and resisted heavily. Despite the problems they had encountered 
along the way they wanted to maintain Kanban as their way of working including 
sitting next to each other. 

Clients and team members valued Kanban as a valuable way of building features in 
maintenance and operations. Given the choice they would either choose Kanban again 
or be neutral about it. 

7   Conclusion and Recommendations 

The chosen approach for introducing Kanban at ASR by moving slowly and share 
results worked very well. A short and intensive introduction prepared team coordina-
tors for what was coming and helped start the teams in the right direction. Team coor-
dinators appreciated the freedom and responsibility they had been given while still 
enjoying the coaching and mentoring of a Kanban coach. 

Each team creates their own process and Kanban board and they really feel they 
own the process. Each team has its own pace and this should be respected. It’s much 
better to go to slow than it is to go to fast. Kanban enables teams to build trust by 
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constantly providing transparency and results and thereby improve relationships with 
and between stakeholders. Clients and team members valued Kanban as a valuable 
way of building features in maintenance and operations. 

The thing that was the hardest was changing actual work process. It is like steering an 
oil freighter. People are willing to adapt to new ways of working, but habits executed 
for many years are hard to break. When problems arise it is all too easy to slip back. 

Kanban creates atmosphere of trust, openness, transparency, continuous improve-
ment. The results of these pilots were so successful that ASR has chosen to transition 
their maintenance and operations department to working with Kanban.  The transition 
of 200 people is now in process. 

Our recommendations for transitioning an organization to Kanban: 

• Start small with one dedicated team, build on existing experience, make it as 
easy as possible, continue to monitor principles. 

• Go slow. Only introduce new practices when the team and organization is 
ready for it. This is really a matter of personal observation and judgment. 

• Let the team own the process and Work in Progress board from day one. 
• Perform the stand ups from right to left and ask whether there is an update for 

that column. Asking individual members their status will disrupt the flow of 
both the board and the meeting. 

• Standardize the meaning of colors of work in process items (often post-its) 
across multiple teams. Failing to do this confuses people who interact with 
multiple teams. 

• White board and post-its are sufficient tools for the first three months of a 
team switching to Kanban. There are many drawbacks to the use of electronic 
tools. 

• Communicate! (Interviews, coffee corner conversations, presentations). 
• Create and use support provided by management. 
• Share the success with your team and your manager(s). 
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Abstract. In this paper we will explore how agile acceptance testing is applied 
in testing a high capacity network gateway. We will demonstrate how the  
organisation managed to grow agile acceptance testing testing from two co-
located teams to 20+ multi-site team setup and how acceptance test driven de-
velopment is applied to complex network protocol testing. We will also cover 
how the initial ideas that we had of agile acceptance testing evolved during 
product development. At the end of paper we give recommendations to future 
projects using agile acceptance testing based on feedback that we have collected 
from our first customer trials. 
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1   Introduction 

At the end of 2007 we started having a discussion how to build a high capacity net-
work gateway from scratch. We faced two fundamental risks. First, the technology 
was completely new and has never been used before in Nokia Siemens Networks. 
Second, the use cases for first commercial deployments were not completely defined 
at program start - It became clear that we need to adapt feature content heavily 
throughout the program. Applying Scrum appeared to be the appropriate response to 
these major risks.  

The initial idea was to build broad band network gateway and after few months of 
development we realized that there would more market demand for a gateway for 
2G/3G and long term evolution (LTE) enabled mobile networks. Luckily we had chosen 
agile methods to develop the product and these methods provide us the flexibility to 
change the direction smoothly. The hardware (HW) and software (SW) platforms we 
selected were totally new and in the beginning of the development they were not avail-
able. So we used HW that had the target CPU but was totally different from the ATCA 
blade architecture that we would use in commercial product. We used same approach 
with the platform SW because the high availability SW platform was not ready. 

2   Organisation and Growth 

Selecting Scrum as agile development framework was easy; implementing it in prac-
tice was hard work. The first challenge was to convince all parties that feature teams 
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are better than component teams. The feature teams that we decided to use, after long 
debate, are long-lived, cross functional teams which complete many end-to-end cus-
tomer features [1]. 

When we started the product we started with people coming from two totally dif-
ferent backgrounds. The first team had used Scrum over one year and successfully 
created a product. The other team came from a traditional waterfall organisation that 
had failed to apply Scrum and had resistance in trying it again. The failed Scrum im-
plementation was not real Scrum implementation it had just consisted of renaming 
waterfall development to Scrum. So the approach that we used was to mix the teams 
so both teams would have members from waterfall development background and agile 
development background. We put all development people in a room and asked them 
to organise themselves into two feature teams.  

At first, the teams did not want to use feature teams because they claimed that the 
feature teams lead to bad software quality. An Agile coach present in the meeting 
asked gently what is the quality of the code that the component teams had created in 
their previous project? The answer was that a mess. So after some discussion we 
agreed to see how the code would end up when using feature teams. After the teams 
agreed to try feature teams the forming of teams went very smoothly and it took under 
one hour. The newly formed teams were allowed to select their Scrum masters from 
two available Scrum masters.  

We had our first teams and development could start. In the literature the recom-
mended approach is to start with one team and then grow when you have enough in-
frastructure built [2]. We decided to start with two teams. This led to huge arguments 
between teams and very slow start in development because there were so many differ-
ent opinions how the architecture and infrastructure should be done. In the beginning 
there were difficulties in planning, because in a sequential life cycle model 
there is a long planning and specification period.  Jumping into agile style where only 
minimum amount of work is planned was hard for people who did not have agile de-
velopment background. 

2.1   Growing First Wave 

The first growth point was to add two more teams. It was a challenge since they were 
transferred from traditional organisation. One of these teams refused to learn new 
testing tools and new way of working. They did not produce anything that could be 
considered done for several sprints in row. The team argued that the testing tools in 
their previous environment were much better and resisted the learning of new tools 
and did not want to write unit test. In retrospect one crucial point that caused the res-
istance was that we did not provide the sufficient training and the reasoning why 
things are done differently when using iterative development. Also the new teams 
should be able to influence the ways of working that have been agreed so they can 
feel the rules as their own.  

The only good thing in adding new team without breaking existing teams was that 
the velocities of the existing teams did not suffer any significant impact because of 
the new teams. We added still few more team to our main development site and add-
ing them did not cause so much troubles as adding the first two teams. 
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2.2   Growing Second Wave 

Adding teams to the same site was easy compared to next step where we decided to 
add teams at a second site to speed up development because the market demand for 
the product that we were creating was suddenly emerging. Here we found out that 
using iterative development and automated acceptance testing really paid of. We 
trained the subcontractor in our ways of working by having them spend several weeks 
with our local team doing work as team members until we were confident that they 
could work by themselves.  

The same coding and testing rules were applied to subcontractor that were for our 
own teams. They had to write unit test, create automated acceptance test for all code 
and use the central continuous integration system. The biggest challenge in working 
with second site was the distance. It was hard to communicate the requirements and in 
the first half a year we had one person working as product owner proxy for other site 
to reduce the misunderstandings in requirements. 

2.3   Current Team Structure 

After adding several teams we have now over 20 teams and the majority of the teams 
are developing and documenting features. We have couple of teams in supporting 
roles like performance testing, system testing, coaching and continuous integration 
(CI) team. CI team is taking care of building and automation system. The system test-
ing team is focusing on executing test that can not be done by Scrum teams because 
the need of the real network elements which we have only a limited amount and coor-
dinating the usage of them between several teams is not feasible. The coaching teams 
main responsibility is to support in modern engineering practices, help teams to solve 
difficult technical challenges and in general help the organisation to learn faster. 

2.4   Expert Coaching 

In the beginning we realised that we need expert coaches that can help us in using 
modern SW development practices. First we had two consultants who helped us to set 
up the CI environment that was not so straight forward because the building and in-
stalling the build to target HW was complicated. To get the first teams in speed with 
unit testing and test driven development (TDD) we used one world class consultant 
helping in setting up the unit testing framework and teaching teams how to test drive 
their code. TDD was not widely accepted in teams but unit testing was found useful 
by the teams. We used also help in teaching people acceptance test driven develop-
ment that helped the teams to understand the concept. 

3   Test Automation Strategy 

It was clear in the beginning that we did not want to write legacy code that has no test as 
legacy code is defined in [3]. So we decided to have unit test coverage target and our 
aim was to automate all acceptance tests. We are now in situation where all user stories 
are unit tested, acceptance tested automatically and exploratory testing is done based on 
agreement with the area product owner. This has led to situation where almost all testing 
is done automatically and any manual testing done by teams is an exception. 
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3.1   Regression Tests 

Regression tests consists of unit tests, smoke test and all automated test. For every 
commit unit and smoke tests are executed and if those test cases fails, commits to 
code base are not allowed until problem has solved. During night time we execute 
whole regression set that contains all acceptance tests. The regression set consists of 
all automated test cases that we have developed. As defined in [4] there is no cost in 
adding all automated test in regression set and test from regression set should be re-
moved only if the functionality they test becomes obsolete. There is agreement with 
product owner and teams that all acceptance test cases should be passing at the end of 
the sprint. 

3.2   Acceptance Test Driven Development (ATDD) 

The idea of ATDD [5] was already known to some of the people and they had also 
experience in applying it in product development. The idea of ATDD came from Ro-
bot Framework [6] developers Pekka Klärck, Juha Rantanen and Janne Härkönen. 
The basic idea is to acceptance test every requirement which comes into the sprint and 
at that the moment acceptance tests are discussed for the first time and planned at a 
high level. The initial idea in ATDD was to have ATDD-meeting after each sprint 
planning where test cases are clarified and agreed how they will be implemented. 
Currently ATDD practices vary team by team but only acceptance tested requirements 
are considered as done. 

3.3   Structure of Test Cases 

In the previous project where we piloted Scrum, we started writing test cases at a very 
technical level and it was extremely hard to understand what test cases were doing 
without deep domain and tool knowledge. Then we found out that this approach was 
not working and started writing tests in business language. This was our experience 
and we wanted to try the same approach in this project, but there was huge resistance 
to create higher level language to test cases. Reasoning was that it does not give any 
value and also the way of how we use protocol tester does not support this kind of 
step by step presentation. One more reason for dropping this more readable way of 
writing test cases is that our test cases usually don't test any end to end functionality 
that has business value (see conclusions) and they are not read by product owner and 
area product owners. 

4   Test Automation and Continuous Integration (CI) 

There were two options what to use as testing framework when we started the devel-
opment. HIT which is an in house test scripting tool and Robot Framework. There 
was not any formal decision by anyone and two initial teams started using Robot 
Framework because its usage was much simpler than HIT and it was easily integrated 
to CI environment. After it was already in use it was decided that it would be the test-
ing framework for this product. Robot Framework is a generic keyword driven [7] 
testing framework so we also needed protocol tester. 
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Fig. 1. Initial CI System Fig. 2. Current CI System 

 

Fig. 3. Build status (gray is successful build) and failed test cases per build 

Catapult [8] was chosen because there was no previous experience of acceptance 
testing this kind of product and Catapult was used successfully in previous, non Agile 
developed products as a protocol tester. The Robot framework is executing long cata-
pult scripts. There has been now discussion of changing way of using catapult or even 
replace it, because how we are using it at the moment does not support ATDD. 

In Figure 1 is our initial testing environment and in Figure 2 is the current environ-
ment. Currently we have switched most of the builds from Bamboo CI system [9] to 
Build Bot [10] system. Builbot executes build, which includes compiling and unit 
testing. Builbot executes also our sanity tests. Sanity tests represent smoke testing 
[11]. Buildbot is executing Robot Framework where those sanity test are. At the  
moment we have three different sanity builds, one for our Robot Framework test ma-
terial, one for product code and one for catapult. When there is change in one these 
diffrened parts only that sanity is executed. Sanitys are executed in series, so only one 
commit is tested in one sanity run. There is dedicated environment for sanity testing. 
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4.1   Continuous Integration Practices 

Teams are using their own development environments to test pre commit changes to avoid 
breaking builds on CI. This practice is crucial since we have so many teams and having 
each team to commit to trunk without first verifying the change would lead to situation 
where the build would all the time broken and the cause of failure would be hard to find. 
When we had fewer teams we committed directly to trunk and let the CI system to inform 
possible problems but we had to modify the practice when we grew bigger than 10 teams. 
In Figure 3 we can see the daily build success rates that we have currently and the number 
of failing test cases in case the build fails (black bar in picture). 

5   Analysis of Achieved Results 

Having unit test coverage as target backfired and we found out that people were writ-
ing unit test just to get the coverage but not testing anything. Having targets seems to 
backfire as described in [12]. We decided to remove the unit test target and to our sur-
prise the unit test coverage did not drop significantly. Our current branch coverage is 
75% and the mandatory target was previously 80%. It seems that we should have fo-
cused on training people when they joined our product development instead of having 
targets on unit test coverage. The first two teams who received unit testing training 
did not have time or necessary skills to train new teams when they joined and it lead 
to unit testing that was not meaningful. 

Having automated acceptance test was one of the key success cafeterias why we 
managed to grow the development to multi site and still to maintain the high quality 
of the code base. The growing regression set is seen in Figure 4. 

The moment of truth for our product came when we had our first customer trial. 
Even the huge amount of acceptance testing did not save us from missing functional-
ity that the customer noticed in their trial in their own environment. The analysis of 
the faults and missing functionality revealed to us that we must have end to end ac-
ceptance test cases written on higher level so that they test the customer functionality 
and that we should have the same network elements that the customers have. Many of 
the findings in customer trial were incompatibilities with the customer elements be-
cause we had different interpretation about the specification than the other network 
element vendor. When we fixed the findings in customer trial we created new test 
case that we can be sure that the functionality that we create will also work with fu-
ture modifications. 

We tried to patch our lack of end to end test by having separate system verification 
team but even they were not able to find the missing parts of the functionality due to 
two reasons. They were not collaborating with the teams developing the functionality 
close enough so they would have clear picture what to test and they also lacked HW 
that the customer had. 

We also found out that the feature teams that we created in the beginning were 
turned to functionality area teams and were not able to create end to end functionality 
inside one team. The functionality areas that we have are interfaces towards other sys-
tem facing our gateway product. It seems that the product that we create is so big that 
one team can not handle the incoming and out going interface so they would conform 
to feature team definition that was our goal. Now when we have most of the interfaces 
in working shape we will try again to move more towards feature teams. 
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Fig. 4. Regression set growth 

6   Conclusions 

The selection of Scrum and agile development methods significantly accelerated the 
time to market and gave us flexibility that our traditional development methods never 
offered. The previous gateway product where we used sequential life cycle model 
took twice as long to develop and the sequential life cycle would not have allowed us 
to change direction of the product development as fast as agile methods. Automated 
acceptance testing helped us significantly when we added new teams to development 
to keep the code base in high quality.  

One easy thing that were we should have put more effort was the speed and relia-
bility of the CI system as the feedback speed from each code change should be as fast 
as possible as mentioned in [13]. Also the CI system should have been planned more 
carefully as it did not sustain the adding of new teams as easily as we thought. 

On testing side we should have had more focus on exploratory testing. We were 
too excited about 100% automated testing and only automated testing. It came obvi-
ous after the first customer trials that we need to amplify the usage of exploratory 
testing [14] in teams to ensure product quality. 

We also found out that splitting user stories to very small parts so they could fit in the 
one sprint leads to situation that testing is done at very low level. That makes problematic 
to have really end to end test cases which give real business value. We should bring accep-
tance testing more closer to customer, and use acceptance tests as a communication tool 
between all stakeholders [4], from customer to the developers and testers. This would also 
give us better visibility what functionality is ready ship and what not.  
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There is also one other big reason to have these upper level acceptance test cases: 
these test cases should verify that nothing has lost because of splitting requirements 
and also ensure that no information has been lost in communication between different 
stakeholders. Having system verification team to patch the lack of exploratory testing 
and missing high level test cases is not a solution that works due to communication 
challenges between teams. 
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Abstract. Some agile projects succeed, some fail miserably. Research shows 
that time does not necessarily cure such ills and there can be many complex  
underlying reasons. Evaluating the ways agility is supported across three sup-
posedly agile projects reveals a myriad of organizational, human and political 
issues. Using a novel approach to assess agile projects from first principles, this 
paper outlines several key findings and recommendations beyond mere compli-
ance to textbook methods. 
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1   Introduction 

When adopting an agile information systems development (ISD) method, organiza-
tions will normally select one or more the defined ‘textbook’ examples such as Scrum 
or XP. These provide varying levels of prescriptive practices and tools which can be 
implemented directly and promise team agility as a result. When a team adopts such 
methods, they normally ‘cherry pick’ practices and adjust them to suit their project 
context. There is often little thought of dependencies between practices, and how the 
use or non-use of one could affect others. For example, how useful is continuous 
build without an automated test suite? Similarly, the way in which the practices are 
implemented can vary widely, such as daily stand-up meetings that last an hour and 
take the form of upward reporting versus a team ‘touch base’ that takes 10 minutes. 
Regardless of the practices selected, or how faithfully or effectively they are imple-
mented, the projects tend to be generally regarded in the organization as ‘agile’ and 
management will expect to see the perceived benefits such as more flexibility, better 
quality and faster delivery. However, with many initial adoptions these benefits can 
be elusive with the result that the value of agile methods and their general perception 
in the organization can be called into question. 

Such early faltering can lead to various ‘agile assessment’ attempts to try to iden-
tify the source of the problems. However, these tend to measure compliance to the 
‘defined’ method, assuming that if everything is implemented as per the documenta-
tion it will resolve the problems. This approach fails to take into account the particular 
organizational context of the implementation, and often will encourage adoption  
of practices which are defined in the method but may not be appropriate in the par-
ticular case. Furthermore, it does not address the manner in which the practices are  
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implemented, which can vary widely from project to project. In this paper we present 
the experience of a global financial services firm with a novel agile assessment ap-
proach, where the true contribution of each practice to the agility itself, rather than 
compliance to a defined agile method, is evaluated. 

The firm in question has approximately 45,000 employees worldwide. Up to 
10,000 of these are IT personnel developing systems to support the business, distrib-
uted across multiple sites in the US, Europe and India. With a history of using highly 
formalized, waterfall methods over many years, and with a strong emphasis on proc-
ess predictability, the organization has developed programs for CMMi compliance, 
ITIL adoption and so on. More recently, agile and lean methods have gained traction 
in pockets of the organization. This led to early, ad-hoc trials of Scrum and XP in 
some teams. A newly developed proprietary method incorporating many principles 
and practices from agile methods such as Scrum is currently being piloted in several 
sites. This adoption is being sponsored as part of a larger ‘IT Transformation’ initia-
tive and is being driven by the global IT organization. In a collaborative research 
initiative with practitioners in the company, the authors have assessed three such trial 
projects located in an Irish office between July and September 2009. All were part of 
distributed teams, but with the majority of analysis, development and test based in 
Ireland. One was a ‘green field’ project with some US members and a small, inexpe-
rienced team of five. The other two were larger (10-20) with US and India based 
members and were part of larger enterprise wide programs.  

2   Assessing Agile Projects 

Across the three selected projects, the agile method was being implemented differ-
ently in each. To establish how agile each project was we chose not to look at compli-
ance to the documented method, but rather look at how each practice supported or 
inhibited agility. For this we used a ‘conceptual framework’ for agility which defines 
the underlying aspects of an agile team such as creativity ad simplicity. Therefore, the 
agile methods in use could be assessed effectively regardless of the particular prac-
tices each project did or did not implement, or indeed how the project implemented 
each practice. This approach allowed effective comparison of the three projects using 
three different agile implementations – in effect allowing us compare ‘apples and 
oranges’. Therefore the assessment involved answering the following questions for 
each project: 

1. What are we meant to be doing? This we call the defined method 
2. What are we actually doing? This is the method-in-action [1] 
3. Is what we are doing helping us be ‘agile’? 

We found that the defined method is a ‘hybrid’ combining both formal, deterministic 
elements from the Rational Unified Process (RUP) and agile elements from Scrum 
and, to a lesser extent, eXtreme Programming (XP).  It can be regarded as an “itera-
tive rigorous process” [2]. It has well defined disciplines and practices, and an overall 
iterative process within which they are executed. The method is expressed as concrete 
procedures, guidelines and templates designed to execute the implementation steps of 
a well defined project. The method is prescriptive in that it defines inclusive rules 
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rather than generative [3]. For example, it defines how requirements should be docu-
mented and how peer reviews should be executed. It could not therefore be regarded 
as providing only ‘barely sufficient process’ [4]. 

We then established the method-in-action for each project through interviews with 
project managers and senior team members. Research has shown that work methods 
are never implemented exactly as defined, varying by project, team and organizational 
context [5]. Agile methods generally acknowledge this explicitly, citing the ‘tailoring’ 
of methods to ensure effectiveness in specific situations. The method-in-action for 
each project was found to be quite different. Different sets of practices were used, and 
each of these was used differently depending on development context, team context 
and rational and political roles the applied method plays. Table 1 below gives a snip-
pet of the different method-in-action in the three projects regarding the iteration plan-
ning practice. 

Table 1. The different method-in-action in the three projects (iteration planning practice) 

Method-in-action Practice Text book 
definition Team A Team B Team C 

Iteration 
Planning 

- Define 
scope, tasks 
& tests for 
the team. 
- Design 
Iteration 
Stories.  
- Team owns 
estimates. 
Estimates in 
finer detail. 

- 3 week iterations are 
used. 
- Scope, tasks, estimates 
and detailed design are 
completed by each track 
before iteration planning 
meeting. 
- Planning Meeting is 
more of a brief review 
of stories. 
- Iteration is planned to 
deliver a fixed number 
of story points – it is not 
‘overloaded’ with 
additional stories 

- Iterations of 4 weeks 
are used. 
- Planning day is used to 
create user stories and 
link them to use cases. 
- Each user story is 
assigned an owner, who 
breaks it into tasks & 
leads detailed design 
- Early iterations in a 
release are ‘overloaded’ 
with story points to 
ensure there is always 
work planned 

- 4 week iterations, long 
enough for largest use 
cases. 
- Received ABPs and 
existing iteration schedule 
dictate the use cases to be 
included in the iteration 
planning. 
- Joint design of lower level 
use cases/user stories and 
breakdown to tasks. 
- Iterations are planned to 
complete 100% of capacity 
– ie no overfilling, even 
though some level of 
overfilling has been 
introduced later on. 

Once the method-in-action was established, the third phase involved a half-day fo-
cus group session with each team to establish how each practice supported or inhib-
ited agility. From a foundation of organizational agility, and with reference to agile 
software development, the core contributory concepts of agility have been distilled 
[6]. Creativity, proaction, reaction, learning, cost, quality and simplicity are the foun-
dations of agility. Table 2 below shows how the three projects perceived the contribu-
tion of their version of iteration planning to agility. Depending on how the method is 
implemented in each project, different project teams perceive differently the contribu-
tion of the method-in-action to the overall agility of the team. In the following discus-
sion we take iteration planning as an example to further illustrate this. 

In the case of Team A, the iterative planning is regarded negatively in terms of 
creativity – the iterations of 3 weeks are regarded as “tight” to deliver the end to  
end functionality required for a user centric story. Also, several comments indicate 
there are considerable story and scope changes within the iteration, which is likely to  
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consume what should be implementation time, and further restricting latitude for 
creativity. However, proaction and reaction are supported through iterations, though 
the need for detailed design and changes within iterations indicates shorter cycles may 
be beneficial from this viewpoint. One concern is that stories are often not completely 
finished or ‘done done’ within an iteration which could reduce the ability to address 
new circumstances effectively through the iteration practice, evidenced by this com-
ment: “Tough to start an iteration with a clean sheet. Often some queries or issue 
from a previous area you worked in crops up which knocks you off”. As with estima-
tion practice, learning can be inhibited due to the same developers being assigned 
tasks similar to ones they previously completed. Story implementation design is car-
ried out before the planning meeting, with only a review and estimates shared with the 
larger team. Additionally, learning is constrained by the lack of on-going customer 
feedback: “The result of an iteration is sometimes meaningless since customer is not 
engaged and not testing the deliverable of an iteration”. Initially, iteration planning 
meetings lasted most of a day and included joint design of stories by the whole team. 
However, they were found to be long-winded and ‘boring’. Now track leads are asked 
to perform task breakdown and estimation before the planning meeting, which now 
lasts less than two hours. This is perceived by the team as a cost saving since all 
members do not have to sit through the minute of each story. However, deployment of 
each iteration to QA environment is seen as a significant cost, and one that must be 
born for each iteration. Together with re-estimation of stories mid-iteration and prob-
lems accommodating these changes in the management tools, additional cost is added 
to the iteration practice. This effect is likely to reinforce the pressure to extend itera-
tion durations, which in turn may exacerbate the overhead of managing them – in 
effect creating a ‘vicious cycle’ effect. There was no perceived effect on the quality or 
simplicity due to the iteration planning practice. 

Table 2. How iteration planning is seen to affect agility across the three projects 

Agility Practice: 
Iteration 
planning Creativity Proaction Reaction Learning Cost Quality Simplicity 

Team A Poor Good Good Poor Poor 
No 

Perceived 
Effect 

No Perceived 
Effect 

Team B Poor Good Good 
No 

Perceived 
Effect 

Good Poor 
No Perceived 

Effect 

Team C 
Conflicting 
Opinions 

No 
Perceived 

Effects 
Poor Good Poor 

Conflicting 
Opinions 

No Perceived 
Effects 

In Team B, contrary to the defined method, iteration planning appears to be exclu-
sively dedicated to firming up estimates and delivery expectations from the iteration. 
The detailed design is either performed by the tracks individually before the meeting, 
if the user story is understood, or a “placeholder” is used if not. A firm commitment 
of deliverables is given to program management at this stage, “expectation is set at 
the start as to what features will be delivered“, with failure to deliver as planned 
viewed negatively, “customer wanted the story points to match up with functionality 
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delivered, it was a big issue if it didn’t match”. In attempts to avoid such shortfalls, 
project management front load the release to deliver more than the teams sustainable 
capacity of story points in early iterations, thereby creating a ‘buffer’ to absorb un-
foreseen delays later in the release cycle. Two contrary views on the effect of this on 
creativity are expressed. The first calls for longer (e.g. 2 days) iteration planning 
which “would help in triggering the learning and creative thoughts in team” and “all 
team members participate and focus is on finding creating/innovative solutions for 
stories”. But another comment claims “creativity is helped here by limiting time to 
define & deliver solution”. The method as defined calls for detailed design to be done 
at the iteration planning stage which aids with accurate estimation and occurs in a 
team setting before the iteration deliverables are committed and the ‘clock is ticking’. 
This context may provide more scope for alternate approaches to be solicited and 
evaluated than the time-boxed iteration tasks allow. Where “placeholders” or “scope-
less stories” are concerned, detailed requirements are not understood until the  
individual tasks are being executed within the iteration – at this stage estimates and 
deliverables have been committed which may again limit opportunity for creativity. 
Another concern with iteration planning is suggested by the comment “too many 
stories to be closed out at the end of the iteration can have a negative impact on qual-
ity”. According to one comment, the ability to be proactive and reactive is enhanced 
for “scope-less stories” since these are not designed until mid-iteration, just before 
they are implemented; that is ‘just-in-time’ design. Interestingly, there were no per-
ceived effects on learning. Progressing through the planning, design, development, 
test and deployment tasks might be expected to offer a strong learning opportunity. 
However, it is possible that these effects were attributed to the estimation practice. 
Initially, planning meetings were a full day for the entire team and this was regarded 
as a high cost – the length, and perceived cost of these has been reduced. However, 
the work of design, task breakdown and estimation still must take place – but only the 
people directly involved in implementation do this before the planning. Therefore, 
this cost could be considered to still exist but has been displaced from this practice. 
Another factor is that all team members do not contribute to these tasks for all user 
stories – this may also reduce the real cost of this exercise, but to the detriment of 
creativity and learning. 

In the case of Team C, the team have different opinions on the impact of this prac-
tice in terms of creativity. Since the whole team get together for the planning day, 
with “war room allocated” and “shared network”, the team members get good oppor-
tunities to discuss issues and tasks, “think of new ways and better ways to do things”, 
and thus be more creative. There was a perceived negative impact on reaction. One 
developer commented that the ability of responding to change may be compromised if 
the plan was “treated as in stone”, especially by the project management. The fact 
that the iteration plan already exists before the planning meeting may be the factor 
that influences the attitude of the project management towards the plan, and eventu-
ally impedes the team’s ability to respond to changes. Iterative planning turned out to 
be a good learning experience for the team on how to “gauge work”. As one devel-
oper comments, the team’s ability to plan has been improved and they get more accu-
rate estimates from iteration to iteration, which may lead to higher quality of resulting 
plans. However, since the team use 4-week iterations, typically iteration planning is 
done for 4 weeks, which is not easy and makes the planning day very busy and  
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intensive. Quality of resulting plans may be hampered when people are hurrying to 
get the big planning done in one day. The team members feel that it is a huge cost to 
spend a full day on planning, basically due to the overhead involved with the project 
tracking tool associated with the method. Increasing effort such as loading estimates 
and stories and maintaining the tracking tool takes more time than necessary, and the 
team felt it impacted negatively on simplicity. 

3   Findings and Recommendations 

Although considerable data was collected for each of the twenty two defined practices 
in the method (as per the iteration planning described above), due to space limitations 
we can only provide a summary here (due to confidentiality concerns of the company 
please contact the authors directly for further access to detail data from the study). 
Analysing input from across the three project teams, a number of common ‘themes’ 
emerged. Three of these major areas are discussed here, along with actions being 
taken to improve them. The recommendations have led to improvements in the three 
projects, but more importantly, in the enterprise wide agile adoption program. 

3.1   Iterative Development Is Not Agile Development 

Performing planned but iterative development does not equate to agile development. 
The method studied here is a variant of the Rational Unified Method (RUP) and com-
bines up-front planning with iterative development. This is sometimes described as 
‘Serial in the large, iterative in the small’ and is often justified as an enterprise scal-
able approach to agile development. It includes up front commitment to a release plan 
with major features agreed with the customer, and detail to be added later. However, 
the method cannot be considered highly agile, even though it does allow for the itera-
tive delivery of applications. This is reflected in developers comments such as “Feels 
like we’re doing mini-waterfall instead of agile” and “Agile development, waterfall 
everything else”.  

A fundamental concept in agile methods is an effective feedback loop – where plans 
are frequently evaluated against current reality and adjusted accordingly. In the pro-
jects studied, iterations did deliver software, but not necessarily working software 
whereby customers could interact fully with it. User stories often required coordination 
of several tasks across various ‘component teams’ and the hand-offs and synchroniza-
tion involved meant end-to-end functionality could not be completed in a single itera-
tion. Therefore, reflection on the iteration was normally confined to the development 
team rather than involving all stakeholders, and adaptation was therefore limited. 

As implemented, the proprietary method lacks an effective feedback loop. Custom-
ers are not involved in the process on a continuous basis, developers are pressured to 
comply with original plans and schedules rather than adjust them based on current 
experience, and even feedback between dependant projects in the same program are 
not synchronised. This lack of ongoing communication intensity leads to a reversion 
to ‘management by plan’, which, in turn, severely limits agility of the method. 

To tackle some of these problems, several recommendations were made. The in-
tensive face to face ‘visioning’ and planning session used at the start of the project, 
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although getting initial development off to a great start, is no substitute for ongoing 
customer involvement. This ‘group solve’ process [7] involved all stakeholders in 
extended, co-located and facilitated workshop sessions over a period of six weeks 
which served to form relationships across the team and define and prioritize require-
ments. Such intensive, face-to-face communication should be made a mandatory step 
in the initiation of any major project. However, this must be followed by on-going, 
rich (ideally face to face, but at minimum video based) communication between 
stakeholders, especially customers. Such an ongoing arrangement could mean a 
shorter and less costly initial planning phase. The cost of keeping stakeholders aligned 
would be spread throughout the project, rather than focused in a single intense effort. 
The time and resources to facilitate this critical stakeholder feedback must be built 
into the project plan. Senior management must understand the necessity and value of 
this practice and ensure it doesn’t lapse later in the project. In addition, the root causes 
why user stories cannot be shortened should be investigated and debated. Are compo-
nent teams the best organizational structure if agility is the end goal? End of iteration 
customer checkpoints should be made mandatory, and only ‘done done’ stories should 
be demonstrated. 

Where the project is a minor development, the use of a Project Charter type docu-
ment jointly developed and owned by the various stakeholders is a cost efficient, 
though not as effective, alternative to establishing a baseline for the project. This 
document should include business objectives, how business value from the project 
will be measured and communicated, and a high-level release plan and associated 
themes. However, ongoing, effective communication with customers is still essential. 

To underline the importance of embracing change in agile projects, the ‘change 
control boards’ for the projects should be renamed to ‘change facilitation boards’ or 
another title that doesn’t cast change in a negative light. This would support the agile 
manifesto principle whereby we should “harness change for customer competitive 
advantage”.  

3.2   Focus on Value Delivered, Not Effort Expended 

Planning on the projects was focused on estimating Level Of Effort (LOE) and creating 
a plan accordingly. The role of project manager was little different from the waterfall 
approach with establishing and driving the plan still very much in evidence. Story 
points are based on the time taken to complete work. Tracking of the project progress 
is based on the number of story points completed. In one project, management insisted 
that the iteration deliver exactly (or more) the story point capacity of the team.  

This approach leads the team to focus on the cost of delivery, rather than the cus-
tomer value being delivered. This adversely affects several important agile principles. 
Delivering early & continuous value flow through short iterations of working soft-
ware is important for maximising value, but has little affect on LOE. The tenet of 
‘Quality is not Negotiable’ is undermined in preference to maximising the scope de-
livered, and hence story points. In Lean thinking, the creation of WIP is discouraged 
as it consumes effort, even though it creates no value. In one project, so- called ‘ad-
ministration stories’ are created by the team to cover tasks such as code reviews. 
These were initially included as a task in the user story, but it was found to be more 
efficient to review several stories in one meeting. So to allow story points for the 
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work done on these before they were code reviewed, the task was moved into an ad-
ministrative story. Although it may be easier to manage, this encourages WIP and 
ignores customer value flow concerns. 

Another finding was a perception by some that the method was being used to ‘mi-
cro-manage’ development. Senior developers and project managers are requested to 
provide initial estimates at project and release planning stage. These are based on 
limited information of requirements or context. Project plans are drawn up based on 
these estimates and agreed with senior management and customers. During develop-
ment, when reality does not reflect these plans, it is the responsibility of the develop-
ers to justify the divergence. Some comments on this topic included “any deviation 
from estimates has high visibility with restrictive results for the team” and would be 
seen “in a negative light” Team members felt this leads to pressure on development, 
and unnecessary overhead and stress when variances have to be explained.  

It is difficult to see why the initial plans, based as they are on limited information, 
and with little buy-in from those performing the work, should be treated as the 
benchmark for the project. Interestingly, several senior developers emphasized with 
pride how their estimates had become increasingly accurate throughout the project. 
The attention given to the estimates indicated their high importance to the team and 
likely underscores how they are perceived as a measure of performance. 

Since all projects faltered in getting a viable customer feedback loop in place, it is 
easy to see that measuring effort expended is easier than value delivered. This in turn 
drives ‘efficiencies’ such as grouping code reviews for several stories into a single 
meeting and making user stories large enough to allow developers get a ‘good run’ at 
a certain area of code. It also undermines the imperative to automate testing as this 
becomes an ‘occasional’ rather than ‘continuous’ activity. 

Recommendations to tackle these issues included refocusing on user stories that are 
customer centric and deliver the smallest feature of value to the customer, delivering 
‘done done’ stories from each iteration, driving training and resources into automated 
testing and establishing transparent and common test coverage metrics across projects. 

‘Epics’, ‘themes’ and ‘stories’ should only define the bare minimum of detail re-
quired at the time, acknowledging that changes will occur as the project progresses 
and premature detail will be a wasted effort. These agile constructs should also ex-
press requirements in terms of customer value rather than application functionality 
and are fundamental to achieving continuous, early value flow and implicit traceabil-
ity of requirements to implementation. Move from up-front, contractually-oriented 
scope definition to a more collaborative, scope-variable approach where shared  
ownership and responsibility are the norm. Innovation starts with requirements, and 
elaboration should include diverse perspectives and skills including end customer, 
developers and testers. 

The ability to continuously integrate and automatically test all sub-systems of an 
enterprise solution should be invested in as a critical IT competency. CI is a corner-
stone of agile development and must be recognised as such by senior management, 
with necessary resources provided to arrive at effective, re-usable technologies and to 
provide for their implementation in any substantial project. 

Establish a mechanism to measure test coverage that is common across projects. 
For unit tests, develop guidelines on how coverage should be measured (lines of code, 
method calls, functions, boundary conditions, etc) and coverage targets. The measure 
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should aim to ensure priority is to test critical code and to avoid writing test code 
merely to meet coverage targets. Where targets are less than 100%, justification for 
this should be required (if the code isn’t used – remove it). Similarly, for acceptance 
tests, coverage of user stories should be measurable in a consistent manner. 

3.3   Agility Needs More than Agile Development Practices 

The introduction of agile software development in the case organization focused on 
the new method and associated practices. Other organizational and people aspects 
received scant attention. Traditional roles such as project manager, team lead, devel-
oper, tester, analyst and the demarcation of responsibilities they represent still persist. 
Attention to individual capabilities and diversity of teams is not evident. There is little 
evidence of self-organising teams, or evolving from manager to facilitator roles. Tac-
tics such as rotating team members between tracks, roles and projects to support di-
versity and cross team learning have not been adopted. Objective setting, performance 
reviews, training and other HR related activities do not seem to reflect the move to a 
new way of working.  

In addition, the agile way of organizing work seems confined to the software deliv-
ery teams – portfolio and program management continue to work to predefined plans. 
One of the projects studied involved a component team building services to be called 
by front-end user applications which were being developed by other IT groups. Al-
though these groups were nominally using the same ISD method, coordination be-
tween the projects was by plan rather than an agile reflect-adapt feedback loop. As 
reality impinged upon the project, the synchronization plan became irrelevant. The 
feedback loop between the component team and the front end feature team could not 
be maintained. As both teams belonged to different IT organizations, a very ‘cautious’ 
relationship developed as neither wanted to appear to fail to execute to plan. Some 
‘arms-length’ solutions such as one project running an iteration behind  the other were 
attempted but these do not seem to have resolved the difficulties, and have led to 
‘mini-waterfalls’ in some cases. This failure indicates a need to apply more agile and 
effective co-ordination at the level of the portfolio, product or program.  

A re-examination of the roles in the project was recommended, including a move 
from management to facilitation and the development of self-organizing teams. From 
simple measures such as rotating the role of facilitator in team meetings, to a re-
examination of the role of the project managers and a move away from component 
based to product, project or feature centric organizational structures were recom-
mended. To increase information redundancy and thereby increase team cohesion and 
resilience, job rotation within long life teams were advocated. Task estimation should 
be a team activity, using planning poker or a similar technique, rather than being the 
preserve of the ‘expert’ in the technical area involved. To encourage continual learn-
ing, tasks should be allocated as people become free, rather than on the basis of exper-
tise, which reinforces the development of silos and indispensable ‘heroes’. 

4   Conclusions 

This study used the method-in-action framework to characterize how an agile method 
had been implemented differently across three projects. Although all three were  
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regarded within the organization as using the same agile method, there were signifi-
cant differences in how it had been implemented. By evaluating each project against a 
set of underlying agile concepts on a practice by practice basis, we were able to assess 
how each supported or inhibited agility. This approach revealed that, although adopt-
ing the agile method had led to improvements in certain areas, it could not be re-
garded as highly agile. An incomplete feedback-adaptation loop, a focus on effort 
expended rather than value delivered and a lack of attention to people and organiza-
tional structure aspects severely limited the agility of the method. The ‘cherry-
picking’ of practices without due consideration of how they inter-relate, along with 
wide variances in how each practice was implemented, led to an agile method adop-
tion delivering little agility. Agile adopters need to focus on achieving  underlying 
agility by carefully choosing and implementing practices, but also looking at people, 
roles and organizational structure, as well as dependencies between practices and how 
they work together. 
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From a Timebox Tangle to a More Flexible Flow

Jørn Ola Birkeland

Bekk Consulting AS, N-0102 Oslo, Norway
jorn.ola.birkeland@bekk.no

Abstract. Flow-based software development (FSD, a.k.a. lean, pull-
based, or kanban) is attractive in certain types of software development
projects, e.g. maintenance projects. This experience report shows one
project team’s attempt at moving from a timebox-based development
process (scrum) to a flow-based process.

Keywords: Lean, kanban, flow-based development, WIP limit.

1 Background

The software development team had run a Scrum-based development process for
several years. The main product was a custom-made web-based content manage-
ment system (CMS) for a Fortune 500 industrial company. The team consisted of
developers, design and user experience specialists, and project management. The
product had been developed and enhanced since 1999, including a partial tran-
sition to a new platform in 2005. The codebase was estimated to be equivalent
to around 400 KSLOC C#.

The practices were modern, and included continuous integration, automated,
nightly build and deployment to QA servers, and suites of automated unit and
integration tests. Developers and a group of domain experts ran functional and
regression test manually.

1.1 The Iteration

Even with relatively short iterations (2 weeks), there were frequent mid-iteration
changes. The main reasons were high-priority support requests, production sys-
tem problems, or business reprioritization due to new information.

The work items were rarely correlated, and in combination with frequent
changes, we found limited value in iteration planning. Estimation was prob-
lematic because a relatively high number of the work items were bug fixes. In
addition, the system had a high degree of “legacy code”, which often caused un-
expected additions to the development work. As a consequence, the productivity
of the team appeared to fluctuate a lot. In addition, core team members often
specialised in certain parts of the system, and they would pick work items related
to their specialty, regardless of the priority in the iteration. The underlying as-
sumption was that all planned work items would be finished, which normally did
not happen. Finally, the team had a number of part-time resources, and their
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availability varied substantially between iterations. This variability was some-
what invisible and often manifested itself as minor, but frequent interruptions.

We used burn-down charts to track progress within an iteration. Because of
the frequent changes, the scrum master spent a significant amount of time on
gathering current status and on updating the chart. The changes were reflected
in an erratic burn-down curve, and neither the team, nor the product owner
found much value in the charts.

The product owner was pleased with the responsiveness of the team and did
not demand commitment to what would be implemented during an iteration.
He did, however, find it problematic to prepare for iteration planning, as it was
unclear how much the team would deliver. As a safeguard, both the product
owner and the team prepared a larger number of work items than could realis-
tically be completed. The team also accepted ill-defined work items, which also
contributed to mid-iteration re-planning. Often we could not finish all the work
item within an iteration and had to carry them over to the next.

The customer was not co-located, and stakeholders reviewed work items in the
QA environment when required. The team did not find much value in an internal
demo, so it was rarely held. The retrospectives ran at the end of each iteration
were considered useful, but the suggestions for improvement were often local to
the team, with typical examples being “do more pair-programming”, “pay more
attention to the build screen”, and “do more test-driven development”.

1.2 Release Cycle

A release cycle most often consisted of three 2-week iterations followed by one
test week and one stage week before deployment to the production environment.
In the test week, the development team and the domain experts did manual
regression testing and work item testing in the QA environment. The domain
experts did final validation and verification in the stage week, this time in a
scaled-down but otherwise identical replica of the production environment. It
was costly to deploy to the stage environment because a 3rd party had full
control over it, and all changes required detailed instructions. The release dates
were set half a year or more in advance and required co-ordination between
resources in five different countries and careful alignment with company events.

Because of the problems with scope change within the iteration, some work
items were often not completely finished when the test week started. Closing up
on the release, there was often a strong push from the stakeholders to include
new work items before the window of opportunity closed. The team faced two
problems: the test week was used to complete work items, leaving little time
for testing, and the rush to complete items often introduced errors, which had
to be fixed before the end of the same week. In short, the test week was very
stressful for everybody involved, and more often than not this carried over into
the stage week: bugs were detected, and a second, and even a third very costly
deployment to the stage environment had to be carried out. Quite often users
also found problems in the production system. These late bugfixes were generally
done as quickfixes, short-circuiting established process and coding practices. The
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general idea was that the quickfixes would be properly re-implemented or cleaned
up afterwards to prevent technical debt from accumulating. We created entries
in the change request system, but often they were never prioritized, because they
had no business value as such, had little urgency (the code worked), and because
the original context was lost after a while.

The next release cycle started in the stage week of the previous one. In theory,
only final verification would happen in the stage week, and this would be handled
by the team of domain experts. Thus the developers should have been able to
begin the next iteration. However, the noise in the test and stage weeks often
disturbed the start of the next release, forcing the team to handle unplanned
issues already from the beginning.

2 The Move to Flow-Based Development

Early 2009 we decided to look for a process that better fitted our environment and
that could provide a foundation for improving our way of working. A growing num-
ber of books, articles, and experience reports were showing how flow-based devel-
opment (e.g. lean and kanban) could be approached in real-life projects.
Table 1 shows core elements of some approaches to flow-based software
development.

Table 1. Core principle, properties, and axioms from a selection of representa-
tives/members of the kanban/lean community

Core properties for Kanban[1] Primary Practices of Kanban[2] Seven Principles of Lean Soft-
ware Development[3]

1. Limit WIP
2. Visualize process workflow
3. Measure and manage flow
4. Make process policies explicit
5. Use models to recognize im-

provement opportunities

1. Map the value stream
2. Visualize the Value Stream
3. Limit Work in Progress
4. Establish a Cadence
5. Reduce the Kanban Tokens

1. Eliminate waste
2. Build quality in
3. Create knowledge
4. Defer commitment
5. Deliver fast
6. Respect people
7. Optimize the whole

Two axioms of lean software
development[4]

The Principles of Product Devel-
opment Flow[5]

Lean production - five
principles[6]

1. Work can be divided into small
value-adding increments that
can be independently sched-
uled

2. Value-adding increments can
be developed in a continuous
flow from requirement to de-
ployment

1. Use an economic view
2. Manage queues
3. Exploit variability
4. Reduce Batch Size
5. Apply WIP Constraints
6. Control flow under uncertainty
7. Use fast feedback
8. Decentralize control

1. Value: Identify what really
matters to customers

2. Value stream: Ensure every ac-
tivity adds customer value

3. Flow: Eliminate discontinu-
ities in the value stream

4. Pull: Initiate production by
demand

5. Perfection: Retain integrity
via Jidoka and Poka-Yoke

It was immediately clear to us that many of the core ideas behind flow-based
development could prove valuable to us, but still many of the practicalities
needed to be fleshed out. After several iterations, we arrived at the following
core concepts for our flow-based development implementation:
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1. Schedule individual, value-adding work items
2. Define a workflow
3. Limit work in process
4. Same-size work items
5. Establish holistic key performance indicators
6. Visualize all the work and the entire workflow
7. Improve relentlessly

2.1 Schedule Individual, Value-Adding Work Items

Motivation. The frequent mid-iteration changes suggested even shorter itera-
tions, but we were already struggling to fit some work items into the two week
timebox. Frequent changes and unexpected work forced us to co-ordinate fre-
quently and find development tasks on-the-fly. The work we had planned often
never got started. For all practical purposes we were already scheduling individ-
ual work items, so it was a small step to formalize it.

Execution. We suggested replacing the iteration preparation and planning with
a work item priority queue. Instead of three 2-week iterations before the test
and stage weeks, the six weeks would be an uninterrupted development period.
The product owner’s role would be changed from biweekly finding work item
candidates for the next iteration to keeping the queue non-empty. The team and
the product owner were positive to the idea, and once decided it was implemented
in a couple of days.

At any point in time the product owner now could add work items to the
queue, or remove or reprioritize existing ones. The developers would pull work
items from the top of the queue as soon as they became idle. If required, they
would then contact the product owner, domain experts, or other stakeholders for
clarifications. The first setup of flow-based development kept the idea of defining
development tasks from work items. It turned out to never be used, so it was
eventually dropped.

Result. The change was more of a formalization of the actual way of working.
Both the team and the product owner reported that the new process worked
better for them. Skipping the timebox also solved problem of having to use
iterations of irregular length in order to fit the predetermined release schedule.

2.2 Define a Workflow

Motivation. Our original driver was to identify steps, natural to our way of work-
ing, with a limit to work in progress (WIP) for each step. When the WIP-limitation
strategy changed (see below), we kept the idea, but changed the reasoning: in a
flow-based setup the drive is to move work items through the workflow quickly,
and a defined workflow ensures the work items are “slowed down” enough to have
quality built in.



From a Timebox Tangle to a More Flexible Flow 329

Execution. The development work was split into a four-step workflow, where
each step was given clearly defined exit criteria:

1. Analysis. In the past, it had been a problem that work items were allowed
into the development process without being properly defined, and that work
items were inadequately tested due to missing or incomplete acceptance cri-
teria. As a remedy, we introduced the explicit analysis step. A criterion for
exiting the step was that the work item’s acceptance criteria were defined in
the form of acceptance tests. If acceptance tests could not be identified, or
the work item was too big, the work item would be pushed back to the work
item queue. We captured the acceptance tests as test cases in a dedicated
system.

2. Implementation. This step was not changed. Code was developed in TDD
fashion and continuously integrated.

3. Code review. This step ensured that all code changes were seen by at least
two persons. The primary purpose was not to spot bugs, but to ensure that
technical debt was addressed early. The developers were made responsible
not only for their own changes, but also for cleaning up sub-standard and/or
untested code that came in their way. Only the most experienced developers
on the team did the review. The reviewers created a checklist and made it
public to all developers in the team wiki. If a work item failed the review, it
was pushed back to the implementation step.

4. Test. During the test step, a team member ran the acceptance tests (man-
ually), and did some exploratory testing. If the test cases were missing or
inadequate, the tester sent the work item back to the analysis step. If a test
failed, the tester moved the work item back to implementation.

Result. The team received code review surprisingly well, and together with
better defined acceptance criteria and more systematic testing, the new workflow
reduced the number of bugs significantly over a six-month period. On the other
hand, productivity declined in the same period (see fig. 1). This was anticipated,
but the expectation is that productivity will at least be recovered over time due
to less interruptions by bugs, and better code maintainability.

Fig. 1. Bugs per release (left) and work hours per change request (right)
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2.3 Limit Work in Process

Motivation. WIP limits were introduced to put a cap on the amount of unfin-
ished work. We expected that limiting WIP would be a more visible and effective
control variable than team capacity and amount of work[5].

Execution. From the start we established a CONWIP[7] system, i.e. a single
WIP limit for the defined workflow. We considered introducing WIP limits for
each work step (kanban), but after running lots of computer simulations based on
our process and resources, we concluded that CONWIP would be as effective as
kanban and simpler to administrate. The simulation also indicated that setting
the WIP limit around the same level as the number of resources (or pairs) would
give good performance, i.e. short cycle time for a given throughput level.

Result. When WIP limits were enforced rigidly there was a visible reduction of
unfinished work and significant reduction in cycle time. Over time the WIP limit
has been enforced with less rigor, and the result can be seen as an accumulation
of work in process, more interleaving of work and increased cycle time.

2.4 Same-Size Work Items

Motivation. We wanted to introduce metrics to improve and manage the work-
flow more quantitatively, but found that judgment-based size estimation like
ideal hours opened up for “gaming” the numbers. If the work items could be
considered equal, size judgement could be replaced by merely counting work
items. Setting WIP limits would also be significantly simplified.

Execution. A random sample of 100 work items was investigated, and it
was determined that 80 of them were virtually indistinguishable in terms of
effort/schedule required to complete them, considering the resource and task
uncertainty. To handle the remaining types of work items, the developers were
encouraged to reject work items deemed ”too large”, so that they could be
broken down.

Result. As fig 2 shows, work item effort and cycle time exhibited large vari-
ability. We analyzed the work items and concluded that the variation could not
be explained by size information that was available up-front.

Fig. 2. Distribution of cycle time for 130 work items. Cycle time in work hours.
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2.5 Establish Holistic Key Performance Indicators

Motivation. From the start we knew that flow metrics like lead time, through-
put, and productivity were useful metrics, but not enough to capture the entire
state of the product and the process. We wanted a set of key performance indi-
cators (KPIs) that were reasonably high-level, practically obtainable, and useful
for reporting and performing improvement work.

Table 2. KPI model

Process Quality Product Quality
External View

– Cycle time
– Throughput
– Productivity

– Bugs

Internal View

– Back-flows
– Waiting
– Hand-overs
– WIP

– Test coverage
– Maintainability

index
– Code duplication

Execution. After several iterations we arrived at KPI model in table 2. The
idea was the quality had two sides to it - product and process, and that there
were two viewpoints - external and internal. Customers, users and other external
stakeholders represented the external viewpoint. The internal view was generally
not available to them. This gave us a 2x2 matrix and we identified KPIs for each
of the quadrants:

– External process quality. This quadrant included the well-known flow met-
rics: cycle time and throughput. They answer the stakeholders’ question
about when they can expect to get things, and how much they will get. The
productivity metric is the ratio between effort and throughput in a period.

– External product quality. Bugs were costly and a major headache, so we made
this the primary product quality indicator.

– Internal product quality. Technical debt was a concern. We were already
collecting some internal product quality metrics, but now it became more
systematic. Test coverage was included under the assumption that tested
code would be more maintainable than untested code. The development
environment provided different static code metrics, from which we chose
one, the maintainability index[8]. Finally, we used tools to the check the
amount of code duplication present in the codebase.

– Internal process quality. Cycle time and throughput provide no information
about the underlying cause. Back-flows measure the number and length of
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backward moves in the workflow. Hand-over count the number of work step
transitions. One type of waiting is the amount of time a work item spend
in completion queues. Since we also track effort per work item, we can also
calculate waiting as the difference between effort and cycle time.

Result. We’ve found that the current KPI model provides a good oversight over
the process and product. The fundamental observation is that the four quadrants
are heavily interconnected, and the improvement work must consider all of them
simultaneously. Gathering and analyzing data and presenting results require a
non-negligible amount of work.

2.6 Visualize All the Work and the Entire Workflow

Motivation. At the outset we knew that the new workflow was sub-optimal
in terms of flow. The initial focus was the work that previously was done in
the iteration, but we wanted to get the full “concept to cash” perspective to
avoid improving towards local optimums in our workflow. Only 30%-40% of the
effort could be tracked back to work items. The rest of the effort was spent on
handling support requests, operations issues, and a range of customer requests.
We wanted to make more of these activities visible.

Execution. The first iteration of our process kept the whiteboard virtually
unchanged. We used a plain whiteboard with post-its. The post-its were moved
between columns representing the workflow steps.

The second round moved the visualization from the manual whiteboard to an
electronic version that was continuously synchronized with the change request
system. This helped working remotely, which was common, and collecting flow
metrics. More importantly, we added all the worksteps up until and including
production deployment to the whiteboard.

As the currently final iteration, we included bug reports on the whiteboard.
Previously these had been handled outside the normal process. Now the team
could pull bugs through the same workflow as other work items. The next iter-
ation will also include support requests.

Result. Visualizing work items from when they are scheduled until they are
deployed has made large batches and long waiting times inescapably visible.
Previously hidden work is now handled using the same workflow, and by making
it visible it can now be addressed by the entire team, and prioritized against
other work.

2.7 Improve Relentlessly

Motivation. One of the major shortcomings with the previous way of working
was that there was no clear direction in the improvement work. We held ret-
rospectives, but it was never clear if they resulted in actual, customer-valued
improvements. Occasionally the customer asked for an assessment of the quality
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of our work and our productivity, and we could only give a qualitative response.
With a set of KPIs established we had a way to give more quantitative answers,
and a foundation on which we could build improvements.

Execution. As a supplement to regular retrospectives, we started to look more
closely for improvement opportunities in the day-to-day work. The KPIs could
be used as a starting point, as described in the following.

1. Bugs. We started to systematically analyze all major bugs to find the root
cause. Moving to flow-based development in itself significantly reduced the
number of bugs introduced by the developers, but analysis showed that a
large number of the remaining bug reports were caused by environment
and 3rd party issues outside the development team’s immediate control. We
started to work to try to fail-proof the entire process. An example was to
enhance the deployment tools to do environment checks before deployment
to ensure that prerequisites were met.

2. Cycle time. We observed that the tail of the cycle time probability distribu-
tion was long, and started to analyze slow work items. Often a process flaw
was the cause. One class of process issues we discovered was late UI changes.
We are considering to add an explicit user experience check-off in the anal-
ysis phase. By ”working the tail” we hope that the mass of the probability
distribution is shifted to left, and that the variability is reduced.

3. Waiting. We identified different types of waiting. For example, we found our
local build and test times to be so long that the waiting disrupted a good
development flow, so we started to look at ways to reorganize code to reduce
dependencies, tools to run local building and testing in the background, etc.
We also have big batches of work items waiting in front of QA, stage, and
deployment because of a predefined schedule. We’re looking into ways of
fully automating deployment of at least some components of our solutions
to be able to deploy more frequently.

4. Flow-backs. We observed that over half of the work items were returned from
review. We were expecting that the review return rate should have gone down
as developers became more familiar with what was expected. This has not
happened, and we’ve tried to encourage more pair-programming to prevent
issues from being introduced in the first place. Pair-programming requires a
change in work habits, and has not been a success so far.

5. Work in process. WIP limits prevent development work from accumulating
in the workflow, but WIP can accumulate in other places as well. An example
is that we spent a significant amount of time on analyzing bugs, technical
debt and support issues, only to add them as low priority entries in the issue
tracking system. If these items were ever prioritized, the analysis mostly
had to be redone. We introduced a ”fix or forget” policy stating that issues
should either be fixed immediately, or if they were unimportant, they should
be closed with a ”won’t fix” status.

6. Repeated work. The process required a work item to be tested three times. In
addition, flow-backs often caused work-items to be re-tested. This is expen-
sive when testing is manual. An obvious improvement would be to remove
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the seemingly redundant testing and/or automate the tests. We tried two
things: first, we worked up-front to prevent bugs from being found in late
tests, so that the redundant testing justifiably can be removed, and second,
to reduce the cost of testing. Automated regression tested is a goal, but as a
first step we’re trying out tools that assist the testers. Examples are browser
screenshot comparison tools, link checkers, and record-playback tools.

Result. A mindset change is required to relentlessly pursue continuous improve-
ment. Although we have made some initial attempts, we have long way to go.
One important element of flow-based development is not only that improvement
is encouraged, but that it can be done focused and methodically.

3 Summary

We have found that it is fully possible to run agile software development without
timeboxes by using a continuously updated work item priority queue instead.
WIP limit is a good control variable compared to controlling capacity and scope
of work under high variability, and a single WIP limit (CONWIP) works well. We
believe that flow metrics alone is not enough to manage product and process, and
should be supplemented with other metrics. Although the transition to some of
the flow-based concepts can be done rather mechanically and yield good results,
full benefits requires a cultural change over a period of time.
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Abstract. Iterative development of non-GUI software in general, and APIs in 
particular, in an agile context presents a number of challenges, not the least of 
which is effective engagement with people outside the development teams as 
the API evolves. We use two strategies to overcome these challenges. The first 
strategy is effective stakeholder engagement. This paper describes how we 
identify stakeholders in our product’s API, who those stakeholders are, how we 
engage with them, and how we incorporate feedback on a continuous basis. The 
second strategy is the development of an API Test Client Application that al-
lows many different stakeholders to use the product directly as it evolves. The 
Test Client Application evolves in parallel, iteration by iteration, with the main 
product. The experiences described here can be of benefit to anyone developing 
an API product with multiple consumers, for example an in-process library,  
an out-of-process service, a Web Service, or a service in Service-Oriented  
Architectures.  

Keywords: API, architecture, stakeholder, test, agile, evolutionary design. 

1   Introduction 

Regular feedback on running, tested software is one of the hallmarks of effective agile 
development. Involving stakeholders in the evolution of the software, and incorporat-
ing their feedback, is a key benefit of the short iteration cycles that we adopt. This can 
be challenging enough when your application has an intuitive user interface, such as a 
Web page that your users interact with via a Browser as it evolves, or a desktop appli-
cation. However, not all software has a graphical user interface (GUI) so we need to 
find suitable techniques to make these agile practices and principles work even when 
our products do not have a GUI. This paper describes some of our experiences at 
Cisco Systems, Inc. (NASDQ: CSCO) developing a middleware application that 
serves multiple consumers by aggregating access to multiple back-end services. The 
consumers of the API are typically developers of user-facing applications. The mid-
dleware product resides on a client computer, such as a PC. The product has entered 
its third year of development, and is approaching its third major external product 
release. The high-level system design is shown in Figure 1. The middleware product 
exposes an API that is consumed by client applications.  
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Fig. 1. High-level system design 

The middleware product presents a unified API to consumers, and abstracts the details 
of communicating with multiple backend servers. These backend servers can include call 
processing servers, directory servers, messaging servers, and other infrastructure.  

Developer testing (including unit testing, integration testing, Test Driven Devel-
opment, and Mock Objects) is an ingrained part of our development habits, and these 
techniques are applied in the development of the product. However, the middleware 
core product is a real-time telephony and messaging product that is highly event-
driven. It requires multiple client endpoints and several backend servers to test even 
the most basic scenarios. When it comes to end-to-end testing of the system, we found 
we needed a solution to compliment these developer test strategies and help us test the 
API end-to-end in a real environment as it evolves. We also needed a reliable way to 
demonstrate the API product to stakeholders outside the development team, and to 
allow those stakeholders to use the core product interactively and independently. 
Their goals may include interest, evaluation, exploratory testing of the core product, 
validation, or regression testing. These goals are outside the scope of developer tests. 
We wanted to allow stakeholders outside the development team to use the core prod-
uct, independently of a consumer client application.  

2   Stakeholder Engagement in API Design 

Identifying stakeholders in the product API is critical. We broadly classify stake-
holders in the API as those people or groups that affect or influence our product’s 
API, or that are affected by, or are influenced by, the product’s API. The diagram in 
Figure 2 shows some of the basic stakeholders in our API product. We consider two 
tiers of stakeholders. Primary stakeholders have a more immediate or a higher stake in 
the development of the API. Secondary stakeholders tend to have less input into the 
API as it evolves. For example, there are Client Application development teams  
that consume our API early and integrate with our core product at the end of each  
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iteration, or even during the current iteration. We consider these groups to be primary 
stakeholders. There are groups that consume the API at various milestones such as a 
major or minor product release. We consider these to be secondary stakeholders. Both 
are important. Primary stakeholders tend to provide the earliest feedback, and hence 
have a bigger impact on shaping the API as it evolves. 

 

Fig. 2. API Stakeholders 

The type of quantification helps us to understand the needs of multiple stake-
holders. Later sections in this paper describe how we address their needs continu-
ously, balance stakeholder needs when not everyone can get exactly what they want 
all the time, and evaluate and quantify stakeholder claims on the API structure, defini-
tion, and direction. 

3   Test Client Application 

We made the decision very early in the development of the middleware product to 
also develop a Test Client Application. We had been discussing the trade-offs for the 
first two development iterations. One of the deciding factors was that another team 
was building a client application in parallel, and they would consume the output of 
each iteration. Therefore we needed a way to validate our product before delivering it 
at the end of the iteration. Because of the complexity of the deployment environment, 
involving multiple backend servers, it was proving difficult to automate end-to-end 
tests at the functional level. Many of the tests involve evaluating voice and video 
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quality, for example. Developers of the middleware product needed a way to exercise 
the product as they were developing it. Therefore in iteration 3 we started developing 
the Test Client Application. The Test Client Application quickly caught up with the 
API of the product, and has remained in synch with the product API ever since. The 
diagram in Figure 3 shows a sketch of the Test Client Application GUI. 

 

Fig. 3. Sketch of Test Client GUI 

The overall UI of the Test Client Application reflects the API of the core product. 
There is a tab for each Service in the core product. The list of operations provided by 
that service is dynamically updated when a user selects a tab. The list of parameters 
for an operation is dynamically updated when the user selects that operation. A user 
can invoke any operation on any service and the results will be reflected in the results 
area. In keeping with red/green/refactor tradition, the results box turns green if the 
operation succeeds and red if it fails. Asynchronous notifications from the core prod-
uct are displayed in the lower half of the UI. This displays a time stamp, message 
sequence number, callback listener interface name, callback operation, and any details 
associated with the callback. The core product itself is highly event-driven. The call-
back API is used to notify clients of application data and state changes, events from 
backend servers, and general service information such as server health notifications 
(e.g., if we lose connectivity with a backend service). The core product also provides 
a facility for sending heartbeat notifications to Client applications. These are updated 
in a dedicated notification area to avoid cluttering the main notification display. The 
event data is searchable from the UI to make it easy to filter on the data. 
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3.1 Design of the API Test Client Application 

The diagram in Figure 4 shows the design of the Test Client Application, and its in-
teraction with the core middleware product API. 

 

Fig. 4. Design of Test Client Application 

The view component implements the graphical user interface of the Test Client 
Application. The actions component provides an abstraction for every request, or 
action, that can be executed against the middleware product API. The model compo-
nent implements some basic client logic and some basic session and context manage-
ment. The ws-service component implements a callback interface that listens for 
notifications from the middleware product. The ws-client component implements a 
Web Service client that sends requests to the middleware product. 

3.2   Shared API Component 

Whenever there is a change to the product API we want that change to be reflected in the 
Test Client Application. The development team uses Maven for automated builds 
(http://maven.apache.org/), Hudson for continuous integration (http://hudson-ci.org/.), and 
the Artifactory repository manager for managing build artifacts (http://www.jfrog.org/). 
The diagram in Figure 4 shows a component called api-lib. This represents the component 
that contains the API definitions for the product. This component is built and deployed  
as a JAR file, and, as with all the product’s components, is deployed to a central  
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Artifactory repository. The Test Client Application references this component, and so, 
when a new version is deployed, the build scripts for the Test Client Application are 
updated to reference the new version of the shared component. This generally causes 
a compile-time error in the Test Client Application source code. Typical API changes 
that cause this include a new method added to a service interface, a new callback 
method added to a callback interface, or a change to a method signature. This forces 
the developer to make the appropriate changes in their local workspace, and commit 
to version control when ready. The continuous integration server will validate that the 
changes were successful. 

3.3   Integrating the Test Client Application with a Test Automation System 

We intentionally designed the Test Client API to be scriptable, knowing that we 
wanted to integrate it with an automation system at some point. All the concrete ac-
tion classes in the actions component implement a common interface that facilitates 
this. Cisco has a corporate Test Automation System that has hooks into a number of 
reporting systems, as well as test hooks for other Cisco server applications. A System 
Test team typically writes TCL scripts to execute test scenarios against this Test 
Automation System. We wanted to take advantage of this automation infrastructure 
rather than invent our own approach. For their part, the Test Client Application pro-
vided the automation test team with a clean and ready-made way to access our core 
product API without having deal with Web Services, SOAP and XML. 

To integrate with this system, a given product must provide a hook for the TCL-
based execution environment. At Iteration 8 we engaged with the automation team to 
integrate our Test Client Application with their TCL-based test automation environ-
ment. The Test Client already provided all of the functionality necessary to exercise 
the core product. All we needed to do was provide an adapter to allow the test auto-
mation system to integrate with the Test Client. This proved very straightforward 
because the design of the Test Client application had already separated the user inter-
face from the rest of the application. A member of the system test automation team 
was able to write an adapter that acts as the interface for the test automation system. 
This is the automation-adapter component in Figure 4. They worked in the same 
version control environment and the same iteration cycles as the core product devel-
opment team, and reaped all the benefits of continuous integration. 

3.4   The Test Client Evolves with the API 

The product development team develops and maintains the Test Client Application. It 
began life as a side-project for one developer on the core product team. In part, the 
motivation for developing the Test Client was to give the API development team a 
reliable way to perform end-to-end tests. The product team was working closely with 
another team that would take the API product at the end of each iteration and con-
sume it into their Client UI application. In the first two iterations we got a lot of de-
fect reports from the Client UI team. There were scenarios that the API product team 
had not considered, or that proved too difficult to test through standard unit testing, 
and defects were escaping from our iterations. The Test Client was developed to al-
low the API developers to execute complex scenarios against the API, and to allow 
them to get rapid feedback as they developed new services and operations. 
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For the first release, it was primarily one person that developed the Test Client Ap-
plication for a percentage of their time, as well as developing the Service API for the 
core product itself, and contributing to the implementation of a number of the vertical 
services. This had the advantage that not everyone on the team needed to become 
proficient with SOAP, WSDL and XSD, and we could easily maintain some level of 
consistency in the API. For the second and subsequent releases of the product, the 
number of services and operations grew, as did the size of the team. We decided to 
split the responsibilities so that whoever is responsible for developing the vertical 
services is also responsible for implementing the corresponding functionality in the 
Test Client Application. This had the advantage that we could split end-to-end design 
of the product, including the Test Client, vertically and have co-located teams at dif-
ferent sites working on vertical slices.  

3.5   Users of the Test Client  

The developers of the core product use the Test Client on a daily basis to test their 
service implementations end-to-end. Testers that are part of the delivery team use the 
Test Client to perform manual testing against the product. Testers from other QA 
functions use the Test Client’s automation hooks to write and execute automated 
system tests. The Test Client has proven invaluable in debugging to isolate the root 
cause of a problem. It is used in resolving defects, and to determine whether a defect 
exists in a given client application or the middleware product. As other stakeholders 
took interest in the core middleware product and its API, we were able to give them 
the Test Client Application as well. This served two purposes. First, it gave them 
something they could use to directly interact with the API product. Second, it gave 
them a reference implementation in the Test Client source code so that they could get 
a feel for what it is like to write applications against the API. 

4   Stakeholder Engagement during an Iteration 

4.1   Iteration Planning  

Iteration planning for the core product evolved to include a focus on the API of the 
product. We have user stories that relate directly to new services provided by the API. 
The tasks for these user stories generally include a task for updating the Test Client 
Application to support the new API changes, as well as tasks to update call flow 
documentation that describe the core services of the middleware product.  

4.2 API Design Meetings 

Our iterations include one or more API design meetings. We go into these meetings 
with an understanding of the requirements that the middleware product must deliver, 
and translate these into API definitions. Attendees include representatives of the 
API’s primary stakeholders as depicted in Figure 2. These include members of the 
core middleware product team, as well as developers and managers from one or more 
client applications that will consume the API. The goals of these meetings are to de-
fine the service operations, callbacks and type definitions that the API must provide. 
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After the meeting the middleware developers take responsibility for specific user 
stories that include API implementation, write the API and develop the core API 
implementation. Another specific goal of this meeting is to ensure consistency of the 
API as it evolves. At a basic level this includes naming of operations, callbacks, 
types, and services. It also includes making sure we have the right services defined, 
that operations belong to the correct service, and that we don’t have duplicate or re-
dundant service operations. A critical aspect of these design discussions is making 
sure we do not put logic in the middleware API that more correctly belongs in a client 
application, or that the middleware API is not unjustly biased in favor of the needs of 
one client at the expense of others. We find it is best to have these meetings before the 
iteration planning meeting, so that they can contribute to the backlog grooming and 
preparation. 

4.3   Early Integration with Client Applications 

We often provide a skeleton implementation of the API that we are working on in the 
current iteration so that clients can begin to consume it right away to test their own 
application and to provide feedback on the API. The early feedback we get from both 
the API design meetings and the early integration with the client applications is very 
useful in helping us to shape the API as it evolves, and making sure it remains rele-
vant to their needs. 

4.4   Product Demonstrations 

The Test Client Application has been a central part of our mid-iteration reviews, show 
& tell sessions, end-of-iteration reviews, and other product demonstrations with 
stakeholders since it first became functional. The first demonstration of the core mid-
dleware product used two Test Clients acting as communication endpoints. The mid-
dleware API implementation typically is completed faster than any of the consuming 
client applications, so the development teams for the middleware application use the 
Test Client application to demonstrate progress, and show running, tested features. 

5   Conclusions 

Evolving an API incrementally is not only possible with agile development, but is a 
very powerful way to make sure your API remains relevant to its stakeholders. 
 
• Understand who are the stakeholders in the API. Involve them in the definition of 

the API. Engage with them early and continuously. Balance the needs of your 
API’s stakeholders over time. Invite stakeholders to API design meetings. This is a 
good forum to understand the perspectives of different stakeholders. Listen to their 
needs; incorporate their feedback, while ensuring the API stays true to its design 
goals as you evolve its design through successive iterations. 

• Build a test client application in parallel with the API product. This gives you a 
feel for using the API as it evolves, and also gives you a concrete way to test the 
services you are developing, as you develop them. This is particularly useful if you 
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are working in an environment where setup of test fixtures is expensive, and you 
need real-time feedback as you develop the service. 

• Use the feedback and synchronization points offered by agile development proc-
esses to demonstrate the API in action. Use the test client in iteration reviews and 
other product demonstrations. It gives people outside the delivery team a sense of 
progress. This is particularly useful if you do not yet have a consumer that has in-
tegrated the latest API features in their UI. 

• Evolve the Test Client with the core product API. Never let them get out of synch. 
Configure your build environment so that the Test Client automatically picks up 
changes to the API. 

• Make the Test Client easy to develop and evolve. The core service definitions, 
operations, parameters, and asynchronous callback events can all be determined 
from the API definition. This is particularly straightforward if you are using a ser-
vice description language such as WSDL or IDL. 

• Take the design of the test client as seriously as the core product. Make it extensi-
ble and automatable. You never know when another group might be able to make 
use of it. 

These guidelines will help you incrementally evolve the design of an API product, or 
any non-GUI product, using an agile process. 
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Abstract. Since late 2007 the software development teams at Codeweavers UK 
have been incrementally improving their ability to deliver motor finance and in-
surance web services. This two-year journey has taken the company from chaos 
to kanban-style single-piece flow, including Scrum briefly along the way. This 
paper charts that journey, showing the benefits gained from a simple "inspect 
and adapt" cycle in which the teams tackled their biggest problem at each stage. 
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1   Introduction 

Codeweavers is a UK business of approximately 20 people, delivering motor finance 
and insurance web services. The software development team comprises 8-10 co-
located developers. At the start of this process Codeweavers was losing money on a 
monthly basis. In addition to the development team Codeweavers also has a web 
designer, customer support team, server/database administrator and a sales team - all 
working with the Managing Director. 

The development team predominantly use a Microsoft .NET environment with C#, 
developing using Visual Studio on Windows. 

1.1   Defining the Chaos 

In the beginning Codeweavers consisted of two teams of around 4 developers. Each 
team worked on a separate set of products using completely separate codebases. There 
was little cross-over between teams and each developer had his own to-do list and 
worked on tasks independently. 

Tasks were given to each developer as the Managing Director and Development 
Director required, with their respective backlog of tasks being known only to them. 
Development tasks were split between 50% fixing problems or small changes and 
50% spent on new features, speculative work and manual testing. 

This attitude to planning and development resulted in no predictability, which frus-
trated management and clients because deadlines were vague and frequently missed. 
Stress levels increased following each deployment because limited, manual testing 
and write first, test later development let bugs slip out to customers unnoticed. 
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Developers often needed to ask the Managing Director for tasks to work on when 
their todo lists were empty - this often resulted in work on speculative ideas which 
rarely added value to the business. There was a build-up of legacy code as a result and 
developers had no way to plan or design for the future. 

2   Timeline 

The state of chaos at Codeweavers worried both the development team and manage-
ment alike, so ideas were discussed and new avenues explored.  

In the final quarter of 2007 the development and planning processes at Codeweav-
ers could be described as Complete Chaos (see §1.1). Development was slow as the 
low software quality meant "fire-fighting" was consuming development hours and 
work wasn't being done on the business' core value streams. 

Response: After investigating other planning techniques we decided that 
Scrum would best address our problems so a developer from each team at-
tended a Scrum CSM course with the Development Director. The next day 
the newly Certified Scrum Masters introduced Scrum to the rest of the team 
and together we followed the handbook meeting schedule after merging all 
of our to-do lists into a backlog. We took tasks from emails, Outlook task 
lists, hand written lists and from memory, and put them into Scrumworks 
software, sorted by urgency. We used planning poker cards for estimation 
and had separate planning/estimation/stand-up meetings per team, with a 
joint retrospective. We also adopted Test Driven Development and Pair Pro-
gramming using books and online resources to help us help each other. 

In subsequent months we varied the sprint length from 1 week to 3 weeks to 2 weeks; 
we were spending a lot more time in meetings because we were closely following the 
Scrum methodology; tasks were hidden away inside Scrumworks and the backlog was 
inspected only rarely. Test driven development was progressing but the initial learn-
ing curve was steep. 

Response: To address our desire for better coding technique and to get some 
direction with regard to planning we hired an Agile Coach. We dropped 
Scrumworks, instead opting for a task board and paper cards. The teams had 
separate boards, and work was broken down into User Stories written in the 
“As a ... In order to ... I would like ...” form. Each board was organised with 
columns for “Not Started”, “In Development” and “Done”; cards were moved 
into “Done” when the card’s development work was complete and unit tested. 
We installed CruiseControl on a continuous integration server. Planning poker 
was dropped in favour of "pair hours" as a unit in planning which shortened 
meetings. Instead of holding a planning meeting every Tuesday, say, the team 
opted for a "just in time" planning meeting whenever the “Not Started” column 
on the board looked nearly empty. 

2.1   Development Focus 

All these changes enabled the team to regain some momentum and fresh energy. 
By 2008 Q3 the feeling in the teams was good and our planning and development 
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techniques were working as developers were happy and user stories were being com-
pleted on time. 

There was notable tension due to team rivalry as the teams developed different per-
sonalities. Support was becoming more difficult because there was too much special-
ism and knowledge silos in each team. Fundamental knowledge was duplicated  
between the teams and code was not shared effectively. 

Response: We began swapping one developer between teams for a week at a 
time. 

2008 Q4 brought problems with our planning. The User Stories we used on the work 
in progress board were large, technical, development tasks and were difficult to dem-
onstrate, thereby increasing the length of our feedback loop. Slow progression of 
stories through the development process was demotivating. 

Response: Simplification seemed to be the answer so we moved from user 
stories in favour of smaller engineering tasks. These promoted better team 
working and more frequent demonstrations, helping us fail faster and address 
quality issues earlier. Tasks moved independently across the board, much as 
the User Stories had done. 

2.2   Time to Merge the Two Teams 

Swapping one person each week between the two teams was not popular, and did little 
to break up the knowledge silos. Duplication of design and planning meetings, code 
overlap and the use of two boards all indicated that two separate teams may not be 
ideal. Our retrospective meetings, although involving both teams, were too specific so 
one half of the team would sit silently while issues were discussed between the others. 

Response: A major customer had an urgent request that involved just one 
team's codebase. We decided that the two teams would need to merge to get 
our customer's urgent requirement delivered in time, and organised the work 
as a special-case workshop event. With the extra energy brought about by the 
over-dramatisation a feeling of "all hands on deck" swept through the team 
and a single focussed development was started. We merged the two teams 
into one large team with a single board, creating a single plan to swarm on. 
To ensure further integration each pair consisted of one member from each 
team, which also helped with knowledge sharing. When the emergency was 
over the effectiveness of the single team approach was much applauded and 
the decision was made to continue as a single unit. 

Although we'd made regular changes to our planning procedure it was noted that we 
were still spending too much time in meetings, particularly in planning. 

Response: We addressed this problem directly and stopped estimating task 
duration. Instead we ensured that tasks were designed so that each card cov-
ered a similar amount of work. 

2.3   A Focus on Quality 

By 2009 Q2 the single team was now the standard practise but we still noticed skill 
silos. A lack of focus emerged as developers had a tendency to refactor legacy code 
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rather than delivering value. A disconnection arose between development and the 
business and the team didn’t notice the amount of wasted time/yak shaving. 

The work in progress board worked effectively for development but visibility up 
and down-stream was reduced. The board only had 3 columns and once a task was 
done it was effectively "thrown over the wall". This resulted in partially developed 
features being deployed, or conversely, a finished feature to be held up for deploy-
ment by code under development. 

A kaizen activity on our value stream highlighted that most of our stream was 
never looked at as it wasn't on the task board. 

Response: We mapped our value-stream beginning with a customer order 
and ending with the income following a successful deployment. This helped 
us to expand the columns on the task board to add in space for internal ac-
ceptance, customer acceptance and live. We also included buffer columns be-
tween each acceptance state so that we knew when tasks were ready to move. 

Tasks were still not getting attention outside the development column as it became 
clear the current board layout was more environment based that state based. Adding 
to this we found deployments were not approved for weeks as downstream activity 
caused a build up with the Product Owner, and the whole process was bottlenecked by 
approval. 

Response:  We adapted morning meetings to use a pull system that pulled 
cards from the right - to help us focus in these meetings we moved the meet-
ing to the right hand side of the board, helping us see the tasks from the cus-
tomer's point of view. We were then able to take on customer approval tasks 
providing additional value where normally the product owner would have to 
take over. We added WIP limits[4] to the board with low WIP limits in the 
acceptance columns and a limit of 1 in each buffer. When a pair became free 
they would move to the board’s downstream end and search upstream for 
work. No new tasks were moved to development until all reasonable effort 
had been applied to customer and internal acceptance. 

2.4   Moving to Minimum Marketable Features 

The downstream bottleneck into live deployment disappeared. We started measuring 
mean task flight time at this point and over the next month it dropped from 29 days to 
6 days, then stabilized at 10-12 days. 

In 2009 Q3 a key member of the management team left the company. This meant 
our Product Owner had less time to focus on his role within the development team. 
He was responsible for internally approving completed tasks and the development 
team handled customer acceptance. 

Deployments were still not going smoothly, because quality wasn't seen as a  
priority. Our 10-stage board meant the feedback loop was very long: occasionally a 
task would be rejected in one of the downstream acceptance stages and moved back  
to development; this would lead to partial features in the codebase, and thence to 
either deploying incomplete features or holding up deployment while waiting for  
delayed tasks. 
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Response: To solve the above problems with co-dependent tasks we began 
batching them into Minimal Marketable Feature-Sets (MMFs). Quality was 
moved upstream and the team was responsible for approving the quality of 
an MMF before moving it to customer acceptance. This alleviated the bottle-
neck with our Product Owner as we employed "corridor testing", demonstrat-
ing smaller chunks of work to him when he was available rather than at the 
end of the feature. The board changed to reflect this and consisted 
of “Development”, “Done”, “Demo”, “Live” and we removed the WIP limits 
as the discipline was no longer needed.  Individual tasks moved from “De-
velopment” to “Done” (which continued to have its old meaning); when all 
of the tasks in a batch were Done, the whole MMF moved into “Demo”, and 
then either into “Live” or back into “Development”. At this time we might 
have 2 or 3 MMFs in flight at any one time, often working on different  
products. 

A bottleneck became apparent when gaps in the flow appeared as the development 
team felt unable to prioritise tasks or create new ones due to a lack of information, 
while the Product Owner was still too busy. 

Response: The Product Owner attached a value to each task card by adding 1 
to 5 dollar signs. The team knew which cards to do next as those with more 
dollar signs were worth more to the company and helped us work towards 
the overall goal of making money for the business. 

We became reluctant to deploy features due to lack of confidence in quality. MMFs 
were moving through customer acceptance quickly but our own confidence halted 
them. Support issues and bugs were not being reduced as we had hoped and time was 
being wasted combating these issues directly following deployments. 

Response: We began to introduce automated regression tests. We thought 
this magic bullet would ensure that anything we hadn't unit tested would be 
covered and bugs would be caught before deployment to the customer. It 
didn't work though, and the amount of time spent on automating these tests 
was not justified by the benefits. We had "false positives" on one hand and 
additional work when regression tests randomly failed on the other. Follow-
ing a retrospective on the subject, we decided that manual regression testing 
was a better solution as our codebase and understanding was not ready for 
automation. We created test plans and an overall agreement to do more man-
ual testing was reached. 

In 2009 Q4 incomplete MMFs could still get deployed. We were measuring flight 
time of tasks but not that of MMFs which created pressure to get tasks out resulting in 
a severe lack of code quality. Task cards could still be co-dependant and there was no 
improvement in legacy code. 

Response: Acceptance criteria and swarming on quality had partially ad-
dressed the continued deployment of bugs but this wasn't enough. Our first 
change was the introduction of Single Piece Flow. At any time the team 
would have exactly one MMF in flight. Increased slack time meant we had 
more time for refactoring legacy code and manual regression testing. By 
measuring waste (recording time spent when our “Blue Lights”[1] were off) 
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we identified problems in waiting for deployments so the board was refined 
to reduce columns; ending with: “In Development”, “Done” and “Customer 
Acceptance”. Tasks were moved to “Done” when the feature was complete 
and the code had been refactored to improve quality but would only move to 
“Customer Acceptance” when all tasks on the MMF were Done and the 
whole team was happy with the quality of both the feature and the code; if 
one person was unhappy we swarmed on the quality and didn’t deploy. 
Responsibility driven design[2] through CRC[3] sessions was our next addi-
tion which helped test coverage, code quality and design. During each CRC 
session we recorded interactions between objects and started TDD by testing 
the responsibilities and interactions on each CRC card in the code. We used 
mocking to ensure only the methods on the card were under test. 

Although pairs swapped daily there were still specialisms within MMFs and new 
recruitment meant knowledge sharing became a priority 

Response: We introduced a “least knowledgeable developer” rule. During 
daily stand-up meetings the developer who had worked on an area the least 
would volunteer for that task and they would select a pairing partner based 
on who had the most knowledge. The least knowledgeable developer would 
then start the task as the driver in the pair, ensuring no work was done with-
out both developers having a full understanding of the code they were  
producing. 

The “To-Do” column just ahead of development suddenly emptied one day, partly 
because a potential sale failed. We discovered that the product owner had no process 
for deciding which of the many other customer requests to prioritise. We introduced a 
new board upstream of development, representing a cost/benefit matrix to help sort 
cards for business requests before they were moved onto the development team. Al-
though prioritisation was now adequate on the cost/benefit board for a month, there 
was no visibility of priorities upstream so the development team didn't know which 
MMF to bring in next. This became most apparent when the Product Owner was not 
available due to a spate of sales meetings. 

Response: We introduced a new value based hopper board to feed the devel-
opment board with MMFs. Cards were prioritised by placing high value 
cards at the top and cards that are ready to be developed to the right. We now 
knew where effort should be placed to get MMFs ready for development; 
this information was previously known only to the Product Owner. 

A period of frequent changes meant that the development team had stabilised so our 
process improvements were extended to the server admin and database admin as 
wasted effort was evident in that team. 

Response: A conscious effort was made to move that team into the MMF 
WIP board. All the database or server admin tasks were added to cards and 
tied to MMFs. This worked initially and knowledge was shared as develop-
ers worked cross-team, however, it was proving hard to maintain as the two 
conflicting work styles did not coordinate well and we deemed that perhaps 
the admin team needed an update to their own process first and we should 
revisit the integration later. 



350 K. Rutherford et al. 

2.5   Increasing Flow 

With an ineffective attempt at alleviating bottlenecks around the development team 
we decided that we'd focus again on the speed of MMFs moving through the devel-
opment board. 

We noticed we were not getting features out as fast as we wanted, waste wasn't be-
ing reduced and frustration was building when waiting for builds and deployments, 
causing a loss of focus in the value stream. 

Response:  Using one of our whiteboards, we started recording reasons why 
we were wasting time, and then the amount of time wasted. This enabled us to 
start swarming on build and deploy times which halved the amount of waste. 
We also noticed that legacy code was a bottleneck in one particular product - 
our broker finance application - which was measurably slower to work on as 
this code had largely been produced in the early days of the company. 

Towards the end of development on an MMF we noticed that swarming wasn't as 
efficient as it should be. It clearly needed an optimisation in organisation and com-
munication. 

Response: A second stand-up meeting was brought in at 2pm every day to 
ensure tasks were worked on as things developed. New tasks were spawned 
regularly if we thought that a concurrent unit of work could be done on a par-
ticular part of the feature. Developers were encouraged to stand up and "pull 
the andon cord", if problems were found, so that we could all effectively 
swarm on adding value. A practical problem with the second stand-up 
emerged in that differing lunch times weren't always compatible with the 
new meeting time so we arranged for a lunch time alarm to sound synchro-
nising developers. 

As sales increased and new customers were added to our roster we noted that support 
loads increased and profitability diminished because clients needed help to integrate 
our solution into their websites. 

Response: A proactive approach was taken here as we started to go out to cli-
ents and help on-site. We also invited any new customers to come to the of-
fice to learn more about our processes while also getting a tutorial on the in-
tegration of our services. We attempted to improve their processes using our 
experience in addition to improving our support documentation, and improve 
the service to ease client implementation. 

3   Discussion 

Looking back over the journey so far, we notice some patterns in the kinds of changes 
made at different times. Throughout 2008, most changes were improvements to our 
programming techniques and general team organisation. During 2009 we focussed 
mainly on improving the flow of value through the organisation, which also involved 
giving a lot of attention to our approach to quality. In the most recent two quarters the 
development team's focus has again returned to programming technique, perhaps 
indicating that the team and business have found a "sweet spot" in their ability to 
collaborate responsively and effectively. 
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Our look back over the last two years also reveals patterns in Codeweavers' overall 
approach to problem-solving: 

The team coach often used theatrical means to increase the apparent urgency of the 
team's problems, effectively "stopping the line" in order to get everyone's attention 
and perform whole-team root-cause analysis. Gradually the team learned to "swarm" 
when a crisis occurred, self-organising and stopping development in order to focus for 
a brief period on a single problem. During these stoppages, some pairs would work on 
fixing immediate symptoms, while others would analyse and address deeper causes. 
The team developed a consensus approach to quality that also transferred to develop-
ment of MMFs: deployment of a feature or fix is now only permitted when everyone 
is happy with every aspect of its quality. Consequently, defect rates are at a record 
low, and continue to fall. You can see our current defect count on our support site[5]. 

Sometimes the team would agree on a process change, but would subsequently find 
that the change failed to "stick". It turns out that the most successful changes were 
always those that involved a physical or tactile component. For example, the team 
found it difficult to remember to focus on pulling value through the whole value 
stream; then someone suggested that everyone stand near the downstream end of the 
kanban board during stand-ups, so that all work in process was viewed from the cus-
tomer's point of view! 

Often, discovery of a problem led to a period of data collection, so that the team could 
decide how and what to tackle based on actual evidence. Sometimes the data collection 
itself served to create a culture in which the observed problem naturally disappeared. 

Finally, as the focus on flow and throughput became more deeply ingrained, the 
developers' view of the value stream gradually increased. First we looked only at the 
"in development" column; later we lifted our gaze to look downstream to ensure our 
code was accepted and deployed to customers. Later still we looked further down-
stream, helping customers to adopt the new services, and upstream, helping the busi-
ness decide what was needed and how to prioritise it. Recently the focus is expanding 
even further, into the company's sales and marketing functions. 

3.1   Future Directions 

The Codeweavers development team has a number of improvement goals for the 
coming year, including: solving the problem of automated end-to-end integration 
tests; expanding the philosophy to cover sales, marketing, administration, customer 
care and suppliers; reducing the amount of legacy code we have; and reducing defect 
levels to zero. The team also believes it can probably still halve overall feature cycle 
times by eliminating more queuing, waiting and waste. 

Codeweavers plans to double the size of the development team during 2010, and is 
confident that the current kanban-based process will scale without problems. 

4   Conclusions 

Codeweavers has adopted a very simple inspect-adapt cycle of continuous gradual 
improvement, which has taken us from chaos to kanban, and from loss-making to 
consistent month-on-month profitability. We are getting better faster by stopping 
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production and swarming on problems, and it is important to note that every change 
has been made in response to a genuine business need. We are having unprecedented 
levels of success with a development process based on lean principles, no estimating, 
promiscuous pairing and the least knowledgeable developer rule. We are also confi-
dent that our lean principles will scale well and support us as we expand their scope to 
encompass the whole company (and beyond). 
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Abstract. A five year, 25 man java project effort, that started with a
waterfall-like methodology and that adopted Scrum after less than a year,
has been concluded. We present three key technical challenges, briefly an-
alyze their consequences and discuss the solutions we adopted. Firstly, we
discuss how we modularized our architecture, module delineation princi-
ples, coupling and the trade-offs of abstraction. Then we discuss testing
environments, their automation and relation to branches and the effect
on customer involvement and feedback. Finally we discuss the benefits
and disadvantages of representing domain knowledge declaratively. For
all three challenges we discuss how the project’s agility was affected.

Keywords: Java, scrum, agile, modularization, coupling, technical chal-
lenge, module bloat, dependency, applicaiton layer, pojo, ide, testing,
branch, continuous integration, deploy, maven, database updates, do-
main expert, footprint, declarative knowledge, business logic, domain
knowledge, process.

1 Introduction

A 5 year long Java and agile-project has recently come to a conclusion. It has
been conducted between Computas (a Norwegian consultancy firm) and a major
Norwegian governmental authority. As a rather large project (manning 20-30
developers throughout the project), it has faced a lot of challenges, but overall
the project is recognized as a major success.

This experience reports focuses on three major technical challenges that arose
during the project. We believe those challenges partially can be attributed to
the SCRUM methodology. For each of them, we try to identify the consequence
and the cause, and then follow up with any solutions we tried, and an analysis
of whether the problem was successfully solved or not.

1.1 A Brief History

The project started out using a crossover variant of the waterfall methodology
and long-term iterations, but turned towards agile after 8 months of develop-
ment. The customer and domain experts needed to see, touch and feel the system
being developed. A lot of them were previously not familiar with software de-
velopment. Being able to see results of their decisions quickly made them more
confident and eager.
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To support parallel development, the project was organized into 4 different
teams, whereas 3 were committing to the development branch, and one team
working maintenance on the production branch. The teams were ”self sufficient”
in technical expertise - meaning that multiple programmers could be working
simultaneously on the same module or layer of the system. The teams were also
assigned a pool of domain experts suitable for the tasks they had chosen for the
next iteration.

The project were divided into 4 overall domain-centric periods, each support-
ing a specific business target. All of these focused on similar goals:

– Enable self-service or more automated customer interaction
– Reduce the number of internal databases and managed systems
– Increase data quality
– Unify business processes to ensure quality

2 Coupling and Modularization

The dependency topology of a system and it’s relation to evolvability is a cur-
rent, active research field ([3]). It is predominantly argued that modularization,
low coupling and high cohesion are characteristics that enhance salient non-
functional characteristics of a system, like analyzability, integrity, changeability
and testability ([4], [7]). In this section, we explore some of the trade-offs we
have found between modularization and various forms of efficiency.

We use the terms subsystem, cohesion, coupling and framework as defined by
[6] and component and collaboration as defined by [8].

2.1 Subsystems and Frameworks

The project consists of a series of core subsystems and legacy systems. In this ar-
ticle we focus on the Mats subsystem. This subsystem depends crucially on the
Framesolutions framework. The Framesolutions framework is a fairly compre-
hensive set of customizable, proprietary components that many of our projects
use. It at the same time provides core functionality on all application layers and
it provides a fairly rigid set of programming patterns. The framework is centrally
maintained separately from the project source code.

2.2 The Mats Subsystem

For the purposes of this article, the The Mats subsystem features four build-time
modules; the application server, the web server, the client and a common mod-
ule. The run-time and compile-time dependencies between these are illustrated
in figure 1.

Technologically, the two first are realized as Java enterprise archives running
on JBoss 4.2.3 servers, the client is a Java application and the common module
is a jar file included in all the other modules.

Overall, this particular way of modularizing the Mats subsystem strikes a good
balance between having increased complexity through many modules, decreased
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Fig. 1. The build time and runtime dependencies between important Mats subsystem
modules

intra-module coupling and increased module cohesion. There are however a cou-
ple of major ill effects:

– The common module got bloated.
– New, distinct functional areas were not handled well enough as separate

collaborations with proper dependency management.

Let’s first briefly discuss the module bloat. On the surface of it, there are few
reasons why one shouldn’t put a piece of code or resource in the common module.
It is always present and the developer doesn’t have to think about possible
reuse. As long as the entity in question is put in common, it can always be
reused by some other module. This idea were thought to be a very good one
in a large project, and were even more so thought of when we turned agile. We
believed that an large and agile project should have a lot of supportive means
to enhance reusability. When multiple teams were working on multiple tasks, it
could be difficult to spot a candidate for reusability. But if the code was put
in the very same module, we believed the programmers could hardly overlook
the ”reusabilityness”. The idea were not very successful, and while reuse inside
a specific sub-domain (read: team) sometimes has been possible, cross-domain
(read: cross-team) reuse is virtually non-existent.

This leads to a bloated common module, lowers cohesion and heightens cou-
pling. In runtime we increase the overall footprint since the common module
is present with all the other modules. At build-time we increase the build time
since the common module is bloated. Finally, each of the non-common modules
become unnecessarily complex since there is much in the common module that
is unwanted and unneeded by the module in question.

Now, let’s move onto dependency management for new collaborations. Given
some functionality you may choose to put this into one of the four mentioned
modules, but you cannot choose to put it in a module governed by functional
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area. For example, if you are writing some web functionality from the farm
animal domain, you can choose to put the code in the web or the common
module, but there is no module that takes care of the farm animal domain.
This leads to modules being characterized by having general purpose and very
domain specific code side-by-side. Clearly this makes the modules lower their
cohesion and calls for sustained developer discipline to avoid increasing intra-
module coupling.

With the comprehensive, automatic test approach and environment in the
Mats project, we categorize the tests according to test level and domain. Char-
acterizing tests by domain alleviates the problem of discerning which functional
area a particular piece of code belongs to. This doesn’t improve module coupling,
but it makes maintenance and refactoring easier. For example:

@Test(groups = {"unit", "husdyr"},
dependsOnMethods = {"validererNyIndivid"},
expectedExceptions = IllegalArgumentException.class)
public void kanIkkeMerkesSammeDagenEllerTilbakeITid() {}

(from Mats 4.0b-SNAPSHOT depending on testng version 5.8)

Here “husdyr” (farm animal) is a category corresponding to a fairly large func-
tional subdomain.

2.3 Application Layer Separation

From a developer’s technical perspective we let the Mats subsystem (cf. section
2.2) be a single project. The Framesolutions framework and code pertaining to
the Integration Platform is kept apart. Modern IDE’s are getting quite good
at providing instant and global symbol search and dependency tracking1. This
means that all the previously mentioned modules appear as one seamless whole.

The FrameSolution framework (cf. section 2.1) provides two quite powerful
mechanisms that makes the Mats subsystem (cf. section 2.2) module boundaries
easier to handle.

There is the concept of a FrameSolution Manager. Such a manager serves as
a “bridge” over a layer or between modules. The bridge may well cross physical
hosts and application servers. An example invocation from Mats is

ImportMeldingManager.getInstance().
getSisteFoerstemottakerAdresser(importoer, foersteMottaker)

This code will look identical in all four Mats subsystem modules. For exam-
ple, if this code is run on the web server, it will remote call a server stub on
the application server. This code is easy for a developer to understand, quite
condensed and not far from the ideal of a POJO method invocation. There is
just this line needed, no annotation or other configuration.

There is the concept of a soft pointer that transparently deals with persistent
objects that are not “owned”, i.e. that the association between a class A and
1 The Mats project is predominantly using IDEA IntelliJ version 8.
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a class B is not such that CRUD operations on one is continued on the other.
The soft pointer mechanism is together with a cache, implemented such that no
matter where in a virtual machine an instance is soft referred to, it always points
to the same, single persisted instance. This removes the burden of keeping track
of multiple editions of the same object. It furthermore makes it possible to make
intelligent, automated decisions w.r.t. persistent cascading and lazy loading.

Generally this particular configuration makes it very easy to create function-
ality covering the entire vertical stack from the GUI at the thick client or on the
web through business logic and down to the persistence or integration service
layer. The code looks surprisingly similar on all application layers. Developers
are overall very happy with this arrangement.

One would perhaps think that this great freedom results in the inter-layer
APIs to be in too great flux and that the entire subsystem architecture would
over time loose necessary integrity. Due to the rigour of the FrameSolution frame-
work (cf. section 2.1) that enforces quite strong patterns on all layers, this does
in general not happen.

There are however still some major unintended effects:

– Just looking at the code in the IDE, it is not always clear on what layer
(client, web server, application server) one is coding. Due to the powerful
Framesolution abstraction features, the code would work, but not surpris-
ingly, it often leads to highly resource demanding code.

– Since the entire Mats subsystem source is editable and available in the IDE,
the build time on the individual developer host becomes intolerable. The IDE’s
automatic synchronization features also take an irritating amount of time.

These unintended effects were partially handled by using a hierarchical module
structure, dividing all code into one of the Mats subsystem modules, cf. section
2.2. However, this was not a very effective layering, since a lot of code still resided
in the common module.

Other mitigating actions were to introduce faster developer hardware (partic-
ularly SSDs) and optimizing the build procedure.

It remains a problem, and a fundamental trade-off, whether to let the devel-
oper use the powerful abstraction features of the Framesolution framework or
write more module dependent, efficient, lower level code.

2.4 Summary

Overall we’ve found that developers are quite happy with the productivity boost
they get from layer abstraction, having all the source in the IDE and the lack
of bureaucracy when dealing with a small number of ever-present modules. We
clearly could’ve introduced more modules, stronger barriers between them or
different delineation principles. This could’ve bought us higher and better co-
hesion, and lower intra-module coupling. Chances are, we also would’ve intro-
duced more overhead, increased inter-module coupling and increased demands on
developer discipline.
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3 Testing Environments

To support the idea of agile development with domain experts, several testing
environments were accessible for the experts throughout the project. This was
introduced as early as possible so that the experts could get comfortable with
the system and the quirks of using a system that is under development.

We were working with two branches of the code (most of the time), and both of
these had a range of environments associated with them. First, the development
(”trunk”) branch was the target of all changes bound for the next major release.
Second, the maintenance branch was holding error fixes and small changes that
could be deployed to production very often.

Each of these branches had three classes of testing environments: Continuous
build [2], nightly build and manual, full-scale build. Thus, there were six different
environments to maintain at all times. We did invest heavily in infrastructure
and build automation for these environments.

3.1 Effect

Because of the wide variety of testing environments, the experts always had
an appropriate environment to carry out their testing needs. At first, it proved
a little difficult to realize how to employ this diversity, and it was frequently
necessary to remind them of in which environment it would be advisable to test a
new feature or a bug fix. After the first major release, most people got acquainted
with the idea, and became very happy with the different environments. See
Table 1 for the different applications.

Table 1. Different testing environments

Continuous Nightly Manual
Development Experimental features New, stable features Production ready features
Maintenance Experimental bug fixes Stable bug fixes Regression tests

A key feature in maintaining all of these environments, was to have completely
automated build- and deploy processes. It proved incredibly valuable - both for
scheduled (nightly) builds, and whenever a new feature had to be tested imme-
diately (continuous). To be able to automate the deploy process, it was close
to necessary gather all build steps under a single command. This was success-
fully implemented with Maven. This helped assure similar builds on multiple
platforms, i.e. different integration environments and development platforms.

3.2 Difficulties

Database structured updates proved to be difficult to automate, and were thus
handled manually. It would have been possible to automate within the applica-
tion, but the customer technicians discouraged such an approach. It was believed
that an automated handling would weaken the exhibited control over database
schema.
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After spending a lot of time reimbursing the necessity of continuous testing,
many of the domain experts got used to the idea of having a environment at
hand all day and night. This notion was also backed by a stable production sys-
tem. Thus, whenever a testing environment failed to deploy correctly at night,
or a programming error lead to a critical failure of the application - the domain
experts would quickly let us know that they were inhibited from doing their work
efficiently. To counter this, the service monitoring tool used in production were
also employed to testing environments - with email and even SMS alerts. The
testing environments were subject to the same uptime requirements as produc-
tion. Of course - there were no really dramatic consequences when a fault lead
to unplanned downtime.

3.3 Conclusion

The biggest con of this approach was the impact on the development platform.
Whereas nightly deployment worked fine, frequent deployments by developers
or the continuous integration engine proved very time consuming. It is thus
our conclusion that a more flexible and dynamic approach should be available
for developers. This was partially implemented with hot code reloading tools,
like Java hotspot and JRebel. These approaches were partially successful: Many
changes were handled and deployed seamlessly, but changes to initialization code
and structurally modeled data had to be handled otherwise.

Testing environments and infrastructure is at heart of an agile project. The
ability to quickly recognize new or altered features, and give feedback to appro-
priate developers or domain experts, is a stepping stone in enabling agility.

4 Declaratively Represented Knowledge

A key concept in this project was Business Process Modeling: Separation between
domain knowledge and implementation. From artificial intelligence, cognitive
architecture work and knowledge modeling, the distinction between declarative
and procedural knowledge has long been deemed important [1], [5]. This idea
could be paraphrased as separating what to do from how to do it. It allows the
domain programmers to work decoupled from the technical programmers. The
processes can be modeled and mocked and remodeled, until the ideal workflow
is reached.

A few vendors offers systems implemented this way, and Computas is perhaps
the leading supplier in Norway. We believed that this technique would fit quite
well in an agile project. It would be possible to change the behaviour of the sys-
tem without altering the technical details, and visa versa: Altering the technical
implementation without altering the business processes.

4.1 Effect

This approach presents challenges to the way a customer (and developers) man-
age software. Since the knowledge is decoupled from the program logic, it is
possible to alter the behaviour of a running program.
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Thus, whenever the developers decided to refactor the business logic, or the
domain experts decided to alter the business processes, it would introduce no
overhead for the other party. And this proved to be a correct assumption. Even
though most of the business logic stayed the same once written, the business pro-
cess often changed in subsequent iterations. This made the domain experts rater
self sufficient in many questions, and made it possible to adapt to experiences
in a quick fashion.

However, we underestimated the need of technical means to handle this dis-
tinction: It should not be necessary to rebuild and redeploy such a system when
developing and testing processes. Nevertheless, developers often did so to ”ensure
correctness and consistency”.

4.2 Difficulties

It might sound trivial, but postponing to figure out how to correctly reload pro-
cess definitions at runtime reduced the development turnaround significantly.
And not to mention the developers dissatisfaction of having to wait for changes
to deploy before testing. Thus, it became clear that the application had to be de-
signed for ”hot knowledge reloading”. This challenge was solved by implementing
a re-initialization feature: Whenever process definitions or other domain defined
data did change, the developer was able to reload the definitions and start using
them right away. This feature is not used in production, but would theoreti-
cally allow process managers to alter a process in the middle of the day without
scheduling downtime and employing technical personnel.

Also, our proprietary domain modeling language (although BPEL-compliant)
were of course unsupported in any Integrated Development Environment (IDE).
The language itself has a dedicated IDE which is well implemented and very
functional for modeling purposes. But the functionality provided by our code
IDE[9] were oblivious to such data representation, and provided no development
support whatsoever. It hindsight, we should have realized the cost, and imple-
mented a support plugin for our code IDE, so that it would treat changed to
process code the same was it treated technical code. That is: provide support
for syntax highlighting, autocompletion and code deployment.

4.3 Conclusion

Use of proprietary data formats can both be rewarding and expensive. One need
to be aware of the necessary level of support, and accept the cost of maintain-
ing such a level. Use of declarative knowledge representations is potentially a ma-
jor catalysator when dealing with domain experts, but actually implementing the
knowledge requires a high level of expertise. Also in this matter, one should be very
careful with respect to the tools one choose to use for implementation and assist.

5 Summary

This experience report outlines three difficulties we experienced during this
project. Although the details may appear minor, the impact of improvements
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was significant, because of the project size. We believe that it is incredibly im-
portant not to neglect those problems that were manageable in smaller projects,
but may scale fast in large projects, and give the developers an arena where they
can give an early warning of such challenges.

We would like to emphasize some key issues from this report:

– Abstraction and generalization should been driven by necessity and experi-
ence, not guesswork and intentions.

– Abstractions is not a substitute for decoupling and formally controlled mod-
ule interfaces.

– Treat your testing environment like a small production environment. Define
a Service Level Agreement for your domain experts and testers. Automate
everything.

– Do not underestimate the accumulated overhead caused by small problems
being ignored over a lengthy period of time.

– Do not underestimate the support that can be provided by modern day
development tools.
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Abstract. Our team helps Tieto teams distributed over the entire world to set up 
effective way of working applying Agile, Lean, Kanban and Global sourcing 
principles. In May 2009 we have faced our biggest challenge. Energy sector 
product, 30 people in Norway, Sweden and Finland with waterfall way of  
working organized into regular 6 sub-applications wanted to achieve quite chal-
lenging targets. To grow to 70 people by setting up another teams in Czech Re-
public, to transfer 15 years legacy system knowledge and to be up and running 
with this all in 6 months while maintaining the production for the clients at full 
speed. Paper describes how we fought and won over the challenges by basing 
the service transfer on Agile. 

Keywords: Agile, Lean, Global-sourcing, Distributed RUP, Coaching. 

1   Introduction 

In May 2009 we have faced our biggest challenge so far. We have got involved in 
project that is quite critical for Tieto business. Tieto Czech management has been also 
aware that if we manage to outsource it successfully then we get much bigger piece of 
energy business pie. This paper describes Ramp-up1 of the offshore service into low 
cost country as well as all the changes we had to introduce into release project within 
certain constraints given by circumstances.  

1.1   Our Team 

We are small team of 8 consultants located in Tieto Czech global delivery centre. Our 
goal is to help out teams and their individual members to improve productivity and 
reduce work stress by using Agile, Lean [2], Global-sourcing and Kanban [9] princi-
ples. By this close cooperation with various people in whole customer-to-customer 
chain (as sales, management, development, testing, support and maintenance) we stay 
in touch with current problems, latest technologies and modern methodologies. We 
help and give support to Tieto teams for more than 4 years and during that time we 
have been involved in more than 50 distributed cases in basically all industries – 
Automotive, Financial services, Forest, Energy, ICT operations and others. 
                                                           
1 Service ramp-up – set of activities that start up service in certain location with certain people. 
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1.2   Energy Product and the Challenges 

Product is intended for Scandinavian energy sector. It covers energy business from 
customer contract through administrating energy delivery and infrastructure to main-
taining energy meters and invoicing. Product consists of 6 sub-applications called 
Product areas (PA) taking care of particular part of energy business processes – ac-
counting, invoicing, contracting, metering, change of supplier and integration to other 
products in energy product portfolio. 

Project had approximately 30 employees in Norway and 10 employees in Czech 
Republic organized into 6 PA teams closely cooperating together on the resulting 
product before Ramp-up to offshore. Goal of the Offshore ramp-up was to build inte-
grated product teams formed by employees in Norway and 30 new employees in 
Czech Republic. Half of the Norwegian personnel was about to move to other projects 
after the Offshore ramp-up ends. 

Main challenge was to hire and educate this big amount of specialists who should 
be responsible for development and testing of new features and error corrections in all 
product areas of 15 years old legacy system. The need was to have all this up and 
running in 6 months without affecting delivery of already planned release and com-
promising quality of the product. Time limit and goals were unchangeable by the 
circumstances that are not important for the paper. 

2   Story 

The story started in a bit unorthodox way. We met a project manager in a corridor that 
we had been associated with before. He had just a quick question. Of course, it turned 
out to be more than just a quick question, so we planned a follow up. He got nomi-
nated as a Ramp-up manager for Norwegian Energy product transfer to Czech Repub-
lic and he wanted to validate some of his ideas. After an hour we knew, thanks to our 
experience and intuition, that Czech delivery centre is headed for a failure, as the 
Offshore ramp-up plan contained several serious anti-patterns. 

Since the project manager was open and we had gained his trust in the previous 
case, he acknowledged risks quickly and invited us to a dinner with the management 
of the case on the fly, which was planned for the same evening. 

This Informal meeting and introduction (pattern) gave us opportunity to capture 
stakeholders’ needs and promote our services in more relaxed environment than of-
fices or sterile meeting rooms. 

2.1   First Steps 

Introduction went fine and we agreed to continue with discussions next day to come 
up with some next steps. Project had its own external global-sourcing consultant who 
had experienced transfer of one huge cell phone application development from Scan-
dinavia to Russia before and he wanted to repeat the success with the same 3 main 
points as in his previous case: 

− Manage Offshore ramp-up project separately from release project. 
− Start with all training sessions first then focus on practice. 
− Do not change process in the project during the ramp-up to offshore. 
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We learnt on many cases that these steps lead to everything else but new fully capable 
colleagues ready to work on release project. We would like to pinpoint here that 
What works in one case does not necessarily works in other one (pattern). 

We did not know project much and we always focus on Learning constraints and 
details before we propose changes (pattern) but to motivate leaders we presented 
couple of standard patterns that usually help to outsource and perform knowledge 
transfer as effective as possible. Patterns in fact said the complete opposite to sugges-
tions of their expert. 

− To Merge Offshore ramp-up project with release project (pattern). No one else 
than seniors can educate and support newcomers in their learning. This definitely 
must be aligned with the release project plans. 

− Let newcomers to work on real system features as soon as possible. We mean to 
base knowledge transfer on Learning by doing (pattern) [6], [5] known also as 
Shewhart’s Plan-Do-Act-Check cycle (PDCA). Toyota production system [2],  
Kaizen [5] and countless of medical experiments clearly say that this is the most 
effective educational method that in fact goes hand in hand with the release project 
objectives – no extra work is done. 

− To change the way of working from waterfall to iterative; we mean to introduce 
PDCA cycles also to release project. Iterations help us to get situation under con-
trol by introducing better visibility and clarity into project. 

2.2   Kaizen Workshop – Getting to Know the Project 

We invited key project people to one of the Agile training sessions that we provide for 
Tieto personnel. This is always great opportunity to explain Agile in context of train-
ees’ context e.g. how Agile can boost Offshore ramp-up and solve project issues. 
Leaders got motivated to become one of our mentored cases therefore we organized 
Kaizen workshop (pattern). Workshop is the opportunity for mentors to learn all 
possible project details to be able to come up with relevant proposals. 
This is Kaizen workshop agenda we usually use: 

− Interview key people from all areas (sales, executives, ramp-up and team roles) 
− Person’s responsibilities, needs, fears and objectives – to get the context 
− Typical day activities – to learn operative and to identify anti-patterns 
− Top 5 issues and improvements – to Involve closest people to the subject (pat-

tern) [2]. 
− Get the big picture from value-stream analysis [3] to be able to Optimize whole in 

context (pattern) [2], sub-optimization usually does not solve the issue. 
− Focus on root cause (pattern) to not heal symptoms but sickness. We usually use 

Theory of Constraints’ Current Reality Tree tool [4] to Visualize all (pattern) 
cause-effect chains leading to root causes.  

As the project was based on waterfall it contained a lot of its weaknesses. The most 
important was huge waiting time periods resulting in really long feature lead time. We 
selected and prioritized practices carefully that we planned to implement into release 
project. Some of them are listed below: 
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− Iterative way of working (3 weeks Iterations). 
− Base knowledge transfer on Learning by doing (pattern). 
− Organize newcomers into Self-managed teams (pattern) and Cross-functional 

teams (pattern). 

One of the project strengths was Executive management support (pattern); execu-
tives approved the adoption roadmap and from that moment we can say we started 
with Agile implementation. 

There was no time to stop, calm down and change release and Offshore ramp-up 
plans and to Introduce the changes step by step (pattern). Newcomers were already 
hired, contracts were signed and new release project was about to start. To manage 
changes in 6 month deadline we had to put all into practice immediately. The circum-
stances forced us to follow Big bang adoption (anti-pattern). We were aware (from 
our experience) of confusion that this anti-pattern causes among project people. If we 
change the process too much then no one knows exactly what to do and people tend to 
work the old way. Change and confusion lead usually to productivity drop as we can 
see on Fig. 1.  

 

Fig. 1. Illustrative figure shows productivity drop after the process change 

Only heavy support and daily involvement from people skilled in this new way of 
working – Mentoring (pattern) – can keep the productivity on the same level and 
calm down the chaos. We offered our help and support to mitigate this risk. 

2.3   Transition to Agile 

The biggest pain in transition from Waterfall to Agile is usually the mindset. Agile 
way of working expects quite opposite approach from Taylor’s worker-supervisor 
model [1]. As an example we can use the first Iteration planning and assessment that 
we went to facilitate to Norway. We expected to come up with concrete details to-
gether with release project people (so we did not prepare the solution upfront) but 
they expected more US army drill sergeant approach ordering exactly what to do and 
not a partner for a debate. We did not follow Clarify expectations and reveal as-
sumptions (pattern) carefully and even if facilitation went pretty well these not filled 
hidden expectations harmed our short relationship for couple of next weeks when we 
were perceived more like theoretical guys.  

We organized couple of sessions to Train all the product personnel (pattern) to 
Synchronize vocabulary (pattern) and to ensure that everyone understands new way 
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of working. Since that time project carried on the track that we have set up for it more 
less smoothly. But we really focused on Proactive issue identification (pattern) by 
techniques described in section 2.5 that paid off many times later. 

2.4   Organizing Release Project According to Patterns 

Hi-level product organization remained the same – product consisted of 6 product 
areas – but one product area team is now organized according to Team of teams 
(pattern) as we can see on Fig. 2. Each team (forming team of teams) has its own 
team leader playing Boundary spanner (pattern) role important for information 
synchronization. It does not mean that people do not communicate with each other, 
they do, but Boundary spanners ensure that no important information is lost and they 
represent Single point of contact (pattern) for important issues or ideas that needs to 
be spread over. 

 

Fig. 2. Team of teams forming one product area 

Product areas are to some extent independent on each other but they have agreed to 
use the same Iteration length – 3 weeks – to work in the same Heart-beat (pattern). 
Product area builds need to be integrated periodically – Continuous integration 
(pattern). The same rhythm allows planning system integration tests within the same 
milestones. 

As mentioned earlier Ramp-up to offshore was integrated into release project. It af-
fected the project scope significantly as we can see in list below that describes content 
of typical Iterations: 

− Iteration starts with joined Iteration planning Norwegian and Czech guys to-
gether in two meeting rooms connected by videoconference equipment2. 

− Scope contains features and error corrections prioritized also with respect to de-
pendency on other product areas and respect to knowledge transfer. 

− Iteration production time is organized according to Learning by doing (pat-
tern). Cycles start with brief information about business background to selected 
features and ECs followed by implementation with support from the seniors 
having explicitly allocated time for it. There was always travelling of senior guy 
to Czech Republic team or vice versa in our case according to Ambassador 
(pattern). 

− Iteration ends with Iteration objectives review and Retrospective (pattern) 
where team discusses (over videoconference) what went well and what should 
be improved. Team learns this way from its mistakes and applies corrective  

                                                           
2 We have found the videoconference works surprisingly well after people, on the opposite side 

of videoconference, meet personally and spend some time together. Also BIG screen helps. 
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actions into very next Iteration. We have introduced MCIF self-check [7] as a 
regular point in retrospective meeting agenda. Self-check questions (carefully 
selected by us to cover Agile adoption roadmap) trigger team members to talk 
about current situation and the way of working. Self-check voting results gives 
us some soft data showing what principles have been successfully adopted. 

Daily synchronization among Norwegian and Czech team within one PA is ensured 
by joint Daily meetings (pattern) over the phone and one computer with shared 
desktop. Since the teams track all their work items in Team Foundation Server they 
visualize their daily items in MS Excel view to TFS work items together with burn-
down and workload report chart macros that we have created for them to Automate 
repetitive work (pattern).  

Teams use described tools more less the same way in all product area teams. But it 
was not this way all the time. As the way of working evolved tools did the same. We 
have experimented with many ways of doing these meetings from task board in form 
of sticky notes to task board on wiki page until we ended up with TFS Excel view as 
mentioned above. This evolution is in fact according to Adapt tools to the way of 
working (pattern). 

Product areas use couple of regular meetings to synchronize on information touching 
all PAs. Leaders from PAs contribute to each other Iteration scope priorities before 
Iteration planning to enable synergy on development and newcomers’ education. 
Except these meetings they attend Scrum of scrums meetings (pattern) organized 
twice a week where they discuss issues and opportunities touching other PAs.  

Teams use various tools for information sharing. Except TFS and macros generating 
charts we have introduced wiki. We originally started to use wiki only as a knowledge 
base. Some guidelines here and there and project people perceived it mostly as another 
tool they need to bother with. But after couple of months later we got to completely 
different situation. We created wiki template for Iteration planning and assessment and 
motivated all PA teams to get rid of SourceSafe MS Word based plans and create them 
on wiki instead. That boosted wiki usage and from that moment we saw that wiki was 
one of the most important collaboration tools that release project used. There is infor-
mation from guidelines through functional and technical documentation to Iteration 
plans and meeting minutes from various meetings now. Templates to planning, meet-
ing minutes, technical documentation and others contain links to guidelines and blogs 
so that people can instantly read the details to concrete topics. 

2.5   Mentoring and Coaching Infrastructure 

Since our team of mentors is located in Czech Republic we can easily support Czech 
part of the PA teams but it is really hard to do the same remotely with Norwegian 
teams. It is terribly difficult to explain new concepts over the phone. Face to face 
discussion in front of whiteboard is irreplaceable. Norwegians had no Local mentor 
(pattern) to support Norwegian part of teams at the beginning so Norwegian Ramp-
up manager and Release manager took over the local mentor role.  

To synchronize effectively we established two short meetings in a week to check 
Agile adoption status and agree on next steps till the next meeting. We established 
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Mentoring backlog (pattern) on wiki to keep track on improvements to be done 
together with actions points.  

We also visited each other quite often. In 10 months we had more than 15 chances 
to see each other face to face either in Ostrava or in Norway. That heavy travelling 
helped a lot to build the relationship and to solve issues hanging in mentoring backlog.  

3   Mentoring Lessons Learnt and Hints 

Support to teams from mentors is crucial but we must resist temptation of Mentors 
become leaders (anti-pattern) – this exactly happened to us. We were in hurry be-
cause of constraints and pressure from customers and management to keep productiv-
ity on high level. To fulfill this objective we (mentors) overtook the initiative and 
started proactively solve all the possible issues. In one hand it enabled team to adopt 
practices and principles quickly but on the other hand the release project became 
dependant on us mentors. Considering this we failed to Start up self-improvement 
framework (pattern) in teams because most of team members got used to mentors 
walking around solving problem in behalf of them. This lesson is one that we learnt 
the hard way. In fact we still fight with the consequences. 
 
Avoid Big bang adoption (anti-pattern) of changes if possible and Introduce 
changes to project step by (pattern) instead – we have paid this decision with heavy 
workload from the mentor side. 70 people project has consumed 3 FTEs3 of mentor-
ing work for more than 2 months. After that it went down slowly to current 1 FTE. 
This could be quite expensive business if you hire external consultants. 

Also try to Introduce process changes before Offshore ramp-up starts (pat-
tern). It is easier to implement improvements into small co-located group. After the 
way of working is changed to acceptable state (and stabilized) it can be copied into 
new teams created by following offshore ramp-up. 
 
Basic part of mentor’s job is to see issues, predict problems and formulate risks earlier 
than others. This Proactive issue identification (pattern)4 has paid off many times. 
We have spent a lot of time by visiting teams and individuals in important moments 
of the release project to keep ourselves up to date with the situation on the project. 

Information from daily meetings, scrum of scrums, plannings, retrospectives and 
talks around coffee machine is irreplaceable. This helped us a lot to not get to into 
ivory tower and to come up all the time with relevant proposals. These visits are also 
great in sense that we can give feedback if there is any issue to team or person imme-
diately after the meeting ends. It boosts grow and supports adoption of new principles 
and practices. 

 
Visualize all (pattern) is not probably as appreciated as it should be. We have ex-
perienced the situation many times when hours of explanation led nowhere until the 
picture was drawn. Suddenly magic happened and people started to realize things. 

                                                           
3 FTE – Full time equivalent, usually 1 FTE = 40h per week. 
4 We also call this approach Smell the cheese by famous book from Spencer Johnson [8]. 
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In previous release we experienced teams constantly failing Iteration evaluation 
criteria. We saw that it is caused by constant over-committing. Teams failed to deliver 
half of promised scope with velocity 0.5 in compare to original optimistic estimates. 
Teams were under strong push from management to deliver more because scope was 
already promised to customer by fixed price & scope contract. Pressure led to many 
negative consequences like technical debt when cheap & dirty solution usually won or 
team frustration. People did not see the way how to fulfill overflowing Iteration scope 
so why should they even try? 

We had a lot of talks but one figure (see Fig. 3) instantly changed the position of 
the management. They realized the pressure was not solving their problem. 

Team can do only as much work as its velocity is. Pressure makes things worse. It 
results in no benefits but buggy and hard-to-maintain software at the output and de-
motivated people as a bonus. In fact the only way to make teams more productive, 
according to our opinion, is to remove obstacles continuously (pattern) from their 
way of working, not to push. 

 

Fig. 3. Negative reinforcement loops, caused by management decisions, make situation worse 

Ensure local mentor (pattern) for all locations where the project is situated –
everyone needs help especially at the beginning of adoption. This local instant support 
can reduce confusion, frustration and keep productivity on high level. Mentors at dif-
ferent locations must act as one. See section 2.5 how we set up information channels. 
 
Our mentoring backlog became huge in couple of last months. We did not follow 
keep inventory low (pattern) and it resulted in a lot of backlog items that we are 
forced to read through and prioritize twice a week now. It is pretty time consuming so 
we are now implementing Kanban [9] there to get rid of queues. 

This is in fact more general pattern. We used to have a problem with one team not 
bringing into effect a single corrective action. They were taking always too many 
corrective actions to following Iteration. We advised them to select just one  



370 T. Tureček et al. 

 

improvement and put that into one action. It is harder to postpone corrective action if 
there is only single one in the Iteration backlog. Long lists annoy people. 

3.1   Summary of Mentioned Not Commonly Known (Anti) Patterns 

− Informal meeting and introduction (pattern) – as mentioned in section 2.1, 
meeting at informal place helps to relax minds and build the relationship better 
than in office. We usually take our visits to beer or dinner to discuss informally all 
possible project, team and environment things. 

− What works in one case does not necessarily works in other one (pattern) – 
well known problem of case studies. They cannot be copied and placed from one 
situation with its context into different one. 

− Learn constraints and details before we propose changes (pattern) – to help the 
project we need first to learn as much as possible about the concrete situation in the 
project. There are many ways how to do it. We prefer to visit project place and in-
terview key people as mentioned in Kaizen workshop (pattern) in section 2.2. 

− Merge Offshore ramp-up project with release project (pattern) – see explana-
tion in section 2.1. Pattern can be put more general way: All improvements shall be 
part of the release project plan. That includes outsourcing as well as all other in-
vestments. 

− Executive management support (pattern) – as Standish group usually empha-
sizes in their chaos reports, support from executive management is crucial to any 
success, especially for improvements that are usually need investment first. 

− Mentoring (pattern) – is a service offered by skilled people in all software devel-
opment roles. Mentoring is based on coaching teams in time of introducing im-
provements. 

− Clarify expectations and reveal assumptions (pattern) – it is common approach 
of effective non-blocking communication. The most essential is to get rid of preju-
dices, assumptions and expectations and try to listen to others with open mind.  

− Boundary spanner (pattern) – also known from RUP as Gatekeeper is a role in 
distributed team that ensures the important information is propagated to all teams. 

− Heart-beat (pattern) – important pattern for products in one portfolio. It enables 
product teams to synchronize on milestones and deliver software together as one 
product. 

− Ambassador (pattern) – one of the most important patterns in case of building 
new remote teams. It comes from RUP and represents person from existing team 
coming to offshore team, staying there for some time and helping to build it. Am-
bassador boosts the knowledge transfer and team growth. 

4   Final Words 

Offshore ramp-up of the energy project ended after 6 months as planned and it was 
considered as a great success of project people, executive management and also us 
mentors. Teams in Czech Republic are productive, recently released product has 
fewer defects than before and all product people consider recent release time as less 
stressful. Ramp-up to offshore has ended but learning still continues because no  
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matter what management goals are – some things need time; like growing knowledge 
and competences of newly created teams. 

Story shows that even if the situation full of constraints and challenging targets 
looks desperate it can turn into success if we manage to motivate people and execu-
tives to follow patterns from software development and global-sourcing area. 

There are still constraints that forbid the case to fully utilize Agile potential. The 
biggest pain now is the fixed price and scope contract generating a lot of issues for the 
release organization. The new release starts now and we are experimenting with cou-
ple of Agile contracts focusing on cooperation between customer and vendor instead 
of focusing to concrete result and budget. 
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Abstract. Scrum was trialed at Cimex — a Digital Media Agency in
the UK. Our insights centre in particular around the close interactions
between the designers and developer working in the same room, and
how the design roles were played out in the Scrum context. The lessons
learned from this experience are now presented to our clients as a case
study in order to make them more aware of the benefits of running an
Agile project. Since this trial, we have adapted our current practice to
include more immediate forms of communication. We now have hands-
on experience integrating design with Scrum and can say that it was an
enjoyable, bonding experience for the team.

Keywords: Designer, Developer, War room, Scrum, User Experience,
Agile adoption, Agile integration.

1 Introduction

This report is based on the experiences of trialing Scrum at a Digital Media
Agency in the UK, called Cimex Media Ltd. We decided to trial Scrum at our
organisation for a number of reasons: Although our teams had borrowed parts
of Agile methods before, from the organisation’s point of view, it was an op-
portunity to get hands-on experience specifically with Scrum and to learn how
Scrum would work with the existing organisational structures. One of the aims
was to bring design and development closer, by seating the designers and the
developer in the same room. The idea came from our experience working with a
client who outsourced our Information Architect (IA) and asked that he would
go and sit in the same room with their developer and designer at their premises.
Talking to the IA about his experience at the client’s premises prompted us to
consider whether doing the same could also make our process easier and quicker.
It was also clear that the IA enjoyed the experience. From the client’s perspec-
tive an emergent solution, via feedback on actual working software was seen as a
valuable way of overcoming the fact that requirements were not known up front.
This made the project a good fit with our own motivations to try Scrum.

Since completing the trial we have incorporated some of the lessons learned
into our current practice and can share our insights with other practitioners who

A. Sillitti et al. (Eds.): XP 2010, LNBIP 48, pp. 372–378, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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have similar aims. Our insights centre in particular around the close interactions
between the designers and developer working in the same room, and how different
design roles were played out in the Scrum context. We have also concluded that
while an Agile approach has allowed us to be more flexible towards our client
requirements it does not suit all projects and all types of clients we deal with.
Our public sector clients, for example, still prefer more traditional approaches
and prefer detailed definitions and scope in advance.

2 Cimex and Agile

While we have separate teams at Cimex, such as Development, Design, User
Experience, Content/SEO, Project Management and Producers we work collab-
oratively across teams and we apply User Centred Design (UCD) processes on
all of our projects. As an organisation, Cimex goes back to 1994 and have been
using very waterfall-based PRINCE 2 methodologies for several years. As our
clients’ needs change we have aimed to explore new methodologies ourselves. Ka-
terina, as Head of User Experience (UX), spent a whole year bringing awareness
of Agile methods to Cimex. It has been a challenge to get internal enthusiasm
and commitment from all for such a big change. Maintaining trust internally,
as well as with the client, was the biggest challenge we were faced with. This
was after all a change to what people were familiar with and had been doing
for a long time. It was difficult to get everyone internally to buy into the idea
and overcome fears of the unknown. We had to explain that starting a project
without detailed scoping documentation meant that we had to learn to work col-
laboratively, stay flexible and learn to trust our colleagues. We needed to build
trust that what we agree in our brief meetings in the morning would be delivered
by the end of play.

Teams at Cimex have borrowed from Agile methodologies in the past, al-
though we had not adopted a coherent Agile method such as Scrum before. We
started adding Agile aspects to our projects in 2008 and slowly each individ-
ual involved has become more familiar with Agile approaches. Those involved
in other Agile projects had enjoyed the experience and were enthusiastic about
taking more Agile practices on board.

3 Trialing Scrum

We had some specific goals in mind with this trial, which were also influenced
by the type of project we had taken on:

– Bringing design and development closer together. Prompted by the
IA’s enthusiasm for working closely with developers, we wanted to enable
the team to work closely and in the same working space. We believed that
proximity of space would make a difference in how the team would engage
and discuss, and we were hoping that this set-up would encourage more
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communication and more effective decision making. Traditionally, the team
would tend to meet only when a meeting was set up by the project manager.
However, we wanted them to feel free to ask each other immediate queries
that came to mind while working.

– Allowing a creative solution to emerge via frequent client input
The client was keen to be heavily involved in the project. They wanted to
be able to give feedback and make changes on-the-fly in order to get the
best possible results. By having the whole team working in an Agile way we
hoped for more flexibility to make quick changes if needed.

– Learning about the practical issues surrounding Scrum adoption at
our organisation. We wanted to explore other ways of adapting Agile, such
as bringing the Agile team together in one room, having daily quick meetings
and client involvement. We expected better outcomes, more transparency
and engagement, as well as quick turnaround.

The project chosen for this trial was redesigning a client website. We had to
keep a really tight reign on the resources we were using, as the client reduced
their initial budget by 2/3 but still wanted a high impact website. The client was
prepared to allow the creative solution to emerge and had agreed to be heavily
involved. Scrum was seen as the ideal methodology to micromanage every aspect
of the project with the client being closely involved. The team consisted of one
software developer, two designers (a creative designer and an IA) and a project
manager who was also the Scrum Master. The creative designer was responsible
for the graphic design and the IA for producing wireframes. The developer was
responsible for providing the back end code for the front-end designs. The team
could work independently and they were not expected to integrate their work
with other teams. This was their first experience with Scrum.

4 Life in the “Agile Room”

Figure 1 shows the team working environment. Management agreed that the
team could be seated in a room that would normally be used as a meeting
room or a usability lab. The team were seated at a large table, each at their
own workstation. Colleagues would come and visit the team during the day and
playfully ask: “Is this the Agile Room?” Or, “Are you the Agile team?” The
project manager/Scrum Master was not seated in the same room, however he
popped in at regular intervals during the day to answer questions and discuss
project-related issues with the team. Basecamp1 was used to share documents
and log discussions with the client. The team reflected that in this room they
were able to focus free from distractions.

Sprints lasted one week, including one to two client meetings per week where
the website was demoed and further requirements were discussed. The team be-
gan each day with a short standup meeting, to discuss their progress and what

1 http://basecamphq.com/

http://basecamphq.com/
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Fig. 1. The team in the “Agile Room”

they were going to work on during the day. As hoped, the team were talking
and asking each other questions. The developer explained how valuable it was
for him to be aware of the work of the designers. He could spot areas in the
design that would cause problems for the implementation: “And that generally
probably wouldn’t have been spotted until all the wireframes had been signed-
off, handed over and the designs would have been done.” The team were making
decisions together. For example, in a discussion about exploring alternatives to
a drop-down list, one of the designers asked the developer directly whether her
idea would be more difficult to implement. The developer could immediately
give her an answer: “It would probably be just as easy.” We counted the in-
stances where the developer and the designers were talking to each other. On
their first day together there were 27 instances where questions concerning client
requirements were raised, 19 instances of talk about possible design solutions and
14 instances where the designers were directly asking the developer for feedback
about either a design idea or client requirements. The team agreed this was more
interaction than they normally have when sitting apart. The team had a very
positive response to the outcomes of the trial. They all enjoyed the experience
and indicated that they would like to work in a similar manner in the future.
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5 Outcomes

Instant decision-making and making progress. When driven by tight deadlines
we did not observe this kind of quick and efficient communication between team
members when they were sitting apart. Small requests for clarifications often
get lost along the way as team members are not easily motivated to get up and
move around to talk to their colleagues. Instead, they are keen to get the work
delivered and quite often only approach their colleagues once they have an issue
they can not solve themselves. By placing the developer and designers together
sped up the whole development effort and made it more effective. For example,
while the IA was creating the wireframes she could ask the developer imme-
diately about functionality constraints. In a similar manner, when the creative
designer was working on the look and feel she would have quick access to the IA
next to her and ask for clarifications. There were immediate responses to ques-
tions concerning design possibilities, but there were also immediate responses to
questions about how long a design would take to implement in terms of code. In
this way the team had the opportunity to resolve issues that would only have
been identified further down the line when it would have had major implications.
Before, the designers and developers communicated just prior to the client meet-
ing — usually too late to address the technical problems in the design. Being
together ensured everyone was negotiating the way forward together and making
progress. The client requirements at the start were very vague and this would
normally hamper progress on the project. However, the team asked each other
“What do you remember from the client meeting?” “What did you understand
the client wanting from the client meeting?” Allowing them to move forward by
sharing their knowledge and opinions.

Understanding design roles. At Cimex we have several types of design that is
carried out by different roles. For example, the IA designs the structure of the
site, navigation and layout, whereas the creative designer is responsible for as-
pects such as the aesthetics of the site, the use of colours and the logo. Using
Scrum inevitably means that the various design roles need to integrate and coor-
dinate their work within the Sprints. Design at Cimex can not simply be added
on to the Scrum methodology. We came up against questions such as how to
time the tasks of the IA? For example, spending time working up the wireframes
might delay the whole process unless the IA work starts earlier than either the
creative design and development work. Another design issue was one of segment-
ing creative work into time-boxed Sprints. The creative designer commented on
the pressure they felt to create a unique design within just one week. Tradi-
tionally, our projects would start with the requirements gathering phase. During
this phase, we gather user insights and stakeholders’ objectives, with IA work
starting straight after. The IA would then create wireframes to demonstrate
the structure of the site. Creative design would only start when all wireframes
were created and signed off by the client. However, in this trial we started both
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wireframes and creative design simultaneously. This meant that creative design
evolved more on-the-fly as the IA and creative designer were discussing and
sketching out possible solutions.

6 Recommendations

During the course of trialing Scrum, we dealt with questions relating to the
IA and creative design roles. In dealing with these questions we make some
recommendations for projects dealing with more than one design role:

1. Find the design guide. A conscious decision about who leads the design
direction should be made. Answering this question in turn requires a deci-
sion on where the dependencies are between the different kinds of design
that need to be coordinated (in our case, IA and creative design). On this
project, both the IA and creative design roles started working on designs
at the same point in time. Vague requirements at the start of our project,
combined with having no designs that were signed off by the client, meant
that there was some uncertainty about who was taking the lead. Although
our solution did emerge, to avoid the initial uncertainty, we now recom-
mend that the IA is started prior to the other activities and given enough
time to stay ahead. The IA provides a coherent structure to the overall user
experience that the creative designer and developers can follow. All user re-
quirements should therefore be reflected in the wireframes first, before they
are addressed by the creative designer. How far the IA should work ahead in
our case would depend on the overall number of wireframes affected by the
user requirements.
We questioned whether creative design and IA should be separated in the
first place. Based on our experience we have concluded that whether IA and
creative design are separated or not will depend on the particular project’s
needs. What is most important is that the IA should be in contact with
the creative designer throughout the project to ensure that both roles are
contributing to the overall user experience.

2. Plan for evaluating designs and incorporating the results. As time
grew short, it became harder to avoid lowering the priority of design work.
Assessment activities, such as user testing before launch, risked becoming
a lower priority as the scoping changed throughout the Sprints and devel-
opment aspects gained higher priority. We have made a point to include a
Sprint for ‘quick and dirty’ user testing at least two weeks before launching.
If a Sprint lasts two weeks then one week should be dedicated to user test-
ing and one week dedicated to implementing changes based on the results.
Careful planning of milestones before the start of the project and continuous
assessment of the milestones throughout the project has proven effective in
our subsequent Agile projects.
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7 Agile at Cimex: Post-Trial

Since completing the trial we have adapted our current practice in terms of how
we communicate within our teams. The set-up of our building is such that it does
not allow all staff to work on the same floor, let alone nearby each other. One
of our biggest projects now is run in an Agile-like manner, despite not having
a dedicated room for the team. We have replaced the location proximity with
communication tools that are used throughout the day. We encourage frequent
communication between designers and developers by encouraging them to use
Skype and instant messaging. We also hold daily face-to-face meetings with the
whole team.

We continue to make use of Agile approaches on our projects and our Project
Management team has used Agile methodologies on many or part of several
projects now. We continue delivering functionality iteratively and incrementally,
which enables us to be driven by our clients’ priorities. Our first increments
of useful functionality are often delivered within a short period of time follow-
ing the start of the project. Rather than being dependent on finalising designs
and detailed architectures, we are confident that requirements, architectures and
designs can successfully emerge throughout the project.

Finally, we have found that new clients are motivated by our experience. We
present our lessons learned from trialing Scrum to new clients as a case study in
order to make them more aware of the flexibility an Agile project can provide.
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Abstract. Agile practices such as pair programming or test driven de-
velopment are best learned when they are actually performed rather than
read about. However, an unexperienced learner on his own might take a
long time and might make mistakes that could be avoided if he had some
help. In this work, we present an activity known as Coding Dojo as a
technique to reinforce the learning of some Agile practices. We describe
this method and present a study that evaluates its effect on learning.

Agile practices such as pair programming or test driven development cannot be
learned by reading about them or being told how they work. That is because
some Agile practices are not completely deterministic, but a subjective set of
actions that can be taken and will have different effects depending on the context.
For example, for continuous integration there may exist a compromise on when
to commit the code when several small steps are being done.

However, simply trying a practice by oneself without outside help might not
be the best way to learn an Agile practice. One might not see the benefits or
effects that the practice has, might do it inappropriately or might even forget to
do it altogether. So, a better idea would be for the student to receive feedback
on how he is doing the practice, in such a way that will enable him to evolve
more quickly.

One possible way to enable the learner to receive this feedback is with an
activity known as Coding Dojo. A Coding Dojo is a meeting where a group of
programmers gets together to learn, practice and share experiences on program-
ming. This technique was first proposed in the end of 2004 and has since spread
throughout many cities (codingdojo.org/cgi-bin/wiki.pl?CodingDojos). An ex-
perience report by Sato et al. [1] gives a full description of the principles and
mechanics of a Coding Dojo, along with lessons learned from running Coding
Dojos since July 2007.

The goal of a Coding Dojo session is usually to work on a specific and gener-
ally simple programming exercise. The group works on a solution to the exercise
from scratch, using test-driven development (TDD), refactoring and pair-
programming. Some Coding Dojos also use retrospectives [2] as a way for
the group to improve its practice of the sessions; and frequent commits as a
way to document the evolution of the code written during a session.
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Fig. 1. The relationship between previous knowledge (left) and number of sessions
(right) with learning, per practice, in number of responses

In order to investigate how the Coding Dojo sessions are perceived to help in
the learning process, we conducted a survey1 among Coding Dojo participants,
mostly from Brazil. The survey was on-line and an e-mail was sent asking for
collaboration on the main Coding Dojo lists. The survey received 91 answers.

In Figure 1 we see, for each practice, the relationship between the respondents’
previous knowledge (left) and number of sessions he participated in (right) with
his perception of learning in the Coding Dojo.

In summary, as far as participants’ perception goes, the Coding Dojo is a
very effective technique for learning Agile practices, independently of how much
is already known about them. We may also notice a tendency that, in regard to
previous knowledge, the less you know, the more you will learn; and in regard
to number of sessions, the more you participate, the more you will learn.
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Abstract. Testing is frequently reported as a crucial stage in the soft-
ware development process. With traditional approaches acceptance test-
ing is the last stage of the process before release. Acceptance Test Driven
Development (ATDD) promotes the role of an expert customer in defin-
ing tests and uses tool support to automate and execute these tests. This
abstract outlines a tool, AnnoTestWeb/Run aimed at expert customers
specifying acceptance tests with reuse of existing documentation.

1 Introduction

A large part of software development expenditure is attributed to testing. Tradi-
tionally, with plan-driven development, acceptance testing, the process of testing
functional requirements with “data supplied by the customer” [1] occurs as the
final stage of the development process long after the initial investigation has
completed [2]. Many reports, however, highlight that costs can be reduced by
detecting errors earlier in development [3]. Also supporting this, in many domains
(e.g. medical device industry) software is developed in a regulatory environment
with a tendency for extensive documentation. In contrast, agile approaches re-
quire constant customer collaboration throughout development, with customer
provision of acceptance tests being an important part of this role. Often, it is
recommended that tests be identified before implementation commences. In eX-
treme Programming (XP) [4], for example, acceptance tests are defined as a part
of the User Stories practice and, as such, are written before coding of the story
begins. The practice of ATDD “allows software development to be driven by the
requirements” [5]. A key advantage of ATDD in its wider context is that it lever-
ages existing agile infrastructure including continuous integration and test-first
development.

In many organisations business rules are documented in numerous formats.
However, ATDD is currently not well supported with tools that enable reusing
such existing documents, without rewrites, to create executable tests. A chal-
lenge therefore, is to support a suitably informed expert in performing the agile
customer role, including easily creating tests from existing material. However,
successful identification of accurate acceptance tests in this manner is not nec-
essarily straightforward.
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2 AnnoTestWeb/Run Tool

AnnoTestWeb/Run is a browser based tool built using the Google Web Toolkit
and CouchDB. Creation of tests involves using annotations that describe dif-
ferent elements of an acceptance test. A metadata system provides extra de-
tail to annotations e.g. label, data types. It features a simplified interface and
workflow partially because it is aimed at all members of agile teams, including
non-developers.

Reporting of test results generated by program execution is also designed to
occur in a simplified fashion through a Javascript Object Notation (JSON) API.
This means that tests can execute in a wide variety of programming languages
and environments. A library to speed up implementation of tests is also provided
for Java and C#.

3 Conclusions and Future Work

The AnnoTestWeb/Run tool has been demonstrated to a domain expert and an
agile team. Future work will involve empirical investigation of its use with both
undergraduate and post-graduate students. A long running project with an agile
team adopting the tool is also planned. These evaluations will examine the use
of ATDD in an agile setting. Feedback from this work will also be used to inform
changes to the tool and prepare for a future open source release.
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Abstract. Agile methods and Free, Libre and Open Source Software
communities have different approaches to produce high quality and suc-
cessful software in different scenarios. This work presents two surveys,
each one directed to one of the communities, aimed to identify commu-
nication issues encountered in each environment. The results provided
point out to very different communities with common practices and be-
haviors but with very similar problems and view points to solve the issues
encountered.

Keywords: agile methods, open source, distributed agile.

Free, Libre and Open Source Software (FLOSS) projects share several principles
with the agile community. Eric Raymond quotes Linus Torvalds [1] about two
specific development policies for the Linux Kernel: “Release early. Release often.
And listen to your customers.” and “Given a large enough beta-tester and co-
developer base, almost every problem will be characterized quickly and the fix
obvious to someone.”. The first policy hints at an iterative and short development
process with frequent feedback. The second points to many frequent tests. Both
concerns are key elements to the agile manifesto [2]. Agile methods suggest
constant face to face contact to mitigate communication issues while FLOSS is
usually distributed and run by people that only meet through the Internet [3].
Could there be a way to improve development in distributed environments with
changing requirements by using ideas from both?

Survey 1: To evaluate this possibility, we elaborated two surveys. The first
one (www.ime.usp.br/~corbucci/floss-survey), aimed to the FLOSS community,
collected data between 07/28 and 11/01/2009. The survey received 309 entries
of which 7 were invalid and 122 were from people who never contributed to a
FLOSS project. This shows that only about 60% of this community actually
contributes with projects. The analysis was performed over the 180 answers left.

The answering public had 28 years of age averagely. The team sizes and role
distribution matched the pattern identified in other FLOSS surveys [4]. The main
communication channels within the team are mailing lists (27%) and Internet
Relay Chat (IRC - 23%) and face to face (15%). Mailing lists were evaluated to
be 44% effective against 52% for IRC channels and 49% for face to face. With
the growing adoption of fast feedback channels over the Internet, mailing lists
are showing signs of weakness comparing to higher bandwidth channels.
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Regarding user communication, mailing lists were the most used (32%) fol-
lowed by websites (18%) and IRC, e-mails and issue trackers (11% each). About
quality of communication, IRC scores 49% effectiveness against 44% for mailing
lists, 37% for websites, 33% for issue trackers and 23% for e-mails.

The most useful tools to help the participants evolve their projects were auto-
matic e-mail/message on build failure. Followed dynamic roadmap status from
the issue tracking system and issue tracking management from repository com-
mit logs. Several answers said that they already had messages on build failure
so tools might not be the main issue.

Survey 2: Regarding the survey (www.ime.usp.br/~corbucci/agile-survey)
aimed to the agile community, answers were collected from 10/01 to 12/01/2009.
It received 195 valid answers. 14% of the participants had no experience in agile,
51% were involved in at most 2 agile projects and 23% were in more than 5. For
the rest of the work, participants without agile experience will not be counted.

When it comes to team sizes, smaller teams are obviously preferred. 37% of
teams have up to 5 people and 46% between 6 to 10. About 70% of those teams
have face to face communication with their clients and evaluate the quality of
such communication around 67%. In distributed environments, the results show
that there is no consensus regarding the best communication channel within
the team. However, there is a clearly less effective one – e-mails rated only
31% effectiveness. This can explain why 56% of the participants stated that
“discovering what the clients want” is the biggest problem they face.

Regarding the useful tools to help agile practitioners, the results are very
similar to the ones listed by FLOSS contributors. It is also no surprise that for
the 35% of agilists who contribute to FLOSS projects, the problems encountered
in their FLOSS environments and the tools to solve them are the same as in their
agile environment. However, participants graded their FLOSS project to be only
56% agile so the similarity does not come from the projects being agile.

Conclusion: The results of the surveys indicate that the communities them-
selves are not that close to each other even if the mindset is quite similar. When
it comes to the tools still missing, both communities share the same issues and
hope to facilitate integration between developers and increase the frequency of
feedback input. Both FLOSS and agile projects indicate better results by using
fast feedback communication channels to communicate within the team.
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Abstract. This manuscript describes a technique to perform comparisons on ag-
ile methods, based on a set of relevant features and attributes. This set includes
attributes related to four SWEBOK Knowledge Areas (KAs) and to the Agile
Manifesto principles. With this set of attributes, by analyzing the practices pro-
posed by each method, we are able to assess (1) the coverage degree for the
considered KAs and (2) the agility degree.

1 Introduction

This manuscript presents a technique to compare and classify agile methods, using as
criteria a set of selected attributes. The proposed technique is exemplified by comparing
two agile methods: XP and Scrum. The technique intends to be a contribution for the
creation of a guide to help developers on the selection of the software development
method (with a specific focus on agile methods) that best fits a given development
context. The attributes chosen for this study were selected (1) to assess the coverage
degree of each method to four SWEBOK KAs which are transversal to all development
methods, and (2) to assess the agility degree for each method.

2 Proposed Technique

We have chosen to distil a set of important features inductively from several methods
and compare each method agains it [1]. Regarding the attributes used in our technique,
we selected four of the eleven knowledge areas (KAs) defined in the SWEBOK [2]:
(1) Software Requirements, (2) Software Construction, (3) Software Testing, and (4)
Software Engineering Management. With this subset of attributes, we intend to assess
the coverage degree of each method with respect to the selected KAs. A fifth attribute,
which relates the Agile Manifesto principles and the practices advocated by a given
agile method, was selected to assess the agility degree of the methods.

To classify the existence of practices, advocated by the agile methods, that support
the selected KAs, and to characterise the coverage of the principles of the Agile Mani-
festo by each method, there criteria were considered: (1) NS – Not Satisfied (the pro-
posed practices/concepts of the method do not support the sub-attribute or principle);
(2) PS – Partially Satisfied (the proposed practices/concepts support the sub-attribute
or principle, but some of its aspects are not considered); (3) FS – Fully Satisfied (the
proposed practices/concepts entirely support the sub-attribute or principle).

The challenge in quantifying the coverage of a given sub-attribute or principle, by a
set of practices proposed by each analysed method, has lead to the choice of a qualitative
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classification system. Although simple, a qualitative classification system satisfies the
objective of our technique.

Due to space limitations, we just consider the results for the Software Requirements
attribute, but similar exercises are available for the other attributes. Concerning this at-
tribute, each agile method was analysed against all the following sub-attributes: (1)
Software Requirements Fundamentals, (2) Requirements Process, (3) Requirements
Elicitation, (4) Requirements Analysis, and (5) Requirements Validation.

3 Comparing XP and Scrum

A summary of the classification of XP and Scrum under this attribute is presented in
the next table.

Sub-attribute XP Aspects of XP Scrum Aspects of Scrum

Software Requirements Funda-
mentals

Partially Satisfied

– Definition of the concepts related to soft-
ware requirements;

– No distinction between different types of
requirements.

Fully Satisfied

– Definition of software requirements related
concepts;

– Distinction among different types of
requirements.

Requirements Process Fully Satisfied

– Definition of a process to collect, specify,
analyze and validate requirements, explic-
itly defining the actors and activities to be
undertaken.

Fully Satisfied

– Pre-game phase;
– Sprint planning meeting;
– Definition of a process to collect, spec-

ify, analyse and validate requirements,
explicitly identifying the actors and the
activities to be undertaken.

Requirements Elicitation Fully Satisfied
– On-site client;
– User Stories. Fully Satisfied

– Close interaction between the client and
project team in early stages;

– Product backlog;
– Sprint backlog;
– Possibility for any of the evolved entities to

add a new element to the Product Backlog.

Requirements Analysis Partially Satisfied

– Classification of requirements by setting
priorities (business value criteria);

– No techniques for detection and resolution
of conflicts between requirements.

Partially Satisfied

– Classification of requirements by setting
priorities (business value criteria);

– No techniques for detection and resolution
of conflicts between requirements.

Requirements Validation Fully Satisfied
– Functional and acceptance tests written by

the client. Not Satisfied

Based on this type of classification of the agile methods, a worksheet, available at
http://www.di.uminho.pt/˜jmf/AgMethComp.xls, allows the generation of a report that helps
on the quantitative evaluation of the agile methods considered in a particular context.
The user just needs to decide the weights to assign to the sub-attributes and principles
that are part of the technique. With the results for all the methods under comparison, a
decision can be made regarding the one to use.
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Abstract. Collaboration-intensive Agile practices are dependent on the develop-
ment team understanding the customer’s perspective and requirements. Through a
Grounded Theory study of Agile teams in New Zealand and India, we discovered
that a gap between the teams’ technical language and the customers’ business
language poses a threat to effective team-customer collaboration. We describe
this language gap and the ‘Translator’ role that emerges to bridge it.

Keywords: Agile Software Development, Customer Collaboration, Language
Gap, Translator, Grounded Theory.

1 Introduction

Agile software development requires regular collaboration between development teams
and their customers, in an effort to build software solutions that meet the customers’
needs [1,4,5]. Collaboration-intensive Agile practices, such as release and iteration
planning, user acceptance testing, and reviews; are unlikely to succeed unless develop-
ment teams are able to effectively understand the customers’ prespectives and require-
ments [3,7]. Through a Grounded Theory [2] study of 20 Agile practitioners across
12 different software organizations in New Zealand and India, we discovered this gap
between the teams’ technical language and the customers’ business language threat-
ens effective team-customer collaboration and found an informal Translator role that
emerges to bridge this language gap.

2 The Language Gap

As a result our data analysis, we discovered that development teams and their cus-
tomers use different languages when collaborating on Agile projects. While the devel-
opment teams use a more technical language composed of technical terminology, their
customers are used to a more business langauge composed of terminology from the
customers’ business domains. The language gap between development teams and their
customers poses a threat to effective team-customer collaboration by limiting their un-
derstanding of each other’s perspectives. Translation between the two languages was
found to be necessary in order to maximize the effectiveness of collaboration-intensive
Agile practices and led to the emergence of an informal Translator role.
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3 Translators — Bridging the Language Gap

The Translator is a development team member responsible for facilitating communi-
cation and collaboration between the team and their customers by translating between
their respective languages. Initial analysis suggested that the role of the Translator was
best suited to Business Analysts because of their perceived ability to act as a bridge be-
tween the two languages [4]. As our research progressed, we found that most members
of mature Agile teams (fluent in use of Agile practices, for usually more than a year)
were bilingual: all able to play the Translator role. Several participants believed that
certain tools and techniques help in becoming a successful Translator:

Using a Dictionary. The dictionary was an online editable document (wiki) populated
by the customers with business terms, their meaning, and their context of use. These
business terms were translated directly into code by the team using the same variable
names, providing one-to-one mapping between the customers’ business terms and their
technical implementation for a given project.

Using Story Cards. Story cards were used by customers to describe requirements
in business language. The team can be assisted in translating these story cards into
technical tasks by (a) assigning a coach to guide new teams on the use of story cards and
(b) frequent release of software to ascertain the correctness of the translation through
customer feedback.

Using Iterative Reasoning. Another key to becoming a Translator was found to be the
power of questionning proposed technical solutions repeatedly till the abstract business
reasoning behind the technical details was unraveled and were clearly aligned with their
business drivers. “Why do we need that database back up procedure? ...right down at
the technical level [asking] the question why, why, why till...you’ll eventually discover
there’s a good business reason for having it.” (Senior Agile Coach, NZ)

Promoting Cross-functionality. Interactions between members from diverse disci-
plines fosters understanding of the project from multiple perspectives [6]. As the team
learns to understand their customer’s perspective, they achieve greater levels of cross-
functionality and are able to translate between their respective languages.
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Abstract. Numerous reports indicate that problems exist with the requirements 
phase of software development. Although agile approaches help, challenges that 
still exist involve supporting multiple diverse stakeholders including developers 
in understanding and representing a problem domain.  This poster proposes the 
combination of Open Space Technology (OST) with eXtreme Programming 
(XP) through Scenarios to better facilitate all relevant stakeholders during  
requirements elicitation. 
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1   Introduction 

Despite numerous techniques that exist for requirements development, there is an 
alarming failure rate attributed to the requirements phase in software development [1]. 
Agile approaches document requirements briefly to facilitate initial planning with 
further detail added later. eXtreme Programming (XP) employs user stories but  
despite widespread adoption reported problems include:  involving appropriate stake-
holders; conflicting requirements; and seeing beyond the current situation. Although 
the development team works closely with a customer representative, they often find it 
difficult to “understand the problem domain making it difficult to understand re-
quirements” [2].  Face-to-face communication and interaction through Active Stake-
holder Participation is strongly encouraged typically with a single representative  
present during development, however, supporting this representative is often difficult 
in complex situations involving multiple diverse stakeholders. 

A potential solution is offered through OST which is recommended for complex 
situations involving a diverse participants and the need for a quick decision required 
[3]. However, in general an OST investigation can take time and produce substantial 
documentation. For use in an agile context it is necessary to streamline OST. In this 
work, OST is used by stakeholders, including developers, to discuss and agree a 
theme to focus progress. Concerns raised are explored by the stakeholders using sim-
ple tools such as flipcharts, paper and markers. Concerns can represent high level 
requirements which are eventually prioritized. Stakeholders subsequently develop 
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pictorial and textual scenarios for the highest priority concern. From this more  
focused view user stories are then developed before the next ‘concern’ is considered. 
The OST session is conducted in a situation similar to a stand-up meeting. 

2   Evaluation 

A case study was conducted with 14 final year computing students, divided into two 
even groups, one followed XP and the other the OST/XP combination. During devel-
opment each had access to a customer representative.  Both teams were required to 
address the same problem, a “Student Registration” system, within an eight hour time 
frame spread across four separate sessions. Observations were recorded regularly and 
questionnaires were also used to collect data. The OST/XP group consistently referred 
to the artifacts during implementation.  It appeared that the initial OST meeting did 
create an environment where viewpoints were easily exchanged, which initially ap-
pears to have helped the team to form a common understanding of the project. The 
XP group appeared to take a more plan-driven approach with a large initial design. 
The OST group seemed to be more focused on and better understand the whole  
problem. Observations indicated that scope creep was an issue for the XP group. 
Also, they initially expressed difficulty using XP “because it doesn’t provide a clear 
path”. Feedback indicated that overall the OST/XP group agreed that the combined 
approach was beneficial for: exploring requirements with the customer prior to writ-
ing stories; clarifying misunderstandings amongst the group; prioritizing requirements 
and writing user stories. 

Despite extra time required initially, the OST/XP group did not appear to suffer in 
terms of productivity with at least as much functionality developed by the project end. 
Also, user stories and acceptance tests appeared to be of higher quality. This initial 
study, although limited, has provided positive feedback indicating that the OST/XP 
combination is helpful for exploring and clarifying requirements prior to writing user 
stories and that this can be achieved in an agile manner. This approach needs to be 
streamlined for effective use and future work will establish how this can be achieved. 
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Abstract. We present a case of a previously plan-driven software development 
company going agile and requiring a balance between the two methods in its 
transition. As a result of our theoretical research, we provide a balanced project 
management process that has the agility of Scrum with the additional practices 
addressing the organizational context from plan-driven methods.  

Keywords: Agile, Scrum, plan-driven methods, project management, CMMI, 
ISO/IEC 15504, PMBoK. 

1   Introduction and Background 

The goal of agile software development is to increase the ability to react and respond 
to changing business, customer and technological needs at all organizational levels 
(Abrahamsson et al. 2003). For a company in transition towards agile software 
development there is a need for practices and guidance for implementing and 
supporting an agile approach across the organization. This organizational context 
helps eliminate the suspicion about agility described by Boehm and Turner in (2004) 
that agility without discipline is the unencumbered enthusiasm of a startup company 
before it has to turn a profit. In our paper we will relate the Scrum project 
management practices with the already established practices of project management. 
As a result of our theoretical research, we suggest a balanced process of project 
management practices. 

2   Balanced Process of Project Management 

We modeled the Scrum process in industry to detailed project management practice 
level and grouped them with the plan-driven project management practices derived 
from CMMI, IS 15504, the PMBoK and project management literature. We then 
analyzed the plan-driven practices described in (Lepmets 2007) that didn’t have 
corresponding Scrum practice for possible benefits of implementing them in the 
balanced process based on the relevant literature. Finally, we modeled a balanced 
process that has one new practice and two new artifacts that address the organizational 
level and should allow for better estimation and project performance. 
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The new practice is called the release retrospective and stands for collecting and 
sharing information about the project after the release. This practice has an output of 
release retrospective report that is shared across the organization for everyone to learn 
from the failure and success factors of the completed project in order to improve the 
performance of the future projects. 

The other artifact added to the balanced process is the progress status report that 
should enhance communication between project and organizational levels, allowing 
management to view the project progress attributes periodically against their 
estimations. The progress attributes described in the report are tasks, resources, costs, 
quality and schedule. 

3   Conclusions 

In our research, we constructed the balanced process of project management that would 
increase project performance and project estimation accuracy. We modeled the Scrum 
process in industry to detailed project management practice level and grouped them 
with the plan-driven project management practices derived from CMMI, IS 15504, the 
PMBoK and project management literature. We then analyzed the plan-driven 
practices that didn’t have corresponding Scrum practice for possible benefits of 
implementing them in the balanced process based on the relevant literature. Finally, we 
modeled a balanced process that has one new practice and two new artifacts that 
address the organizational level and should allow for better estimation and project 
performance. With the progress status reports and release retrospective reports the  
estimation accuracy should increase. The estimation accuracy will be followed after 
implementation of the balanced process and compared to the earlier estimation results. 
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Abstract. Scientific studies about the impact of Test-Driven Develop-
ment (TDD) start to appear since 2002, resulting in approximately 30
papers until now [6], [7], [3]. In general the two main evaluated hypoth-
esis are the ones stated by Kent Beck[1]: that TDD produces code with
less defects (external quality) and that it produces code that is simpler,
less coupled and more cohesive (internal quality). Although studies may
suggest good results in term of external quality, it does not conclude too
much regarding internal attributes. Common difficulties, like controlling
the experiments variables, are generally considered in the studies. But
the few conclusions may be result of a bigger problem: we may have
adopted wrong hypothesis or assumptions about the practice’s benefits.

Keywords: test-driven development, agile software development, test-
ing, design, programming.

1 TDD Does Not Influence Internal Quality Directly

The experiments observing the effects of TDD generally compare the results
produced by two different teams (or the same team, two times) using different
approaches. It is supposed that the used approach drives the code into specific
characteristics that can be observed through code metrics.

The approach of TDD, however, guides the code in no specific direction at
all. It helps the programmer assume the control of the evolving code by making
its bad-smells [4] easier to observe, and making it safer to change the code. But
it does not influence the developed solution directly.

The developers’ experience with programming and their knowledge about
the problem itself are more relevant factors that influence the final solution
developed. This was one of the the conclusions of Müller and Höfer [8].

Let us suppose that two programmers with different experiences are using
TDD strictly to develop a given problem. Suppose they both reach the same
point, when code can be refactored in a way to make it less coupled, for example.
At this point, one of the developers can make the refactoring while the other
does not. The reason may be just because his experience does not allows him to
see the problem, or because he explicitly decides that coupling is less important
than performance. TDD doesn’t influence this decision.
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The same programmer can intentionally develop two different solutions, with
different characteristics and metrics, following TDD with 100% conformance.
One could, as an exercise, develop the same problem two times with different
algorithms in mind, and write, for example, a quick-sort and a bubble-sort.

It is even possible to refactor any TDD-produced code in any other func-
tionally equivalent design, creating another TDD-produced code. So, if a TDD
programmer produced a code with metrics X instead of Y, it can be just a matter
of experience, aesthetic sense, or even luck.

Apparently, we may have made a too big assumption about the effect of
TDD in internal quality of code. Maybe we should be observing intermediate
results, like Huang and Holcombe [5] - that observe intermediate variables such
as process conformance and testing effort -, to measure things such as planning,
organization and estimates capacity of the programmer, or the ability to change
or correct the design of a ”ready” code. Canfora et al. [2], for example, observed
the fact that TDD can be more predictable, but it is yet an initial observation
that deserves more experimentation and validation.

The fact is that we may be trying to validate a wrong hypothesis.
When Kent Beck affirmed that TDD generates more cohesive and less coupled
code, it can be because he himself values these aspects and then evolved his
TDD codes in this particular direction.

Maybe we should review our assumptions and hypothesis in order to derive
what are the real benefits of the practice.
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1 Introduction

Pair Programming (PP) is a software development practice in which two pro-
grammers are working together on one computer, sharing mouse and keyboard [4].
Knowledge transfer is reported to be one of the benefits of PP. A crucial condi-
tion in order to achieve knowledge transfer among the whole development team
is that developers must swap partners. However, not all developers want to work
with everyone else. Begel and Nagappan [1] reported that ”finding a compatible
partner is a difficult process”. Therefore, we focus on the following question:

– Which factors influence the choice of a pair programming partner in indus-
trial settings?

The current literature addressing this question is sparse. Begel et al [1], Choi [2]
and Vanhanen et al [3] conducted surveys and identified PP problems, attributes
of good pairing partners, for example flexibility and good communication, and
factors that influence PP. These studies provide a good general overview of PP
issues, but do not make a detailed analysis of the factors that influence the
choice of partner. We used a different data gathering approach which enabled us
to make such an analysis.

2 Data Gathering and Analysis

We conducted semi-structured interviews involving three different teams in dif-
ferent companies. Each development team consisted of 8-10 developers. The num-
ber of developers interviewed in each team varied from 6 to 7. All teams used
agile software development processes. One company had just introduced agile
software development and PP while the other two companies had been using ag-
ile approaches and PP for at least one year. The interviews were part of a larger
data gathering process about PP and were conducted with pairs of developers
who had worked together as a pair before. All interviews were transcribed and
analysed using qualitative methods.

3 Results

We found four different categories of factors that influence the choice of a part-
ner. The categories can be briefly summarised as follow:
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Workstation. Developer pairs are working on one computer. This implies that
one developer is always working on an unfamiliar computer. This issue is un-
avoidable but nevertheless developers reported that working on an unfamiliar
computer is especially challenging if computers are very customised. Customi-
sation can include different IDE Plug-Ins, shortcuts, tools or different operating
systems.

Organisational issues. Often developers have a special field of expertise and
therefore they are working on a specific part of the software. This limits their
choices for partners: some developers cannot find a suitable partner for a task
or they only work with developers who have a similar field of expertise.

Working Habits/Programming style. Developers use different approaches to
solving a development task. Some developers follow a very systematic approach
with upfront planning while others work in a spontaneous ”trial and error” mode.
Furthermore, some developers prefer to use always certain programming prac-
tices for example the test-first approach. Developers stated that very different
approaches can lead to continuous discussions about basic principles and that
they prefer to work with someone with a similar approach.

Personal and skill differences. Some experienced developers are worried that
a less skilful partner might slow down their progress. In general, experienced
developers stated that they prefer to work with a partner with a similar ”speed
of thinking and typing”. For the less skilful partner it is more important that
the more skilful partner has the ability to explain intelligibly and is patient.

Our results provide detailed insights into factors that influence the choice of a
partner and a confirmation of the factors reported by [1,2,3], as well as identifying
new factors for example the category ”workstation”.
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Abstract. FLEXI Agile Adoption Industrial Inventory (FLEXI AAII) was  
intended to amass current knowledge and experiences about agile adoption 
strategies in large settings. It was conducted among industrial partners of 
FLEXI project (see acknowledgements) by reviewing project deliverables, pub-
lications and other relevant material. The ground for FLEXI AAII was based on 
an extensive literature analysis on existing agile adoption strategies. FLEXI 
AAII identified new approaches to manage the restrictions of adopting conven-
tional agile methodologies, along with a comparison to reported approaches in 
the literature. These new approaches are: combining different agile adoption 
strategies and taking multidimensional nature of agility in the preliminary  
activities of agile adoption into account. 

Keywords: Strategies in adoption of agile methodologies, agile in the large. 

1   Objectives 

The aim of FLEXI Agile Adoption Industrial Inventory (FLEXI AAII) was to amass 
and analyze current knowledge about strategies to adopt agile methods, especially in 
the context of agile in the large. The objective of it was also to identify new ap-
proaches for managing the restrictions of adopting conventional agile methods and for 
finding relevant future research issues. 

2   Results 

FLEXI AAII is based on a literature analysis on existing agile adoption frameworks 
and strategies. The main observations of FLEXI AAII were classified into three cate-
gories related to adoption of agile methods: 1) Strategy types, 2) Stages of strategies, 
and 3) Managing dependencies between different agile practices.  
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It was discovered that in large settings agile adoption strategies are often incre-
mental [1, 2, 3] and the continuous implementation of new agile practices is empha-
sized [1, 3]. In addition, both bottom-up and top-down strategies are needed in  
parallel [4]. Monitoring the response to changes and adjusting the adoption process 
accordingly were also discovered as prerequisites of a successful change process [3]. 
Furthermore, two rough stages of agile adoption were identified: 1) Preliminary ac-
tivities (agility goals, means of agility, selection of agile practices, enabling factors 
and conditions), and 2) Introduction and implementation of agile practices [1, 2, 5]. 
Finally, in an incremental agile adoption process, dependencies between practices 
affect the order in which the practices will be adopted, and industrial partners high-
light the role of key practices that enable quick feedback and adaptation (e.g. short 
iterations and retrospectives) [3]. 

3   Future Work 

In FLEXI AAII, several starting points for potential future studies were identified: 
combining different agile adoption strategies, discovering preliminary activities in 
large settings from the viewpoint of multidimensional nature of agility (e.g. product 
and enterprise agility), and proper selection and use of key practices when adopting 
agile. Surveys and interviews among industrial partners are needed to obtain more 
detailed information in these areas. 
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Abstract. The purpose of this paper is to discuss the importance of using  
XP activities to generate enthusiasm resulted from the positive affectivity of  
these activities. Quantitative method was used to collect empirical data and  
the statistical analysis was applied to infer the possibble conclusion on the 
relationship and the effect of applying XP activities. It can be concluded that 
selective XP activities do have the ability to improve the students‘ enthusiasm and 
performance. 

Keywords: XP, enthusiasm, quality software. 

1   Introduction 

Educating Rita is a British comedy about a working class girl who wants to better 
herself by studying literature. Her assigned professor soon develops misgiving about 
her ability to adapt to academia based on her lack of education but her enthusiasm 
towards education soon overcome the initial difficulties between them. The play 
shows that with enough enthusiasm, it is possible to educate weak student. Therefore, 
it is the intention of this paper to discuss the elements in XP that increases enthusiasm 
amongst its users and consequently become a better tool for training weak students. 
This study is important because it revealed how the different elements in XP, when in 
used with each other, are synonym to the perspective of behaviourism and thus makes 
the teaching and learning process more enjoyable. This was achieved by incorporating 
social reinforces and focusing on the learners’ appeal [1].  

2   Methods and Result 

The study was designed to investigate the effectiveness of using XP activities as 
teaching tools to train weak student-developers in two universities in Malaysia. We 
analysed 8 teams which composed of 28 students. 4 teams were students majoring in 
Quantitative Science, and the rest were students majoring in Artificial Intelligence. 
Even though these students must be taught formal approach to software development, 
the insufficient knowledge in programming amongst the students demand a more 
innovative approach for them to appreciate the fun of designing, creating and devel-
oping a web-based application project. Thus, the researchers resorted to introducing 
XP as an alternative approach to learning software engineering. The evaluators for 
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these projects were lecturers who were not involved in the courses and the evaluations 
made were based on the quality of the projects delivered. To measure the students’ 
state of enthusiasm, the positive affect scale of Positive and Negative Affect Schedule 
(PANAS) was used [2]. Positive affect was induced by introducing and requiring the 
XP activities to be used by the teams. The overall results from the study show an 
increase in the students’ positive affectivity [2] and high quality software being deliv-
ered. This shows that activities which emphasize human potential and creativity such 
as XP activities do have influences in producing quality result. In this study, through 
the use of selected XP activities, instructional exercises [3] such as a) positive and 
corrective feedback, b) maintaining momentum and effective pacing and c) managing 
students during seatwork, do have the effect of alleviating weak students’ emotion 
and performances. Feedback can increase or decrease defensiveness. XP activities 
demand constant communications with clients and thereby ensuring the most dynamic 
requirements to be met. Momentum in this study refers to situations and activities that 
exhibit certain pattern that is recognizable by the students. XP activities such as  
simple stories and pair program enable momentum to be generated early, because 
partial requirement can be understood and executed early in the development phase. 
Momentum is then maintained through continuous testing and integration of the pro-
ject modules and thus modifies the ways weak students work. As a result, the students 
were more alert and committed towards their project. This is important in training and 
pushing weak students to achieve better performance. The instructional goals of seat-
work [4] such as pair programming is to have students practice new skills, develop 
independent working skills, self check their work, and pace themselves through a set 
of task. By undertaking XP activities such as pair programming and planning games, 
students learn to use emotion to enhance the thinking process because specific  
skills such as paying attention, taking other persons perspective and thinking differ-
ently enable members to shift the thinking process which allow them to tackle  
complex problem. 
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1   Introduction 

The concept of autonomous and self-managing teams is recognized as one of the 
premises for succeeding with innovative projects, because it brings decision-making 
authority to the level of operational problems and uncertainties and, thus, increases 
the speed and accuracy of problem solving. Moreover, research suggests that teams 
with collaborative leadership outperform teams with less participatory forms of lead-
ership. This strongly suggests a transition from traditional command-and-control 
management to collaborative leadership where leadership is shared both within teams 
and across teams. However, research on team performance indicates that the effects of 
autonomous work groups are highly situational dependent and that the effects of 
autonomous work-group practices depend on factors such as the nature of the work-
force and the nature of the organization.  Importantly, research also indicates that  
self-managing groups can be expected to be more successful in turbulent environ-
ments – the typical environments of software teams. 

2   Objective and What to Achieve 

The general topic is how to achieve effective teamwork and coordination across teams 
in national and global software development projects. My PhD work will focus on 
how to meet the challenges associated with introducing autonomous teams by provid-
ing direct answers to the complex questions about the “fit” of autonomous (and  
related forms of) workgroups in software development. What to achieve will be 
clearer when the first investigation of four companies that take part in the TeamIT 
research project, which also funds my PhD, has been carried out. 

Two consultancy companies and two, partly global, companies that develop large, 
in-house software applications will be the hosts of my case studies. All companies 
work with agile methods, mainly Scrum. The study will be an embedded multiple 
case study with the units of analysis at the team level as well as at the organiza-
tional/departmental level If time allows, and if it can be integrated into the focus of 
my PhD, I may also include as a case aspects of teamwork in a global open source 
development project (http://www.ifi.uio.no/research/groups/gi/hisp.html). 
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3   Research Questions, Theories and Research Method, and Data 
Collection and Analysis 

The final research questions remains to be defined. Possible research questions are: 

• How to meet the challenge in teamwork and how to make use of all the knowl-
edge and skills in a team, and facilitate collaborative problem solving? 

• How to establish and sustain shared leadership among the participants in the 
team, roles in the team and the general leadership in the company? 

• How to achieve shared and overlapping competence to support flexibility in 
teamwork in a cost-effective way? 

 
There are several relevant theories that can be used as a frame of reference for my 
case study, see the reference list.  

The principal research method will be case studies in the four companies of the 
TeamIT project. Preferably, I will try to identify common problems and challenges in 
the companies as far as possible in order to compare the different cases with respect to 
the same research question, that is, I would like to conduct a multiple case study. 
Since the goal is to achieve actual improvement in the companies, the research 
method would also have aspects of action research. The selection of cases in this 
study will be pragmatic in that one of the intentions of the overall project, TeamIT, is 
to contribute to innovation of the software processes in the participating companies. 
The four companies can therefore be considered as a convenience sample of cases. 

For data collection, I intend to follow the advice by Lethbridge et al., (Studying 
Software Engineers: Data Collection Techniques for Software Field Studies, Empiri-
cal Software Engineering, 10: 311-341, 2005). Data will be collected through  
interviews, observation and document analysis.  

The interviews will be transcribed and coded. To simplify this process, some of the 
interviews will be (semi) structured. Data analysis will for the most part be based on 
Miles and Huberman (Qualitative Data Analysis: An Expanded Sourcebook, 2nd ed., 
Sage 1994), but will, among other things, depend on the kind of data I will collect, for 
example, what kind of documents that I find relevant and that I get access to. 
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1   Introduction 

A lot of success stories of the adoption of agile development in continually growing 
number of software domains and projects have been published. However, every single 
adoption has unique challenges as well as general guidelines (e.g. [1]) which should 
be addressed when agile practices are introduced into a project. Depending on particu-
lar characteristics of the project, environment and people, certain considerations of the 
applicability of agile practices should be taken into account. In addition, the agile 
approach encourages adaptation and customization of the development method 
throughout the execution of the project, which makes the adoption process continuous 
and interactive activity. 

Current PhD thesis seeks how to identify those practices that are the most applicable 
in given project situation and suggests a systematic way to  introduce them into the 
development practice of a given organization. Case studies of the applicability of agile 
practices in the domain of component-based development are planned as a primary 
target for validation of the approach.  

2   Description of the Study 

The objective of this PhD thesis is the proposition of systematic approach for selec-
tion and introduction of agile practices that are the most appropriate for given project 
situation. Since the execution of such a general approach could involve huge volume 
of information and a lot of irrelevant data, we are targeting only projects in the field 
of component-based development including the development of both components and 
systems, based on components. The following questions formulate the two main  
directions of the research: 

 

• How is the appropriateness of agile practices applicability analyzed? 
• How is the new development method engineered systematically? 

 
The appropriateness is assumed by considering both theoretical and empirical studies 
on agile practices applicability. A knowledge-base is designed to serve that purpose. 
It stores information for applicability of particular agile practice when given project 
situation is present. Factors that have been identified to characterize projects and have 
effect on agile practices adoption are selected for description of different project 
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situations. The data is collected by systematic literature reviews as well as by con-
ducting a survey on practices used in industrial component-based projects. Both quali-
tative and quantitative methods can be executed for data analysis. Through statistical 
methods, patterns for practices adoption in different project situations can be drown 
from a good number of empirical evidences. 

The selected practices are introduced in the development process of the organiza-
tion and a new method is created following a method engineering approach suggested 
by us. Method engineering provides theoretical foundation for method creation  
involving conceptualization, construction and adaptation of methods and tools [4].The 
approach is going to be exercised by different means so that greater number of project 
situations is studied. We plan to create simulation models as well as to try it in student 
projects. Depending on the availability, we hope to be able to execute it in real pro-
jects for development of components or component-based systems. 

3   Current State  

The work carried so far includes definition of the approach, which is built on Soft-
ware Process Engineering Metamodel [5] and specifies a number of extensions to 
EPF Composer tool1 to provide automated support for it. The organization of  
the knowledge-base is completed and is currently being fed up with data regarding 
theoretical and empirical applicability of agile practices in component-based projects. 
The results of the statistical analysis and execution of the approach are still to come. 
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The objective of this research is to develop a model that helps organizations under-
stand the diversity of stakeholders that influence their product development efforts, 
provide a means of quantifying the nature of their stake, and understand how agile 
processes facilitate application of stakeholder theory in software development. 

1   The Case 

There is a body of knowledge that exists in Agile and Lean practices, organization 
patterns, and systems design that can help teams become more productive and under-
stand better the context in which they are creating products. Separately, there is a 
body of knowledge in stakeholder theory that helps organizations understand the 
needs and influences of different stakeholder groups. A particular focus of my re-
search is on the application of stakeholder concepts to software development, and 
specifically to geographically distributed product development organizations. 

2   Theory 

Stakeholder Theory is an area of strategic management that provides models for iden-
tifying and mapping stakeholders [1, 2], and for understanding who and what really 
counts in an organization. As far as I can tell, there is currently no formal use of 
Stakeholder Theory applied to software product development teams, and software 
development processes.  Although the term stakeholder is often used in software  
development, it is predominantly limited to customers, end-users, or project sponsors. 
They do not focus on product development teams as a diverse group of stakeholders 
with diverse interests. Where there is deeper mention of stakeholders, they typically 
treat the development team or ‘the customer’ as a single stakeholder. 

3   Research Questions 

How can managers of an organization better identify and engage with the stake-
holders that influence, and are influenced by, its product development efforts? Some 
stakeholders will naturally have a higher degree of relative importance, or salience, to 
the organization. There is a model based on attributes of power, legitimacy and  
urgency that helps managers understand and quantify the degree of salience a stake-
holder possesses in terms of salience categories [3]. The category of salience of a 
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stakeholder, or stakeholder group, from the perspective of the product development 
organization can change over time. Can this model help managers to understand what 
causes this transition, and to predict, and therefore effect or prevent, future transi-
tions? How do agile practices facilitate identification of, and engagement with  
relevant stakeholder groups? 

4   Methods and Selection Strategy 

I will collect data through a series of interviews with stakeholders from across the 
product development organization. Surveys will be used to gather data from a wider 
community of product stakeholders. I will compare data from multiple products.  

A large, geographically distributed organization will serve as the primary source 
for data collection. This organization has multiple business units, and multiple  
product development teams. I will also have access to stakeholders from other organi-
zations so that I can compare data, and validate my research proposals from more than 
one source. I also plan to use workshops to gather data and exchange information with 
other practitioners and researchers. 

5   Outline of Data Analysis Procedures 

I have conducted pilot interviews and am in the process of analyzing the data and 
refining the research instruments. From the research data I have begun to map stake-
holders in a product development organization to different stakeholder groups, and to 
specific salience categories. I have begun to understand the circumstances that cause 
stakeholders to transition from one category to another, and identify recommenda-
tions. This is helping me further refine my overall research questions. 
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1   Introduction 

While certainly not the “silver bullet” to systems and software development problems, 
agile methodologies are definitely growing in popularity which is evident in the 
increasing number of success stories, experience reports and claims of their successful 
adoption. The majority of the published methodology research literature mainly deals 
with experimental studies of methodology use either in a single project or with the use 
of a specific practice such as pair programming with no consideration of the wider 
issues of systems development which innovations such as agile methods form part of. 
Research has continued to focus mainly on technical issues rather than on cultural and 
social aspects [2, 6], and the effect of all contextual and influential factors on usage 
has not been taken into consideration. Dyba & Dingsoyr [1] believe that the current 
state of theory and research is still clearly nascent, and highlight the need for 
exploratory qualitative studies that focuses on human and social factors.  

2   Research Approach  

The objective of this research is to 1) identify the factors that affect the perceptions of 
effective usage of agile methodologies, and 2) develop a framework for the situated 
evaluation of agile methodology usage in organizations by recognizing the significance 
of context through a thorough review of literature drawn mainly from two major disci-
plines: Information Systems and Software Engineering. It suggests that usage is at least 
partly dependent on the context in which it is used/applied, and therefore proposes to 
identify all the influential factors that affect the successful use of agile methods in 
authentic contexts of use, (i.e. ‘situated evaluation’).  

The research aims to add value to our knowledge by carrying out evaluation stud-
ies of the effectiveness of agile development methodology usage in New Zealand 
(NZ) organizations to answer the following research questions: How do we define 
effective usage of Agile Methodology? , How can this be measured? And how can we 
find out if the use of a specific agile methodology to an IS project is being used in a 
manner which will be conducive to producing the potential benefits of ‘effectiveness’ 
and ‘success’? 
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3   Preliminary Study  

Though anecdotal evidence of its popularity is rising, we do not have any information 
about the current state of practice of Agile Methodologies in New Zealand. Therefore, 
the objective of the preliminary study will be to gain an initial understanding of current 
agile practices and their benefits and challenges as perceived by a sample of early users 
of agile methodologies in New Zealand. It is intended to provide a broad view of Agile 
practices in the New Zealand Software Industry, focusing on categories such as size, 
type of development, popular agile method combinations, adaptations etc., The study 
will use a survey strategy to identify: 

• the current adoption rate of agile usage in New Zealand and 
• the factors affecting the adoption and use of Agile Methodologies in New 

Zealand organizations.  

It will be influenced by theories such as diffusion of innovations [4] and IT innova-
tion [3], and aims to empirically validate the factors that would affect Agile method-
ology usage and their effectiveness in organizations.  

4   Research Design 

For the preliminary study, it is planned to invite the registered members of the Agile 
Professionals Network (http://www.agileprofessionals.net) of New Zealand to partici-
pate. The data collected from the survey will be analyzed and is expected to inform 
the next phase of research, i.e. the design and development of the framework for situ-
ated evaluation of agile usage. The framework development will also be informed and 
guided by theoretical foundations and research findings from relevant literature, and 
intends to use an experiential approach. It is hoped that the identification of both 
situation specific and general factors will make a useful contribution to the develop-
ment of grounded theory for effective usage of agile methodologies in organizations. 
The main differences between the proposed framework and other existing evaluation 
frameworks are, i) the importance of evaluating agile usage in combination of other 
development practices and resources in authentic contexts of use will be recognized, 
and ii) qualitative research based on interpretive and critical paradigms will be the 
preferred approach over scientific, experimental studies. 

5   Research Methodology 

Case study strategy using a flexible qualitative approach will be the preferred research 
method – this will be particularly applicable to novel situations where agile methods 
are used. Both data and methodological triangulation methods, where different tech-
niques such as first degree (semi-structured interviews), second degree (indirect 
methods such as observations), and third degree ( e.g., documentation) will be used 
for data collection [5].  The proposed unit of analysis for investigation is an IS project 
which has been using an agile methodology for a major portion of its development. 
The framework will be tested by applying it to three significantly different IS  
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projects, each using a different agile method in three different development contexts. 
According to Runeson & Host [5], such projects can be treated as three units of  
analysis in an embedded case study where the context is the IS organization in gen-
eral. The criteria for selection of the cases will be: 1) the project should be mainly 
intended for use by the organization that develops it; 2) the organization should have 
successfully implemented at least one previous agile project. The findings from the 
evaluation of agile usage effectiveness from the case studies will be evaluated,  
synthesized and conclusions will be derived keeping a clear chain of evidence. 
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Abstract. Collaboration, the art of working together, is an essential part of sys-
tem development, often learned on the job rather than by academic training. 
Aspects of collaboration include: tangible and intangible “results” – the fruits of 
collaboration; community governance – the norms of ownership and usage; and 
modes of production – the processes for incubating and developing “results”. 
This panel will bring together a diverse set of experts to share their opinions 
and strategies for collaboration. 

Keywords: collaboration, governance, incubation, ownership, production. 

1   Steven Fraser (panel impresario) 

STEVEN FRASER is the Director of the Cisco Research Center in San Jose California 
(www.cisco.com/research) with responsibilities for developing university research 
collaborations and facilitating technology transfer between researchers and Cisco 
Business Units. Previously, Steven was a member of Qualcomm's Learning Center in 
San Diego, California enabling technical learning and development in software engi-
neering best practices. Steven held a variety of technology roles at Bell-Northern 
Research and Nortel including Process Architect, Senior Manager (Global External 
Research), and Design Process Advisor. In 1994, he was a Visiting Scientist at the 
Software Engineering Institute (SEI) at Carnegie Mellon University (CMU) collabo-
rating on the development of team-based domain analysis (software reuse) techniques. 
Fraser was the XP2006 General Chair, the Corporate Support Chair for OOPSLA'07 
and OOPSLA’08, Tutorial Chair for both XP2008 and ICSE 2009 and co-Publicity 
Chair for XP2010. With a doctorate in Electrical Engineering from McGill University 
in Montréal, Fraser is a member of the ACM and a senior member of the IEEE.  
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Aspects of collaboration in the context of software engineering have been  
described as topics of interest for almost forty years – beginning with the “The Psy-
chology of Computer Programming” by Gerald Weinberg (1971), and “The Mythical 
Man-Month” by Fred Brooks (1975); – continuing through the 1980s with Tom 
DeMarco and Tim Lister’s “Peopleware” (1987); into the 1990’s with Eric S. Ray-
mond’s “The Cathedral and the Bazaar” (1999); and more recently with Kent Beck’s 
“Extreme Programming Explained” (2000), Steven Weber’s “The Success of Open 
Source” (2004),  and Jean Tabaka’s “Collaboration Explained” (2006).  

Recently, there has been an emergence of a greater number of self-organizing col-
laborative teams from groups originally driven by “command and control” centric 
decision-making. We continue to learn how issues of scale and scope can be best 
addressed – in part by considering issues of governance which may place constraints 
on future usage and ownership of the fruits of collaboration (e.g., proprietary owner-
ship, GNU General Public License).  

Collaboration depends on inter and intra team communications, and a shared con-
text determined by a common set of norms, beliefs, vocabulary, and goals. Trust and 
reputation are factors that build on a shared context. 

While tools exist to foster a shared context for geographically distributed teams 
(e.g., tele-presence and web conferencing), it is still hard to match the fidelity of face-
to-face interaction. However, even face-to-face teams can require catalysts such as 
“facilitation” to overcome challenges such as sustaining trust, avoiding groupthink 
(including false consensus), and a lack of requisite variety (diversity of opinion). 

Tweets, blogs, social websites (e.g. Facebook), ultra portable networked digital 
cameras (both still and video), shared calendaring, location based services, and other 
emergent devices and services continue to combine in new ways to change the way 
we learn, communicate, play, work  – and collaborate!   

2   Bjørn Alterhaug 

BJØRN ALTERHAUG is a Professor at the Department of Music, University of Trond-
heim (NTNU) teaching Bach harmony, arranging, jazz history, music and globalisa-
tion, and improvisation. He is a jazz musician and composer. Since 1999 Alterhaug 
has been leading a research project at NTNU titled Interdisciplinary Perspectives on 
Improvisation.  

Alterhaug’s use of the word improvisation is not limited only to music traditions; it 
comprises all kinds of human activity. Improvisation in the meaning of a private, 
therapeutic spontaneity-ideology, leading to self-indulgence and “love yourself”; is 
far from his understanding of the topic. Improvisation is rather to be understood as a 
humanistic project, based on dexterity, knowledge, reflection and solidarity, which 
can be a great resource in attempts for creating conditions for genuine dialogue in 
different contexts.  

Alterhaug’s composition activities have increased in breadth, and his compositions 
today range from pure treatments of Norwegian folk music to include modern cham-
ber music as well. In 1975 he received the Norwegian Jazz Association’s Buddy 
award, for his first album Moments he was awarded with “Spellemannsprisen”. He 
has also been playing with international renowned jazz artists as: Lucky Thompson, 
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(1969) Ben Webster (1970), Pepper Adams, Bill Hardman / Junior Cook and James 
Moody (1979), Lee Konitz (1983 and 1985), Chet Baker (1983 and 1984), Harold 
Land (1986), Joe Henderson / Woody Shaw (1987).  

Alterhaug: “To get the best out of music you need to play in your own manner and, 
of course, be extremely alert to everything that happens during the performance.  
In this way the individual and collective forces in a team will have the best possibili-
ties to unfold, which leads to the best result through a collective, non-hierarchical  
approach”.  

Bjørn Alterhaug has through his double professional life had special opportunities 
to explore, in a wide range of contexts, processes of musical and verbal dialogues 
through his own personal experiences worldwide. Alterhaug is as a researcher and 
musician in a unique position to understand the phenomenology of such experiences 
and can therefore contribute to our understanding of these dynamics. This kind of 
knowledge is directly relevant for understanding communication and conditions for 
dialogue, negotiations and collaboration in a globalized world.  

3   David Anderson 

DAVID J. ANDERSON, leads a management consulting firm focused on improving 
performance of technology companies. He has been in software development for 
more than twenty-five years and has managed teams on agile software development 
projects at Sprint, Motorola, Microsoft and Corbis. David is credited with the first 
implementation of a kanban process for software development in 2005. David was a 
founder of the agile movement through his involvement in the creation of Feature 
Driven Development. He was also a founder of the APLN, a founding signatory of the 
Declaration of Interdependence, and a founding member of the Lean Software and 
Systems Consortium. He moderates several online communities for lean/agile devel-
opment. He is the author of the book "Agile Management for Software Engineering - 
Applying the Theory of Constraints for Business Results". Most recently, David has 
been focused on creating a synergy of the CMMI model for organizational maturity 
with Agile and Lean methods through projects with Microsoft and the SEI. He is 
based in Seattle, Washington. 

Let’s pause for a moment and reflect on that word advantage. Within your organi-
zation, why would any one group or team require an advantage over another? Doesn’t 
the organization have a set of common goals? And isn’t the organization supposed to 
be collaborating to realize those goals? What can obtaining an advantage over another 
group possibly have to do with collaboration? 

 If you are beginning to think that there ought not to be a position of advantage in a 
truly collaborative organization, you’re thinking along the right lines. Having an ad-
vantage and collaboration are incompatible. By implication then, information hiding 
is incompatible with collaboration. And negotiation ought to be unnecessary.  

People can argue over the essence of agility or Lean Thinking, but for me optimizing 
a software development organization for high performance starts with building a high 
trust organization. High trust organizations are flat. They feature a high degree of  
empowerment and delegation. They encourage joint responsibility and mutual account-
ability. High trust organizations adapt dynamically to the needs of the organization 
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regardless of reporting structure or formal organizational hierarchy. High trust organiza-
tions are social networks of highly collaborative knowledge workers. 

High trust organizations are also lean. They expunge the overheads of low trust  
environments. High levels of trust and a flat structure mean that audits typical of hier-
archies are eliminated and contracts are dispensed with. There is no concept of an 
internal market. In short, there is no negotiating. Negotiation is waste! The resultant 
contracts, their documentation, agreement, review and subsequent audit or enforce-
ment are all considered as more waste! Subsequent negotiation for corrective action 
when required is yet more waste! 

 Negotiation is a symptom of an organization that has a lot of growth potential  
in its social capital. If you find yourself negotiating, you know there is room for  
improvement. 

 Transparency offers us the ability to turn negotiation in to collaborative problem 
solving. There is a simple question to be answered, “How best can we select job re-
quests in order to maximize the value delivered through the supplier service?”  
Together your department and your value-chain partners can analyze and solve this 
problem. There is no negotiation. Negotiation is replaced by a puzzle of team optimi-
zation. Transparency, in this case, creates the opportunity for a collaboration game 
between consumer and supplier. 

Naturally, there are a few snags. The work orders in a transparent system must be 
of a somewhat similar size. There must be a system of analysis that breaks work down 
in to types suitable for processing through a transparent system. If work items vary 
greatly in size, it leads to need negotiation. “If I give you two small ones, can you 
process them as if they were one regular item?” “How do I know they are two small 
ones?” Or, “We know this one is kind of big but it is really important, could you just 
squeeze it through?” 

Soon you find yourself needing to estimate everything and to analyze the effort in-
volved. Suddenly the problem to be solved revolves around trying to fit effort  
estimates against a calendar of available work hours. Since everyone knows that esti-
mates are always wrong, and hence, the customer negotiator sharpens up her pencil 
and once again puts the squeeze on the supplier. I’ve recommended that organizations 
stop estimating simply because it opens the door for abusive relationships through 
negotiation. Now I’m going a step further and ask you to stop negotiating. As part of 
that plan you need to stop estimating. Play with the facts! Use the hard, objective 
data, transparently. The hard facts are historical throughput (number of work orders 
delivered), lead time, quality, and quantity of work-in-progress. Estimates are not bad. 
They simply open the door to negotiation, reduce trust and leave, hard to build, social 
capital on the table. 

4   Diana Larsen 

DIANA LARSEN is a senior consultant and partner at FutureWorks Consulting 
(www.futureworksconsulting.com) in Portland, Oregon. Diana consults with leaders 
and teams to create work processes where innovation, inspiration, and imagination 
flourish. With more than fifteen years of experience working with technical profes-
sionals, Diana brings focus to the human systems of organizations, teams and  
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projects. She activates and strengthens her clients’ proficiency in shaping an envi-
ronment for productive teams and thriving in times of change.  Diana co-authored 
"Agile Retrospectives: Making Good Teams Great!" and writes articles and occa-
sional blog posts. Currently serving as chair of the Agile Alliance Board of Directors, 
she co-founded the Agile Open Northwest conference and the international Retro-
spective Facilitators Gathering.   

XP/Agile teams and projects thrive in an atmosphere of high-bandwidth communi-
cation, frequent feedback, and effective collaboration. Many of the practices associ-
ated with Agile methods focus on creating an environment where collaboration can 
flourish – informative workspaces, sitting together, pairing, staying in close contact 
with the customer, big visible task boards and backlogs, planning meetings, daily 
meetings, reviews, retrospectives, and so forth.  Self-organizing teams can’t and don’t 
happen without it. We continually seek to meet the gold standard of the most effec-
tive, most efficient interactions – two people working together face-to-face in front of 
a whiteboard.   

Yet very often projects are planned with little attention to fostering collaboration. 
We assign people to teams (sometimes in far-flung places) without considering their 
skills, experience, capability, or even personal or electronic tools for collaborating.  
We ignore conditions that can inhibit collaboration like distance, time zones distribu-
tion, lack of travel budget, and cultural misunderstanding and do little to mitigate 
those risks. We look at easy to measure costs, such as wages, and ignore hard to 
measure costs like communication delays and hand-offs.   

Managers often forget to consider collaboration skills when recruiting – instead  
relying solely on availability, technical skills, and domain knowledge. In order for an 
effective, productive team to form, the people involved need basic collaboration 
skills, such as: the ability to listen and respond to one another; the willingness to dis-
close one’s status; what it means to trust, be trustworthy and make and meet commit-
ments; giving and receiving interpersonal feedback; making decisions in a group; 
sharing leadership; and many more. One manager told me that he “hired for ‘nice’” on 
his Agile team then ensured they had the collocated space, access to the customer, and 
tools and equipment to do the job. His project team ultimately exceeded all expecta-
tions for success, delivering greater functionality in a shorter time while returning 
more value than any other previous team in the history of his organization.   

It pays to focus on fostering close collaboration among team members, between the 
team and its customers, and between the team and the organization. 

5   Scott Page 

SCOTT PAGE grew up in Yankee Springs, Michigan on Gun Lake, and pumped gas 
and dipped ice cream cones at Page's Resort. Following a modest high school basket-
ball career, Page taught math at the University of Wisconsin-Madison, dressed as a 
box of Junior Mints for Madison's annual Halloween party, helped unionize the teach-
ing assistants and failed to win an intramural basketball championship. Page earned 
his PhD in Managerial Economics and Decisions Sciences at the J.L. Kellogg Gradu-
ate School of Management at Northwestern University in 1993. Since 2008 Page is 
the Leonid Hurwicz Collegiate Professor of complex systems, political science, and 
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economics at the University of Michigan and served as director of UM's Center for 
the Study of Complex Systems. He is also an external faculty member of the Santa  
Fe Institute. 

Page studies the effects of diversity in complex systems. Earlier research focused 
on how in a world of perfect collaboration, diversity groups should outperform groups 
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Kühn, Eva 202
Kuvaja, Pasi 232, 397

Larsen, Diana 410
Lavazza, Luigi 147
Lepmets, Marion 391
Lodhi, Fakhar 1

Maassen, Olav 297
Malik, Petra 172
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