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Abstract. Automatic Query expansion is a well-known method to improve the 
performance of information retrieval systems. In this paper we have suggested 
information theoretic measures to improve efficiency of co-occurrence based 
automatic query expansion. We have used pseudo relevance feedback based lo-
cal approach. The expansion terms were selected from the top N documents us-
ing co-occurrence based approach. They were then ranked using two different 
information theoretic approaches. First one is standard Kullback-Leibler diver-
gence (KLD). As a second measure we have suggested use of a variant KLD. 
Experiments were performed on TREC-1 dataset. The result suggests that there 
is a scope of improving co-occurrence based query expansion by using informa-
tion theoretic measures. Extensive experiments were done to select two impor-
tant parameters: number of top N documents to be used and number of terms to 
be used for expansion. 

Keywords: Automatic Query Expansion, Candidate Terms, Term Co-
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1   Introduction 

Current information retrieval systems are limited by many factors reflecting the diffi-
culty to satisfy user requirements expressed by short queries. Reformulation of the 
user queries is a common technique in information retrieval to cover the gap between 
the original user query and his need of information. The most widely used technique 
for query reformulation is query expansion, where the original user query is expanded 
with new terms extracted from different sources. Queries submitted by users are usu-
ally very short. Efthimiadis [7] has done a complete review on the classical tech-
niques of query expansion. The main problem of query expansion is that in some 
cases the expansion process worsens the query performance. Improving the robust-
ness of query expansion has been the goal of many researchers in the last years and 
most proposed approaches use external collections [8,9,10] to extract candidate terms 
for the expansion. In our previous work, [12] we have focused on how a thesaurus can 
be used for query expansion.  
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Query Expansion can be: Manual, semiautomatic and automatic. In corpus- based 
automatic query expansion the terms to be added to the query can either be selected 
globally (from the entire document collection) or locally (from top N retrieved docu-
ments). Methods based on global analysis are computationally very expensive and its 
effectiveness is not better than that of methods based on local analysis [32,15,16]. Xu 
and Croft [17] have suggested the use of local context analysis (LCA) to achieve 
tradeoff between local and global query expansion. Our work relates to automatic 
query expansion done locally. 

Most of the automatic query expansion methods use co-occurrence based approach 
to select the terms for query expansion. However, this is very broad and general ap-
proach and all the co-occurring terms don’t have equal probability of improving query 
performance. Therefore, some other measures must be used in order to filter out non-
useful terms and select suitable terms. Selecting suitable query terms is only one step 
toward improving query performance. In order to optimize query performance some 
parameters are to be set: number of terms to be added to query, number of top ranked 
documents used for selecting query terms. In absence of any theoretical justifications 
these parameters have to be set empirically. 

In this paper we have suggested some measures to improve efficiency of co-
occurrence based query expansion. We have suggested use of information theoretic 
approaches to rank the co-occurring terms. One of the approaches used is Kullback-
Liebler Divergence (KLD) and other is the variant of KLD. Extensive experiments 
have been done to adjust the parameters (number of terms to be added to query, num-
ber of top ranked documents). The results have been compared and analyzed for all 
the three methods. 

In the rest of this paper, we first make a review on related work in Section 2.  
Sections 3 and 4 describe the co-occurrence and information-theoretic approaches, 
respectively; Section 5 describes our methodology. The experimental results are pre-
sented in Section 6 and Section 7 summarizes the main conclusions of this work. 

2   Related Work 

Early work of Maron[21] demonstrated the potential of term co-occurrence data for 
the identification of query term variants. Lesk[18] expanded a query by the inclusion 
of terms that had a similarity with a query term greater than some threshold value of 
the cosine coefficient. Lesk noted that query expansion led to the greatest improve-
ment in performance, when the original query gave reasonable retrieval results, 
whereas, expansion was less effective when the original query had performed badly. 
Sparck Jones [30] has conducted the extended series of experiments on the ZOO-
document subset of the Cranfield test collection. The terms in this collection were 
clustered using a range of different techniques and the resulting classifications were 
then used for query expansion. Sparck Jones results suggested that the expansion 
could improve the effectiveness of a best match searching, if only, the less frequent 
terms in the collection were clustered with the frequent terms being unclustered and if 
only, very similar terms were clustered together. This improvement in performance 
was challenged by Minker et al.[22]. 
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Some work on query expansion has been based on probabilistic models of the re-
trieval process. Researchers have tried to relax some of the strong assumptions of a 
term statistical independence that normally needs to be invoked, if probabilistic re-
trieval models are to be used [4,26].  In a series of papers, Van Rijsbergen had advo-
cated the use of query expansion techniques based on a minimal spanning tree (MST), 
which contains the most important of the inter-term similarities calculated using the 
term co-occurrence data and which is used for expansion by adding in those terms 
that are directly linked to query terms in the MST [13,29,2,31]. Later work compared 
relevance feedback using both expanded and nonexpanding queries and using both 
MST and non-MST methods for query expansion on the Vaswani test collection 
[28,29]. Voorhees [6] expanded queries using a combination of synonyms, hypernyms 
and hyponyms manually selected from WordNet, and achieved limited improvement 
on short queries. Stairmand[19]  used WordNet for query expansion, but they con-
cluded that the improvement was restricted by the coverage of the WordNet and no 
empirical results were reported. More recent studies focused on combining the infor-
mation from both co-occurrence-based and handcrafted thesauri [24,25]. Liu et al.[27] 
used WordNet for both sense disambiguation and query expansion and achieved rea-
sonable performance improvement. However, the computational cost is high and the 
benefit of query expansion using only WordNet is unclear. Carmel [5] measures the 
overlap of retrieved documents between using the individual term and the full query. 
Previous work [1] attempt to sort query terms according to the effectiveness based on 
a greedy local optimum solution. Ruch et al.[23] studied the problem in the domain of 
biology literature and proposed an argumentative feedback approach, where expanded 
terms are selected from only sentences classified into one of four disjunct argumenta-
tive categories. Cao [11] uses a supervised learning method for selecting good expan-
sion terms from a number of candidate terms. 

3   Co-occurrence Approach 

The methods based on the term co-occurrence which have been used since the 70’s to 
identify the semantic relationships that exist among terms. Van Rijsbergen [2] has 
given the idea of using co-occurrence statistics to detect the semantic similarity be-
tween terms and exploiting it to expand the user’s queries. In fact, the idea is based on 
the Association Hypothesis: 

“If an index term is good at discriminating relevant from non-relevant documents 
then any closely associated index term is likely to be good at this.” 

The main problem with the co-occurrence approach was mentioned by Peat and  
Willet [14] who claim that similar terms identified by co-occurrence tend to occur 
also very frequently in the collection and therefore, these terms are not good elements 
to be discriminate between relevant and non-relevant documents. This is true when 
the co-occurrence analysis is done generally on the whole collection but if we, apply 
it only on the top ranked documents discrimination does occur to a certain extent. We 
have used the pseudo relevance feedback method where we select top N documents 
using cosine similarity measures and terms are selected from this set. 
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In order to select co-occurring terms we have used two well-know coefficients: - 
jaccard and frequency, which are as follows. 

_ ( , ) ij
i j

i j ij

d
jaccard co t t

d d d
=

+ −
 (1)

Where 

di and dj are the number of documents in which terms ti and tj occur, respectively , and   
dij is the number of documents in which ti and tj co-occur. 

, ,_ ( , ) ( )
i ji j d t d t

d D

freq co t t f f
∈

= ×∑  
(2)

ti = all terms of top N docs   terms 
tj =   query  terms 
fd,ti =  frequency of term ti in doc 
fd,tj=  frequency of term tj  in doc 
d= top N doc 

 
We apply these coefficients to measure the similarity between terms represented by 
the vectors. However, there is a risk in applying these measures directly, since the 
candidate term could co-occur with the original query terms in the top documents by 
chance. The higher its degree is in whole corpus, the more likely it is that candidate 
term co-occurs with query terms by chance. The larger the number of co-occurrences, 
the less likely that term co-occur with query terms by chance. In order to reduce prob-
ability of adding the term by chance, we use the following equation to measure the 
degree of co-occurrence of a candidate term with query. 

10 10_ deg ( , ) log ( ( , ) 1) * ( ( ) / log ( ))j jco ree c t co c t idf c D= +  
(3)

Where 

10( ) log ( / )cid f c N N=  (4)

N = number of documents in the corpus 
D = number of top ranked documents used  
c  = candidate term listed for query expansion 
nc   = number of documents in the corpus that contain c 
co(c,tj) = number of co-occurrences between c and tj in the top ranked documents i. e 
               jaccard_co(ti,tj) or freq_co(ti,tj) 
 

To obtain a value measuring how good c is for whole query Q, we need to combine its 

degrees of co-occurrence with all individual original query terms 1 2, ... nt t t . For this  

suitabilityforQ is computed.  

( )( , ) ( _ deg ( , )) i

i

idf t
i

t inQ

SuitabiltyforQ f c Q co ree c tδ= = +∏  
(5)
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To expand a query Q, we rank the terms in the top ranked documents according to 
their suitability for Q and choose the top ranked terms for query expansion. 

In general the co-occurrence based approach selects highly frequent co-occurring 
terms with respect to the query terms. However, good query expansion terms are 
those terms that are closely related to the original query and are expected to be more 
frequent in the top ranked set of documents retrieved with the original query than in 
other subsets of the collection. Information theoretic approaches have been found 
useful to incorporate above-mentioned idea. Next section deals with use of informa-
tion theoretic approach for query expansion. 

4   Information-Theoretic Approach 

Information theoretic approaches used in query expansion are based on studying the 
difference between the term distribution in the whole collection and in the subsets of 
documents that are relevant to the query, in order to, discriminate between good ex-
pansion terms and poor expansion term. One of the most interesting approaches based 
on term distribution analysis has been proposed by Claudio et al. [3], who uses the 
concept the Kullback-Liebler Divergence to compute the divergence between the 
probability distributions of terms in the whole collection and in the top ranked docu-
ments obtained using the original user query. The most likely terms to expand the 
query are those with a high probability in the top ranked set and low probability in the 
whole collection. For the term t this divergence is:  

[ ]
( )

( ) ( ) ( ) log
( )R C

C

f t

N RK L D t p t p t
p t

= −  (6)

Here PR(t) is the probability of t estimated from the corpus R. PC(t) is the probability 
of t ∈V estimated using the whole collection. To estimate PC(t) , we used the ratio 
between the frequency of t in C and the number of terms in C, analogously to PR(t); 
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Where 
c is  the set of all documents in the collection 
R is the set of top retrieved documents relative to a query. 
V(R) is the vocabulary of all the terms in R. 
NR is the number of terms in R.  
f(t) is the frequency of t in R  
 
We have done our experiments with one more variation in which we have used a 
function other than f(t)/NR, taking also into account the likely degree of relevance of 
the documents retrieved in the initial run: 
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In order to see the effect of information theoretic measures, we first selected the ex-
pansion terms using suitability value (equation 5) then equation (6 and 8) was used to 
rank the selected terms.  For calculating the value of PR(t)(equation 7)  we set γ=1, 
which restricts the candidate set to the terms contained in R. and then the top ranked 
terms for query expansion.  

5   Description of Our Methodology 

We have performed local query expansion based on pseudo relevance feedback.  
Following are the steps in our methodology. 

 

1. Indexing - Our system first identified the individual terms occurring in the 
document collection. 

2. Word stemming. To extract word-stem forms, we used porter-stemming algo-
rithm [20].  

3. Stop wording. We used a stop list to delete the common occurring words 
from the documents. 

4. Document weighting. We assigned weights to the terms in each document by 
the classical tf.idf scheme. 

5. Weighting of unexpanded query: To weigh terms in unexpanded query, we 
used the tf scheme. 

6. Document ranking with unexpanded query: We computed a document rank-
ing using common coefficients jaccard between the document vectors and 
the unexpanded query vector. 

7. Listing of candidate terms: We use jacc_coefficient or freq_coefficient using 
equation (1) or (2) to list out the candidate terms which could be used for  
expansion. 

8. Expansion term ranking: The candidates were ranked by using equation (5) 
or (6) and top terms were chosen for expansion. 

9. Construction of expanded query: We simply added the top terms to the origi-
nal query. 

10. Document ranking with expanded query: The final document ranking was 
computed by using jaccard coefficient between the document vectors and the 
expanded query vector. 

6   Experiments 

For our experiments, we used volume 1 of the TIPSTER document collection, a  
standard test collection in the IR community. Volume 1 is a 1.2 Gbyte collection of 
full-text articles and abstracts. The documents came from the following sources. 
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WSJ -- Wall Street Journal (1986, 1987, 1988, 1989,1990,1991 and 1992) 
AP -- AP Newswire (1988,1989 and 1990) 
ZIFF -- Information from Computer Select disks (Ziff-Davis Publishing) 
FR -- Federal Register (1988) 
DOE -- Short abstracts from Department of Energy 
 
We have used WSJ corpus, and TREC topic set, with 50 topics, of which we only 
used the title (of 2.3 average word length). In our first approach,  equation (5) was 
used for selecting the expansion terms in ranked order. In the second approach, we 
selected all the terms based on suitability (equation (5)) (jaccard_coefficient is used to 
select the similar terms). These terms were then ranked using KLD measure (equation 
(6)). In a similar way, for the third approach we used a variant of KLD in order to 
select the subset of terms from the terms selected by suitability value. We have com-
pared the result of all these approaches with that of unexpanded query. 

We have used different measures to evaluate each method. The measures consid-
ered are MAP (Mean Average Precision), Precision@5, Precision@10, and R-
Precision. Precision and Recall are general measures to quantify overall efficiency of 
a retrieval system. However, when a large number of relevant documents are retrieved 
overall precision and recall values do not judge quality of the result. A retrieval 
method is considered to be efficient if it has high precision at low recalls. In order to 
quantify this precision can be calculated at different recall levels. We have calculated 
Precision@5, Precision@10 recall level.  

Parameter Study 

We have studied two parameters that are fundamental in query expansion: number of 
candidate terms to expand the query and  number of documents from the top ranked 
set used to extract the candidate terms. The optimal value of these parameters can be 
different for each method, and thus we have studied them for each case. Following 
graphs shows the result for different parameter values for each of the methods. 

 

Fig. 1. Curve showing the MAP and R-PREC measures with different numbers of candidate 
terms to expand the original query using Co-occurrence Approach 
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Fig. 2. Curve showing the MAP and R-PREC measures with different numbers of candidate 
terms to expand the original query using Kullback-Leibler divergence Approach 

 

Fig. 3. Curve showing the MAP and R-PREC measures with different numbers of top docu-
ments used to extract the set of candidate query terms 

 

 Fig. 4. Curve showing the MAP and R-PREC measures with different numbers of top docu-
ments used to extract the set of candidate query terms 
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We can observe that in all cases the best value for number of document selected for 
query expansion is around 10 documents and for the number of query expansion terms 
is 30. This implies that there is a certain threshold on number of documents and number 
of query expansion terms to be added in order to improve efficiency of query expansion. 

Comparative Analysis of Result 

Table 1 shows overall comparative result for all query expansion methods considered 
in our work. The parameter values for number of top documents is 10 and number of 
query terms to be added are 30. From the table we can observe that in general terms 
selected with suitability ranking are better candidates for query expansion in compari-
son to standard jaccard and frequency coefficients. We also observed that with the 
KLD we are able to improve the overall precision (MAP) and recall. In some cases, 
KLD_variant is able to improve precision@5. By changing various parameters, we 
may be able to visualize the effect of KLD_variant. 

Table 1. Comparative result for query expansion methods used in our work. Best results appear 
in boldface. 

 MAP P@5 P@10 R-Prec 

Unexpanded query approach .2413 .3220 .2915 .2422 

Jaccard_coeffcient .2816 .3450 .2900 .3102 

Freq_coeffiecient .2218 .3146 .2995 .3018 

Candidate term ranking using Suitabiltyof Q .2772 .3660 .2820 .3643 

Candidate term ranking using KLD .3012 .3640 .2860 .3914 

KLD_variation .2970 .3665 .2840 .2802 

7   Conclusions and Future Works 

In this paper we have suggested the use of information theoretic measures in order to 
improve efficiency of co-occurrence based automatic query expansion. The experiments 
were performed on TREC dataset. We have used standard KLD as one of the information 
theoretic measures and suggested a variant of KLD. We observe that there is a consider-
able scope of improving co-occurrence based query expansion by using information 
theoretic measures. More experiments can be done in order to visualize the effect of 
suggested KLD variant. Further, the other information theoretic measures can be pro-
posed to improve efficiency of automatic query expansion. 
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