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Preface

This volume of LNICST is a collection of the papers of the 4th International Conference 
on Bio-Inspired Models of Network, Information, and Computing Systems (Bionetics). 
The event took place in the medieval city of Avignon, known also as the City of the 
Popes, during December 9 to 11, 2009. Bionetics main objective is to bring bio-
inspired paradigms into computer engineereing and networking, and to enhance the 
fruitful interactions between these fields and biology. 

The program of the conference indeed includes applications of various paradigms 
that have their origin in biology: population dynamics, branching processes, ant col-
ony optimization. The proceedings include 19 papers covering a broad range of im-
portant issues in areas related to bio-inspired technologies. They correspond to pres-
entations at 6 technical sessions. Four papers correspond to an invited session on the 
Epidemic-type forwarding in DTNs (sparse mobile ad-hoc wireless networks) organ-
ized by Dr Francesco De Pellegrini, (Italy, CREATE-NET). The following 9 papers 
(selected out of 15 submissions) correspond to contributions to regular sessions on 
Bio-inspired security, Bio-Inspired Networking, Bioinspired algorithms and software 
systems. The remaining 6 papers (selected out of a total of 9 submissions) are dedi-
cated to work in progress. For each paper, we have provided at least two independent 
reviews, most of which were offered by members of the TPC. 

Four keynote talks were presented at the conference by the following outstanding 
scientists: George KESIDIS (Professor of Electrical Engineering and Computer Sci-
ence and Engineering, The Pennsylvania State University) who presented "Epidemiol-
ogy of the spread of virus/worms in the Internet", Vivek S. BORKAR (Professor, 
School of Technology and Computer Science, Tata Institute of Fundamental Research, 
India) who gave a talk on "Variation of ant colony optimization for network prob-
lems", Wolfgang BANZHAF (Professor and Head Department of Computer Science, 
Memorial University of Newfoundland, Canada) who gave a talk on "Science and 
Engineering of Complex Systems". Finally, Nicolas CHAMPAGNAT (CR, INRIA 
Sophia Antipolis - Mediterranee) presenteed a talk on modelling Darwinian evolution, 
resulting from the interplay of phenotypic variation and natural selection through 
ecological interactions. We are very grateful for the participation of these speakers. 

The conference included a session in the memory of Prof Thomas Vincent who was 
among the founders of evolutionary game theory. He was a professor in the Aerospace 
and Mecanical Engineering, and was a pioneer in bringing bio-inspired techniques 
into engineering. The session was composed of the keynote talk of Nicolas Champag-
nat as well as three invited talks by Pierre Bernhard, Bruno Gaujal and Eitan Altman. 
The success of this conference along with this proceeding volume is due in a large 
extent to the devoted work of the 28 TPC members to whom we thank. Special thanks 
are due to the conference steering committee and organizing committee for their help 
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that made our job much easier and enjoyable. Warm thanks go to Ephie Deriche, 
Amar Azad, Tembine Hamidou, Tania Jimenez, Issam Mabrouki and Maria Moro-
zova. We wish to thank our sponsors - ICST, Createnet, PerAda, INRIA,  
University of Avignon and Bionets. 

 Eitan Altman 
Iacopo Carreras 

Rachid El-Azouzi 
Emma Hart 

Yezekeal Hayel 
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Cooperation in Hunting and Food-Sharing:
A Two-Player Bio-inspired Trust Model

Ricardo Buettner

FOM Hochschule für Oekonomie & Management - University of Applied Sciences,

Arnulfstraße 30, 80335 Muenchen, Germany

ricardo.buettner@fom.de

Abstract. This paper proposed a new bilateral model supporting co-

operative behavior. It is inspired by cooperation in hunting [34,38] and

food sharing of female vampire bats [56,57,58]. In this paper, it is

postulated, that low bounding of food capacity (fast saturation) in con-

junction with a high demand of food energy (fast starving without food)

strongly supports cooperative behavior. These postulations are integrated

within the proposed model as an extension of the prisoner dilemma

[10,11,49].

Keywords: bio-inspired models, trust management, self-organizing

communities, cooperative systems, cooperative hunting, food sharing be-

havior, vampire bats.

1 Problem

From a collective perspective cooperative behavior is very important, but at first
sight not of an individual perspective. The simple analysis of cooperative behav-
ior in prisoner dilemma advises non-cooperation as the dominant strategy in the
case of a lack of trust between the players [10,11,49]. But in nature many animals
are not opportunistic, in fact they show cooperative behavior among each other
in many cases. A lot of research took place to explain the differences between
the advised dominant strategy from game theory compared to cooperative be-
havior in nature; e. g., iterated games [3], evolution-inspired games (kin selection
[13,14], reciprocal altruism [27,33,48], master-and-servant strategy), sociological-
inspired games (social identity theory [46,60]), or the possibility of punishment
in case of non-cooperative behavior (folk theorem). But up to now, there is no
satisfying explanation.

This is why, this paper focuses on interesting findings in biology concerning
trust and cooperative behavior and found some inspirations of cooperative hunt-
ing behavior [34,38] as well as of food sharing behavior of vampire bats [56,57,58].
In this paper, it is postulated, that low bounding of food capacity (fast satura-
tion) in conjunction with a high demand of food energy (fast starving without
food) strongly supports cooperative behavior.

This paper is divided into 6 parts: After the problem description in section 1, a
brief literature review concerning cooperation and competition in artificial intel-
ligence is given in section 2. After that, some interesting aspects of cooperation

E. Altman et al. (Eds.): Bionetics 2009, LNICST 39, pp. 1–10, 2010.
c© Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering 2010



2 R. Buettner

and competition in nature are shown in section 3. On that biological-inspired
basis, a new model as an extension of the basic iterated prisoner dilemma is pro-
posed in section 4. In section 5 the proposed model is evaluated via simulation.
Finally, in section 6 limitations of the work and future research directions are
shown.

2 Cooperation and Competition in Artificial Intelligence

2.1 Game Theory

Despite of the fact, that trust and negotiations had already played an impor-
tant role within the Babylonian Talmud [2], G. Leibniz [21] was one of the
first who researched during the 17th century on concurrent and cooperative hu-
man behavior. A. Cournot [7] ascertained in the first half of the 18th century
the main issues of negotiations in duopolies. Later, during the second half of
the 18th century F. Edgeworth [9] and J. Bertrand [4] had proceeded the re-
search, e. g., on graphical explorations, before E. Zermelo [61] provided the first
mathematical formal approach on the basis of the Minimax-search in games
in 1912. In 1921, F. Borel [6] introduced the concept of mixed strategies. On
that basis, in 1928 J. von Neumann [53] proofed that every Two-Player-Game
has a Minimax-Equilibrium in mixed strategies. Later, in 1944 J. von Neumann
and O. Morgenstern [54] presented the influential work ’Theory of Games and
Economic Behavior’. A further milestone was placed by A. Tucker [49] by the
famous prisoner dilemma. M. Dresher [8] and M. Flood (e. g., [10,11,12]) from
the RAND Corporation where the first who used systematically the prisoner
dilemma in experiments. R. Axelrod [3] firstly implemented the prisoner dilemma
in computer programs.

During the 1950ies and 1960ies most of the publications had focused on co-
operative negotiation behavior. After that period, the research focus has moved
to the non-cooperative branch. The most influential milestone in this research
field was placed by J. Nash [30,31] with the later so-called ’Nash-Equilibrium’.
J. Nash analyzed Two-person negotiation problems under the assumption of
complete information. In 1960, T. Schelling [39] bridged game theory and general
equilibrium conditions in an economy by introducing the ’focal point’. W. Vick-
rey [52] presented in 1961 the later so-called ’Vickrey-Auction Model’ to identify
true preferences of negotiation partners [52]. R. Selten [40,41,42] introduced the
concept of ’Teilspielperfektheit’ for sequential negotiations in 1965 and enor-
mously stimulated business sciences with game-theoretical applications in the
field of negotiations. Later, D. Kreps and R. Wilson [20] extended these works.
A next important work was published by J. Harsanyi and R. Selten [16] by
extending the work of J. Nash [29,30,31] to negotiation situations with incom-
plete information. One next step was the adaption of elements of the evolution
theory into game theory. The corresponding concept of ’Evolutionary Stable
Strategies’ was introduced by J. Smith [47] in 1972. Finally, strategic behavior
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and interactions between self-interested agents were firstly analyzed by J. Rosen-
schein and G. Zlotkin [36,37,62] on the basis of the fundamental game-theoretic
work [54,15,16,19].

2.2 Artifical Intelligence

The basis of Artificial Intelligence (AI) was generated by W. McCulloch and
W. Pitts [26]. They proposed a biological-inspired artificial neural network based
on the formal logic of A. Whitehead and B. Russell [55] and the Turing machine
of A. Turing [50,51]. In 1956, J. McCarthy [25] introduced the name ’Artificial
Intelligence’ during a workshop in Dartmouth, New Hampshire, USA. J. Mc-
Carthy [24,23] defined AI as the science to design intelligent machines or rather
intelligent programs.

Further major milestones in AI research had placed by H. Simon and A. Newell
[32] with the ’General Problem Solver’ and by E. Shortliffe [44,43] with the ex-
pert system ’MYCIN’, before M. Minsky [28] postulated the thesis that ’in-
telligence’ is generated by the interaction of a lot of simple modules. That
was the key assumption to pave the way for ’Distributed Artificial Intelligence’
(DAI).

2.3 Software Agents as Biological-inspired Programs

Software agents were developed as a part of DAI research. Within this research
area, ’Distributed Problem Solving’ (DPS) can be separated from ’Multi-Agent-
Systems’ (MAS). The concept of a software agent is based on the actor model
by C. Hewitt [18]. The local node within a DPS system is not independent
from the system [5]. In contrast, in MAS a software agent is independent and
decides its participation by its own [36]. Key biological-inspired characteristics
of software agents are autonomy, social ability, reactivity and pro-activeness
[59]. Because of this characteristics, in an MAS is no supervisor who controls
the software agents, particularly punish non-cooperative behavior. Other trust-
supported mechanisms are needed. Here, analogies can be found within ani-
mality. To support trust in cooperative behavior, some animals show solutions,
especially in hunting scenes and food sharing.

3 Aspects of Cooperation and Competition in Nature

In nature many animals show cooperative behavior; e. g., kin selection [13,14], re-
ciprocal altruism [27,33,48], cooperative hunting [34,38], or food sharing [56,57,58].
In the following it is focused on cooperative hunting behavior and on food sharing
behavior of vampire bats.

3.1 Cooperative Hunting

C. Packer and L. Rutton [34] reviewed the cooperative hunting literature and
analyzed the advantages and problems of cooperative hunting. In case of a larger
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prey, cooperative hunting is often the observed strategy in nature. D. Scheel
and C. Packer [38] generally pointed out that cooperative behavior in hunting
depends on the size of prey.

However, C. Packer and L. Rutton [34] reviewed data from 28 studies of group
hunting and showed that hunting success generally increases asymptotically with
increasing group size in circumstances where individuals are expected to hunt
cooperatively. In small groups every individual is needed and have to participate
to be successful in hunting.

3.2 Food Sharing Behavior of Female Vampire Bats

G. Wilkinson [56,57,58] have extensively researched on food-sharing behavior
of female vampire bats (lat. ’desmodus rotundus’). He showed that food shar-
ing by regurgitation of blood among wild vampire bats depends equally and
independently on degree of relatedness. Vampire bats fail to secure a meal in
approximately 10 percent of their foraging bouts, while approximately 33 per-
cent of bats under two years of age fail [57]. Missed meals can have enormously
effects on survival of the bats, because young vampire bats will starve to death
after around 60 hours without a meal [58]. G. Wilkinson [56] found that recip-
rocal exchanges of blood meals by regurgitation are common between female
vampires.

Female vampire bats live around 18 years. Group composition appears to be
stable over long time [56,57]. This is why multiple interactions between the bats
are most likely. Laboratory and field studies indicate that bats are significantly
less likely to provide a meal to those bats who failed to reciprocate this action
in the past [27, p. 275].

In summary, three major keys seems to support cooperative behavior:

(ka) small groups, and
(kb) a high demand of food energy (fast starving without food), and
(kc) low bounding of food capacity (fast saturation).

4 Formal Model

4.1 Initial Assumptions

A1. There are two agents, A and B (see ka).
A2. Each agent (A and B) acts rational within market economy conditions.
A3. Each agent (A and B) wants to maximize its own utility (uA,B).
A4. Neither, A nor B has any information about the opponent.
A5. The game is played repeatedly (iterated game with 1..i..N rounds).
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4.2 Basic Model

The basic model correspondents with the prisoner dilemma [10,11,49].

Definition 1. At each round i, A and B can choose privately one of the follow-
ing possible strategies S(i)A,B = [C, D]:

Cooperation: Here, the agent wants to cooperate and tries to share the
cake fifty-fifty.
Deception: Here, the agent tries to cheat.

Definition 2. Depending on the chosen strategy SA,B = [C, D] the following
symmetric payoff function [uA|uB] exists (T > R > P > S):

[uA|uB] = f(SA, SB) = [ SB ]
[SA] [uA|uB] =

[
C D

][
C
D

] [
R|R S|T
T |S P |P

]
(1)

4.3 Model Extensions

E1. Each agents survive itself in the case of positiv energy (e(i)A,B ≥ 0).
E2. There is only a cake to divide or rather a payoff in the case of both agents
A and B are alive (e(i)A ≥ 0 AND e(i)B ≥ 0). (For successful hunting in
small groups every agent is needed and has to participate (see ka).)

E3. At each round i, A and B have to spend s fix energy points (see kb).
E4. The energy capacities of A and B are bounded to emax

A , emax
B . More energy

payoffs from the payoff function [uA|uB] runs to seed (see kc).

5 Evaluation

According to [17], in order to show the utility, quality, and efficacy of the pro-
posed model as a design artifact, it has to be evaluated via well-executed evalua-
tion methods; e.g. by simulation. During a simulation the model will be checked
with artificial data. Goal of the evaluation is to show the benefits of the proposed
model compared to other models.

5.1 Simulation Setting

Five extended meta-strategies are utilized for simulation: 1. Strong Cooperation
(COOP), 2. Strong Deception (DEC), 3. Random Cooperation or Deception
(RAND), 4. Tit for Tat (TFT) [3], and 5. Tit for two Tats (TFTT).

5.2 Experimental Results

The simulation results of non-redundant combinations of the meta-strategies
(COOP, DEC, RAND, TFT, TFTT) of A and B are presented in Tab. 2.
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Table 1. Simulation Parameters

Parameter Value(s)

Starting energy: e(0)A,B = 6

Fixed consumption energy: s = 3

Energy capacity: emax
A,B = 10

Payoff matrix: T = 10, R = 5, P = 2, S = 0

Table 2. Results

Strategy A Strategy B Rounds (i) Survive A Rounds (i) Survive B

COOP COOP ∞ ∞
COOP DEC 2 5

COOP RAND ND(μ = 9.80; δ = 8.09) ND(μ = 13.20; δ = 8.18)
COOP TFT ∞ ∞
COOP TFTT ∞ ∞
DEC DEC 6 6

DEC RAND ND(μ = 6.20; δ = 0.76) ND(μ = 3.10; δ = 0.92)
DEC TFT 6 4

DEC TFTT 5 2

RAND RAND ND(μ = 21.87; δ = 20.07) ND(μ = 21.60; δ = 19.74)
RAND TFT ND(μ = 365.57; δ = 349.49) ND(μ = 364.53; δ = 349.73)
RAND TFTT ND(μ = 52.37; δ = 66.34) ND(μ = 49.77; δ = 66.66)
TFT TFT ∞ ∞
TFT TFTT ∞ ∞
TFTT TFTT ∞ ∞

5.3 Discussion

As shown in Tab. 2 the extended model intensively supports cooperation. As
long as no agent tries to cheat, both agents survive unlimited time. The special
variants (TFT) and (TFTT) are leap of faith meta-strategies while(COOP) is
the strong cooperation meta-strategy. When both agents use one of these meta-
strategies they survive endlessly.

On the other hand, in all variants, deception is strongly punished. If one of
the agents use (DEC) or (RAND) both agents die.

6 Conclusion

The proposed model strongly supports cooperation of agents (Tab. 2). Because
of bounding of the energy capacities of both agents in combination with a high
demand of energy at every round, agents in small groups are forced to be co-
operative. These assumptions are inspired from nature and concern the trust in
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systems (general conditions, see N. Luhmann [22]), not the trust in other agents.
Non-cooperation quickly ends in starving of both agents.

There are practical economic implications: Because of the possibility that
agents can hoard money and goods, non-cooperative behavior is emphasized. To
support cooperative behavior between agents in value-added chains, continuous
low-level deprecation of money is an appropriate instrument, e. g., by a moderate
inflation rate and a progressive wealth tax.

6.1 Limitations

The proposed model is limited to two agents (see assumption A1). Further,
rational behavior of the agents is assumed. But, since [45] it is clear that real
agents act bounded rational. Despite of a robustness check by variation of the
parameters in table 1 the model was only checked with some artificial data. An
intensive evaluation or a mathematical proof of the model would be helpful.

6.2 Further Research Directions

A first extension of the proposed model should be the relaxation to more than two
agents. Furthermore, other meta-strategies (e. g., mixed-strategies, customized)
should be considered within the evaluation. Finally, the suggested implications
to economy (inflation rate and progressive wealth taxes) should be economically
and politically checked.
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Executable Specification of Cryptofraglets in Maude
for Security Verification

Fabio Martinelli and Marinella Petrocchi

IIT-CNR, Pisa, Italy

Abstract. Fraglets are computation fragments flowing through a computer net-
work. They implement a chemical reaction model where computations are car-
ried out by having fraglets react with each other. The strong connection between
their way of transforming and reacting and some formal rewriting system makes
a fraglet program amenable to verification. Starting from a threat model which
we intend to use for modeling secure communication protocols with fraglets, we
propose an executable specification of fraglets (and fraglets-based cryptographic
protocols) in the rewriting logic-based Maude interpreter.

Keywords: Fraglets, cryptofraglets, threat model, security protocols, Maude.

1 Introduction

Fraglets [22,23,24,25] represent an execution model for communication protocols that
resembles the chemical reactions in living organisms. It was originally proposed for
making automatic the whole process of protocol development, involving the various
phases of design, implementation and deployment. Fields of applications have been
protocol resilience and genetic programming experiments.

The fraglets model has been adopted in the BIONETS EU project [2] and some se-
curity and trust extensions to the original model have become necessary to make it a
running framework. Thus, in the past few years, fraglets have been extended i) with
instructions for symmetric cryptography [21]; ii) with access control mechanisms [14];
iii) with dedicated primitives for trust management [15]. This work has been mainly
done with the intent to use fraglets for modeling security protocols and verifying se-
curity properties within BIONETS. With an eye on verification, an encoding from the
programming language defined for fraglets and the MultiSet Rewriting formal rules [3]
has been shown in [21], as a first brick to give a formal semantics to fraglets, the starting
point for developing verification tools.

It was indeed the similarity between the fraglets programming language and the
rewriting systems, combined with the need of modeling and verifying security pro-
tocols for the bio-inspired networks BIONETS, that lead us to consider the executable
specification language Maude [5,16], based on rewriting logic [18]. Maude offers use-
ful advantages for formalizing and verifying security communication protocols (see,
e.g., [1,6]. First, its efficient executability allows both prototyping and debugging of
protocols specifications. Furthermore, since a concurrent system can have many differ-
ent behaviours, exploring a single execution could not be sufficient to prove security

E. Altman et al. (Eds.): Bionetics 2009, LNICST 39, pp. 11–23, 2010.
c© Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering 2010
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properties of the system. Maude supports ad hoc defined strategies for exploring all the
execution of a system.

The original contributions of the paper are the following. First, we define a threat
model for fraglets by adding an adversary to the fraglet model of a secure communi-
cation network. Second, we present our executable specification of fraglets in Maude.
Third, we show how to specify and execute a fraglets-based instantiation of the
Needham-Schroeder Public Key protocol (NSPK). A security verification with respect
to message secrecy is carried out by means of Maude built-in commands. The overall
goal is the achievement of a general fraglets framework for the modeling and verifica-
tion of security issues in communication protocols.

The paper is organized as follows. Section 2 recalls the fraglets model and introduces
a refined version of cryptofraglets. Section 3 defines a threat model for cryptofraglets,
by discussing the capabilities of an adversary that is going to subvert the standard opera-
tions in a secure fraglet network. We introduce the notion of the adversary’s knowledge
and we define the secrecy property for fraglets. Section 4 presents the executable spec-
ification of cryptofraglets in Maude, according to the defined threat model. Section 5
shows a fraglets-based instantiation of two interleaved sessions of NSPK. Finally, Sec-
tion 6 gives some final remarks and discusses current limitations and future goals.

2 Fraglets

A fraglet is denoted as [s1 s2 . . . tail], where si (1 ≤ i ≤ n) is a symbol and tail is
a (possibly empty) sequence of symbols. Nodes of a communication network may pro-
cess fraglets as follows. Each node maintains a fraglet store to which incoming fraglets
are added. Fraglets may be processed only within a store. The send operation transfers
a fraglet from a source store to a destination store.

Fraglets are processed through a simple prefix programming language. Transforma-
tion instructions involve a single fraglet, while reactions involve two fraglets. Table 1
shows the fraglets core instructions. The interested reader can find the comprehensive
tutorial on [10].

Table 1. The set of fraglets core instructions

match [match t tail1], [t tail2] → [tail1 tail2]
matchp [matchp t tail1], [t tail2] → [matchp t tail1], [tail1 tail2]

send SA [send B tail] → SB [tail]
nop [nop tail] → [tail]
nul [nul tail] → []
dup [dup t a tail] → [t a a tail]
exch [exch t a b tail] → [t b a tail]
fork [fork a b tail] → [a tail], [b tail]
pop2 [pop2 h t a b tail] → [h a], [t b tail]
split [split seq1 * seq2] → [seq1], [seq2]
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Two fraglets react by instruction match, and their tails are concatenated. With the
catalytic matchp, the reaction rule persists. Instruction send performs a communica-
tion between fraglets stores. It transfers a fraglet from store SA to store SB . Notation
SA[s1 s2 . . . tail] denotes that the fraglet is located at SA. The name of the destination
store is given by the second symbol in the original fraglet [send SB tail]. Where not
strictly necessary, we omit to make the name of the store explicit.

Instruction nop does nothing, except consuming the instruction tag. Instruction nul
destroys a fraglet. Finally, there are a set of transformation rules that perform symbol
manipulation, like duplicating a symbol (dup), swapping two tags (exch), copying the
tail and prepending different header symbols (fork), popping the head element a out
of a list a b tail (pop2), and finally breaking a fraglet into two at the first occurrence of
symbol ∗ (split).

In [21,14], we proposed the cryptofraglets, which extend the fraglets programming
language with basic cryptographic instructions. In defining cryptofraglets, we abstract
from the cryptographic details concerning the operations by which they can be en-
crypted, decrypted, hashed, etc.. We make the so called perfect cryptography assump-
tion and we consider encryption as a black box: an encrypted symbol, or sequence of
symbols, cannot be correctly learnt unless with the right decryption key. This approach
is standard in (most of) the analysis of cryptographic communication protocols, see,
e.g., [4,9,11,13].

Here, we give a slightly modified version of the crypto-instructions, originally seen
as reaction rules, and here rephrased to transformation rules, for a more convenient
specification in Maude (see Section 4).

Table 2. Crypto-instructions for encryption, decryption, and hashing

enc [enc newtag k1 tail] → [newtag tailk1 ]
dec [dec newtag k2 tailk1 ] → [newtag tail]
hash [hash newtag tail] → [newtag h(tail)]

The encryption instruction takes as input the fraglet [enc newtag k1 tail], consist-
ing of the reserved instruction tag enc, an auxiliary tag newtag, the encryption key k1,
and a generic sequence of symbols tail, representing the meaningful payload to be en-
crypted. It returns the fraglet [newtag tailk1 ], with the auxiliary tag and the cyphertext
tailk1 . Decryption and hashing rules can be similarly explained. Note that, since fra-
glets processing is through matching tags, the presence of either a reserved instruction
tag or an auxiliary tag as the leftmost symbol is necessary for the computation to go on.

We set k1 = k2 = k when dealing with shared-key cryptography, and we consider a
pair of public/private keys (pk, sk) when dealing with asymmetric cryptography, with,
e.g., k1 = sk and k2 = pk. We employ hash functions to implement digital signatures,
by applying the enc instruction with private key sk to the hash h(tail). Signature ver-
ification is done by applying instruction dec with public key pk to the encrypted hash
h(tail)sk. However, in the rest of the paper, we will not consider digital signatures.
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It is worth noticing that the set of fraglets programming instructions, given in Ta-
bles 1 and 2, consists of rewrite rules [16,18], with a simple rewriting semantics in
which the left-hand side pattern (to the left of →) is replaced by corresponding in-
stances of the right-hand side. They represent local transition rules in a possibly dis-
tributed, concurrent system. Thus, we assume the presence of a rewrite system (defined
by a single step transition operator →, with →∗ as its transitive and reflexive closure)
operating on fraglets by means of the rewrite rules corresponding to the fraglets pro-
gramming instructions. If we let f, f ′ range over fraglets, by applying operations from
the rewrite system to a set F of fraglets, a new set D(F) = { f | F →∗ f} of fraglets
can be obtained. As an example of a simple step transition rule application, we have:
D({[dup t a tail]}) = { [dup t a tail], [t a a tail]} since [dup t a tail] →dup

[t a a tail]} .
Below, we show the initial pool of fraglets, originally at stores SA and SB , needed

to execute a simple program that symmetrically encrypts a fraglet at store A, transfers
the cyphertext at store B, and decrypts it at store B.

pool of fraglets originally at SA:
A[KEY K] A[MSG M]

A[MATCH KEY MATCH MSG ENC NEWTAG] A[MATCH NEWTAG SEND B KMSG]

pool of fraglets originally at SB :
B [KEY K] B [MATCH KEY MATCH KMSG DEC NEWTAG ]

One possible execution of the program is as follows.

A[KEY K] A[MATCH KEY MATCH MSG ENC NEWTAG K] →match A[MATCH MSG ENC NEWTAG ]

A[MATCH MSG ENC NEWTAG ] A[MSG M ] →match A[ENC NEWTAG M]

A[ENC NEWTAG M] →enc A[NEWTAG mk]

A[MATCH NEWTAG SEND B KMSG] A[NEWTAG mk] →match A[SEND B KMSG mk]

A[SEND B KMSG mk] →send B [KMSG mk]

B [KEY K] B [MATCH KEY MATCH KMSG DEC NEWTAG] →match B [MATCH KMSG DEC NEWTAG K]

B [MATCH KMSG DEC NEWTAG K] B [KMSG mk] →match B [DEC NEWTAG K mk]

B [DEC NEWTAG K mk] →dec B [NEWTAG M]

Tags key, msg, and kmsg are auxiliary. It is understood that SA and SB are the only
stores at stake, and that, originally, there are no other fraglets than the ones in the initial
pool.

3 A Threat Model for Fraglets

In this section we present a threat model for fraglets. We identify nodes of a commu-
nication network A B C etc.. with their fraglets stores, viz. SA, SB , SC , etc.. Thus,
principals of a communication protocol are fraglets stores, within which fraglets (pro-
tocol code + protocol messages) are processed. In particular, communications are via
the send instruction.

We consider a protocol specification involving two honest roles, viz. an initiator SS

and a responder SR . Rather than a direct communication between them, we assume all
their communication to flow through an untrusted store SX which can either listen to
or modify (fake) the fraglets exchanged between SS and SR. Indeed, when modeling
and verifying security properties of communication protocols, it is quite common to
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include an additional intruder (à la Dolev-Yao [7]) that is supposed to be malicious and
whose aim is to subvert the protocol’s correct behaviour. A protocol specification is
then considered secure w.r.t. a security property if it satisfies this property despite the
presence of the intruder. We thus propose a framework of three types of fraglets stores:

1. SS plays the role of the protocol’s initiator;
2. SR plays the role of the protocol’s responder;
3. SX plays the role of the active and malicious intruder.

We let the initiator and the responder to be forced to communicate with the untrusted
store through disjoint sets of communication (send) actions ΣS

com and ΣR
com, resp., such

that a direct communication between them is impossible.
It is also assumed that, at deployment, each store SI , with I = {S, R, X}, contains

the pool of keys ΛI needed for the store to perform encryptions and decryptions.
In Fig. 1 we have sketched the communication scenario described above and we have

instantiated it with ΣS
com = {SS [send SX ktail tailK ],

SX [send SS ktail tailK ]} and ΣR
com = {SX [send SR ktail tailK ],

SR [send SX ktail tailK ]}, for some generic auxiliary tag ktail and some generic
encrypted sequence of symbols tailK . We do not explicitly specify the type of the
key used for encryption (and decryption), but we let K ∈ ΛI . For instance, ΛS =
{kSR, kSX , skS , pkR, pkX}, i.e., the shared secret key between SS and SR, the shared
secret key between SS and SX , the secret key of SS , and the public keys of SX and SR.

SX SR

[key kSR]
[key kSX ] [key kRX ]

[key kSR]

[key skR]

[key kSX ]

[key kRX ]

[key skX ][key skS ]

SS

SX
[sendSR ktail tailK ]

SX
[sendSS ktail tailK ]

SS
[sendSX ktail tailK ]

SR
[sendSX ktail tailK ]

Fig. 1. The threat model for fraglets and fraglets stores

We do not fix a priori any specific behaviour for the intruder. SX can process all
the fraglets that it contains, by means of all the usual fraglets instructions. SX can
also honestly engage in a security protocol. Thus, it is decorated with its own pair
of public/private keys (pkX , skX), the symmetric key kSX , shared with SS , and the
symmetric key kRX , shared with SR.

We also assume that i) private keys are initially contained only by the legitimate
stores; ii) shared secret keys are initially contained only by the legitimate stores that
share those keys. Finally, we assume that all the public keys are contained by all the
stores at stake (public keys are not shown in the figure).
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The intruder’s knowledge. Here, we beat about the bush of the classical notion of the
intruder’s knowledge [8,20], e.g., the set of all the messages the intruder knows from
the beginning (its initial knowledge) united with the messages it can derive from the
ones intercepted during a run of the protocol. Within a fraglet framework, this standard
concept is slightly modified.

First, we say that a symbol is public the symbol is the second leftmost symbol of a
fraglet at SX . Intuitively, the intruder’s knowledge, at a given state of the computation,
is the set of all the symbols that SX knows. Let FSX be the set of fraglets contained by
SX .

Definition 1. The intruder’s knowledge Φ
FSX

SX
is defined as:

Φ
FSX

SX
= {si|fi =SX [ti si taili] ∈ D(FSX )}

for some generic auxiliary or instruction tag ti, i = 0, . . . , m, and some generic se-
quence of symbols taili, i = 0, . . . , m.

Security properties: Secrecy. We give here the definition of one of the most common
security properties, secrecy, within a fraglets framework.

Intuitively, a message is secret when it is only known by the parties that should share
that secret. Thus, in a fraglet context, a symbol is a secret between SS and SR when it
is not possible for SX to know that symbol.

We let F0
SS

and F0
SR

to be the initial, and fixed (according to the protocol in which the
honest roles are engaged), set of fraglets stored at, resp., SS and SR , at the beginning
of the computation.

Analogously, F0
SX

is the set of fraglets initially contained by SX . A priori, we do
not make any assumption on this set, apart from the fact that it does not contain private
information of the honest roles, such as private keys of SS and SR, and their shared
secret key.

Thus, the following definition dictates when the secrecy property is preserved.

Definition 2. The secrecy property Sec(s)SX of a symbol s is preserved if ∀F0
SX

and

∀(F
′
SS

∪ F
′
SX

∪ F
′
SR

) ∈ D(F0
SS

∪ F0
SX

∪ F0
SR

) then s /∈ Φ
F
′
SX

SX
.

This means that, for every possible set of fraglets initially contained by the adversary’s
store, and for every possible union of fraglets’ sets contained at SS , SX , and SR that
are derivable from the initial sets by applying every possible rule of the rewrite system,
SX will never know the secret symbol. This notion of secrecy is violated in the fraglets-
based instantiation of the flawed NSPK, as shown in Section 5.

4 Specification and Execution of Fraglets in Maude

Maude is “a programming language that models (distributed) systems and the actions
within those systems” [17]. The system is specified by defining algebraic data types
axiomatizing system’s states, and rewrite rules axiomatizing system’s local transitions.

In this section we present our Maude executable specification for (crypto)fraglets.
In particular, we define an algebra for them, i.e., the sorts (types for values), and the
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equationally specifiable operators acting on those sorts (and constants). Also, we define
the rewrite laws for describing the transitions that occur within and between the set
of operators. Actually, the set of the rewrite laws represent the set of (crypto)fraglets
instructions given in Tables 1, 2.

The Maude modules consisting of the core fraglets specification are basically three:
FRAGLETS, FRAGLETS-RULES, and CRYPTO-FRAGLETS-RULES.

The functional module FRAGLETS provides declarations of sorts, e.g., fraglets,
symbols, stores, and public and private keys, and operators on those sorts, e.g., con-
catenation of fraglets, and concatenations of fraglet stores. It also defines subsort rela-
tionships. For instance, symbols, stores, and public and private keys are understood as
specialized fraglets. The module also provides reserved ground terms representing the
names of the instructions (match, dup, exch, . . . ), and operators to encrypt fraglets, by
means of either symmetric (crypt) or asymmetric (asymcrypt) encryption.1

fmod FRAGLETS is

sort Fraglet .
sort Key PKey . ---PKey is the sort for asymmetric cryptography
sort Symb Store .
sort FragletSet FragletSet@Store FragletStoreSet .

subsort Symb Store Key PKey < Fraglet < FragletSet .
subsort FragletSet@Store < FragletStoreSet .

op nil : -> Fraglet .
op _ _ : Fraglet Fraglet -> Fraglet [ctor assoc id: nil] .

op empty : -> FragletSet .
op _ , _ : FragletSet FragletSet -> FragletSet [assoc comm id: empty] .

op _@_ : FragletSet Store -> FragletSet@Store .

--- store concatenation
op _ ; _ : FragletStoreSet FragletStoreSet -> FragletStoreSet [assoc comm ] .
op [ _ ] : Fraglet -> FragletSet .

op match : -> Symb .
op dup : -> Symb .
op exch : -> Symb .
...
...
op split : -> Symb .
op send : -> Symb .

op enc : -> Symb .
op dec : -> Symb .

op fst : -> Symb .
op snd : -> Symb .

op crypt : Fraglet Key -> Fraglet . --- symmetric encryption
op asymcrypt : Fraglet PKey -> Fraglet . --- asymmetric encryption
...

endfm

1 Appropriate equations for all the operators are defined in the complete specification.
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The system module FRAGLETS-RULES defines the rewrite rules encoding the instruc-
tions given in Table 1. Below, we highlight (part of) the rules for dup and for a modified
send instruction following the threat model defined in Section 3.

mod FRAGLETS-RULES is
protecting FRAGLETS .

vars T S : Symb .
var TAIL : Fraglet .
vars A B X : Store .
vars FS1 FS2 : FragletSet .

rl [DUP] : [dup T S TAIL] => [T S S TAIL] .
...
...
rl [SEND] : (([send X TAIL], FS1) @ A ) => (FS1 @ A) ; [TAIL] @ X .
rl [SEND] : (([send X TAIL], FS1) @ A ) ; (FS2 @ X ) => (FS1 @ A) ;

(([TAIL], FS2) @ X) .
...

endm

CRYPTO-FRAGLETS-RULES defines the rewrite rules for cryptography and declares
the pairs of public/private keys used for protocol specifications. Decryption instructions
are defined as conditional rules (crl [DEC]): with symmetric keys, decryption is possi-
ble only if the key used for encryption is equal to the key that one intends to use for
decryption; analogously, with asymmetric keys, decryption is possible only if the key
used for encryption and the key intended to use for decryption form a pair. To this aim,
auxiliary operators isKey and keypair have been equationally defined.

mod CRYPTO-FRAGLETS-RULES is
protecting FRAGLETS .
protecting FRAGLETS-RULES .

op _ _ isKey : Key Key -> Bool . --- aux op for dec rule
op _ _ keypair : PKey PKey -> Bool [comm] . --- aux op for asym dec rule

--- public and private keys declarations:
ops pka pkb pkx : -> PKey . --- public keys
ops ska skb skx : -> PKey . --- private keys

vars --- some variables declarations

eq K K isKey = true .
eq K1 K isKey = false [owise] .

--- which keys form a pair:
eq pka ska keypair = true .
eq pkb skb keypair = true .
eq pkx skx keypair = true .
eq K K1 keypair = false [owise] .

--- SYMMETRIC
rl [ENC] : [enc NewTag K TAIL] => [ NewTag crypt(TAIL,K) ] .
rl [ENC] : [enc] => empty .
crl [DEC] : [dec NewTag K crypt(TAIL,K1)] => [NewTag TAIL]

if (K K1 isKey == true) .

--- ASYMMETRIC
rl [ENC] : [enc NewTag PK TAIL] => [ NewTag asymcrypt(TAIL,PK) ] .
rl [ENC] : [enc NewTag SK TAIL] => [ NewTag asymcrypt(TAIL,SK) ] .
crl [DEC] : [dec NewTag PK asymcrypt(TAIL,SK)] => [NewTag TAIL]
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if (PK SK keypair == true) .
crl [DEC] : [dec NewTag SK asymcrypt(TAIL,PK)] => [NewTag TAIL]

if (PK SK keypair == true) .
...

endm

To actually do something with those modules, one should use some strategies for ap-
plying the rules. A default strategy provided by Maude is implemented by the rewrite
command, that explores one possible sequence of rewrites, starting by the set of rules
and an initial state [16]. For example, plugging in “rew [enc newtag k tail] .” into the
Maude environment, we obtain as a result “[newtag crypt(tail, k)]”. The search com-
mand is also very convenient. A priori, it gives all the possible sequence of rewrites
between an initial and a final state supplied by the user. Practically, since for certain
systems the search could not terminate, the command is decorated with an optional
bound on the number of desired solutions and on the maximum depth of the search.

5 A Case Study: Fraglets-Based NSPK

In this section, we first recall the Needham-Schroeder Public Key protocol (NSPK) [19],
a paradigmatic security protocol, widely examined by protocol researchers. Considering
two interleaved runs of the protocol, [12] found an attack leading to both an authentica-
tion and a secrecy failure, and supplied an amended version of the protocol.

Then, we show the Maude specification of the fraglets-based NSPK. Executing the
specification, we find the secrecy attack. This starting example illustrates the usefulness
of executing fraglets specifications in the Maude engine for validation purposes.

The NSPK protocol. NSPK tries to establish an authenticated communication between
a pair of agents, A and B. The protocol is based on public-key cryptography: each agent
possesses a pair of private/public keys. While the public key can be accessed by all
agents of the distributed system, the private key should remain a secret of its owner.
Also, the protocol makes use of the nonces nA, and nB. Nonces are freshly generated,
random numbers, generally exploited in cryptographic protocols to assure freshness of
messages. Actually, one of the intents of NSPK is also to exchange secret values nA,
and nB to be used for subsequent encrypted communication between A and B.

The original version of (part of) the protocol is hereafter presented. We denote the
transmission of message msg from sender S to receiver R as S → R : msg. Also,
encryption of message msg with public key pk is denoted as {msg}pk.

1 A → B : {A, nA}pkB

2 B → A : {nA, nB}pkA

3 A → B : {nB}pkB

In message 1, A sends his identity and his newly generated nonce nA to B, encrypted
with the public key of B, pkB. B decrypts message 1 with the correspondent private
key skB. Then, B creates her nonce nB and sends back to A the two nonces, encrypted
with the public key of A, pkA (message 2). Finally, A decrypts message 2, retrieves the
nonce nB, and sends it back, encrypted, to B.
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Once terminated a run of this protocol, it would seem reasonable that:

1. A and B know with whom they have been interacting; indeed, A can be assured that
message 2 came from B, because B is the only agent who can decrypt message 1,
i.e., the message sent by A and containing nA. Analogously, B can be assured of
being talked to A, because A is the only agent who can decrypt message 2.

2. A and B agree on the values of nA and nB.
3. No one else knows the values of nA and nB (secrecy).

Maude specification and execution of the fraglets-based NSPK. For many years the
NSPK protocol has been believed to satisfy those properties. In [12], Gavin Lowe dis-
covered an attack, in which an adversary X acts as a honest principal with A in a first
run of the protocol, while she masquerades as A for B in a second run of the protocol:

a.1 A → X : {A, nA}pkX

b.1 X(A) → B : {A, nA}pkB

b.2 B → X(A) : {nA, nB}pkA

a.2 X → A : {nA, nB}pkA

a.3 A → X : {nB}pkX

b.3 X → B : {nB}pkB

where X(A) represents X generating (resp. receiving) the message, making it appear as
generated (resp. received) by A. What happens is that A starts Session a with X, that, in
its turn, starts Session b with B, pretending to be A. At the end of the two sessions, B
thinks that i) she has been communicating with A, while this is not the case, and ii) she
and A share exclusively nA and nB, while this is not the case.

Module NSPK-flawed-intruder declares the names of the stores, the nonces and the
auxiliary tags necessary to make fraglets opportunely react with each other according
to NSPK.

mod NSPK-flawed-intruder is
protecting FRAGLETS .
protecting FRAGLETS-RULES .
protecting CRYPTO-FRAGLETS-RULES .

--- two interleaved runs
--- we consider three participants, A, B, and X.
--- secrecy attack on Nb: at the end of the runs, B is convinced that

Nb is a secret known only by B and A, while X knows Nb.

ops Sa Sb Sx : -> Store .
ops na nb : -> Key .

--- all the auxiliary tags for fraglets transformations and reactions
ops key key1 key2 key3 : -> Symb .
ops auxtag auxtag1 auxtag2 auxtag3 auxtag4 auxtag5 auxtag6 : -> Symb .
ops msga1 msga2 msga3 msga12 msga23 msgb1 msgb2 msgb3 msgb12 msgb23

kmsga1 kmsga2 kmsga3 kmsgb1 kmsgb2 kmsgb3 secretb : -> Symb .
endm

We can explore one possible sequence of rewrites by running the rewrite command.
The argument of rewrite is the initial configuration of the three stores SA, SB , and SX .
Actually, this configuration represents the fraglets program to execute two interleaved
sessions of NSPK. Figure 2 shows the screenshot of executing the fraglets-based NSPK.
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Fig. 2. Fraglets-based NSPK: execution in Maude

At the end of the computation, the result is of sort FragletStoreSet (i.e., a set of fraglet
stores). In particular, SA contains the newly received nonce nb. SB contains nonce na,
received in message b1, and the last encrypted message received by SA (with her nonce
nb). Finally, the adversary’s store contains fraglet [auxtag5 nb], leading to a secrecy
attack with respect to nb.

We can also use search, looking for more than one possible sequence of rewrites
from the initial configuration in the screenshot to a state where [auxtag5 nb] belongs
to SX . The result gives one of such sequences obtained after 13422 rewrites in 880
milliseconds (cpu).

6 Conclusions

In this paper, we defined a threat model for a refined version of cryptofraglets. On that
model, it is possible to define security properties for fraglets, starting from the notion of
the adversary’s knowledge. As an example, we dealt with the secrecy property. Then,
we proposed an executable specification of cryptofraglets in Maude, together with an
executable specification of a fraglets-based version of the well known security protocol
NSPK. A security verification was achieved with respect to secrecy.

On the one hand, this illustrates the usefulness of executing fraglets specifications
in the Maude engine for validation purposes. However, this represents only a partial
verification on a reduced scenario. Indeed, we focused on a fixed initial set of fraglets
in the adversary store. Furthermore, the sets of fraglets derivable from the initial sets by
applying every possible rule of the rewrite system is fixed.

One of the main goals for the future is to extend this work to more comprehensive
scenarios, in order to verify the secrecy property as defined in section 3, as well as
other kinds of security properties, in a more exhaustive way. Indeed, it is possible to
express strategies for executing Maude specifications in Maude itself (see, e.g., [6] for
strategies examples). As future work, we intend to use some ad-hoc defined strategies
for extending our verification framework.
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Abstract. The Cross-Entropy Ant System (CEAS) is an Ant Colony

Optimization (ACO) system for distributed and online path management

in telecommunication networks. Previous works on CEAS have focused

on reducing the overhead induced by the continuous sampling of paths. In

particular, elite selection has been introduced to discard ants that have

sampled poor quality paths. This paper focuses on the ability of the

system to adapt to changes in dynamic networks. It is shown that not

returning ants may cause stagnation as that tends to make stale states

persist in the network. To mitigate this undesirable side-effect, a novel

pheromone trail evaporation strategy, denoted Selective Evaporation on

Forward (SEoF), is presented. By allowing ants to decrease pheromone

trail values on their way forward, it enforces a local re-opening of the

search process in space upon change when elite selection is applied.

Keywords: CEAS, elite selection, Selective Evaporation on Forward.

1 Introduction

Ant Colony Optimization (ACO) [1] systems are systems inspired by the foraging
behaviour of ants and designed to solve discrete combinatorial optimization prob-
lems. More generally, ACO systems belong to the class of Swarm Intelligence (SI)
systems [2]. SI systems are formed by a population of agents, which behaviour is
governed by a small set of simple rules and which, by their collective behaviour,
are able to find good solutions to complex problems. ACO systems are charac-
terized by the indirect communication between agents - (artificial) ants - referred
to as stigmergy and mediated by (artificial) pheromones. In nature, pheromones
are a volatile chemical substance laid by ants while walking that modifies the
environment perceived by other ants. ACO systems have been applied to a wide
range of problems [1]. The Cross-Entropy Ant System (CEAS) is such a system
for path management in dynamic telecommunication networks.

The complexity of the problem arises from the non-stationary stochastic dy-
namics of telecommunication networks. A path management system should adapt
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to changes including topological changes, e.g. link/node failures and restorations,
quality changes, e.g. link capacity changes, and traffic pattern changes. The type,
degree and time-granularity of changes depend on the type of network. For in-
stance, the level of variability in link quality is expected to be higher in a wireless
access network than in a wired core network.

Generally, the performance of an ACO system is related to the number of
iterations required to achieve a given result. Specific to the path management
problem in telecommunication networks are the additional requirements put on
the system in terms of time and overhead. On changes, the system should adapt,
i.e. converge to a new configuration of paths, in short time and with a small
overhead. In addition, finding a good enough solution in short time is at least
as important as finding the optimal solution, and there is a trade-off between
quality of the solution, time and overhead.

Previous works on CEAS have focused on reducing the overhead induced
by the continuous sampling of solutions [3]. In particular, elite selection has
been introduced in [4] to reduce the overhead by allowing only “good” ants
to update pheromone trails. The present work addresses the adaptivity of the
system. ACO systems are intrinsically adaptive and this characteristic has been
used as an argument for applying ACO algorithms to dynamic problems. ACO
systems have been shown to be able to adapt to changes and techniques have
been developed to prevent from stagnation1 [5]. However, to our knowledge, the
adaptivity of ACO systems in itself, for instance in terms of number of iterations
needed to converge after a change, has received little attention.

In this paper, a novel extension, denoted Selective Evaporation on Forward
(SEoF), is introduced to improve the adaptivity of the system. The rest of this
paper is organized as follows. Section 2 provides a brief introduction to CEAS.
For a comprehensive presentation, the reader is referred to [3]. Section 3 describes
elite selection and Section 4 characterizes the stagnation caused by not returning
ants. Next, Section 5 presents the SEoF extension. Finally, Section 6 discusses
related work and Section 7 concludes.

2 CEAS in a Nutshell

CEAS is an asynchronous and distributed ACO system for path management
in telecommunication networks based on the Cross-Entropy (CE) method for
stochastic optimization [6]. Ants cooperate to collectively find and maintain
minimal cost paths, or sets of paths, between source and destination pairs. Each
ant performs a random search directed by the pheromone trails to find a path
to a destination. Each ant also deposits pheromones so that the pheromone
trails reflect the knowledge acquired by the colony thus enforcing the stigmergic
behaviour characterizing ACO systems. Similarly to what happens in nature,
good solutions emerge as the result of the iterative indirect interactions between
ants.
1 Stagnation refers to a system that fails to adapt, or adapts very slowly, because it

has converged too hard to a solution.
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Formally, let a network be represented by a bidirectional weighted graph
G = (V,E) where V is the set of vertices (nodes) and E the set of edges
(links). (v, i) ∈ E denotes the link connecting node v to node i and L((v, i))
is the weight (cost) of link (v, i). Starting from a node s, an ant incrementally
builds a path to a destination node d by moving through a sequence of neigh-
bour nodes applying at each node a stochastic decision policy depending on the
local pheromone trails and the ant internal state (biased exploration). At node v,
the probability that an ant decides to move to node i is given by the random
proportional rule

p
(s,d)
tv,vi =

τ
(s,d)
tv ,vi∑

j∈Nv
τ

(s,d)
tv ,vj

, ∀i ∈ Nv (1)

where τ
(s,d)
tv ,vi is the pheromone trail value at node v for the link (v, i) after tv

pheromone deposits at node v, see below, and Nv ⊆ Nv = {i ∈ V | (v, i) ∈ E} is
the set of neighbours of node v not yet visited by the ant. After it has reached its
destination d, the ant backtracks. On its way backward, it triggers pheromone
evaporation2

τ
(s,d)
tv−1,vi ← β · τ (s,d)

tv−1,vi, ∀i ∈ Nv, ∀v ∈ πt,[s,d] (2)

and deposits pheromones (online delayed pheromone release)

τ
(s,d)
tv ,vi ← τ

(s,d)
tv−1,vi + I

(
(v, i) ∈ ωt,[s,d]

) · Δτ
(s,d)
t , ∀i ∈ Nv, ∀v ∈ πt,[s,d] (3)

where β ∈ [0, 1) denotes the memory factor, πt,[s,d] = 〈s, v1, v2, . . . , vh−1, d〉 the
sequence of nodes traversed by the ant, ωt,[s,d] = 〈(s, v1), (v1, v2), . . . , (vh−1, d)〉
the sequence of links, Δτ

(s,d)
t the amount of pheromones deposited (pheromone

increment), I(x) = 1 if x is true, 0 otherwise, and t is the number of ants that
have returned from d3. Δτ

(s,d)
t is chosen so that (1) minimizes the cross-entropy

between two consecutive sets of random proportional rules p(s,d)
t = {p(s,d)

t,vi }∀v,i

and p(s,d)
t−1 subject to the cost history Lt,[s,d] = {L(ωk,[s,d]) | k = 1, . . . , t}, where

L(ωk,[s,d]) =
∑

∀(i,j)∈ωk,[s,d]
L((i, j)) is the cost of the path ωk,[s,d].

Δτ
(s,d)
t = H

(
L(ωt), γ

(s)
t

)
= e−L(ωt)/γ

(s)
t (4)

where γ
(s)
t is an internal parameter called the temperature and determined at d

by minimizing it subject to ht(γt) � ρ. ht(γt) = β ·ht−1(γt)+(1−β)·H(L(ωt), γt)
is the overall auto-regressive performance function and ρ ∈ (0, 1) a configura-
tion parameter (search focus). In the following, the subscripts and superscripts
referencing the source and destination nodes are omitted to help readability.

2 More precisely, τt,vi is implemented as an auto-regressive function of γt and evapo-

ration is applied on the auto-regressive variables. See for instance [3].
3 t is incremented when an ant is at its destination, hence the number of pheromone

deposits at node v is tv =
∑t

k=1 I((v, ·) ∈ ωk,[s,d]).
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The temperature γt controls the weights given to solutions. For a given tem-
perature, the lower the cost, the larger the pheromone increment. For a given
cost value, the lower the temperature, the smaller the pheromone increment, but
the larger the relative difference with the increment for a solution of higher cost,
see Figure 1. γt is self-adjusting. When the network conditions stay unchanged,
γt asymptotically converges to γ̃t. If network conditions between s and d de-
grade, e.g. if the quality of the best path is altered so that it is no longer the
best or if the best path is no longer available, γ̃t becomes larger and γt grad-
ually increases (reheating change). If the network conditions between s and d
improve, e.g. when a better path has become available and has been discovered,
γ̃t becomes smaller and γt gradually decreases (cooling change).

L0.0
0.0

1.0
Δτ = H(L, γ) = e−

L
γ

L1 < L2

γ1 < γ2

increases as γ decreases

the relative difference dr = 1 − H(L2 − L1, γ)

for a given L, Δτ decreases

as γ decreases

for a given γ, Δτ decreases

as L increases

L1 L2

γ1 γ2

(L2 − L1)

Fig. 1. Changes in pheromone increments as cost and temperature vary

To bootstrap the system, ants do not apply (1) but a uniformly distributed
proportional rule (uniform exploration)

ptv,vi =
1

|Nv| , ∀i ∈ Nv (5)

During normal operation, a given percentage of ants applying (5) is maintained.
The purpose of such explorer ants is threefold: (i) to ensure that new solutions
are discovered, (ii) to prevent the system from converging too hard, and (iii) to
maintain sparse pheromone trails on alternative solutions providing roughly up-
to-date bootstrapping information in case of a change.

3 Elite Selection

Elite selection consists in only letting ants that have sampled relatively good
paths (elite paths), i.e. paths which cost is below a certain cut-off level (elite
selection level), update the temperature and backtrack. The rationale is that
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relatively poor quality solutions, i.e. which cost is beyond this level, lead to
negligible changes in the pheromone trail distributions and, hence, that ants that
have sampled those paths can be discarded at the destination without affecting
the performance of the system otherwise. Elite selection is therefore primarily
an overhead reduction technique. However, it also contributes to improving the
convergence speed of the system in terms of number of iterations by focusing
the search around the best solutions [4].

Formally, let n be the total number of ants arrived at d from s (forward ants),
ω∗

k the path followed by the kth ant, and Ω∗
n the set of all candidate paths. Elite

selection can be formulated as

ω∗
n ∈ Ω̂n ⇔ L(ω∗

n) � χn (6)

where Ω̂n ⊆ Ω∗
n is the set of elite paths and χn the elite selection level. It is

shown in [4] that an appropriate elite selection level is

χn = −γ∗
n · ln ρ (7)

where γ∗
n is the temperature calculated from the total cost history L∗

t = {L(ω∗
k) |

k = 1, . . . , n}. Contrary to the total temperature γ∗
n, the elite temperature γt̂ used

in (4) to determine Δτt is computed from L̂t̂ = {L(ω̂k) | k = 1, . . . , t̂} where
t̂ � n is the number of elite ants, i.e. ants that have sampled an elite path. χn

is self-adjusting; γ∗
n adjusts to the network conditions and so does χn.

Ants that do not meet the elite selection criterion (6) are discarded, with the
exception of explorer ants that are always returned. Hence, the number of ants
that backtrack (backward ants) is t ∈ [t̂, n]. All the operations performed at the
destination are summarized in the flow chart shown in Figure 2.

update total
temperature γ∗

n

update elite
temperature γt̂

die

no

no

yes

yes

backtrack

n ← n + 1 t ← t + 1

elite ant

explorer ant

L(ωn) � χn

?

?

t̂ ← t̂ + 1

backward antforward ant

Fig. 2. Elite selection flow chart

4 Stagnation Caused by Non Returning Ants

An ant may not return because of elite selection or accidentally (loss). Looking
at the adaptivity of the system, this latter case is similar to the case of an ant
discarded by elite selection after the degradation of a path. Hence, it is not
further considered in the following.
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As long as the highest pheromone values correspond to the best path, the
search process is correctly biased and elite selection is an advantageous feature
as only good paths get reinforced. When the highest pheromone values do not
correspond to the best path anymore, i.e. when the search process has become
incorrectly biased, e.g. after a degradation of the path, it turns out to be harmful
because it tends to keep stale pheromone trails longer. The crux of the problem
is that pheromone trails are only updated by backward ants. Discarding ants at
the destination results in no update of the pheromone values.

In particular, stagnation occurs on reheating changes because: (i) the elite
set may be temporarily empty after the change, in which case even an ant
following the new optimal solution does not meet the elite selection criterion
(Ω̂n = ∅ ⇔ L(ω∗

n) > χn, ∀ω∗
n ∈ Ω∗

n), and (ii) the elite temperature is
lower than what it will be when the system has converged so pheromone deposits
are smaller than what they will be when the system has converged
(γt < γ̃t ⇔ Δτt < Δ̃τt = H(L(ωt), γ̃t)). On cooling changes, even though the
search process becomes incorrectly biased, elite selection does not cause stag-
nation because: (i) the elite set is never empty so pheromone trails can always
potentially be updated (Ω̂n �= ∅), (ii) the elite temperature is higher than what
it will be when the system has converged so pheromone deposits are larger than
what they will be when the system has converged (γt > γ̃t ⇔ Δτt > Δ̃τt),
and (iii) elite selection focuses the search on the best paths and thus prevents
temperature increase on sampling low quality solutions.

The above cases are demonstrated by simulation of a simple scenario chosen
for illustration. CEAS, with and without elite selection, is applied to find the
shortest path between nodes s and d in the four node network shown to the
left in Figure 3. At t = 0, all the links are operational. The link (a, b) is taken
down at t = 3000 [s] and restored at t = 11000 [s]. Node s generates ants at rate
λ = 1 [ant/s] out of which 5% are explorer ants. The path memory factor ap-
plied is β = 0.9984, and the search focus ρ = 0.01. Figure 3 shows the probability
pt,sa of forwarding ants to node a at node s. The results are averaged over 30
replications. For t < 3000 [s] and t � 11000 [s], the best path is 〈s, a, b, d〉. Hence,
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Fig. 3. Characterization of the stagnation caused by elite selection

4 Such a high β is chosen to emphasize the stagnation phenomenon but is unnecessary

to solve such a simple problem.
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when the system has converged, pt,sa ≈ 1. In both intervals, the temperature
decreases and using elite selection leads to faster convergence. When (a, b) is
down, the best path is 〈s, b, d〉, hence, when the system has converged, pt,sa ≈ 0.
Immediately after the link break, the search process is incorrectly biased and
the temperature should increase, and elite selection causes stagnation5.

5 Selective Evaporation on Forward

Stagnation occurs when the search process becomes wrongly biased because most
of the ants are discarded at the destination and no update is triggered at interme-
diate nodes. However, the fact that an ant does not backtrack is an information
in itself; it means that the sampled path is not, or no longer, an elite path. When
the system has converged, the probability that an ant follows an elite path is high.
Hence, if the network conditions are stable, the probability that an ant returns is
also high. Therefore, if the system has converged, for a node along the sampled
path, not receiving a backward ant indicates with a high probability that network
conditions have changed. The idea is to exploit this knowledge locally at each node
to reflect the change on the pheromone distribution and mitigate stagnation.

The approach followed, denoted Selective Evaporation on Forward (SEoF), is
a hybrid online pheromone evaporation strategy combining step-by-step evapo-
ration on the selected links and delayed evaporation on the other links. Formally,
a forward ant triggers evaporation at node v on the selected link (v, i)

τtv ,vi ← β · τtv,vi, (8)

and, on its way backward, (2) is replaced by

τtv−1,vi ← β · τtv−1,vi, ∀i ∈ Nv | (v, i) /∈ ωt, ∀v ∈ πt. (9)

If an ant samples an elite path, the behaviour of the system is unmodified. If an ant
samples apath that isnot in the elite set,at eachnodealong thepath thepheromone
trail value on the selected link only is reduced, so the probability that an ant sam-
ples the same path again is decreased. When the system has converged, the effect of
this extension is marginal since most of the ants follow an elite path. On the other
hand, when the pheromone distributionbecomeswronglybiased after a change, the
probability that an ant follows a path that is not in the elite set is high and gradu-
ally decreasing the pheromone trail values along this path does make a difference.
Figure 4 shows how this strategy, denoted ‘SEoF plain’, effectively mitigates stag-
nation on reheating changes when applied to the scenario used in Section 3. In ad-
dition, in this case, the optimal solution is easy to find and reducing the pheromone
trail values on paths that are not in the elite set also improves the performance of
the system in cooling phases by accentuating the focus on the best solution.

Now, when the system has not yet converged, there is a non-negligible proba-
bility that an ant follows a path that is not in the elite set and therefore locally
5 In this context, stagnation means that the number of iterations needed to converge

is greater than the number of iterations that is needed if elite selection is not used.
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Fig. 4. Mitigating stagnation caused by elite selection using SEoF

reduces the probability of choosing a link although it may be part of a good path.
Hence, this simple strategy may divert the system from good solutions and re-
sult in a slower convergence and/or convergence to a poorer solution, especially
when good solutions are hard to find. See Appendix A for an illustration. To
avoid this potential pitfall, (8) is replaced by

τtv ,vi ← (β + (1 − β)Etv ,v) · τtv ,vi (10)

and (9) by

τtv−1,vi ←

⎧⎪⎨⎪⎩
β · τtv−1,vi, ∀i ∈ Nv | (v, i) /∈ ωt, ∀v ∈ πt

β

β + (1 − β)Etv−1,v
· τtv−1,vi, (v, i) ∈ ωt, ∀v ∈ πt

(11)

where

Etv ,v =
−∑

∀i∈Nv
ptv,vi log ptv ,vi

log |Nv| (12)

denotes the (normalized) entropy at node v.
The entropy reflects how open is the search process at node v. The idea behind

this revised scheme is to balance between forward and backward evaporation on
selected links depending on how severe the stagnation would be if the search
process was wrongly biased. Stagnation may only occur if Etv ,v < 1 and is all
the more so severe as Etv ,v is low. If the entropy is close to 0 and the pheromone
distribution is wrongly biased, it enforces a strong local re-opening of the search
process. If the system has not yet converged, the entropy at node v will still
be relatively high and evaporation will occur mostly on the way back thus al-
leviating the diversion effect caused by SEoF. Compared to ‘SEoF plain’, this
revised scheme, denoted ‘SEoF entropy’, leads to a slightly slower convergence
in the case of the scenario used in Section 3 because the pheromone reduction is
lessened as the search process is re-opened. Nevertheless, it still significantly mit-
igates the stagnation caused by elite selection. See Figure 4. Applied to a more
complex problem, it effectively reduces the diversion effect caused by SEoF,
see Appendix A. More generally, SEoF is shown to improve the performance of
CEAS on reheating changes as illustrated in the Appendix B.
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SEoFhas the following attractive characteristics: it is anonline,distributed, self-
adjusting, gradual and problem-independent approach, it is based on local infor-
mation only, and it does not require any extra configuration parameter. Moreover,
it retains and makes use of the available information about alternative solutions.

6 Related Work

Pheromone trail evaporation and elitism are not specific to CEAS. Evaporation
is a core component of the ACO meta-heuristic allowing a colony to forget about
old solutions and integrated in most ACO systems6. Elitism has been proposed
for static optimization problems to improve the convergence speed by reinforcing
the best solution [9,10,11]. However, to the best of our knowledge, selective
evaporation is a novel idea and self-adjusting elite selection as it is implemented
in CEAS remains original.

Ant Colony System (ACS) [10] also uses a hybrid pheromone update strat-
egy including an online step-by-step reduction of the pheromone trail values on
the selected edges. However, the purpose of that reduction is radically different
from what is presented in this paper. It has been introduced to counterbalance
a strong elitist selection. Historically though, it is interesting to note that de-
layed pheromone update was early preferred to step-by-step pheromone update
(AS [12]). Later, elitism was introduced to improve the performance of the sys-
tem (Elitist AS [9]), before a hybrid solution combining step-by-step and delayed
pheromone update was proposed to cope with drawbacks introduced by elitism.

Strategies for modifying pheromone trail values after a change are found in
studies on applying AS to the dynamic Traveling Salesman Problem (TSP). For
instance, pheromone shaking is a centralized mechanism introduced in [13] to
smoothen pheromone distributions when the cost between nodes has changed and
equalization strategies to adapt to node insertion/deletion are proposed in [14].
In this context, changes are globally known. Pheromone modifications are applied
only once, offline (daemon activity, i.e. not triggered by ants), immediately after
a change and affect all pheromone trail values at all nodes.

Other ACO systems for path management in dynamic networks also inte-
grate mechanisms to adapt to changes, but all use problem-specific measures.
AntNet [7], for instance, relies on local problem-specific heuristics, AntHocNet [8]
on mechanisms borrowed from traditional MANET routing protocols, e.g. ex-
plicit route error notifications.

Finally, SEoF enforces a re-opening of the search process in space when elite
selection is used. As mentioned in the introduction, another dimension is time.
Self-Tuned Ant Rate (STAR) [15] is a complementary extension exploiting elite
selection to improve the adaptivity of the system in terms of time to converge
after a change by allowing a temporary increase of the rate of forward ants.

6 Notable exceptions are ACO systems proposed for routing in telecommunication

networks including AntNet [7] and AntHocNet [8]. Although the term is used for

AntNet in [1], authors refers to normalization, not evaporation.
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7 Conclusion

This paper introduces a selective pheromone trail evaporation strategy improving
the ability of CEAS to adapt to changes. Combined with elite selection, it results
in an explicit pheromone trail reduction on changes which enforces a local re-
opening of the search process in space and effectively mitigates the stagnation
caused by not returning ants otherwise. To our knowledge, such an approach
addressing the adaptivity of an ACO system is original and it is foreseen that
the principles are applicable to other ACO systems.
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Appendix A: Diversion Effect Caused by SEoF

This appendix illustrates the possible diversion effect caused by SEoF and its mit-
igation using the entropy of the local pheromone distributions. This effect is more
pronounced when good solutions are hard to find. Hence, it is demonstrated by ap-
plying CEAS to solve the fri26 symmetric static TSP taken from TSPLIB7 and
also used in [4]. Note that CEAS has not been specifically designed to solve the
TSP. Such a hard (NP-complete) problem is chosen to stress the performance of
the system.

Figure 5 shows the mean value of the cost L(ω) of the sampled paths with
respect to the number of tours completed by ants, averaged over 26 runs. Error
bars indicate 95% confidence intervals. Parameter settings are similar to those
used in [4]. In this case, applying ‘SEoF plain’ significantly reduces the improve-
ment obtained by using elite selection in terms of convergence speed. Applying
‘SEoF entropy’, the performance of the system is much less impaired.
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Fig. 5. 26 node TSP example

Appendix B: Fast Adaptation on Reheating Changes

In the simple illustrative example used throughout this paper, the performance
of CEAS on reheating changes is worse with elite selection than without, and the
performance of the system without elite selection is used as a reference to define
stagnation. When the set of candidate solutions is larger, applying elite selection
7 http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95

http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95
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generally improves the performance of the system also on reheating changes by
focusing the search around the best solutions. However, considering stagnation
in a broader sense, the causes of stagnation listed in Section 4 still apply and
prevent the system from fast adaptation on reheating changes. Now, SEoF is
not designed to match the performance of the system without elite selection and
it improves the adaptivity of the system in general. This is demonstrated by
applying CEAS to find and maintain the minimum cost path between nodes 0
and 9 in the 10 node network depicted in Figure 6.
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Fig. 6. 10 node network

The cost L(ωt) of a path is given by the sum of the delays of each link. Param-
eters are set as in Section 4. At t = 0 [s], all the links have the delay values (in ms)
given in Figure 6 and the best path is 〈0, 4, 6, 9〉 (3.8 [ms]). At t = 10000 [s], the
cost of the link between nodes 6 and 9 is increased to 2.2 [ms] (reheating change)
and there are then two best paths, 〈0, 4, 6, 7, 9〉 and 〈0, 4, 6, 8, 9〉 (4.0 [ms]). Fig-
ure 7 shows the mean cost of the paths sampled by normal ants averaged over 30
replications. Error bars indicate 95% confidence intervals. Applying SEoF, the
time tr to converge after the cost increase is significantly reduced.
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Abstract. This paper studies a bio-inspired framework, iNet-EGT, to

build autonomous adaptive network applications. In iNet-EGT, each ap-

plication is designed as a set of agents, each of which provides a functional

service and possesses biological behaviors such as migration, replication

and death. iNet-EGT implements an adaptive behavior selection mech-

anism for agents. It is designed after an immune process that produces

specific antibodies to antigens (e.g., viruses) for eliminating them. iNet-

EGT models a set of network conditions (e.g., workload and resource

availability) as an antigen and an agent behavior as an antibody. iNet-

EGT allows each agent to autonomously sense its surrounding network

conditions (an antigen) and select a behavior (an antibody) according to

the conditions. This behavior selection process is modeled as a series of

evolutionary games among behaviors. It is theoretically proved to con-

verge to an evolutionarily stable (ES) equilibrium; a specific (i.e., ES)

behavior is always selected as the most rational behavior against a par-

ticular set of network conditions. This means that iNet-EGT allows every

agent to always perform behaviors in a rational and adaptive manner.

Simulation results verify this; agents invoke rational (i.e., ES) behaviors

and adapt their performance to dynamic network conditions.

Keywords: Artificial immune systems, Evolutionary game theory,

Biologically-inspired networking, Autonomous and adaptive networks.

1 Introduction

Network applications face critical challenges such as autonomy–the ability to
operate with minimal human intervention and adaptability–the ability to adjust
their operations to dynamic changes in network conditions such as workload and
resource availability. In order to address these challenges, this paper investigates
a biologically-inspired framework to design autonomous adaptive network ap-
plications. Based on an observation that various biological systems (e.g., bee
colonies) have successfully attained autonomy and adaptability, the authors of

E. Altman et al. (Eds.): Bionetics 2009, LNICST 39, pp. 36–49, 2010.
c© Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering 2010
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the paper believe that, if network applications are designed after key biological
mechanisms, they may be able to attain autonomy and adaptability as well.

In this paper, each network application is designed as a decentralized group
of software agents. This is analogous to a bee colony (an application) consisting
of multiple bees (agents). Each agent implements a functional service and fol-
lows biological behaviors such as migration, replication and death. This paper
focuses on an adaptive behavior selection mechanism for agents. The proposed
mechanism, called iNet-EGT, is designed after immunological antigen-antibody
reaction, which produces antibodies specific to antigens (e.g., viruses) for elimi-
nating them. iNet-EGT models a set of network conditions (e.g., workload and
resource availability) as an antigen and an agent behavior as an antibody. Each
agent contains iNet-EGT as its behavior selection mechanism. iNet-EGT al-
lows each agent to autonomously sense its surrounding network conditions (an
antigen) and select a behavior (an antibody) suitable for the sensed conditions.
For example, agents may invoke the replication behavior at the network hosts
that accept a large number of user requests for their services. This leads to the
adaptation of agent availability; agents can improve their throughput.

In iNet-EGT, antigen-antibody reaction (i.e., behavior selection) process is
modeled with evolutionary game theory. Each agent contains a set (or pop-
ulation) of behaviors. In a behavior selection process, randomly-selected two
behaviors play a game. Each game distinguishes a winning and a losing behavior
according to their payoff values computed based on the current network con-
ditions. The winner replicates itself and increases its share in the population.
The loser disappears in the population. Through multiple games performed re-
peatedly in the population the population state (behavior distribution) changes.
Through theoretical analysis, iNet-EGT guarantees that the population state
converges to an equilibrium where the population is occupied by only one type
of behaviors, called strictly dominant behaviors. Each agent invokes a strictly
dominant behavior as the most rational behavior against the current network
conditions.

iNet-EGT theoretically proves that the population state is evolutionarily sta-
ble (ES) when it is on an equilibrium. An ES state is the state that, regardless
of the initial population state, the population state always converges to. In this
state, no other behaviors except strictly dominant one can dominate the popula-
tion. Given this property, iNet-EGT guarantees that all agents deterministically
invoke a specific ES behavior under a particular set of network conditions. Sim-
ulation results verify this theoretical analysis; agents seek equilibria to invoke
ES behaviors and adapt their performance to dynamic network conditions.

2 Backgroud: Evolutionary Game Theory

Game theory studies strategic selection of behaviors in interactions among ra-
tional players. In a game, given a set of strategies, each player strives to find a
strategy that optimizes its own payoff depending on the others’ strategy choices.
Game theory seeks such strategies for all rational players as a solution, called
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Nash equilibrium (NE), where no players can gain extra payoff by unilaterally
changing his strategy.

Evolutionary game theory (EGT) is an application of game theory to biologi-
cal contexts to analyze population dynamics and stability in biological systems.
In EGT, games are played repeatedly by players randomly drawn from the pop-
ulation [1, 2]. In general, EGT considers two major evolutionary mechanisms:
mutation, which injects varieties on genes, and selection, which favors some vari-
eties over others based on their fitness to the environment. Mutation is considered
in the notion of evolutionarily stable strategies (ESS), which is a refinement of
NE. Selection is considered in the replicator dynamics (RD) model.

2.1 Evolutionarily Stable Strategies

ESS is a key concept in EGT. A population following such a strategy is invincible.
Specifically, suppose that the initial population is programmed to play a certain
pure or mixed strategy x (the incumbent strategy). Then, let a small population
share of players ε ∈ (0, 1) play a different pure or mixed strategy y (the mutant
strategy). Hence, if a player is drawn to play the game, the probabilities that its
opponent plays the incumbent strategy x and the mutant strategy y are 1 − ε
and ε, respectively. The player’s payoff of such a game is the same as that of a
game where the player plays the mixed strategy w = εy + (1 − ε)x. The payoffs
of players with strategies x and y given that the opponent adopts strategy w are
denoted by U(x, w) and U(y, w), respectively.

Definition 1. A strategy x is called evolutionarily stable if, for every strategy
y �= x, a certain ε̄ ∈ (0, 1) exists, such that the inequality

U(x, εy + (1 − ε)x) > U(y, εy + (1 − ε)x) (1)

holds for all ε ∈ (0, ε̄).

In the special case where the payoff function is linear, U(x, w) and U(y, w) can be
written as the expected payoffs for players with strategies x and y, and Equation
(1) yields

(1 − ε)U(x, x) + εU(x, y) > (1 − ε)U(y, x) + εU(y, y) (2)

If ε is close to zero, Equation (2) yields either

U(x, x) > U(y, x), or (3)
U(x, x) = U(y, x) and U(x, y) > U(y, y) (4)

Hence, it becomes obvious that an ESS must be a NE; otherwise, Equation (3)
or (4) do not hold.
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2.2 Replicator Dynamics

The replicator dynamics, first proposed by Taylor and Jonker [4], specifies how
population shares associated with different pure strategies evolve over time. In
replicator dynamics players are programmed to play only pure strategies. To
define the replicator dynamics, consider a large but finite population of players
programmed to play pure strategy k ∈ K, where K is the set of strategies. At any
instant t, let λk(t) ≥ 0 be the number of players programmed to play pure strat-
egy k. The total population of players is given by λ(t) =

∑
k∈K λk(t). Let xk(t) =

λk(t)/λ(t) be the fraction of players using pure strategy k at time t. The associ-
ated population state is defined by the vector x(t) = [x1(t), · · · , xk(t), · · · , xK(t)].
Then, the expected payoff of using pure strategy k given that the population is
in state x is U(k,x) and the population average payoff, that is the payoff of a
player drawn randomly from the population, is U(x,x) =

∑K
k=1 xk · U(k,x).

Suppose that payoffs are proportional to the reproduction rate of each player
and, furthermore, that a strategy profile is inherited. This leads to the following
dynamics for the population shares xk

ẋk = xk · [U(k,x) − U(x,x)] (5)

where xk is the time derivative of xk. The equation states that populations with
better (worse) strategies than average grow (shrink). However, there are cases
when even a strictly dominated strategy may gain more than average. Hence, it
is not a priori clear whether if such strategies get wiped out in the replicator
dynamics. The following theorem answers this question [1]:

Theorem 1. If a pure strategy k is strictly dominated then ξk(t, x0)t→∞ → 0,
where ξk(t, x0)is the population at time t and x0 is the initial state.

On the other hand, it should be noted that the ratio xk/x� of two population
shares xk > 0 and x� > 0 increases with time if the strictly dominated strategy
k gains a higher payoff than the strictly dominated strategy �. This is a direct
result of Equation (5) and may be expressed analytically via

d

dt

[
xk

x�

]
= [U(k,x) − U(�,x)]

xk

x�
(6)

From Equation (6), it is evident that even suboptimal strategies could temporar-
ily increase their share before being wiped out in the long run. However, there is
a close connection between NE and the steady states of the replicator dynamics,
which is states where the population shares do not change their strategies over
time. Thus, since in NE all strategies have the same average payoff, every NE is
a steady state. The reverse is not always true: Steady states are not necessarily
NE, e.g., any state where all players use the same pure strategy is a steady state,
but, it is not stable [1].

In this paper, a single fixed-sized population model is used; also, discrete time
(i.e., generational) model is assumed.
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3 iNet-EGT

This section describes how iNet-EGT is designed after an immunological process.

3.1 The Natural Immune System

The immune system is an adaptive defense mechanism to regulate the body
against dynamic environmental changes such as antigen invasions. Through a
number of interactions among various white blood cells (e.g., macrophages and
lymphocytes) and molecules (e.g., antibodies), the immune system evokes
antigen-antibody reaction to produce antibodies specific to detected antigens.

Antibodies form a network and communicate with each other [5]. This immune
network is formed with stimulation and suppression relationships among anti-
bodies. An antibody stimulates or suppresses another one based on its affinity
to an antigen. Through the stimulation and suppression relationships, antibod-
ies dynamically change their population. For example, a stimulated/suppressed
antibody replicates/dies and increases/decreases its population. The population
of specific antibodies rapidly increases following the recognition of an antigen
and decreases again after eliminating the antigen. Through this self-regulation
mechanism, adaptive immune response is an emergent product of interactions
among antibodies.

3.2 Immunologically-Inspired Adaptation Behavior Selection

An agent contains iNet-EGT as its own immune system. iNet-EGT implements
an adaptive behavior selection mechanism for an agent by following antigen-
antibody reaction in the natural immune system. It is designed to allow each
agent to autonomously sense a set of its surrounding network conditions (an
antigen) and adaptively perform a behavior (an antibody) suitable for the con-
ditions (Figure 1).

In iNet-EGT, an antigen consists of network conditions: C = {c1, c2, · · · , cL}
where L denotes the number of network conditions that each agent senses. For
example, C = {100 : Workload, 35 : ResourceUtilization} may mean 100 user
requests per minute as workload and 35% memory utilization as resource utiliza-
tion. Each antibody represents one of behavior types (e.g., migration, replication
and death): B = {b1, b2, · · · , bM} where M denotes the number of behavior types
that each agent invokes.

In iNet-EGT, behavior selection (i.e., antigen-antibody reaction) is modeled
based on evolutionary game theory. iNet-EGT executes an evolutionary game
in a population of behaviors (antibodies) and determines one of the behaviors
to be invoked by an agent. After initializing the population, randomly-selected
two behaviors repeatedly play games in the population. Each game distinguishes
a winning behavior and a losing behavior according to their fitness (or payoff)
values that are computed based on the current network conditions. The loser
disappears in the population. The winner replicates itself and increases its share
in the population. The winner is also mutated at a certain probability in order to
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Fig. 1. Antigen-antibody reaction

react to future changes in network conditions. Then, eventually one behavior in
a population is selected as the behavior invoked by an agent. Figure 2 presents
a pseudocode of the implemented behavior selection process.

BehaviorSelection()

// P: Population, W: A set of winners, M: A set of the mutated

// ab: A behavior invoked by an agent

main
InitializePopulation(P )

while (the termination condition is not satisfied)

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

W,M ← Φ, n ← P/2
for i ← 0 to n

do

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ComputeFitnessValue(P )

{behavior1, behavior2} ← Select(P )

P ← P − {behavior1, behavior2}
winner ← PerformGame(behavior1, behavior2)

W ← W ∪ winner
M ← M ∪ Mutate(winner)

P ← W ∪ M
ab ← {b | b ∈ P , Xb(t) > th}

Fig. 2. Pseudocode of behavior selection in iNet-EGT

Figure 3 describes how behavior selection process works in each generation. A
population is implemented as an array of behaviors, each behavior is associated
with one of behavior types (i.e., actual actions as strategies) such as migration
and replication. A population state at time t represents behavior distribution in
the population, and it is denoted by X(t) = {x1(t), x2(t), · · · , xM (t)} where xb(t)
is the population share of a behavior type b, i.e., xb = nb

N , where N =
∑

b∈B nb

where nb is the number of behaviors with a behavior type b; so
∑

b∈B xb = 1.
Initially, behavior types are evenly distributed into behaviors in a population.
For example, if the size of population is 100 and the size of behavior set is 4, then
each 25 behaviors has one of the behavior types, i.e., X(0) = {.25, .25, .25, .25}.
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Fig. 3. Behavior Selection in each Generation

Each behavior (antibody) in a population computes its own fitness value (as
affinity) against a set of network conditions (antigen). Fb denotes a fitness value
of behavior b. In the current study, 4 behaviors (M : migration, R: replication,
D: death, N : do-nothing) and 2 network conditions C = {c1, c2} are considered.
F is designed as follows:

FMk = ck
1 + ck

2 , FD = (1 − c1) − c2

FR = c1 + c2, FN = (1 − c1) + (1 − c2)

Two network conditions, Queue length (c1) and Request rate (c2), indicate the
spatial and temporal changes of the network environment in terms of workload.
Queue length ck

1 is the number of user requests waiting to be processed in a
queue at node k. Request rate ck

2 is the difference between the number of user
requests received for a particular time period and that for the previous time
period. Assume that a node maintains the number of user requests, R(ΔT ),
for a time period between t − 1 and t. Request rate is computed as c2(t) =
R(Δ(T )) − R(Δ(T − 1)).

A game is performed between randomly paired behaviors. A behavior wins/
loses against another one based on their fitness values. A losing behavior is
removed from a population. A winning behavior survives for the next generation
and makes its copy to increase its population share; in addition, the mutation
occurs on each copied behavior at a certain probability to change its behavior
to another. iNet-EGT repeats the same process until the termination condition
is satisfied. When one of the behaviors occupies the population based on the
condition, Xb(t) > th, the behavior type b is selected. The threshold value th is
set to 0.95 since the mutation probability is set to 0.05 in simulation studies.

4 Stability Analysis

This section analyzes the stability of behavior selection in iNet-EGT by show-
ing that a population state converges to an evolutionarily stable state (or an
asymptotically stable state) in three steps: (1) The dynamics of population state
change over time is formalized as a set of differential equations, (2) The proposed
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behavior selection has equilibrium points, (3) The equilibrium points are asymp-
totically stable. First, in order to construct the differential equations, following
terminologies and variables are defined.

– B denotes a set of behavior types. B = {b1, b2, · · · , bM}, and M denotes the
number of behavior types.

– N denotes a population size. N =
∑

b∈B nb where nb is the number of
behaviors with a behavior type b.

– X(t) denotes a population state at time t. X(t) = {x1(t), x2(t), · · · , xM (t)}
where xb is the population share of a behavior type b (xb = nb

N ;
∑

b∈B xb = 1).
– Fb is the fitness value of a behavior with a behavior type b.
– pb

k denotes the probability that a behavior with a behavior type b is repli-
cated by winning a game against the behavior with a behavior type k. It
is computed by pb

k = xb · φ(Fb − Fk) where φ(Fb − Fk) is the conditional
probability that the fitness value of a behavior with a behavior type b is
larger than that of a behavior type k.

How behaviors with a behavior type b change their population share is considered
as the sum of difference between the number of behaviors which are replicated
(win) and eliminated (lose) at a time; then it is formalized as follows (using a
brevity cbk = φ(Fb − Fk) − φ(Fk − Fb)).

ẋb =
∑

k∈B,k �=b

{xkpb
k − xbp

k
b} = xb

∑
k∈B,k �=b

xk{φ(Fb − Fk) − φ(Fk − Fb)}

= xb

∑
k∈B,k �=b

xk · cbk (7)

Theorem 2. If a behavior with a behavior type k is strictly dominated, then
xk(t) → 0 as t → ∞.

In game theory, it is said that a strategy (behavior type) is strictly dominant if,
regardless of what any other players (behaviors) select, a player with the strategy
gains a strictly higher payoff than any others. If a behavior has a strictly domi-
nant behavior type, than it is always better than any others in terms of a fitness
value (payoff). It will increase its population share and occupy a population over
time. So, if a behavior is strictly dominated, then the behavior disappear in a
population over time.

Theorem 3. The population state of an agent converges to an equilibrium.

Proof. It is true that, according to the fitness function (Equation 7), behaviors
with different behavior types have different fitness values under the same network
conditions. In other words, under the particular network conditions, only one
behavior has the highest fitness value among the others. Assume that F1 >
F2 > · · · > FM , and by Theorem 1, a population state eventually converges to
X(t) = {x1(t), x2(t), · · · , xM (t)} = {1, 0, · · · , 0} as an equilibrium. Differential
equations should satisfy the constraint

∑
b∈B xb = 1. �	
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Theorem 4. The equilibrium of behavior selection in iNet-EGT is evolutionar-
ily stable (i.e., asymptotically stable).

Proof. At the equilibrium where X = {1, 0, · · · , 0}, a set of differential equations
can be rewritten in the downsized by substituting x1 = 1 − x2 − · · · − xM

żb = zb[cb1(1 − zb) +

M∑
i=2,i�=b

zi · cbi] where b = 2,...,M (8)

where Z(t) = {z2(t), z3(t), · · · , zM (t)} denotes the corresponding downsized pop-
ulation state, which is an equilibrium Zeq = {0, 0, · · · , 0} of (M-1)-dimension
based on Theorem 2.

To verify that a state at the equilibrium is an asymptotically stable state,
show that all the Eigenvalues of Jaccobian matrix of the downsized population
state has negative Real parts. The elements of Jaccobian matrix J are

Jbk =

[
∂żb

∂zk

]
|Z=Zeq

=

[
∂zb[cb1(1 − zb) +

∑M
i=2,i�=b zi · cbi]

∂zk

]
|Z=Zeq

(9)

where b, k = 2, ..., M

Therefore, Jaccobian matrix J is given by

J =

⎡⎢⎢⎢⎣
c21 0 · · · 0

0 c31 · · · 0

.

..
.
..

. . .
.
..

0 0 · · · cM1

⎤⎥⎥⎥⎦ (10)

where c21, c31, · · · , cM1 are the Eigenvalues of J . According to Theorem 2, cb1 =
−φ(F1 − Fb) < 0 for every b; therefore, Zeq = {0, 0, · · · , 0} is asymptotically
stable. An agent deterministically invokes a specific behavior (i.e., ES behavior)
under a particular set of network conditions. �	

5 Simulation Results

This section evaluates iNet-EGT through simulations. Figure 4 shows a simu-
lated network, which is a server farm consisting of 16 (4 x 4) hosts in a grid
topology. User requests travel from users to agents via user access point. This
simulation study assumes that a single (emulated) user runs on the access point
and sends user requests to agents.

Fig. 4. Simulated Network
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Fig. 5. Workload Type 1 and Throughput Fig. 6. Workload Type 2 and Throughput

Fig. 7. Population State (Workload #1) Fig. 8. Population State (Workload #2)

At the beginning of a simulation, an agent is deployed on a randomly-selected
host in the network. Each agent has its own iNet-EGT that contains a population
of 100 behaviors. (25 behaviors are of each of four behavior types: migration,
replication, death and do-nothing). Mutation rate and behavior selection thresh-
old are set to 0.1 and 0.95, respectively. Figures 5 and 6 show two different types
of changes in workload (i.e., the number of user requests) given to agents.

Figure 7 shows how population state (behavior distribution) changes over
time in an agent deployed at the beginning of a simulation. (The two figures
show the changes in population state against the workload type 1 and 2, respec-
tively.) In Figure 7, the number of replication behaviors increases in the first 15
seconds, and population state converges to an ES state. Then, the do-nothing
behavior takes over the replication behavior to dominate the population; the
population converges to another ES state. The second ES state emerges because
agents finish adapting their availability with the replication behavior in the first
one minute to efficiently process incoming user requests. (See Figure 9 for the
changes in agent availability under the workload type 1.) This ES state continues
until workload spikes at the third minute. Upon the workload spike, the replica-
tion behavior dominates the behavior population again. Once agent availability
adapts to the workload spike, the do-nothing behavior takes over the replication
behavior.
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Fig. 9. Agent Availability (Workload #1) Fig. 10. Agent Availability (Workload #2)

Fig. 11. Response Time (Workload #1) Fig. 12. Response Time (Workload #2)

Figure 8 shows the changes in population state under the workload type 2. The
changes are similar to those in Figure 7 except that the death behavior dominates
the behavior population when workload drops. See Figure 10 for the changes in
agent availability under the workload type 2. As shown in Figures 7 and 8 , iNet-
EGT allows agents to successfully seek ES equilibria in their behavior selection
according to dynamic network conditions.

Figures 9 and 10 show how agent availability (i.e., the number of agents)
changes over time when the workload type 1 and 2 are given to agents, re-
spectively. The two figures demonstrate that agents adapt their availability by
invoking behaviors according to the ES states they are on. (See also Figures 7
and 8.)

Figures 5 and 11 show the throughput (i.e., the number of processed requests
per minute) and response time that agents yield for users under the workload
type 1. Figures 6 and 12 show the throughput and response time results under
the workload type 2. At the beginning of a simulation, only one agent is deployed;
it cannot efficiently process all user requests. As a result, throughput is low, and
response time is high. However, as agents performs their behaviors by seeking
ES states (Figures 7 and 8), they adapt their throughput and response time to
dynamic network conditions.
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Fig. 13. Stability (Workload #1) Fig. 14. Stability (Workload #2)

Figure 13 and 14 show the average stability of the behavior populations that
agents possess. It is measured as follows:

Savg(t) =
1

A(t)

∑
i

max
b∈B

{xb(t)} (11)

where A(t) denotes the total number of agents. i indexes agents. b indexes
behavior types (1,· · ·,4). Agents seek equilibria to invoke evolutionarily stable
behaviors. For example, when agents sufficiently adapt their availability to the
workload at around 0:30, Savg(t) decreases because the number of replication
and do-nothing behaviors change. However, soon or later agents increase the
number of do-nothing behaviors, and a population state converges to the stable
state again. In addition, the likelihood of agents operating at a stable state
during a simulation run (e.g., 6 min) is observed as stability. It is measured as
how long agents operate at equilibria during the simulation run (i.e., [time(sec)
for Savg(t) > 0.95]/[6 min=360 sec]). Along the workload type 1, the stability is
about 82%. For the workload type 2, the stability is about 86%.

6 Related Work

iNet-EGT is an extension to its predecessor called iNet [6]. iNet-EGT and
iNet share the same goal; immunologically-inspired adaptive behavior selection
for agents. However, they are different in their approaches to design antigen-
antibody reaction and antibody evolution. iNet designs antigen-antibody reac-
tion based on a model built with the immune network hypothesis [5] and designs
antibody evolution with a genetic algorithm. iNet-EGT takes evolutionary game
theoretic approach to design antigen-antibody reaction and antibody evolution.
It guarantees stability in behavior selection while iNet does not. iNet-EGT is
the first attempt to model an artificial immune system based on EGT.

Conventional game theory has been introduced to several aspects in network
systems; e.g., job allocation [7], security [8, 9, 10] and routing [11]. They focus
on the rationality of behavior selection in static network environments; how-
ever, they do not consider adaptation in dynamic network environments. [12,13]
leverage EGT to formulate rational and adaptive routing decisions to dynamic
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network environments. Unlike [12, 13], iNet-EGT performs the mutation oper-
ation in the behavior selection to better adapt to future changes in network
environments.

[14,15,16,17] study adaptive behavior selection mechanisms for agent-based
systems. [14] proposes a rule-based mechanism, which is similar to iNet-EGT
in that it implements deterministic behavior selection. However, unlike [14],
iNet-EGT guarantees stability in behavior selection. [15, 16, 17] consider non-
deterministic behavior selection with stochastic algorithms. In contrast, iNet-
EGT considers determinism in behavior selection to guarantee its stability.

7 Conclusion

This paper proposes and evaluates a bio-inspired framework, iNet-EGT, which
aids building autonomous and adaptive network applications. iNet-EGT is de-
signed after antigen-antibody reaction in the immune system. The reaction pro-
cess is modeled as a series of evolutionary games among behaviors. It is theoreti-
cally proved to converge to an evolutionarily stable (ES) equilibrium. This means
that iNet-EGT allows every agent to always perform behaviors in a rational and
adaptive manner. Simulation results verify this; agents invoke rational (i.e., ES)
behaviors and adapt their performance to dynamic network conditions.
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Abstract. A novel concept for situated service oriented messaging applicable in 
the context of biologically inspired opportunistic networks has been provided in 
this paper. The solution utilizes different contextual information sources to cre-
ate and update a view of the communicational situation. Smart diffusion of 
relevant control data between neighbouring nodes using novel swarm intelli-
gence based method enables spreading of information only to the interested 
nodes without unnecessarily disturbing the non interested nodes. The evalua-
tions done against epidemic routing protocol indicate that the proposed solution 
lowers the amount of transmissions in the network, thus reducing precious re-
source usage in the nodes. This is achieved without introducing further delays 
or deteriorations in the message delivery ratio.  

Keywords: opportunistic communication, context awareness, service awareness. 

1   Introduction 

The number of wireless communicating embedded devices has continuously been 
increasing in recent years. Because of the inherent nature of such devices is to be both 
mobile and dynamic, it is obvious that the destination of communication is not neces-
sarily reachable at the time of communication need. This type of challenge has also 
been described previously in the context of InterPlaNetary networks (IPNs), Delay-
Tolerant Networks (DTN) [1, 2, 3] and opportunistic networking [4]. A common 
essential feature for them is that the source and destination may never be connected to 
the same network at the same moment of time, but communication may be enabled on 
a hop-by-hop basis. In such a case, finding a route by means of Mobile Ad hoc Net-
works (MANETs) such as e.g. Ad hoc On-Demand Distance Vector (AODV) is not 
possible. To solve the problems, several proposals have been provided such as com-
bination of DTN and MANET routing [5]. The problem of the referred disconnected 
communication is still rather open research item and it has been one starting point 
problem for this research. 

The opportunistic routing can be categorized to e.g. dissemination based or  
context based routing [4, 6]. Dissemination based routing techniques aim to deliver 
messages to the destination by simply diffusing them all over the network. Usually the  
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dissemination methods work by offering the messages to neighbor nodes, when they 
are in the radio coverage. The offering can consist of sending the full message data to 
the neighbors, who then apply various filtering techniques to lower the network load. 
Another approach is to send advertisements of the data available at the sender, and 
receiver can request for the data based on the advertisements. Finally the sender will 
respond with the actual data message. Examples of dissemination based routing tech-
niques are Epidemic routing [7], Meeting and Visits protocol [8] and Network coding 
based routing protocol [9]. Dissemination based approach work quite well when con-
tact opportunities are very common. However, the problem with the dissemination 
based routing may be the heavy load generated into the network, which may cause 
network congestion resource over-usage situations. The network traffic can be lowered 
by limiting allowed hops or number of copies of the messages. The context based rout-
ing applies information about the contextual situation to achieve more efficient routing. 
Examples of context based routing techniques are Context-Aware routing (CAR) [10] 
and MobySpace routing [11]. The context based approach can reduce the network load 
compared with dissemination based approaches. However, the reasoning of the next 
hop increases the needed amount of CPU and memory resources from the nodes. 

As a contribution, the situated service oriented messaging concept, and the algo-
rithms applicable in the context of biologically inspired networks has been provided. 
Simulations are applied to evaluate the usefulness of the concept. The contribution 
essentially differs from the dissemination and context aware routing, because here 
both situation and service awareness are applied to optimize the message forwarding. 
The contribution extends the situated message forwarding concept [12] in the sense 
that here a new set of algorithms, and a novel swarm-based service-oriented approach 
for efficient communication inside a network island have been provided. 

The rest of this paper is organized as follows. Chapter 2 describes the situated ser-
vice oriented delivery concept and related algorithms. Chapter 3 describes the simula-
tion based evaluations of the provided methods. Finally, conclusions are provided in 
chapter 4. 

2   Situated Service Oriented Messaging 

2.1   Concept 

It is assumed in this research that the service and situation awareness in the message 
forwarding will decrease the amount of the load in the network by decreasing the 
amount of useless traffic while still keeping the reliability of messaging high. In addi-
tion, it is assumed that the increase of self-organization capabilities in the system will 
enable better scalability. In our approach, the neighbourhood information is applied to 
increase situation awareness, and also service information is applied when deciding 
the delivery scope. The decision is made locally in each individual node according to 
principles of self-organization, and in such a way to enable better system scalability. 

From the service and content point of view, the general requirement set for the 
spreading of information is that all the nodes, who are interested about the information,  
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eventually receive the information content. For example, in the targeted advertising 
scenario, only a group of nodes should receive the information content, and the others 
are not interested about it at all. To save network resources the spreading of informa-
tion should not be blind, but it should be service aware instead e.g. by enabling smart 
diffusion of relevant control data between neighbouring nodes. There should be no 
need to disturb the non interested nodes by delivering them information which pro-
vides little or no value to them. On the other hand, even non-interested nodes may act 
as carrier of information for a specific group. 

The conceptual mode for the service and situated opportunistic communication is 
visualized in figure 1. The model consists of User nodes (U), tiny nodes (T) and ac-
cess point (AP) nodes, according to the characteristics of the nodes. The T nodes are 
assumed to be small, limited capability nodes which cannot act as message forward-
ing nodes. The U nodes act as forwarding nodes, and the role of AP nodes is to route 
traffic from the opportunistic networks towards more static networks such as e.g. 
Internet. The referred nodes may belong to network islands, e.g. Bionets A, according 
to their communication ranges. There are three network islands visualized in figure 1. 

 

Fig. 1. Situated Service oriented opportunistic communication 

The key features of the provided situated service oriented opportunistic communi-
cation concept are the following: 

• Each U node monitors its neighborhood in order to collect real-time infor-
mation about the situation in its’ environment (neighborhood monitoring) 

• The communication level in each U node receives information on the service 
content to enable smart data based message forwarding (data awareness) 
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• When deciding what to do for the incoming message, each U node operates 
according to the locally executed algorithm, which is used to decide whether 
the message should be forwarded or stored into the local memory. 

• The solution consists of two components: Situated Adaptive Forwarding 
(SAF), and Service Oriented Forwarding (SOF). 

• The algorithms are used as local reasoning engines for message forwarding 
to enable scalable opportunistic communication. 

2.2   Situated Adaptive Forwarding (SAF)  

SAF is based on monitoring statuses of nodes and their neighborhood, connectivity of 
nodes, their resource situation (CPU, message storage space) and classification of mes-
sages into classes. The solution consist of neighborhood discovery and message sending 
& message forwarding algorithms, each of which are described in the following. 

2.2.1   Neighborhood Discovery Procedure 
We begin by introducing the how neighboring nodes are found, and what information 
is exchanged among them. Every node has a Network Situation Database (NSDB) 
which contains context information relevant to forwarding of messages. An example 
entry of this database is shown in figure 2. 

 

Fig. 2. A Network Situation Database (NSDB) entry and the NSDB refresh procedure 

The discovery mechanism works by sending periodic HELLO messages. If a re-
ceived HELLO came from an already known source node, its old entry in NSDB is 
refreshed with new values contained in the message (see figure 2). 

When a new node is discovered (figure 3), a transfer is made if there are stored 
messages that should be sent also to the newly discovered node.  Next, also those 
stored messages that are destined for any node in the newly met node's current net-
work neighborhood, are forwarded. Finally, copies of such stored messages, which 
have Remaining Chance (RC) value bigger than 0.0 are sent to the discovered node. 
RC values are assigned for messages in the following way: If a message cannot be 
delivered immediately, because of the sender’s current neighborhood or its’ 
neighbors’ total sum of chance for delivery doesn’t reach the value assigned for the 
category of the message, it is also saved in the senders’ message pool. Then, a RC 
value is given to a message based on its category, and delivery chances of those 
neighboring nodes that have gotten a copy of the message. 
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Fig. 3. A procedure when a new node is discovered 

2.2.2   Message Sending and Forwarding Algorithms 
To describe how the designed SAF model handles sending and reception of messages, 
sequence diagrams of different execution paths depending on the situation have been 
provided. Figures 4-6 provide explanations on how outgoing messages are handled. In 
figures 6-10, we show how incoming data messages are processed. The first three 
sequence diagrams all present the same principle case where the service layer needs to 
send a message to a certain node ID. At the service layer, a sendBundle() function is 
called which sends data using the following message structure: < | Type | Source | 
Destination | Sequence Number | Hop Count | Category | Role | Payload | >. The SAF 
module (at the network layer) receives the message and checks if the destination node 
ID is located in the vicinity of this node. In the case 1 (figure 4), this is expected to be 
true, and thus SAF creates a message representing a network layer message. This mes-
sage is filled with headers and the service message as a payload. The headers include 
the following fields: < | Type | Source | Destination | Sequence Number | Purge Time | 
Category | Payload | >. The message is then sent to MAC module for transmission.  
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Fig. 4. Case 1, processing of an outgoing message 

In case 2 (see figure 5), the destination ID is not a direct neighbor of the source 
node, and therefore it checks if the needed ID is within 2-hop range, which is true 
now and the message can be sent away. 

 

Fig. 5. Case 2, processing of an outgoing message 

Case 3 (in figure 6) describes the most complex situation where the destination 
cannot be found within the current network neighborhood of the source node. Now 
dissemination of the message in the network in a best way possible given the situation 
at hand is started. A multi-keyed map consisting of key - value pairs is queried from 
the NSDB where each value is relative delivery probability and key indicates what 
neighboring node ID has that probability. That operation is followed by a iteration 
over the map to find out if the total sum of probability of our neighboring nodes ex-
ceeds required threshold for the processed message’s category. Now, this is expected 
to be false, and more nodes are added to the map describing neighbors to which the 
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Fig. 6. Case 3, processing of an outgoing message 

message is going to be sent. The delivery chance optionally increased by querying 
NSDB for the most connected node of the neighboring nodes as well as for nodes that 
have the most resources available, and adding those nodes to the map. Then the mes-
sage is sent to all neighboring nodes listed in the map, and its RC value is updated as 
described in the earlier section. 

In case 4 (figure 7) is where we begin to investigate how the SAF model handles 
incoming messages. First, messages are received from the MAC layer with han-
dleLowerMsg() function, and in this case the incoming message was destined for this 
node; thus it is sent to service layer. 
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Fig. 7. Case 4, processing of an incoming message 

Case 5 (see figure 8) describes a situation where the message was destined for 
some of the nodes that the receiver has in its neighborhood, and the message is for-
warded without other procedures to the corresponding neighbor. 

 

Fig. 8. Case 5, processing of an incoming message 

We continue with case 6 (figure 9) where the first three steps are the same as be-
fore, but the destination ID of the message is searched within a 2-hop radius of the 
node’s current neighborhood. A match is found and message is forwarded to a 
neighboring node which then forwards it again. 

If none of the cases from 4 to 6 were applicable to an incoming message, case 7 
(figure 10) includes a description of a sequence diagram that is used as a fail-safe 
option. The message is stored into the message pool of the sender. It is important to 
notice that in this case, the message is associated with a RC value of zero to limit too  
 



58 J. Latvakoski, T. Hautakoski, and A. Iivari 

 

 

Fig. 9. Case 6, processing of an incoming message 

 

Fig. 10. Case 7, processing of an incoming message 

resource exhausting dissemination. Finally, also the message pool is purged to have 
only valid messages and to keep it within given size limits. 

2.3   Service Oriented Forwarding (SOF) 

The service oriented message forwarding mechanism applies a swarm intelligence 
based approach, and its objective is to distribute messages inside a network island 
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with minimal disturbance to non pertinent nodes in the network. In order to save net-
work resources it is here proposed that the service oriented forwarding algorithm 
should not simply diffuse messages blindly to all the reachable nodes in the network. 
However, it ensures that the messages eventually reach a satisfactory amount of perti-
nent nodes even behind a zone of non-pertinent ones. 

Since the situation will very likely change over time a smart and adaptive mecha-
nism is required. The message diffusion algorithm needs to operate in a highly "dis-
tributed", self-organized manner and a single node will only need to follow a very 
simple set of rules. Swarm Intelligence (SI) based systems consist of (usually) unso-
phisticated agents interacting locally with each other and their environment that will 
eventually lead to the emergence of intelligent and coherent global behaviour. Taking 
into account the nature of the problem at hand and the characteristics of SI based 
systems discussed above, it is clear that SI will provide us an excellent basis on which 
it is possible to build algorithms that perform heavily distributed problem solving 
without centralized control or the utilization of a complicated global model. There are 
other communication network protocols based on SI, such as ANTNET. [13].  How-
ever, these algorithms mostly deal with problems associated with routing in standard 
IP networks and, as such, are not further discussed herein.  

The Bio-inspired and SI based algorithm examined herein is inspired by the food 
foraging behaviour of a honey bee colony. This foraging process in a bee colony func-
tions by deploying scout bees. These scout bees move randomly from one place to 
another in search of promising food sources. When the scout bees return to the hive, 
they communicate to the colony their findings. The information that they communi-
cate contains, for example, the direction in which the food source is located and its 
fitness or "quality". Others have also used honey bees as inspiration for optimisation 
algorithms. For example, in [14] Pham et al describe a population-based search algo-
rithm that mimics the food foraging behaviour of swarms of honey bees. By the appli-
cation and slight adaptation of the principles discussed above, a highly adaptive  
decentralized networking technique is constructed that aims to efficiently disseminate 
messages to pertinent nodes. The source nodes will send scout messages at frequent 
intervals. Scout messages behave very much like scout bees in nature. The scout mes-
sages will randomly hop from node to node until they have reached a specific number 
of hops. They return to the originating node by going through the same path back-
wards. In addition to the node that originated the scout message, each node on the 
path of the scout message will extract and store information from the scout message. 
The nodes will store next hop and fitness values in a table relating to the service at 
hand. Over time, more and more of these scout messages will be sent and processed 
by the nodes in the network ensuring the emergence of applicable tables built using 
the information carried by scout messages at various nodes. Due to the high degree of 
randomness and the decentralized nature of the mechanism, the contents of these 
tables will keep adapting to reflect the changes in the network environment. In the 
beginning stage, a node initiates the process by generating and sending a scout mes-
sage randomly to one neighbour. Then the neighbouring node stores information 
about the originating node, updates the information in the scout message and sends it 
to the next random neighbour (though, not a node that has already forwarded this 
particular message). This process continues, with each intermediate node gaining new 
information about the nodes on the scouts path, until a "dead-end" or the attainment of 
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maximum hops specified for this scout message. The final node on the scout mes-
sages path will store and update information as before, but instead of sending it to a 
new random neighbour node, it sends it back to the previous node on the scout mes-
sages path. All intermediate nodes will now gain information also from the "forward" 
direction of the scout messages path while one by one returning the scout message 
back to the originating node through the same path, as shown in figure 11. 

 

Fig. 11. Handling of a received scout message and the random hopping nature of the scout 
messages 

Due to this ongoing process, the knowledge of the service situation in the 
neighbourhood is distributed among the nodes in the network island i.e. to which 
direction messages pertaining to a specific service should be forwarded. The longer 
this process goes on, the more such knowledge will be gained by the nodes receiving 
and forwarding scout messages. 

3   Evaluation Results 

3.1   Simulations 

For evaluating feasibility of the SAF model, it was implemented in the OMNeT++ 
simulator against the popular Epidemic Routing model. The key modules, that are 
present in the sequence diagrams (figures 2-10), are: 1) “SAF” which implements the 
actual forwarding at network layer, 2) “NSM” for keeping the NSDB, 3) “SafPool” 
for storing messages and 4) “CSM” for having a more abstract view of different con-
texts (e.g. resources) that affect the communicational situation. Figure 12 lists used 
simulation parameters in the evaluations. Mobility pattern which the nodes followed 
was A Modified Reference Point Group Mobility Model with Dynamic Clustering 
(MRPGDC) described in [15]. Its models dynamic movement of human groups with a 
possibility that a person can leave his/hers group and start to follow a new group of 
people. For example, in real life these kinds of situations can be observed when peo-
ple move in cities on mass traffic vehicles and in traffic jams. 
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Fig. 12. Used simulation parameters 

Figure 13 depicts what is the total traffic generated by the nodes. The amount of 
bytes is calculated as a mean of control + data traffic for a single node measured from 
the network layer of the nodes. A clear trend can be seen as the SAF model generates 
less traffic with a quite linear ratio to the number of nodes present in the network. 
This is mainly because SAF sends much less control messages. The epidemic model 
instead peaks at 40 nodes, after which the restrictions of resources starts to have an 
effect. Next, we inspect what are the successful delivery rates of the models. Starting 
with only ten nodes, both models perform equally. With 20 nodes, the percentage 
difference starts to grow, and from 30 nodes and beyond, epidemic routing's rate gets 
worse so that with 90 nodes, it is only about 2.5 per cent. The SAF model is able to 
keep up the delivery rate around 40 % with node counts of 20 or more. 

 

Fig. 13. Simuxlation results 
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In figure 13, also application (or service) layer hop counts for messages that were 
successfully transmitted to their destinations are depicted. The figures have been 
plotted with the number of nodes being 10 and 100 respectively. With both figures, 
SAF has smaller mean delays than with epidemic routing model. This is interesting 
because if the epidemic routing would work in an ideal world with endless resources, 
it should disseminate messages quickly as it would pass the messages blindly every-
where. However, the restrictions of storage space, messages' validity and categories 
have a big impact on how well that kind of approach works in a more realistic envi-
ronment which has been used in the simulations. One should still notice also that in 
more dense scenarios, SAF can suffer from higher maximum hop counts. That is an 
indication that the algorithm seems to favor forwarding paths where a message has to 
travel through more nodes. However, from a bigger perspective does not seem to be 
large problems as the total network traffic numbers are smaller with SAF. 

3.2   Discussion 

The evaluation of the situated service oriented messaging has been carried out using 
OMNeT++ discrete event simulation environment. First the SAF module has been 
developed, and then the SOF module is investigated. The first simulation results indi-
cate that SAF can outperform Epidemic Routing in many aspects as discussed in  
section 3.1. The SOF module does not require any complex, time consuming compu-
tations nor extensive memory storage capabilities, but only simple decisions and 
small memory buffer. Therefore, the realization of algorithm is scalable also to small 
mobile devices. It is estimated that the SOF further optimizes the messaging perform-
ance, and after realizing it, the final performance evaluation of the situated service 
oriented messaging can be performed. Especially, the case where a large number of 
nodes spread unevenly with pertinent nodes strewn among them randomly is interest-
ing, because it is assumed that the messages will be more efficiently distributed to the 
pertinent nodes while causing less disturbance the non-interested nodes. 

The evaluation of the situated service oriented approach still left open how the so-
lution operate in more complicated situations such as different topologies, mobility, 
multiple radio technologies, strong security requirements etc., and especially the scal-
ability properties of the solution. 

4   Conclusions 

The key contribution of the paper is the concept for situated service oriented messaging 
and novel algorithms for biologically inspired opportunistic networks. Simulations  
are applied to evaluate the usefulness of the concept. The solution utilizes different 
contextual information sources to create and update a view of the communicational 
situation. Smart diffusion of relevant control data between neighbouring nodes using 
novel swarm intelligence based method enables spreading of information only to the 
interested nodes without unnecessarily disturbing the non interested nodes. The pro-
vided methods are then applied when deciding what to do for the incoming messages 
in each individual user node. The local self-organization capabilities, processing and 
decision making enables better scalability of the messaging. The evaluations done 
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against epidemic routing protocol indicate that the proposed solution lowers the 
amount of transmissions in the network, thus reducing precious resource usage in the 
nodes. This is achieved without introducing further delays or deteriorations in the mes-
sage delivery ratio.  

The evaluation of the situated service oriented approach still left open how the so-
lution operate in more complicated situations such as different topologies, mobility, 
multiple radio technologies, strong security requirements etc., and especially the  
scalability properties of the solution.. In the next step of this research, the aim is to 
simulate more complicated situations of the situated service oriented messaging and 
especially evaluation its’ scalability properties. 
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Abstract. The increased traffic load, proliferation of network nodes and, in par-
ticular, wireless user devices, and the boom in user services and exponential 
growth of information stored in content distribution networks (CDNs) have 
brought new challenges for current networks. One major challenge has and con-
tinues to be efficient load balancing and information access. The topics have 
been well studied for wired networks for, for example, process load balancing 
in distributed computer networks with migration. However, the wireless net-
works and ubiquitous computing environments create new limitations and addi-
tional requirements to perform service or process migration. In this paper, we 
present a simulation case and proof-of-concept implementation for service mo-
bility as a part of the BIONETS service evolution process with the aim of opti-
mizing service penetration in a pervasive computing environment and balancing 
the load in the system caused by the high service utilization rate.  

Keywords: Migration, mobility, service architecture, Internet, utility function. 

1   Introduction 

The current network environment can already be characterized by an extremely large 
number of networked devices possessing computing and communication capabilities. 
The trend is towards a ubiquitous network environment where the networked embed-
ded devices integrate seamlessly into everyday use. At the same time, the networks 
are becoming increasingly information and service centric, with the conventional 
communication and service provisioning approaches starting to become ineffective as 
they fail to address the device and service heterogeneity, the huge number of nodes 
with consequent scalability, node and network mobility and device/network manage-
ment well. From the communication point of view, the scalability and management 
issues, in particular, decimate the possibility of arranging a global always-connected 
network infrastructure. In other words, the global network starts to resemble an archi-
pelago of network islands. In such a pervasive, decentralized computing environment, 
one of the key challenges is to arrange efficient load balancing, and guarantee service 
penetration and user access. 
                                                           
∗ Corresponding author. 
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In order to tackle the problems of pervasive computing environments, the BIO-
NETS project has proposed the architecture solution SerWorks, which incorporates 
service and network architectures and benefits from the biologically inspired commu-
nication paradigms [1, 2]. According to the BIONETS concept, services and service 
management are autonomic, and services evolve to adapt to the surrounding environ-
ment, just as living organisms evolve by natural selection. 

One solution to improving system efficiency, balancing load in the system and op-
timizing service penetration in order to guarantee access for the majority of users is to 
utilize the concept of service mobility. Here, service mobility is described as the mi-
gration of the service or part of the service between nodes. The service mobility con-
cept includes not only the migration procedure but also the selection of the service, 
possible replication or deprecation of the original service, migration of service im-
plementation, its execution state and runtime data, adaptation to the target platform 
and handover of user associations.  

Several similar solutions have been introduced on other biologically inspired 
communication platforms. Nakano and Suda in [3] and [4], for example, have intro-
duced a network framework based on software agents to model the services. In addi-
tion, Suzuki and Suda have presented support for autonomic service management on 
[5] a middleware platform on top of a JAVA virtual machine. The main difference 
between BIONETS’s approach and these solutions is the management of the services 
and implementation of the decision logics. The BIONETS platform utilizes so-called 
mediator entities for management and decision-making, e.g., for service migration. 
The mediators in BIONETS SerWorks are service external, located at each node, and 
one mediator can serve several individual service components where, as in the agent-
based systems, each agent needs to implement algorithms for the decision logic itself. 
With BIONETS’s “semi-centralized” system, the complexity of the services can be 
minimized by introducing the management functionalities outside the service and, 
with generic interfaces, it is possible to also provide evolution mechanisms for “leg-
acy” services without re-implementing those as software agents.  

In recent years, much work has also been carried out on load balancing using mi-
gration. In these cases, the migration is usually referred to as process migration for 
distributed computer systems [6] and the decision-making processes mainly consider 
only the CPU and memory load. Bearing in mind the pervasive computing environ-
ment and wireless ad-hoc type networks, the load balancing also needs to be taken 
into consideration, for example, user preferences and network conditions as well as 
system resources. We have defined a utility function for this to aid the migration deci-
sion, and we argue that with such an approach, the system is implementable, and by 
utilizing controlled service mobility, it is possible to achieve improved quality of 
service (QoS) also in a disconnected ad-hoc network environment.  

The rest of the paper is arranged as follows. In Section 2, we present the system 
model for service mobility support in BIONETS. Section 3 concentrates on simula-
tion modelling and results. Section 4 discusses proof-of-concept implementation for 
IP-based networks, and, finally, in Section 5 we draw the conclusions from the results 
and introduce our future work. 
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2   System Model  

The ecosystem, similar to that presented in the BIONETS project [1], in which the 
Services live is illustrated in Figure 1. The decentralized and mobile ad-hoc network 
environment can be characterized by the temporally formed islands of devices that are 
dependent on the movement patterns of the user. On top of this networking infrastruc-
ture we are establishing a Mediator plane that provides autonomic control functional-
ities, network connections and other platform resources to services. Above the Media-
tor plane we have a user-centric service environment that allows for seamlessly inte-
grating services of different devices in the user’s surroundings to fulfil the user’s 
needs. The atomic services (Service Cells) running on top of the platform can be any 
kind of small application providing certain functionality to other services or users. As 
the platform provides all the functionalities related to autonomic migration, the ser-
vice only needs to implement the basic life-cycle controlling interfaces for starting, 
stopping, migrating, replicating and deprecating the service. With these interfaces the 
mediators can control the life cycle of the services located in the node. 

The network topology is based on mobile ad-hoc connections between nodes. The 
devices cannot assume any backbone connection, and all the communication is done 
with the nodes inside the local connection range. The devices connected over local 
short-range links have the capability to locate, communicate and provide services for 
each other.  

 

Fig. 1. Service and Mediator planes in U-nodes 

The runtime architecture of our proposed service mobility framework is presented in 
Figure 2. The runtime platform operates on top of the nodes’ (devices) operating 
system and provides the functionalities needed for service mobility. We have chosen a 
two-tier approach: we have a platform providing the autonomic functionalities for 
services on top of which we have the service execution layer where the services  
operate. The platform consists of the following functional blocks: NodeMediator, 
InteractionFramework, ServiceDiscoveryMediator, ServiceCreationMediator, Migra-
tionMediator, ServiceRequestHandlingMediator, ServiceMediator, Service-
ExecutionRepository, ServiceBuffer and Node Information Repository. 
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Fig. 2. The main components of BIONETS SerWorks Architecture needed to support 
service migration 

Below, we give a brief description of the main role of each component.  

• InteractionFramework: Handles all the communication between mediators in 
different nodes and inside the node.  

• ServiceDiscoveryMediator: Discovers the services available in the node island, 
and makes the local services available to other nodes. 

• ServiceCreationMediator: Builds the core for processing user requests.  
• ServiceRequestHandlingMediator: Builds the interface to the user.  
• ServiceMediator: Suspends service execution, migrates runtime service data and 

state to a destination node, initiates new service with restored state on the new 
destination and resumes application execution. 

• MigrationMediator: Enables the movement of service application logic between 
different nodes. 

• NodeMediator: Gathers and distributes the necessary information for the deci-
sion logic needed in the migration process, e.g., node fitness, CPU, battery, 
memory, speed or signal strength, etc. 

• NodeInformationRepository: Keeps the information gathered by the Node Me-
diator. 

• ServiceBuffer: Stores the services that are not currently executed in the node. 
• ServiceExecutionRepository: Service execution environment. When an execut-

ing service is suspended, it is moved to the ServiceBuffer. 
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3   Simulation Model and Results 

3.1   Simulation Model 

The purpose of the simulation work is to model the service mobility in a BIONETS 
environment in which devices (nodes) move in a limited geographical area and dy-
namically form Service Islands with nearby nodes. Some of these nodes contain ser-
vices offering limited sets of services (Service Cell A, B, C and D). In the model there 
are also entities (users or other services) connected to the nodes using one or all of 
those services. 

The purpose of the simulations is to obtain knowledge about how the selected 
technologies and solutions would work in real implementations. We compare differ-
ent decision-making mechanisms, migration models and overall service architecture 
variations to find out which ones are best suited for BIONETS-like environments. The 
purpose is to find solutions that ensure the best “Service penetration” for popular 
services with the minimum overhead cost. For example, we will look into whether the 
decision logic is more beneficial for implementation in the Service Cell or in the Me-
diator. The networking aspects related to the Service Migration are left outside the 
scope of the simulation. The simulation model does not implement the network level 
functionalities. The connections between different nodes are handled by the Interac-
tionFramework (IF) component. The IFs of different nodes can “see” each other and 
form logical connections only when the nodes are in the same Node Island (NI), thus 
inside the given connection range. 

The simulation model is implemented on top of the MASON simulation toolkit [7]. 
MASON is a fast discrete-event, multi-agent simulation library core in Java designed 
as the basis for large custom-purpose Java simulations. On top of MASON, we im-
plemented the core BIONETS components presented in Section 2 (see Figure 2) that 
are required for service mobility purposes. The Mason toolkit executes all the compo-
nents (U-nodes and Service Cells) at every step, with one step representing one sec-
ond in real time. 

In the simulation model, U-nodes move randomly in an X m*X m playground 
(City or Open field). The movement of nodes is based on the random waypoint mobil-
ity model [8] with an enhancement of “service gravity”. This movement model pro-
vides semi-random movement with nodes picking a target point somewhere inside the 
circle with radius r and starting to move towards that point at every step. In some 
cases, we enhance the movement model with a “gravity factor”, which makes the 
nodes less likely to leave an area that is providing services used by that node.  

The U-nodes contain Service Cell components’ and/or ServiceUser components. 
The ServiceUser mimics the real-world service users (user or other service) and is 
fixed to their host nodes (in certain cases the user may “change the device”, i.e., move 
to another node). The services can (depending on the scenario) migrate freely between 
U-nodes. The U-nodes communicate with each other through the InteractionFrame-
work (best effort messaging). The network part of BIONETS is not implemented in 
the simulation model. The U-nodes have a connection range and form NodeIslands 
with other nodes inside the range, enabling the InteractionFramework to exchange 
messages. 
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For reasons of simplicity, we do not have separate variables for each U-node’s re-
source (e.g., CPU, memory and disk space), but model all these basic resources as 
general variables: Runtime Resource (rr) and Static Resource (sr). Each U-node has 
an amount of x resources rr and sr. The rr models the runtime resources consumed by 
services such as CPU and Memory load, and the sr models the static resource con-
sumption such as disk space. Each hosted Service Cell consumes a certain amount of 
static resources from the host U-node when installed and frees it when it is unin-
stalled. In contrast, the runtime resources are consumed by Service Cells when exe-
cuting a service response, and these are reset at each step. Similarly, the Service Cells 
have the variables Static Resource consumption (src) and Runtime Resource Con-
sumption (rrc), modelling the amount of static resources required by the Service Cell 
when installed to a U-node and the amount of runtime resources consumed by the 
Service Cell per service response.  

A more detailed view of simulation model implementation is presented in Appen-
dix 1, which presents a sequence diagram of service migration in the Simulation 
Model.  

3.2   Simulation Results 

The primary purpose of a simulator model was to provide a (somewhat simplified) 
view of a model to be tested and studied. In the first phase of the research work we 
created a simple hypothesis: “It is possible to achieve improved service penetration in 
a disconnected ad-hoc network environment utilizing controlled service mobility.” In 
order to evaluate the hypothesis, we envisaged a three-parted simulation study to set 
the base line for future more advances simulation studies. The simulation contained 
three different scenarios presenting different migration models: Static services, Viral 
distribution and Controlled mobility.  

In the Static services scenario, the services laid completely static in their host 
nodes. The purpose of the scenario was to provide a reference point where, much like 
with the current systems, the services do not migrate and thus provide weak service 
penetration, but at same time require minimum resource consumption. In the Viral 
distribution scenario, when the U-node hosting service x comes within the connection 
range of another U-node, the node migrates the service to the new U-node. After the 
U-node is “infected” with the service x it also starts to distribute it to other U-nodes 
inside the connection range. The purpose of the scenario was to provide another op-
posite reference point where the services spread uncontrollably to new nodes resulting 
in very good service penetration, but with the cost of inflated resource consumption. 

In the Controlled mobility scenario, the services migrate, applying the rules given 
by the MigrationMediator’s decision process. The assumption was that the service 
penetration is better in this scenario than in the Static scenario, but with reasonable 
resource consumption. In order to evaluate the different scenarios, we run extensive 
simulations using the presented simulation model (Section 3.1). We set the square 
size L to 2 km, the communication range R to 50 m and the speed of the U-node V to 
4 m/s. In each simulation run, we injected one hundred U-nodes into the environment 
in random locations. We also implemented four different Service Cell types (SC1, 
SC2, SC3, SC4), each providing simple calculation tasks (SC1 = add{x, y}, SC2 = 
subtract{x, y}, SC3 = multiply{x, y}, SC4 = divide{x, y}), and injected 10 of each 
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into the random U-nodes. We also randomly injected 20 Users into the nodes. The 
Users were set to create queries to one (random) service type at random every 5 steps 
(seconds). We measured the number of successful replies (SRN) to the User on aver-
age for the sent service request in each simulation run, thus giving a reasonable pres-
entation of the service penetration among U-nodes. We also measured the average 
resource consumptions for static resources (ASR) and runtime resources (ARR). We 
scaled all the numerical results to [0.1] for better comparisons. 

We ran the simulation 20 times with each simulation setting. Each simulation run 
lasted 10000 steps (seconds). From histograms presented in Figure 3 we can see how 
the number of successful replies varied in different scenarios. Figures 3a, 3b and 3c 
present the distribution of measured SRN values for separate simulation runs in each 
case. As expected, the best service penetration was in the Viral distribution scenario 
in which the Users received responses to sent service queries on average about 49.6% 
of the time. In the Static scenario, the percentage was significantly lower at 10.4%. In 
the Controlled migration scenario, in which the services migrate according to prede-
fined rules, taking account of the resource load, the percentage was 29.8%.  
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Fig. 3. Distribution of SRN values for each case 
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The average resource consumptions for same simulation runs are illustrated in Fig-
ure 4 below. As we can see, the resource consumption is somewhat reversed com-
pared to the SRN values. The AVG variable presents the average of both ASR and 
ARR values. We can compare the “goodness” of each scenario by calculating a value 
Q = SNR / AVG for each scenario (bigger values are better). For the Static services 
scenario, we get Q = 0.846. For the Viral distribution scenario, we get Q = 0.728. 
Finally, for Controlled mobility, we get Q = 0.937, which supports the original hy-
pothesis that we can achieve better service penetration with reasonable resource con-
sumption with controlled service mobility. 
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Fig. 4. Resource consumption values for different cases. 

4   Prototype 

The prototype model implements the basic BIONETS components required for ser-
vice mobility purposes. The prototype implementation was developed on top of the 
J2EE platform and the services were implemented as web services. PC/Linux was 
selected as the implementation platform mainly because of its flexibility in collecting 
network information. It also provides easier access to system parameters required for 
decision-making. SIGAR API [9] was used to access the system information required 
for decision-making. This SIGAR (System Information Gatherer and Reporter) is a 
cross-platform, cross-language library and command-line tool for accessing operating 
system and hardware-level information in Java, Perl and .NET technologies. The 
SIGAR API enables the developed platform to also run on top of Windows OS. 
Glassfish [10] was chosen as the web server due to its programmatic Application 
Server Management Extensions (AMX) [11] API. AMX is a superset of the JSR 77 
interfaces built on JMX, which simplifies and smoothes out the management and 
monitoring process. The information gathered with SIGAR (system information, e.g., 
memory usage, CPU consumption, networking, etc.) and AMX (web-services  
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information: response times, throughput, total number of requests, faults, etc.) is col-
lected in the Node Information Repository. 

In the following, we present simplified decision logic that we implemented for real 
devices based on the research work and simulation results. We want to emphasize that 
the parameterization and utility functions here are only preliminary, though they are 
general enough to cover many real world tasks and will be extended later.  

Each time a node makes its decision, it has a fixed set of options. The fitness utility 
value is computed for each possible option using the utility functions (see below). An 
option with the highest utility value, that is the best fit for this purpose, is then se-
lected for execution. In a similar way to the simulation model, we implemented four 
simple integer calculators (add, subtract, multiply and divide) as services, which mi-
grate over the developed platform running inside real devices (Linux OS laptops).  

Below is an example of a simple utility function for calculating the fitness of  
Service Cells based on the memory usage and operation-related CPU. A detailed 
explanation of the migration process implemented in the prototype is presented in 
Appendix 2.  
Parameters: 

Number of requests (SCNoR), size of service: memory allocation  

required (SCMA), operation-related CPU (SCCPU) and memory usage  

(SCMU), user evaluation (SCUE), battery (UB ) and free memory (UFM). 

Utility function for SC: 

c(SCNoR, SCMA, SCCPU, SCMU, SCUE, UB, UCPU, UFM ), c∈ L 

c is a function of the parameters of a service cell and the platform on which 

the service is running. L is a partially ordered set, e.g., the unit interval [0,1].  

Example utility function: 

))(1()(),( MUFMCPUCPUMUCPU SCUSCUSCSCc −−+−= αα  

α is a parameter in the unit interval [0,1], which weighs the importance of 
memory and CPU usage. 

5   Conclusion and Future Work 

In this paper, we presented the service mobility framework in the BIONETS concept 
together with the results of the service level simulations with a MASON simulator 
and proof-of-concept demonstration for an IP network with PC hardware. The frame-
work can be utilized for balancing the service load and resources, and to optimize the 
service penetration in and between the network islands, when the connection is not 
always guaranteed. We discussed basic principles of the service ecosystem and pre-
sented a system model for service mobility support in BIONETS. We also presented a 
simulation model for service migration and a simplified prototype implementation. 
Finally, we presented preliminary simulation results.  The main results confirmed that 
the controlled service mobility can provide better service penetration with reasonable 
resource and energy consumption.  
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The next step in our research is to better optimize the service mobility management 
by applying more extensively, for example, game theory and learning capabilities to 
the decision-making. One possible approach is also to utilize more efficient mobility 
triggering and define the triggering events needed for the mobility management as 
presented in, for example, [12] for node mobility. In addition, we are aiming to con-
tinue the prototyping activities by applying the service mobility framework to, for 
example, energy-aware cloud computing and distributed systems, implementing the 
more complex utility functions for decision logics in order to also better the network 
conditions and provide more extensive results from the hardware implementation 
testing. 
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Appendix 1: UML Sequence Diagram of Service Migration 
Implementation in the Simulation Model 

Bellow we present the UML diagram showing the migration process implemented in 
the simulation implementation. In this figure, we show the process sequence for a 
scenario where the NodeMediator of the U-Node triggers a service migration of Ser-
vice Cell X to a new host. The MigrationMediator offers the X to U-Node B (which 
accepts it) and then migrates the Service Cell to a U-node B. It also shows the interac-
tion between Mediators and the exchange of messages between them. 
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Appendix 2: UML Diagram for a Prototype Implementation 

Bellow we present the UML diagram showing the migration process implemented in 
the prototype implementation. In this figure, we show the requestMigration of U-
Node A to U-Node B to migrate its ServiceX to U-node A. It also shows the interac-
tion between Mediators and the exchange of messages between them. 
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Abstract. This article presents current research work on the development of 
BEBS (BIONETS Economic and Business Simulation Model). This model is 
used to illustrate how in pervasive agent-based networks dynamic agents en-
gage in distributed mobile communication exchanges that carry a potential, 
non-quantified value to be determined. This value can be monetised either as 
advertisement or as share of revenue profit for an external content or service 
provider wishing to distribute information over the network. The strength of the 
simulation model is to enable different ways in which the value of communica-
tion events can be quantified and that are not normally considered in conven-
tional business approaches. Our simulation can therefore facilitate the explora-
tion and development of alternative business models based on heterodox 
economic perspectives such as the economics of sharing, gift economy, and 
economic sociology applied to mobile networks.   

Keywords: social networking economics, alternative business models, token 
exchange, economics of sharing, mobile networks. 

1 Introduction 

“There is no recipe for the successful use of social tools. Instead, every working sys-
tem is a mix of social and technological factors” [21] 

The use of mobile devices and the ‘Web 2.0’ phenomenon have opened virtual and 
real windows for ubiquitous and seamless social communications [1], which are para-
doxically both continuous and fragmented [25]. Although many research efforts have 
focused on understanding the social aspects of networking using mobile devices [3], 
the understanding of how these networks can be valued in terms of money is an unfin-
ished research topic. Social networking draws its foundation from Granovetter’s the-
ory built around the concept of “the strength of weak ties” [11]. The brilliance of this 
theory helps understand how some individuals can be nodes of convergence for many 
other individuals that otherwise would have nothing in common [2].  
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In many ways the use of mobile devices has taken the lead role in introducing new 
social organizational forms [19]. The combination of mobile devices with networking 
tools such as Facebook, Twitter, Hi5, and other similar web-based applications – col-
lectively referred to as Web 2.0 – has created a chorus of approval from social experts 
[18, 24] for the apparent success of social networking as a means to achieve a ubiqui-
tous connected society. Analogies can be made on mobile phone use spread to the  
study the fundamental spreading patterns characterizing a mobile virus outbreak [14]. 
Social networking in fact shifts the generation of media from the technology to the 
user and the content users generate [2, 12]. 

This shift has been accelerated by the rapid evolution of mobile devices that are 
adopted by users, because these devices have features that can perform and enhance 
seamless communications. Users are eager to transfer and exchange many forms of 
data on the virtual networks accessed through mobile devices [20]. Some of these 
communication exchanges open up new social networks; others reinforce already ex-
isting ones [26].  

Although this exchange of data (e.g. user profiles, video files, music files, docu-
ments, games, etc) benefits social networking, in economic terms the increase in vol-
ume of data transferred has a cost that operators quantify. The emergence of pervasive 
and interconnected computing devices that give rise to a dynamic network topology in 
which distributed content can become focalized and spontaneously shared brings new 
opportunities for economic exchange. The patterns of communication are based on 
social networking and bio-inspired models such as epidemic spreading and gossiping 
metaphors [10, 13], where trust is all-important and reputation keeps local trust values 
above other values in the network [4]. Thus, social networking and mobile applica-
tions have created a new real and virtual space in which the traditional models of 
revenue might need to be re-thought [16, 17]. 

Telecom operators are the main referees when applying a distribution model to de-
termine these costs. However in pervasive and distributed agent networks a signifi-
cant volume of data transactions is distributed by and between nodes and not neces-
sarily linked primarily to the telecom operator’s backbone. As users turn to providing 
more and more content, agent networks become an interesting case of study from an 
economic point of view. The value or cost for these distributed communication ex-
changes are not well quantified under current business models.  

Current business models base their revenue calculations on conventional adver-
tisement. The fact that this is an emergent technology is responsible for the dearth of 
economic studies looking into this subject. There is a wide berth between theory and 
applications. Current attempts to estimate these values have been undertaken by e.g. 
charities trying to estimate the value of using social networking for their campaigns 
[9]; others rely on models in which each user assigns the relative value to the commu-
nications within the network, as Twitter users discuss [17, 20, 23].  

In this paper, the BIONETS network provides the context in which potential value 
of exchange are discussed. For this purpose Benkler’s [5, 6] proposal about value-
added distribution and the emergence of sharing as a mode of production is used as 
the basis for the simulation developed, while focusing on the economics of sharing for 
the distribution of content. The idea behind the simulation is to provide a benchmark-
ing tool that can support the development of distributed applications over a discon-
nected network of mobile devices and sensors within the context of the BIONETS EU 
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project. In particular, we aim to probe our assumptions about where the value of such 
communications is, through different scenarios and models for its quantification. 

2   Bionets Communication Exchanges 

A network such as BIONETS, where the emphasis on communication exchanges and 
engagements is influenced by an evolutionary bio-inspired framework, that is node-
based and distributed, is an ideal environment where to try to determine the values of 
communication exchanges and how to quantify them. In many ways the BIONETS 
case fits the requirements as many of its processes are seen as an industrial mutation 
that incessantly revolutionizes the economic structure from within, incessantly de-
stroying the old one, incessantly creating a new one [8, 20]. 

Figure 1 shows the actors found in the BIONETS architecture. The actors aim to 
facilitate communication exchanges of diverse types, and consider for those five main 
components: 

1. Technology expressed by the boundaries determined by device manufacturers and 
network equipment vendors.  

2. Services: the discussion in this document focuses on value-added services, content 
and applications that users or other network devices can access through the BIO-
NETS mobile network: the symbiotic relationship between content providers (indi-
vidual or networked), application providers, and payment agents/or exchange 
agents. 

3. Network, U-nodes, T-nodes that effectively work at the nuclear level as mobile 
network operator or ISP.  

4. Regulation, protecting the privacy of users, regulating the market and legislation 
and other requirements for service provision 

5. Users demand determines the success or failure or evolution of BIONETS services 
or applications. 

 
Fig. 1. BIONETS Networks 

[ 
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3   Distributed Mobile Networks: Economic Paradigms 

In the context of BIONETS there are a number of economic paradigms that need fur-
ther explanation in order to understand the working model for BEBS. At the core of 
the work on usage scenarios presented by several BIONETS partners there are two 
main networks of interaction in which business models might develop. The first net-
work is a self-contained, ‘disconnected’ and distributed BIONETS network of nodes 
(actors) able to exchange data with each other using the token values of alternative 
trading systems – where no actual money changes hands – whilst the other network is 
that used by the telecom operators, in which economic revenues are based on more 
conventional business models. Both models are depicted in Figure 1. 

Neither of these networks has an exchange rate to convert the services or transmis-
sions within the distributed BIONETS network into revenue, nor within the conven-
tional telecom network. The decision to build a computing model using a modelling 
tool to illustrate alternative business models is a way of evaluating how these ex-
change rates could be calculated. 

The economic principles of the model are based on the use cases developed by 
BIONETS researchers, which can be grouped at an abstract modelling level as the 
ability of each node or actor to transmit (send or receive) up to five types of data (this 
can be changed in the model), assigning to each of these transmissions a token value 
for the desirability of this transaction. The data transmitted can be for example either 
environmental variables such as the ones presented in the Digital City scenario [7], 
with services that for example allow real-time access to Digital Maps or music ex-
changes, or a combination of all of these. 

A generic model in this case tries to express the added value of the exchanges that 
occur in the node-based networks that are traded, for either other tokens or real mone-
tary value, by the actors or users of the network. 

For example, consider the situation in a metro station in which any agent in a cer-
tain area within the station can run BIONETS applications. Each agent can receive or 
send data based on their needs. Assume that at some point in time there is a number of 
people waiting on the platforms for trains to arrive; whilst waiting, some if not all of 
those people might use their mobile devices locally. Each of those devices is an agent 
in the business model being simulated. As agents discover other agents they might 
start exchanges of data that result in economic transactions based on agreed token 
values or evolving token values. A historical record of such transactions could be 
stored in an individual virtual account for each agent, thereby making possible a 
valuation of the desire or ability to exchange data successfully.  

One type of exchange could be the case of an agent broadcasting to other agents 
within range a message or data file containing some kind of advertisement; all the 
other users within range might choose to accept or reject the sender's file; if, however, 
an agent decides to accept the sender's file, the sender is credited with a token value 
paid into their virtual account. This could be the case for a localized advertisement 
used to reach a small network of users: the eagerness of users or agents to accept the 
advert could ultimately be converted into real monetary units for the sender by, for 
example, the telecom operator providing the permanent network. 

Over time the number of agents in the metro station changes; at some times there 
will be peaks of data exchange and/or number of agents, and at other times minimum 
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or no exchange of data or no agents at all. There is a dynamic cycle, based on agents 
entering and leaving the metro station, wishing to exchange or trade information. 
Some of the evolving, bio-inspired applications from BIONETS will merge then with 
social networking behaviour to express over time the changing nature of these trans-
actions. 

Conventional business models cannot effectively allocate value to this type of 
agent network in which the exchange of data is or can be considered separate from the 
backbone telecom network, as is the case for example with Bluetooth. One of the 
aims of the modelling is to illustrate how alternative economic models can actually 
build up enough subjective or token-based value to make it worthwhile to develop an 
exchange rate for its conversion into real money.  

This can be done by evaluating the total of the exchanges in the metro station, in 
terms of both the number of tokens and the volume of data transferred, against the 
telecom’s valuation of volume data transfer per minute. This will allow for example 
potential marketing companies and telecom providers to estimate, based on the poten-
tial number of users or actors accepting a broadcast message in the metro station, the 
cost of advertising localised and perhaps focus-orientated advertisements. 

In this way an exchange rate of sorts is established between the advertisers and 
telecom network providers, based on allowing marketing companies access to these 
networks, and a pay-off for the telecom providers who always maintain an external 
connection to the metro stations. 

There are many cases that could be illustrated using this type of modelling, and the 
complexity of each model will depend on many factors; since BEBS aims to illustrate 
the potential of alternative economic models running on top of the BIONETS infrastruc-
ture, heuristic choices have been applied to the model, as explained in the section below. 

4   BEBS Model Fundamentals 

The model fundamentals are based on representing the type of exchanges illustrated 
in Figure 1. The modelling assumptions are:  
1. The simulation focuses on the assessment and evaluation of the self-contained eco-

nomic model proposed in the figure, by assigning to each data exchange or storage 
a token value to be summed over a certain time period for both the overall network 
and individual nodes. 

2. Each node will have the same set of attributes. The number of attributes has been 
limited for the simulation to five. See list in point 5 below. 

3. Each node will be both a supplier and a consumer of communication requests. 
4. A node can have a limited number of connections to other nodes based on its trans-

mission capacity. 
5. Attribute list (the token value of storage is for all the files hosted at any time in a 

node; it is a unique value representing the operational cost of storing data): 

Node stores transmission data, token value = 1, protocol (none) 
Node distributes transmission data, token value = 2, protocol UDP 
Node stores non-transmission data, token value = 3, protocol (none) 
Node distributes non-transmission data, token value = 4, protocol TCP 
Node can send and receive streaming services, token value = 5, protocol VoIP 
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6. The attributes for each node define the local environmental conditions 
7. A connection between two nodes is an active link for the transmission of data or 

music 
8. At any time the communication between two nodes will have a maximum of two 

channels in the same direction (one for music and one for data) 
9. Over time traffic on links and channels will change randomly, keeping condition 4 

as their only constraint 
10.Each link will have a cost/value (token value) and the simulation will sum those 

values over a period of time to estimate the global economic benefit generated by 
the economic model 

4.1   The Model 

The model was developed in Repast[8] using a template, adapting the code to the re-
quirements of the scenario to be simulated. The results are calculated and displayed at 
each step (discrete interval) of the simulation as a dynamic graph of the aggregate 
value of all the nodes’ transactions plotted as a function of time. The model can be 
run at different time interval settings. The output can be examined in graphical and 
numerical form, allowing comparisons when necessary.  

4.1.1   Basic Concepts 
The model consists of three basic concepts: agent, link and space.  

1. The agent represents a person with a mobile device that makes the decision to re-
ceive or send data using one of the means specified above. Each agent behaves in-
dependently, and the model only acts as a holder for all the agents. 

2. The link is the actual communication. For the purposes of this model, it has only a 
value from one to five, as explained above, and a type: broadcast, i.e. one agent 
sends to everyone within range, and each recipient then decides whether to accept 
or reject the transmission; or point-to-point, where the recipient of the data is speci-
fied by the sender. 

3. The space represents the metro platform that is the scene for the communication.  
This is a 40 x 40 grid; in which filled cells represent agents. To make the simula-
tion more realistic, agents can only communicate within a certain range (the range 
for Bluetooth for example is typically 10m). Movement of agents within the space 
was considered but has not yet been implemented. This is an acceptable approxi-
mation for relatively small data sets that are exchanged quickly relative to the rate 
of change of the network topology. 

At each step, some agents are created to simulate their arrival at a metro platform, 
whilst others are destroyed, i.e. they leave or their devices are no longer transmitting. 
The number arriving and the number leaving are randomly distributed around the 
same mean. This implies that, over a long period of time, the number of agents will 
average the initial number – currently set to 80. However, very large fluctuations are 
possible, particularly as the creation of new agents does not happen at every step, 
which resembles the actual pattern of people arriving at station platforms. The simula-
tion can at times approach capacity (1600); at other times it can be almost empty. The 
range of agent lifespans, and frequency of creation of new agents, can be configured. 
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If new agents are created at every step, the number of agents will tend to be even over 
time. If however there are a number of steps between the creation of agents, there will 
be greater fluctuations. 

A link has a lifespan and a random value within a configurable range. The value is 
added to the agent only when the link dies naturally. If an agent is destroyed, any 
links that have not reached their natural lifespan will be destroyed and their value will 
not be realised. This represents the case where someone is transmitting some data, but 
leaves (e.g. gets on a train) before finishing the transmission, and the partial transmis-
sion is then useless. 

In the case of point-to-point transmissions, the value is added to the sender and to 
the receiver, whilst for broadcast transmissions it is the receiver who gets the value. 
This is because point-to-point transmissions are typically part of two-way communi-
cation, which have value for sender and receiver, whilst in the case of broadcast data 
the recipients do not respond. 

4.1.2   Visualising the Model 
BEBS has used the Repast built-in user interface facility for graphical emulation in 
2D – topological format – of the agent network and transaction model. A graph and 
table of the total value of the system are also shown (see Figure 2). The agents are 
shown as squares and the links represented by lines between them. The colour of the 
line represents the value and type. 

4.1.3   Parameter Inputs  
The aim of the model is to see how the total value of the system changes over time. It 
is run with various sets of parameters presented here in a vector form (parameter, 
name, usage in model):  

4.1.4   Simulation Outputs  
BEBS provides the following simulation outputs: 

1. A graphical display of the nodes and their generation 
2. A graphical display of the nodes' attributes and their properties 
3. A display of the simulation running over time, showing links and active channels 

of transmission 
4. The value of a transaction over the simulation period and a selected time, calcu-

lated for each actor 
5. Overall value of the network over a certain period of time 

The model generates an initial number of agents, whose lifespan is allocated at birth 
as a random number of steps between the minimum and maximum values set. Agents 
that die are not immediately replaced. Instead, new agents are generated at a random 
step interval. The number created is approximately the sum of dead agents since the 
last generation, but varies between 0 and the double of this number, such that the av-
erage number replaced is equal to the average number leaving.  

Say, for example, agents are replaced at step 9, 5 agents die at step 10, 6 at step 11 
and 10 and step 12, then are replaced again at step 13. That means that 21 die in this 
time. The number of agents replaced is then a random number between 0 and 42. The 
reasoning behind this is that, in a network, the people represented by agents tend to 
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arrive in groups but leave individually; the distribution however can be distributed 
mirroring an epidemiological model [14]. 

With every step, each agent makes a link with a random value from 1-5 to another 
agent. If the agent is within a given distance, the link is accepted; if not, the link is not 
made. It is possible to receive any number of incoming links. Furthermore, one agent 
broadcasts a link with a value of 1 to all the other agents in its vicinity, which they 
may accept or reject. 

Figure 2 illustrates a stage in the simulation run in BEBS. The green dots are the 
nodes or agents exchanging information. The links have different colours depending 
on the type of communication exchange. The broadcasting of some type of communi-
cation is shown by the links in blue: one agent sends to many a message, the number 
of agents accepting the message increases the value of the node sender. In the follow-
ing section a summary of the main ways this programme can be used are presented.  

  

Fig. 2. Communication Exchanges in BEBS 

4.2   Results  

The simulation illustrates how transactions change over time and shows changes in 
the number of agents located in a certain area exchanging data. While currently it is 
not possible to attach real values to these exchanges, the flexibility of the program al-
lows it to be executed many times, based on values that can be calibrated according to 
expectations determined by the agents. This will only be possible when there are run-
ning applications in BIONETS that are able to collect data about the eagerness and 
volume of transmissions within nodes. 

Some interesting findings were obtained when running the simulation on trials us-
ing values we selected. Figure 2 shows how the program works and comments about 
results. 

In Figure 2 the aim of the simulation is to measure the change in total value over 
time, and to see patterns in the variations where different parameters are employed. 
The total value on the y-axis is plotted against time on the x-axis . As time varies, the 
scale of both axes increases whilst the intervals reduce, so that the graph remains the 
same size. In order to compare graph shapes, a fixed number of steps can be run. 
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Also in the figure the value of the nodes on a certain time are saved on a .csv file 
that can be automatically imported by Microsoft Excel or any spreadsheet package. 
The most interesting configurable parameters are the maximum and minimum life-
span of a link and agent. Lifespans can be fixed within a wide or narrow range. Con-
sidering first a narrow range for both link and agent, link lifespans that are short rela-
tive to the agent lifespan tend to give a higher total value, since a larger number of 
short-lived links can be formed within the lifespan of the agent. Long agent and short 
link lifespans tend to lead to very gradual changes in value, since only a small propor-
tion of the agents expire at any given moment. Considering now the range, a wide 
range of link lifespans with a narrow range of agent lifespans tends to lead to small 
and regular fluctuations in total value, but around a fairly steady and predictable 
mean. A wide range of agent lifespans, however, has the effect of radically destabilis-
ing the model. There are likely to be long periods where the total value is static, but 
with sudden, irregular peaks which can be very high relative to the average. 

5   Remarks on BEBS 

In principle this is a first attempt to develop a quantification of business models for 
the BIONETS infrastructure. The aim is to be able to provide, in the longer term, a 
model that can be interfaced with the computational output from the infrastructure 
development, feeding in this way real data collected in transactions that will occur 
when there are applications available to be deployed using the outputs from the BIO-
NETS computational and scientific research. This is a novel approach that could be 
developed further and merged or integrated with the work completed by other part-
ners in the BIONETS project. In doing so, this simulation can be a powerful tool to il-
lustrate the economic benefits for actors derived from the exchange type of business 
model in any future BIONETS-enabled environment.  

Until now the value of these trading networks has not been tested in mobile envi-
ronments, and depending on their growth and sustainability some of these networks 
may in future evolve to have significant value, which will make them attractive to 
conventional sources of funding. E.g.: record companies releasing songs over metro 
stations, broadcasting companies (TV, film) distributing total or partial media files as 
teasers for users to develop interest in the content, users who can dedicate their re-
sources to collect environmental variables that can be used later to tailor services or 
activities in a location according to user demand. 

There are not many research computer models especially created to recreate social 
networks’ economic behaviour, such as the ability to exchange information over dis-
tributed networks and allocate token values to the exchange transactions. The simula-
tion is aimed for a business model that is not centralized; hence this piece of work 
contributes to enhance the understanding of these types of networks, examples of this 
type of work can be found in the work of Harwood [12]. BEBS future enhancements 
will aim to increase the metrics been calibrated based in use cases, and consideritng 
the type of communications to be exchanged.  

The added value of this type of networks seems to be subtle [24]. The added value 
is what makes these networks an interesting opportunity for alternative business mod-
els based on individual allocation of access to more data. It is able to view more data 
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on the user, some of which may be intentionally obscured from the public or strang-
ers. This allows users to network with a specific user in a more intimate and personal 
setting. Furthermore, it facilitates the creation of greater communication options, 
which, depending on the social site, opens up new avenues of communication. This 
adds a greater level of interactivity: you can connect with the person who added you 
through private/direct messages, instead of the highly visible public channel. 

Since users are able to recommended content, when someone adds someone else as 
a friend (and vice versa), activity or actions on the site may be recommended or 
‘pushed’ towards the other user in some part of their administrative panel or profile. 
This means that users achieve greater automatic visibility whenever they use the so-
cial networking tool. And finally there is a great social verification, emerging from 
the auxiliary advantage of having many fans on social media networking tools. This 
social verification arises especially when there is some kind of self-ranking from the 
users according to the number of followers/subscribers using the tool. Popular and 
visible users tend to accumulate friends more easily than unknown users, and poten-
tially be hubs for data distribution. 

Overall what is more important is the fact that there is a value to this trading that 
can, with calibration estimates, make a strong case for the implementation of applica-
tions and systems in which the sustainability of alternative business models can be as-
sessed, and their viability and economic profitability verified, since the investment for 
establishing such networks is practically null from the point of view of traditional 
telecoms.  

After releasing the software JNLP application on the project’s website 
(www.bionets.eu), the source code has been made available on Sourceforge. Further 
testing is currently been completed.  
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Abstract. This paper presents the BIONETS opportunistic service evolution plat-
form. The proposed platform allows pervasive services to evolve over time by
exploiting opportunistic communications among mobile nodes on the one hand,
and evolutionary computation techniques on the other. We present the main com-
ponents of the platform, describing their functionalities and technical implemen-
tation. Finally, we present the hardware–in–the–loop approach we have followed
to evaluate it, where a simulation platform, in charge or reproducing a large num-
ber of mobile nodes communicating wirelessly, is integrated with a real software
prototype.

Keywords: evolutionary services, opportunistic networking, hardware–in–the–
loop, demonstrator, BIONETS.

1 Introduction

Opportunistic communication systems [1] have gained a significant attention from the
research community. This is mostly due to the proliferation of mobile devices such
as smartphones, equipped with short-range wireless connectivity (e.g., Bluetooth and
WiFi) that have encouraged the development of applications which allow users to pro-
duce, access and share digital resources without the support of a fixed infrastructure.
This includes not only digital content, but also mobile pervasive services residing on
users portable devices. In particular, services become now able to interact with each
other simply as the consequence of users co-location. This is enabling innovative exe-
cution models where services are able to share/exchange components, data and evolve
over time in order to adapt their behavior to a specific situation or context.

Starting from this socio-technological trend, the BIONETS project [2] developed the
concept of opportunistic evolutionary services, which consists in pervasive services
evolving as the consequence of P2P localized interactions among mobile nodes. The
reference scenario is constituted by mobile services, running on users’ portable devices,
and able to evolve as the result of (i) service execution by users (ii) interactions among
different services running on various user devices. Evolutionary principles are applied
to different generations of composite services, which are complex services resulting by
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the interwinding of atomic ones. The evolution process takes place by first evaluating
the fitness of a given service composition, and then applying genetic operators to create
new ones.

In this paper we will describe the BIONETS platform, which is the combination of an
opportunistic content distribution framework and a distributed service execution engine
based on the concept of portable services. The platform has been evaluated following
a hardware–in–the–loop approach, where a simulation platform reproducing mobile
nodes moving and exchanging data is integrated with a prototype of the application
being provided to users.

The reminder of this paper is organized as follows. In Sec. 2 we will briefly describe
the opportunistic service evolution concept. In Sec. 3 we will describe the demonstrated
platform and the hardware–in–the–loop approach. Finally, in Sec. 4 we will conclude
the paper, pointing out current research activities.

2 Evolutionary Opportunistic Services

The reference application scenario of the BIONETS project [2] is that of future com-
puting environments: smart ambients characterized by a halo of heterogeneous mobile
devices embedded in the environment and by mobile nodes exchanging data through
localized interactions whenever in close proximity. Due to the mobility of nodes, dis-
connected operations represent the rule, rather than the exception, and information is
diffused similarly to the spreading of an epidemic. Opportunistic evolutionary services
refer then to mobile services being executed over such an opportunistic networking in-
frastructure, and evolving over time as the consequence of a distributed evolutionary
process.

2.1 Epidemic Data Spreading

Starting from the considered application scenario, the BIONETS project developed the
“disappearing networking” concept, which is a networking framework addressing the
problems of scale (in terms of number of devices) and heterogeneity (in terms of differ-
ent features supported by the different nodes). In particular, it provides a novel network
architecture, centered around the concept of “epidemic spreading” of information: simi-
larly to the spreading of an epidemic, data is diffused by means of localized interactions
among mobile nodes. Data exchanges are regulated by a dissemination scheme, which
determines the rules according to which data is forwarded from one node to another.
Refer to [3] for a comprehensive overview of the different data forwarding schemes
that can be used in order to deliver messages in an opportunistic communication en-
vironment. We have then designed and evaluated various data dissemination schemes,
and studied how different message forwarding algorithms can co-exist on the basis of
natural selection principles [4].

Various security mechanisms were also investigated to ensure classical security char-
acteristics in such a non-classical environment. In particular availability, reliability, and
trustworthiness of the information spread are critical aspects to be considered. For this
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purpose, we developed a so called barter-based-approach [5] which has the characteris-
tic that the only beneficial behaviour for an attacker, such as a selfish-node, is beneficial
for all nodes in the network.

This mechanism can be complemented by a fair exchange protocol which also allows
the fair exchange of valueable information even though no central trusted third party
is present. Here again, the characteristic of the disappearing network is exploited by
defining a transient trusted third party formed by the surrounding nodes. Finally, the
quality (or trustworthiness) of the information spread in BIONETS is evaluated by a
trust and reputation management system. This is done by assessing the trust of the node
the information originates from.

2.2 Evolutionary Mobile Services

Evolutionary services are expected to run on top of such “disappearing networking”
infrastructure, and to be subjected to a specific service life-cycle which describes their
creation, lifetime and possible deprecation. Traditional service life-cycles are rather
static and do not possess abilities to dynamically respond to environmental changes.
Differently, in BIONETS we are focusing on highly dynamic environments, which re-
quired the realization of a novel bio-inspired life-cycle, which features service compo-
sitions that can evolve over time to remain adapted to the environmental context and
can support the security requirements therein [6].

The bio-inspired service life-cycle has been realized on top of the BIONETS Ser-
Works framework [7], which is depicted in Fig. 1. It consists of four loosely coupled
containers. An Application Container holds atomic services as well as service composi-
tions; a Network Container encompasses services providing networking functionalities.
Both types of services are not extended to provide a certain autonomic behavior. Instead,
a third container contains a set of Mediators, which realize basic functionalities such
as service discovery/recovery, as well as complex operations such as the modification

Fig. 1. The BIONETS Serworks system architecture
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of service compositions by means of genetic operators. Interactions among elements of
these containers are handled by the Interaction Framework, which implements various
interaction models. As an example, in Fig. 1 a DHT, Puslish/Subscribe and Semantic
Data Space interaction models are considered.

The interaction model includes also the support for service migration, a key element
to support service evolution and to increase the service penetration in a dynamic en-
vironment. Service migration can be interpreted as a special case of a wider service
mobility concept, where the running service, or set of services, are transferred from one
node to another, while keeping all the user and network associations alive during the
procedure. In the BIONETS platform, the service mobility and migration is handled
by a specific software entity, which makes the decision and triggers the movement of
the service over the existing network. In order to realize such procedure, such com-
ponent needs to gather information also from the other containers (including e.g. the
networks status information from the network container) and to interact with the other
Mediators.

In this paper’s scope, the BIONETS service migration is defined as node’s capability
to exchange service descriptions with other nodes over the network and within the con-
nectivity range, and to execute the service with either the service’s original preference
set or if necessary with modified preference set corresponding the special requirements
of the new platform, such as new user credentials etc. In this migration scenario, we do
not assume multi-hop network and the migration happens over the point-to-point link.

Evolving Service Compositions. One of key objectives of the BIONETS project is to
define innovative solutions for enabling the adaptation of service compositions during
runtime. The many existing solutions are based on the simple replacement of services
based on certain additional information. For instance, in [8] genetic operators are used
to enable a QoS-aware creation of service compositions by selecting the single services
within the composition based on their quality. However, they did not revise the structure
of the service composition itself and thus did not address the problem of related seman-
tic service descriptions. In [9], authors proposed a policy specification language and
respective hierarchical policy model to incorporate the users context during the binding
phase of a service compositions creation and thereby also provide a solution to adapt
services based on a changing user context. Again, this solution focuses on an optimal
replacement of single services, but cannot provide an alternative solution in case the
service cannot be replaced by exactly one other service.

In BIONETS, we aim to overcome the limitations of information driven adaptation
and replacement algorithms towards an autonomic evolution of applications, where un-
derlying service compositions are continuously evolving over time in order to fit into
the continuously changing environment. This is achieved through a service composition
model where a workflow graph based on modified timed automata and a dataflow graph
serve as the basis for evolutionary applications [10]. By applying genetic operators we
are able to evolve service compositions in order to substitute parts of the application
that have dropped out and to provide an equivalent functionality with a different set of
services [11]. Equivalently, we developed mechanisms [12] which modify the service
composition model in order to guarantee security requirements of the user, of the user’s
data the service uses to operate, or the device the service is running on.
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3 The BIONETS Platform Demonstrator

The BIONETS platform is a practical implementation of a mobile framework support-
ing the execution of evolutionary opportunistic services. It consists of (i) a software
prototype of the platform (ii) a simulation environment, which is used to reproduce a
very large number of mobile nodes exchanging data over time. The software prototype
and the simulator are integrated following a hardware–in–the–loop approach, where the
scale of a very large number of mobile nodes is delegated to a simulation environment,
and the user interactions of the developed application is implemented in a real prototype
(Fig. 2). More in detail, this consists of a server simulating a mobile network containing
a large number of virtual nodes. The prototype connects to this server and participates
in the simulated network, just like it was a real one. This allows to stress test the proto-
type in a much larger environment that is not practically possible by using real devices.
In this setting, the prototype is represented in the simulation through a delegate node,
which is a simulated node implementing all the networking functions and interacting
with the Service Framework that is running in the prototype.
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Fig. 2. The hardware–in–the–loop demonstrator architecture

3.1 Simulating an Opportunistic Network

To verify and benchmark the system properties of BIONETS, a special purpose simu-
lation platform was implemented. This was based on OMNeT + + [13], a C++ simu-
lation library which includes the support for simulating a mobile network. The focus of
the simulator is the implementation of the networking functions of the SerWorks archi-
tecture Fig. 1, which specifies a service oriented dynamically configurable networking
solution. This module encapsulates all of the opportunistic networking and epidemic
spreading related protocols, as well as many of the security solutions (e.g., trust and
reputation management, fair exchange and barter based protocols). The challenges re-
lated to the development of this platform mostly relate to the (i) implementation of a
platform that was able to scale up to a very large number of nodes (ii) support of a wide
range of different data dissemination schemes that could be selected at runtime.
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3.2 Evolving Service Compositions

In BIONETS, composed applications are modeled by means of service compositions
that are represented as timed automata [14]. This formal notion constitutes a formal
link to mature research areas such as semi-group or category theory, making existent
algorithms applicable to the BIONETS service composition notion. In addition, the
special consideration of real-time aspects makes the composed application responsive
to timeout and delays, such that services can by dynamically exchanged during runtime
in case a service or its host device is no longer responding.

A runtime environment has been developed that supports the execution of these
timed automata based service compositions. An implementation is available both for
services as well as for smaller mobile devices. The latter version is implemented in
pure JavaScript, such that it can be initially transferred to the client device and run on
every user device featuring a Web browser with a JavaScript interpreter; changes on
client devices are thus not necessary.

Services are labeled with semantic descriptions specifying their inputs, outputs, pre-
conditions, and effects, so-called IOPE descriptions [15]. Based on these annotations,
algorithms have been created to automatically create a service composition for a re-
quested set of effects and outputs. Within the scope of our demonstration environment,
variants of these algorithms are used to dynamically create service compositions and to
evolve them over time in order to remain adapted to the continuously changing environ-
mental context. Here, a user can initially subscribe to a set of services or functions. Ap-
propriate services are discovered and offered to the user. In case a service is considered
as suitable, it is automatically integrated into the user’s current service composition.
Every time new services become available within the network, services are offered to
the user and optionally integrated during runtime. Thereby, the application evolves over
time, offering an adapted application to the user given the current landscape of avail-
able services. To achieve a mapping from service compositions underlying evolvable
Web applications, we developed a mapping from the service compositions to a graphi-
cal presentation. Here, services are classified according to the resources they generate.
For instance, there are services operating on map, others on locations, and others on
images. The resource allows us -in the style of the Web- to derive a representation of
the current state of the service composition. Every time a resource is modified by means
of a service execution, the accordingly modified resource is pushed to the frontend such
that its presentation can be updated.

4 Current Research Work

In this paper we have introduced the concept of evolving opportunistic services, we have
described their practical implementation over the BIONETS platform. Current research
activities are currently concerned with the implementation of MyDirector, an applica-
tion that loosely combines mobile services for the presentation of location-based data.
The application supports the geo-referenced capturing and sharing (via opportunistic
networking) of video snapshots in an urban environment. This use-case will be used as
a driver for the evaluation of opportunistic evolvable services in a concrete application
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scenario, providing a valuable feedback on the developed platform and a benchmark for
the implemented algorithms and solutions.
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Abstract. In this work we report on a method, based on the use of

activation–inhibition mechanisms, for building and maintaining high–

rate routing paths (data highways) in dense wireless sensor networks.

We describe the algorithms devised and report on the outcomes of a

simulation study, aimed at assessing the scalability and the performance

of the proposed approach.

Keywords: activation–inhibition mechanisms, reaction–diffusion pat-

terns, data highways, routing, wireless sensor networks.

1 Introduction

The design of efficient, robust and scalable methods for routing data from sources
to sink(s) is a major issue in wireless sensor networks (WSNs) [1]. From a com-
munication perspective, traffic patterns in WSNs are of the many–to–one or
many–to–some type, depending on the presence of one or multiple data sinks.
Data sinks can be either gateway nodes, through which the sensed informa-
tion, appropriately processed, can be accessed by remote machines, or actuators
(e.g., PLCs), where control decisions are taken based on the physical phenomena
monitored by the WSN.

Inspired by the work of Franceschetti et al. [5] on the possibility of achieving
the capacity bound in randomly deployed wireless ad hoc networks by using
a set of high–rate wireless backbones or ’highways’ spanning a given network
strip, we introduced in a companion work [6] a self–organizing scheme for the
distributed construction of data highways in dense WSNs. The scheme is based
on the use of activation–inhibition mechanisms [3] for driving the emergence
of suitable spatial patterns. Similar approaches have recently found application
in the wireless networking setting for dealing with activation problems [4,8].
The scheme presented in [6] assumes that all nodes have perfect information on
the relative location of data sinks. Such information, which is used to “orient”
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the activation–inhibition filter along the node–to–sink direction, may not be
available in realistic deployments. We therefore investigated a refined version
of such a model, where a beaconing mechanism is used to allow each node to
estimate the direction towards the sink(s) (i.e. which neighbouring nodes lie on
the minimum hop path towards the sink). In this work, we describe the refined
model and present some early–stage results derived from an implementation in
an event–driven simulator of the aforementioned techniques.

The remainder of the paper is organized as follows. In Sec. 2 we introduce
the architecture and the methods for the construction and maintenance of data
highways. In Sec. 3 we present the outcome of our simulative study. Sec. 4
concludes the paper presenting a brief overview of the issues left open.

2 Architecture and Methods

2.1 Highway Generation

We wish to develop self-organizing processes that lead to the emergence of data
highways in a dense wireless network. These highways should be optimally spaced
such that all nodes are within range of a highway (using long–range single–
hop communications), but the highways themselves should utilize short–range
hops to transport messages to data sinks (to optimize power consumption while
limiting interference). The goal is to minimise the number of highway nodes
while respecting such constraints. Our problem is therefore to approximate such
a desired pattern by using decentralised mechanisms which exploit only local
interactions among neighbouring nodes.

We took inspiration, for addressing such a problem, from mechanisms based
on activation–inhibition reaction–diffusion techniques [2,8]. These mechanisms
describe how field strengths or substance concentrations vary over space and time
under two competing influences, a short range positive activation effect, and a
longer range negative inhibition effect. The resultant models have been widely
used to describe emergent behaviours in biological and physical processes [3]. The
simplest formulation of this approach, yet enabling the emergence of a variety
of patterns of interest, makes use of a single field variable and can be modelled
in the discrete time domain as follows:

u(k, t + 1) = g

⎡⎣ϕsu(k, t) +
∑
j∈Ri

ϕi(j)u(k + j, t) +
∑
j∈Ra

ϕa(j)u(k + j, t)

⎤⎦ , (1)

where k is a physical location, Ri is the inhibition region, Ra the activation
region, the activation coefficient ϕa and the self–activation coefficient ϕs are
strictly positive, the inhibition coefficient ϕi is strictly negative and g() is a
normalizing function.

The equation in (1) corresponds to a two–dimensional time–invariant filter
applied to the random field representing the activation level u(·, ·). The filter is
characterized by the shapes of activation and inhibition regions and by the value
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of the coefficients ϕs, ϕa, ϕi. In [6] it has been shown that, by using asymmetric
(or polarised) filters (i.e., filters in which the inhibition and activation regions are
not symmetric) it is possible to achieve various spatial patterns. The repeated
filter convolution causes the emergence of the ridge peaks in the activation field
by activating localized regions that align with the filter axis, whilst inhibiting
the off–axis areas between these regions. The width of the filter’s inhibition
zone controls the separation of the resultant ridge peaks. It is therefore possible
to select filter parameters to achieve desired ridge separations. By appropriately
adapting the direction of the axis throughout the network, it is possible to change
the ridge orientation in different locations within the network. If this is done
appropriately then the ridges can be controlled to converge on specific locations
– i.e. the data sinks within the network. If we have multiple data sinks then
the filter orientation, and hence the ridge orientation, can be derived based on
a gravitational attraction model [6]:

di =

∑
sj∈S(ni − sj)|ni − sj|−2∑

sj∈S |ni − sj|−2
, (2)

where S is the set of sink nodes.
Such a method is based on the assumption that nodes are able to estimate

the direction to all data sinks. In the absence of such information, nodes have
to estimate which nodes, among the neighbouring ones, are along the shortest
path to the sink. This can be achieved by using a suitable beaconing mechanism
to acquire knowledge of the distance from the sink(s).

As we are assuming that the nodes do not know their own spatial location
nor that of the sinks, the convolution filter cannot be oriented based on equa-
tion (2). We can however obtain an estimate of the direction to the sink from a
given source node based on the sink hop count of the neighbouring nodes, and in
particular whether or not they are on the shortest path to the sink. If the neigh-
bourhood has size R (expressed in hops) and the selected node is at distance
δ from a given sink, the activation region is constituted by all nodes being at
distance n from the node (n ≤ R) and at distance δ±n from the sink. All other
nodes in the neighbourhood are considered to be in the inhibition region. One
additional implication is that —rather than determining the weighted direction
to all sinks as in (2)— given that each node knows the distance to all sinks, we
apply the filter convolution separately for each sink, and hence determine a set
of independent ridges for each sink. The highways are then only generated at
each node using the ridge data for the closest sink.

2.2 Protocols Description

Formally, we assume the following:

– Nodes are assigned a unique identifier;
– Nodes can tune dynamically their transmission power level Ptx in the range

[Pmin, Pmax];
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– The network is connected when all nodes use Ptx = Pmin;
– Nodes transmit at Pmin unless otherwise specified.

The algorithm works according to the following steps:

(i) Sink announcement: each sink broadcasts a beacon with its ID. Nodes
receiving such a beacon update the distance field and re-broadcast it. In
such a way each node will eventually have knowledge of all sinks and its
distance from them.

(ii) Neighbourhood discovery: each node broadcasts a message to its one–hop
neighbours, asking for information about them (including activation state)
and about nodes which are at most R − 1 hops from them. In such a way,
each node may acquire (by means of a gossiping mechanism) information on
nodes that are within its ’neighbourhood’ (at most R hops away).

(iii) Filter construction and activation level update: based on the infor-
mation gathered, each node constructs its local filter and updates its acti-
vation level. Let us now consider the specific algorithm for performing the
activation–inhibition convolution within each node. If a neighbouring node
is n hops from the selected node (n ≤ R), and either n hops closer to, or
n hops further away from, the sink node, then the neighbour will be on the
shortest path to/from the sink - and hence can be viewed as being along the
filter alignment axis, and should therefore be an activator for the selected
node. Conversely, a node that is n hops from the selected node, and not n
hops closer to, or n hops further away from sink, will not be on the shortest
path, and can therefore be considered to be orthogonal to the filter axis, and
will therefore be an inhibitor for the selected node. Steps (ii) and (iii) are
repeated for a number of times in order to achieve a stable spatial pattern.

(iv) Ridge detection and tracing: each node runs a procedure for deciding
whether it should act as highway node, by checking whether it is in range of
an already existing highway (in which case it just connects to it) or whether
it is a local peak, and should therefore activate (i.e., turn into a highway
node). If a node is activated, it starts a tracing process by identifying which
node shall represent the next hop on the way to the closest sink.

The detailed description of the algorithms, together with their pseudo-code, are
reported in [7].

3 Numerical Results

All the algorithms and protocols devised have been implemented in an event–
driven network simulator, Omnet++ [9]. The model used was based on the IEEE
802.15.4 standard for PHY and MAC protocols. Our primary goal was to under-
stand how the methods introduced scale with respect to the number of nodes in
the network. For scaling the system in a consistent way, we used a fixed node
density (set to 0.1429 nodes/m2, corresponding to an average neighbourhood
size equal to 7 when transmitting at the minimum power). The larger the num-
ber of nodes, the larger the playground size on which they were placed. Nodes
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were placed according to a uniform distribution. We used one single sink, located
at (1, 1). The maximum and minimum communication distance were setup con-
sidering, in the absence of interference, a power transmission range of (−25, 0)
dBm, a signal attenuation threshold of −120 dBm and a path loss coefficient of
2. The following set of parameters were used:

Parameter Value

Number of runs 10

Duration of each run (s) 3600

Playground area (m2) 70/350/700/1400/3500/5250/7000/10500

Number Hosts(n) 10/50/100/200/500/750/1000/1500

Maximum communication distance (m) 12.0
Minimum communication distance (m) 4.0
Neighbourhood size (hops) 4

Self-activation coefficient(ϕs) 2.0
Activation coefficient(ϕa) 1.0
Inhibition coefficient(ϕi) −0.1

In all simulation runs our protocol showed to be able to build valid routes,
i.e., all nodes had a valid nextHop field, highways were connected to the sink
and nodes not on highways were within the maximum communication distance
of 12 m from a highway node.

In order to provide insight into the patterns arising in the network as a con-
sequence of the activator–inhibitor mechanism, we report in Fig. 1 the following
graphs, related to the case with 750 nodes:

(a) Connectivity graph among nodes when transmitting at minimum transmis-
sion power;

(b) Contour plot of resulting distance from the sink;
(c) Resulting activation field after 25 iterations;
(d) Data highways resulting from tracing activation field ridges to the sink.

As it can be seen, highways tend to arise where dense clusters of nodes are
present; the ridge tracing process ensures then ability to reach back to the sink.
The control of the distance among highways is achieved by setting appropriately
selecting the neighbourhood size for the activation filter.

In order to evaluate the performance of our protocol, we preliminarily focused
on two metrics. The first one is the time needed by a node in the network to
achieve a valid path to the sink node. This corresponds to the time needed to
bootstrap a WSN. We considered the minimum, average and maximum value
attained for any node over 10 runs. The results are reported in Fig. 2. Both
the minimum and average number turn out to be only slightly sensitive to the
number of nodes in the system. This is due to the fact that the time needed to
construct routing paths from any node to the sink turns out to be dominated
by the values of some timers which are part of the routing framework (see Fig. 4
for a workflow–like representation of the overall operations of the protocol).
The case of 10 nodes show significantly better performance, due to the simple
topology achieved (in most runs all nodes were directly connected to the sink).
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Fig. 1. Pattern arising for N = 750: (a) Connectivity graph when transmitting at the

minimum power level; (b) Contour plot of distance from the sink; (c) Activation field

after 25 iterations of the reaction–diffusion filter; (e) Data highways resulting from

tracing activation field ridges
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Fig. 2. Bootstrapping time (s) as a function of the network size

The maximum value increased as a function of the number of nodes. A more
detailed analysis revealed that this was due to problems related to interference,
which prevented some nodes to correctly decode messages destined to them,
causing therefore a delay in the setup time.
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Fig. 3. Number of control messages (exchanged throughout the whole simulation and

until a valid route to sink is achieved) as a function of the network size.

Fig. 4. Workflow–like representation of the operations of the whole routing framework.

(Values for duration of timeouts are indicative and have been derived for the network

sizes considered in this paper.)
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The second performance metric we considered was related to the overhead
induced by the protocol in terms of the number of messages exchanged until a
valid route to sink is achieved and throughout the whole simulation run (of the
duration of 3600 s). As it may be seen from Fig. 3, the number of such a messages
scales (slightly) superlinearly in the number of nodes. A more detailed analysis,
based on the different types of messages involved in the routing protocol, revealed
that all messages involved but sink beacons grow linearly with the number of
nodes. The number of sink beacon messages tends on the other hand to grow
in a superlinear fashion (actually exponentially), which explains the behaviour
observed in our experiments.

4 Conclusions and Discussion

In this paper, we have reported some early–stage numerical results on the per-
formance attainable by a biologically–inspired scheme for the construction of
high–rate data highways in dense wireless sensor networks. The results con-
firmed (i) the correctness of the procedures designed and their ability to meet
the requirements in terms of maximal distance to highways (ii) good scalability
properties with respect to the number of nodes in the system. Further simulation
studies are needed to assess the performance attainable in terms of energy con-
sumption as well as in the ability of the mechanisms designed to recover quickly
and with limited overhead from nodes’ failures.

References

1. Akyildiz, I.F., Su, W., Sankarasubramaniam, Y., Cayirci, E.: Wireless sensor net-

works: a survey. Computer Networks 38(4), 393–422 (2002)

2. Bar-Yam, Y.: Dynamics Of Complex Systems. Westview Press (2003)

3. Deutsch, A., Dormann, S.: Cellular automaton modeling of biological pattern for-

mation: characterization, applications, and analysis. Birkhäuser, Basel (2005)
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Abstract. Delay Tolerant Networks (DTNs) are wireless networks in

which end-to-end connectivity is sporadic. Routing in DTNs uses past

connectivity information to predict future node meeting opportunities.

Recent research efforts consider the use of social network analysis (i.e.,

node communities, centralities etc.) for this forecast. However, most of

these works focus on unicast. We believe that group communication is the

natural basis of most applications envisioned for DTNs. To this end, we

study constrained *-cast (broad-, multi- and anycast) in DTNs. The con-

straint is on the number of copies of a message and the goal is to find the

best relay nodes for those copies, that will provide a small delivery delay

and a good coverage. After defining a solid probabilistic model for DTNs

collecting social information, we prove a near-optimal policy for our con-

strained *-cast problems that minimizes the expected delivery delay. We

verify it through simulation on both real and synthetic mobility traces.

Keywords: DTN, social network, broadcast, multicast, anycast

1 Introduction

Delay tolerant networks (DTNs) are sporadically-connected networks, experi-
encing frequent network partitioning. This is usually the result of one or more
factors: high mobility, low node density, stringent power management, attacks
etc. The DTN concept was first considered for challenged or exotic network con-
ditions such as satellite networks with periodic connectivity, underwater acous-
tic networks with moderate delays and frequent disruptions, sensor networks for
wildlife tracking, and Internet provision to developing regions. Nonetheless, the
constant growth in number of mobile, networking-enabled devices has created the
possibility for anyone to set up a network anywhere, anytime and with anybody,
even in urban environments, something that has not remained unnoticed by
researchers and industry. Numerous applications, e.g., peer-to-peer content ex-
change, localized content and service discovery, social networking, that are asyn-
chronous and thus tolerant to delays, can be supported using a DTN architecture.

Nevertheless, communication in such networks is quite challenging due to the
lack (or rapid change) of end-to-end paths. To this end, numerous novel DTN
routing protocols for unicast traffic [23, 9, 19, 17] have been proposed, that at-
tempt to infer the contact patterns between nodes and predict paths with high
probability of delivery. Among these, a recent research thread has proposed to
take advantage of social properties of such networks [8, 16]. Mobile devices are
carried by humans whose mobility is governed by explicit (e.g., friends, col-
leagues) or implicit social factors (e.g., commuters on the same bus, shared

.
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cafeteria etc.). As a result, these protocols try to expressly capture social links
between nodes (e.g., communities) and use complex network analysis tools [3, 22]
to identify nodes that can be used to improve the routing efficiency.

Although unicast routing in DTNs has received a considerable amount of at-
tention (see survey in [25]), other communication patterns, such as multicast or
anycast, as well as appropriate metrics and algorithms to optimize these, have
been largely neglected [13, 26]. However, as has been noted in [5], most appli-
cations envisioned for such “pocket switched networks” [15] are expected to not
be point-to-point. For example, pushing data towards a subset of interested sub-
scribers to a channel or service can be described better as multicast or broadcast,
while service or data discovery that does not know (or care about) the identity of
the node that provides the service in advance can be better described as anycast.

In this paper, we take a first step towards optimizing *-cast (i.e., broadcast,
multicast, and anycast) in DTN environments of human carried wireless devices.
The approach we take will also be based on social network analysis, as we believe
that the preliminary advantages that have been demonstrated for unicast rout-
ing [8, 16] are well-grounded, independently of the communication mode stud-
ied. Our work has two main contributions. First, we develop a solid probabilistic
model of predictive value for any DTN gathering social information, e.g., node
degrees. Second, we prove a near-optimal policy for a class of *-cast problems in
a resource constrained setting that minimizes the expected delivery delay.

The rest of the paper is structured as follows. Section 2 presents the network
model used throughout the study and we formally define the problems we ana-
lyze. Section 3 comprises the probabilistic model and the proof of delay optimiza-
tion. A preliminary evaluation is shown in Section 4. We conclude in Section 5.

2 DTN Network Model

In this section, we present the network model used in our study and we formally
define the problems we subsequently address.

2.1 Network Model

Let N be the set of all nodes in the network, ∣N ∣ = N . Each of the N nodes is
identified by a unique ID and its mobility is assumed to be governed by (implicit
or explicit) social relations. Specifically, (i) we can identify node communities,
i.e., sets of nodes that tend to meet each other preferentially, and ii) nodes have
different sociability or number of nodes they meet in a given time interval, rang-
ing from solitary to gregarious. This seems a reasonable assumption, since mobile
devices (network nodes) are carried by humans, who engage in socially mean-
ingful relationships. Several previous DTN experiments, [10, 18], have confirmed
this type of interaction patterns and information flow. In this paper, we will fo-
cus on the latter characteristic only, and defer studying community structure for
future work. Specifically, we assume a social graph is created using past contacts
between nodes and we will optimize around the degree distribution of the graph.

Contacts. A contact between two nodes happens when those nodes have
setup a bi-directional wireless link between them. We assume that:
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i) contacts last for a negligible time compared to that between two successive
contacts, but long enough to allow all the required data exchanges to happen,

ii) contacts occur in sequence, i.e., there are no simultaneous contacts1.
Each contact has a defining feature: its type. The type of a contact is uniquely

defined by the IDs of the two nodes taking part in it. Hence, there are (N
2
)

possible types of contact. We will assume that:
iii) the types of successive contacts are mutually independent random variables.
The distribution of each variable is fully defined by a (N

2
)-sized vector of proba-

bilities summing to 1. The probabilities depend on the mobility model and can be
estimated in function of the information assumed available. In our case, mobility
behavior is captured in a social graph, described next, and contact probabilities
depend on the node degrees in this graph (as shown in Section 3.1).

Social graph. A social graph represents our network: nodes (mobile devices)
are vertices and contacts are edges. The graph seeks to capture the aforesaid
social features of this network. Ways of creating the social graph of a DTN are
implicitly used in various previous works [8, 16]. More recently, [14] explicitly
addresses this as a standalone issue. Here, we build the social graph as follows.

Time is divided in W-sized windows. When a contact occurs, the respective
edge is added to the graph. The node degree shows how many different devices
that node contacted within one time window. Hence, the graph is simple: multi-
ple contacts between the same two nodes result in only one edge. At the end of
each window, nodes update their running average degrees over all time windows.
This graph allows us to identify important actors in the underlying social net-
work, by using complex network analysis metrics such as centrality. Following
the practice of [20], we make the further assumption that the maximum degree
in the graph is o(√N), reflecting the fact that in a large enough social network, a
single person, even a very social one, cannot know a constant fraction of all users.

2.2 Constrained *- ast Problem

We now describe the scenarios we will address in our probabilistic analysis. All
scenarios use the above network model.

We focus on a subclass of constrained group communication problems in the
DTN environment: broadcast, multicast and anycast. The constraint under con-
sideration is on the number of copies of a message. The problem is formally
defined below for the general case. Specific definitions for broadcast, multicast
and respectively, anycast follow.

Definition 1 (General case). At time 0, a source node s ∈ N, creates a mes-
sage m to be delivered to a fixed set D (∣D∣ = D) of distinct destination nodes in
the network, with D ∈ ℘(N) and 1 ⩽ D ⩽ N. s must then find a set of nodes L of
size L which will each store a copy of m. The general goal is that every node in
D receive m. Maximizing the number of nodes that receive it before a deadline
(time to live (TTL)) or minimizing the delay until all nodes receive the message
are different flavors of the optimization problem in hand2.

1
This is the case, for example, if we assume that the arrival process of contact events

is Poisson. In general, this assumption just implies a relatively sparse network.
2 ℘(N) is the power set of N, i.e., the set of all subsets of N.

C
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Definition 2 (Broadcast). In broadcast, D =N.

Definition 3 (Multicast). In multicast, D is such that 2 ⩽ D ⩽ N − 1.
Definition 4 (Anycast). In anycast, still D ∈ ℘(N) and 1 ⩽ D ⩽ N. However,
the goal of the routing changes. Instead of showing the message to the entire
destination set, m need now only be seen by at least one node belonging to that
set, whichever node that is.

Therefore, with our routing requirements, the creator of a message must find a set
L of permanent message carriers and give them each a copy of the message. By
permanent message carriers we mean that the carriers cannot forward the mes-
sage further, except to nodes in the destination set D who consume it (similar to
the two-hop [4] and spray and wait schemes [23]). The size L of the set of perma-
nent message carriers should be at most equal to the permitted number of copies
of a message. Since the copies cannot be forwarded, the choice of permanent mes-
sage carriers must be optimum to ensure the timely delivery of the messages.

Our analysis focuses on the delivery delay measured in number of contacts.
Let Td be the random variable counting the delivery delay of a message under the
above routing constraints. Then, Td can be expressed as a sum of two other ran-
dom variables: i) the finding time, the time for choosing the carriers and handing
them the copies, Tf and ii) the showing time, the time until all destination nodes
have seen the message, Ts . Assume3 Td = Tf + Ts . Based on this decomposition
of the delivery delay, we can identify three levels of the problem:
1. Offline optimization with global knowledge. Here, we assume the avail-

ability of a graph oracle that provides information about the degree of all
nodes in the social graph. Our goal is to select the L permanent message carri-
ers, according to their (globally known) degrees, that will maximize the deliv-
ery ratio and minimize the delivery delay. Furthermore, we assume that after
the set L is chosen, copies of the message are transmitted instantaneously to
the nodes in this set. Hence, we ignore Tf and focus on Ts , the showing time.

2. Online optimization with global knowledge. We still have the same
oracle. Using the scheme devised above, we identified the L permanent mes-
sage carriers and our new goal is to find these carriers as soon as possible
and give them the message. This part will assess only the Tf element.

3. Online optimization. We no longer have the oracle. Using insight from the
two schemes above, we want to optimize the delivery delay Td , in its entirety.

In this paper, we address the first level, i.e., we prove an optimum for E[Ts]
and sharp concentration of Ts around its mean. The analysis of the next two
levels is part of our future work.

3 Probabilistic Analysis

In this section we provide a theoretical analysis of the evolution of Ts , the show-
ing time component of the delivery delay, in function of the choice of permanent
message carriers, L. To do so, let us first provide some basic tools.
3 In reality, Tf and Ts will overlap. We discuss this later on.
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3.1 Probability Measure

Consider the contact, as defined in Section 2.1 and let us place ourselves at time t.
Define the random variable Ct as the type of the first contact occurring after time
t in the network. This type is unique, since there are no simultaneous contacts
and we will denote it (i , j), where i and j are the two nodes coming in contact.

As stated before, estimates of the probability distribution of Ct can be ob-
tained, using the information available. In our case, that information is twofold.
First, we know that the structure of our network is strongly influenced by social
relations and second, we dispose of a degree distribution oracle. Several studies,
[22, 3], found that most social networks have skewed degree distributions and
nodes are linked proportionally to their degrees. For us, this suggests that the
probability of Ct being (i , j) should be proportional to di and d j, the degrees of i
and j, respectively. We will now provide a formal argument that it is indeed true.

Let us now define our probability space (Ω,F ,P):
Ω is the sample space, i.e., the set of all outcomes of our elementary experiment,

the next contact. Then, Ω consists of all possible pairs of nodes and ∣Ω∣ = (N
2
).

F is a σ -algebra of events, i.e. F ⊆ ℘(Ω) and hence, ∣F∣ ⩽ 2∣Ω∣ = 2(N2).
P is a measure on (Ω,F) called the probability measure. P(Ω) = 1.
In Section 2.1, we showed how to calculate node degrees based on a time win-

dow mechanism and we made the assumption that this is the only information
available to nodes. We now place ourselves on the timeline, at the end of a win-
dow W . The current degree distribution reflects the contacts in all past windows
and, if the network does not change erratically, we assume that it also provides
a good estimate for the contacts in window W + 1. We will use this to calculate
the probability distribution of Ct.

A degree distribution matches multiple graph instances. The probability of an
edge existing in the network graph can be calculated as the number of graph in-
stances containing that edge over the total number of graph instances matching
our distribution. However, this is a difficult combinatorics problem. An easier
way to calculate this probability is to use a graph construction model that gen-
erates fixed degree sequence graphs: the configuration model [2]. For every time
window of size W , the configuration model guarantees the given degree distribu-
tion. In this model, each node is assigned a number of stubs or half edges, equal
to its degree. The stubs are then paired with each other. The probability of an
edge between nodes i and j is calculated as follows. For nodes i and j, and for
1 ⩽ s ⩽ di and 1 ⩽ t ⩽ d j, we define Ist ,i j to be the indicator of the event: “stub
s is paired to the stub t”, where the stubs are numbered arbitrarily. If Ist ,i j = 1
for some st, then there is an edge between vertices i and j. It follows that the
probability of an edge linking i and j is

pi j = ∑
1⩽s⩽di
1⩽t⩽d j

Pr[Ist ,i j = 1] = did jPr[I11,i j = 1], (1)

since the probability of producing an edge between i and j by pairing the stubs
s and t does not depend on s and t. Now, Pr[I11,i j = 1] is the probability that

stubs 1 of i and 1 of j are paired to each other, which is equal to (∑N
i=1 di − 1)−1.

Therefore, the probability of an edge between i and j is
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pi j = did j

∑
1⩽i⩽N

di − 1 (2)

and the probability of no edge between i and j is 1 − pi j .
Hence, the probability for an edge linking i and j to appear in the graph of

the next time window is pi j in equation 2. However, this is not the probability
of the next contact being between i and j. Based on pi j , and assuming uniform
sampling of the edges generated by the configuration model (i.e., each node pair
has the same contact frequency), this probability is shown in equation 3.

P[(i , j)] = did j

N

∑
i=1

di − 1
⋅ 1

1

2

N

∑
i=1

di

= did j

1

2
( N

∑
i=1

di)
2

− 1

2

N

∑
i=1

di

= did j

∑
1⩽i< j⩽N

did j +
N

∑
i=1
(di

2
)

(3)

The term ∑N
i=1(di

2
) in the denominator of equation 3 reflects the probability of

self-loops (“choose 2 stubs out of di” are the self-loops of node i) in the graph gen-
erated by the configuration model, which translates into contacts where only one
node is involved. To avoid this, we consider the erased configuration model [24].
Starting from the multigraph obtained through the configuration model, we
merge all multiple edges into a single edge and erase all self-loops. It was shown
in [24] that, provided that the maximum degree of the graph is o(√N), the config-
uration model and the erased configuration model are asymptotically equivalent,
in probability. Since we justifiably made this assumption in Section 2.1, we can
safely approximate the probability of the next contact being between i and j as

P[(i , j)] = did j

∑
1⩽x<y⩽N

dxdy
(4)

This concludes our estimation of the probability distribution of Ct, as we can
now calculate the probability of any type of contact using the degree oracle.

3.2 Group Communication as a CCP

To analyse the problem in Definition 1 and its particular cases, we will use
a notorious probabilistic method: the Coupon Collector Problem (CCP). This
method was formally introduced in [11] and its setting is the following.

Lemma 1 (Coupon Collector). Consider an unlimited supply of coupons of
n distinct types. At each trial, we collect a coupon uniformly at random and
independently of previous trials. Then, it takes on average nHn trials, to col-
lect at least one of each of the n coupon types (Hn is the Harmonic Number).
In addition, the number of trials until the full collection is obtained is sharply
concentrated around its expectation.

In our problem, each contact is a trial, L - the set of carriers, is the collector
and the nodes in D are the desired coupons. A node d ∈ D is collected when
the first contact between d and any of the nodes in L has occurred. Unlike the
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coupon collector, each node has a different, known probability of being collected
in our case. In [12], Flajolet et al. give formulas for the expected number of trials
until both partial collections and a full collection, in the heterogeneous case.

Another difference between our setting and the CCP is the null coupon. The
CCP has n types of coupons and ∑n

k=1 pn = 1. We have D distinct nodes to be
collected, plus a null event representing contacts in which none or both of the
two nodes involved, carries the message m. In other words, there exist n = D + 1
types of coupons (D destination nodes and no message exchange) and success-
ful message dissemination means collecting all but the null coupon, that is D
coupons. Let p0 be the probability of the null event: p0 +∑D

k=1 pk = 1.
Lemma 2. For each of the definitions in Section 2.2, the probabilities pi ,
0 ⩽ i ⩽ D are fully defined using the probability distribution from Section 3.1:

pk =
dnk

L

∑
j=1

dc j

∑
1⩽x<y⩽N

dxdy
and p0 =

∑
1⩽i< j⩽L

dci dc j + ∑
1⩽i< j⩽N−L

dni dn j + ∑
1⩽i⩽L

1⩽ j⩽N−L−D

dci dnD+ j

∑
1⩽x<y⩽N

dxdy
,

where c1 to cL are the L collector nodes, n1 to nD are the D4 coupon nodes and
nD+1 to nN−L are the rest of the nodes.

Proof. The probability for the collector L to collect a fixed coupon type nk,
1 ⩽ k ⩽ D is the probability that nk meets any of the collector nodes, i.e.

pk = P

⎡⎢⎢⎢⎢⎣
⋃

1⩽ j⩽L
(nk , c j)

⎤⎥⎥⎥⎥⎦
mut. ex.= ∑

1⩽ j⩽L
P [(nk , c j)] eq. 4=

dnk ∑
1⩽ j⩽L

dc j

∑
1⩽x<y⩽N

dxdy
. (5)

Equation 5 defines all pk ,1 ⩽ k ⩽ D. The null coupon probability is defined as
follows (1st term: collectors meeting each other, 2nd term: non-collectors meeting
each other, 3rd term: collectors meeting non-destinations):

p0 = P

⎡⎢⎢⎢⎢⎢⎢⎣
⋃

1⩽i< j⩽L
(ci , c j) ∪ ⋃

1⩽i< j⩽N−L
(ni , nj) ∪ ⋃

1⩽i⩽L
1⩽ j⩽N−L−D

(ci , nD+ j)
⎤⎥⎥⎥⎥⎥⎥⎦

(6)

mut. ex.= ∑
1⩽i< j⩽L

P [(ci , c j)] + ∑
1⩽i< j⩽N−L

P [(ni , nj)] + ∑
1⩽i⩽L

1⩽ j⩽N−L−D

P [(ci , nD+ j)]

eq. 4=
∑

1⩽i< j⩽L
dci dc j + ∑

1⩽i< j⩽N−L
dni dn j + ∑

1⩽i⩽L
1⩽ j⩽N−L−D

dci dnD+ j

∑
1⩽x<y⩽N

dxdy
.

Thus, we have a fully defined coupon collector probability vector. The vector is
a function of the chosen set of permanent message carriers, i.e., the chosen collec-
tor L and it does not include the null coupon: p(L) = (p1(L), . . . , pD(L)). ∎
4

We consider the case where L ∩D = ∅. Otherwise, some of the carriers (or all, if

D ⩽ L) could be trivially assigned among the destinations.
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We will now define an order relation for probability vectors of this type.

Lemma 3. The binary relation ⩽ defined on X = {p(L) ∣ L ∈ ℘(N) and ∣L∣ = L}
p(La) ⩽ p(Lb) ⇔ min(p(La)) ⩽min(p(Lb)). (7)

is a total order relation.

Proof. The minimum of a vector is a real number, hence our relation is equivalent
to the total order relation ⩽ on R. Thus it is a total order relation. ∎

Using the total order relation, we frame a lemma on the monotonicity of p(L).
Lemma 4. The coupon collector probability vector, p(L), is monotonous:

Broadcast: p(L) increases with ∑c∈L dc, with skewed degree distributions.
Multi-, Anycast: p(L) always increases with ∑c∈L dc.

The proof and broadcast conditions for monotonicity are in the Appendix A.
In the next section, we analyze the variable Ts . This represents the number of

contacts until the D distinct coupons have been collected for broadcast and mul-
ticast and the number of contacts until one coupon has been collected for anycast.

3.3 Expected *- ast Time

Using the probability distributions, we express the expected number of contacts
until successful message dissemination. As before, the vector of collection prob-
abilities is: p(L) = (p1(L), . . . , pD(L)), where p0 +∑D

i=1 pi = 1.
Broadcast (Def. 2) and Multicast (Def. 3). For broadcast and multicast,
the expected number of contacts until successful message dissemination is

E[Ts] =
D

∑
k=1
(−1)k+1 ∑

1⩽x1<...<xk⩽D

1

px1 +⋯+ pxk
[7]= ∫

1

0

(1 −
D

∏
i=1
(1 − t pi)) dt

t
. (8)

by the inclusion-exclusion principle. Note that this formula holds regardless of
whether ∑D

k=1 pk = 1 holds (here, it does not). This function has been studied ex-
tensively in the mathematics literature and not only [21, 6, 1, 12]. In this study,
we want to prove that it is positive and decreasing in p. As shown in Lemma 4,
maximizing p amounts to maximizing the degrees of the carrier nodes. There-
fore, we will also prove that choosing nodes of maximum degree as carriers is
the optimum solution in terms of delivery delay.

Theorem 1. With skewed degree distributions, for each N ∈ N and for each
L ∈ N, L < N, the function fD(p) = E[Ts] is positive and decreasing in p, using
the order relation defined in Lemma 3.

Proof. By a simple change of variable (t = e−u) in the integral in equation 8,
fD(p) can also be written as

fD(p) = E[Ts] = ∫
∞

0

(1 −
D

∏
i=1
(1 − e−t pi )) dt. (9)

C
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In [7], Borwein et al. showed that the key to proving an entire series of interesting
properties of this function (including monotonicity) lies in a convenient way of
writing it, derived from equation 9. Let Xi , (1 ⩽ i ⩽ D) be independent positive
exponentially distributed random variables with parameter λ = 1. Then,

fD(p) = E[Ts] = ∫
∞

0

(1 −
D

∏
i=1
(1 − e−t pi))dt = E(max (X1

p1
, . . . ,

XD

pD
)) . (10)

Then, from the representation in equation 10, it is straightforward that fD(p) is
positive and decreasing with the increase of all p1 to pD.

In the case of multicast and anycast, all p1 to pD increase with the increase of
∑c∈L dc and the proof is finished.

For the broadcast case, all p1 to pD except one, will increase with the in-
crease of ∑c∈L dc (see proof of Lemma 3). With a skewed degree distribution, the
network has numerous nodes of minimum degree. This means, a considerable
number of the probabilities p1 to pD will be equal and of minimum value. These
minimum probabilities will have an overwhelming mass in fD(p). Together with
all the other increasing probabilities, they will almost surely, largely outbalance
the unique decreasing value of the vector p(L).

Hence, fD(p) will always decrease with the increase of vector p, where the
order of vectors p(L) is defined as in equation 7 of Lemma 3. ∎

Anycast (Def. 4). As far as anycast from Definition 4 is concerned, the prob-
lem is much simpler. Indeed, for the anycast case, one only need to deliver the
message to one node in the destination set D. Hence, the showing time, Ts is a
geometric random variable with success probability

pany = P

⎡⎢⎢⎢⎢⎢⎢⎣
⋃

1⩽i⩽D
1⩽ j⩽L

(ni , c j)
⎤⎥⎥⎥⎥⎥⎥⎦

mut. ex.= ∑
1⩽i⩽D
1⩽ j⩽L

P[(ni , c j)] eq. 4=

D

∑
i=1

dni

L

∑
j=1

dc j

∑
1⩽x<y⩽N

dxdy
. (11)

Therefore, the expected value of Ts is

E[Ts] = 1

pany
=
∑

1⩽x<y⩽N
dxdy

D

∑
i=1

dni

L

∑
j=1

dc j

, (12)

and it is obviously also decreasing with the increase of vector p, where the order
of vectors p(L) is defined as in equation 7. Finally, Theorem 1 and equation 12
allow us to conclude that choosing the nodes of maximum degree as permanent
message carriers does indeed minimize the showing time portion of the delivery
time in all message dissemination schemes considered.

4 Experimental Evaluation

We provide here a brief experimental verification of our main finding in Sec-
tion 3.3: having maximum degree nodes as carriers minimizes the showing time.
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4.1 Contact Generators

We use three contact generators: two real mobility traces and one synthetic.
The synthetic contacts are based on a scale-free graph model. The real mobility
traces originate from two data collection experiments conducted by universities.

Scale Free Contacts: The contacts whereof the aggregation results in a scale
free (SF) social graph are generated as follows. First, each node is assigned a pop-
ularity according to a power law (exponent 3). Then, the two nodes participating
in a contact are randomly and independently chosen according to their respective
popularities. We use a scale free model with 500 nodes and 50 000 contacts.

ETH Contacts: The first trace comes from an experiment of ETH Zürich [18].
20 students and staff working on the same floor of an ETH building carried
802.11-enabled devices for 5 days. Every 0.5 s, each device sent a beacon mes-
sage, the reception of which was logged by all devices in 802.11 radio proximity.
This trace contains more than 23 000 reported contacts and is unique in terms
of time granularity and reliability. Although the ETH trace measurement period
spans a relatively short time, there are on average more than 1 000 contacts per
device. This is comparable in number of contacts to similar longer traces.

MIT Contacts: The second trace comes from the Reality Mining [10] project.
97 students and employees of MIT were equipped with mobile phones scanning
every 5 minutes for Bluetooth devices in proximity during 9 months. This trace
is unique in terms of number of devices and duration. Nevertheless, with a time
granularity of 5 minutes, many short contacts were presumably not logged. For
our simulations, we cut the trace at both ends and used 100 000 contacts reported
between September 2004 and March 2005. Note that this time period contains
holidays and semester breaks and thus still captures varying user behavior.

For both real mobility traces we ignored logged timing information and just
ordered the reported contacts according to their start times (i.e., slotted con-
tacts). We obtain the social graph from the contacts using the method discussed
and the results (optimal parameters) obtained in [14].

4.2 Simulation Results

To confirm our analysis, we evaluated the performance of constrained broadcast
and multicast as described in Definitions 2 and 3, for Uniform Randomly chosen
carriers (UR) versus message carriers with Highest Degree (HD) in the network.

For each contact generator, the simulation has a warmup period, to allow the
collection of information and a cool down period, to allow the messages created
last to be in the simulation for one TTL, as well. The TTLs were found empir-
ically, with the aim of a reasonable coverage. Messages are generated randomly
with probability 0.05 at each contact, during the period between the warmup
and the cool down times. For multicast, we consider groups of size 25% of all
nodes, chosen uniformly at random.

The two metrics considered are the coverage: the percentage of nodes in D
receiving the message within TTL steps, and the number of delivered mes-
sages over time. This last metric clearly captures the average delay of the two
strategies, as well.
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(a) # carriers vs. % coverage (b) Time vs. # delivered msg. (4 carriers)

Fig. 1. Broadcast Results (MIT trace)

(a) ETH trace (b) Scale-free model

Fig. 2. Multicast Results: # carriers vs. % coverage

Figure 1 shows the two metrics for broadcast using the MIT trace. Plots for
the ETH trace and the scale-free model are qualitatively similar and were left
out due to space limitations. Figure 1(a) shows that the coverage is indeed better
with the HD strategy. However, as the number of carriers approaches the total
number of nodes in the network, the two curves converge, since the two sets of
carriers (HD based and UR chosen) overlap more and more.

Figure 1(b) shows the number of messages delivered during the trace, for one
point in Figure 1(a). It confirms that the HD scheme does indeed take less time
than the UR scheme to deliver the same amount of messages. Figures 2(a) and
2(b) show the coverage for multicast on the ETH trace and respectively, the
scale-free model. Again, HD has better coverage and delivery time in both cases.

As a final note, we observed that, using the two traces with a higher numbers
of carriers, often the UR scheme slightly outperforms the HD scheme. We believe
it is an effect of one social relation, our current analysis does not account for:
node communities. Indeed, if all high degree nodes are part of the same commu-
nity, the remaining communities will not have any member who is a carrier and
will thus have a low chance of receiving the message. The UR scheme, however,
has better odds of sampling carriers from smaller communities, hence the bet-
ter performance with sufficient carriers. Accounting for node communities is the
next step in our work.
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5 Conclusion

Our goal in this paper has been to take a first look into a neglected area of DTN
routing: *-cast. More precisely, we have undertaken a study of broad-, multi- and
anycast in DTNs using social information. We identified a class of relevant opti-
mization problems for *-cast, where the amount of resources (message copies) is
constrained, and the optimization goal is to allocate resources to relays so as to
minimize the delay until all nodes in the target *-cast group receive the message.

To solve these problems, we used social network analysis to render complex
mobility patterns into a graph, transforming the problem into choosing an opti-
mal set of vertices. Our first contribution is a probabilistic model that maps this
graph to future contact probabilities between nodes. Moreover, in a setting where
the degree distribution of this graph is skewed and known a priori, we prove, us-
ing a coupon collector analogy, that when the highest degree nodes are message
relays the expected *-cast delivery time is optimum. We corroborate our findings
using an evaluation of this policy on both synthetic and real mobility traces.

This is merely a first step into an area of many interesting, open issues. With
the insight gained from this study, our next aim is to prove optimal policies for
the problem where nodes are met online and degrees of nodes not yet met are un-
known. Moreover, in practice, social graphs are expected to have high clustering
coefficients and community structure. This makes the choice of highest degree
nodes as carriers not necessarily optimal, due to the potential similarities among
the neighborsets of high degree nodes. We are currently studying optimal policies
accounting for both degrees and communities to optimally allocate resources.
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will not be added to the destination set and there will be no extra p′j . Whether
nj is a destination or not is irrelevant, as it becomes a collector node and will
receive a copy of the message for storage. By equations 13 and 5, p1 to pD will
all increase and thus, so will their minimum min(p(L′)). That is min(p(L)) <
min(p(L′)) and the proof for multicast and anycast in Lemma 4 is finished.

Broadcast: In broadcast, D = N, therefore, all nodes are also destinations,
consequently ci ∈D. This makes the evolution of p1 to pD slightly more ambigu-
ous than previously. Whereas above, the destination set is not affected by the
replacement, here the destination set, N ∖L, is inevitably altered.
In particular, node ci will now be part of the destination set, whereas it was
not, before the replacement. Removing ci from the collector set means, ci will
no longer get a copy of the message for storage and it will have to be counted in
the probabilities p1 to pD , i.e., there will be a new probability, p′j. The original
probabilities will all increase by equations 5 and 13. The fate of the new

minimum, p′min = min(p(L′)), depends on p′j =
dn′

j
∑c∈L′ dc

∑
1⩽x<y⩽N

dx dy
. Denote by min(dN∖L)

and respectively min(dN∖L′), the minimum degree among the nodes in the des-
tination set. Then, there are two possibilities:
a. dn′

j
⩾min(dN∖L). The return of n′j to the destination set does not change the

minimum min(p(L)). It will have increased, but it will still correspond to the
same node as before the replacement. Therefore, p(L) ⩽ p(L′).

b. dn′
j
< min(dN∖L). The return of n′j to the destination set could change the

minimum. This can be determined by checking the sign of pmin − p′min, the
difference between the minimum before and respectively after the replacement.
Denote C = ∑c∈L∖{ci} dc = ∑c∈L′∖{c′i}

dc and X = (∑1⩽x<y⩽N dxdy)−1. According

to equation 5, pmin = min(dN∖L)⋅(C + dn′j)⋅X and p′min = dn′j ⋅(C + dc′i)⋅X. Then,

pmin − p′min = [C(min(dN∖L) − dn′j) + dn′j(min(dN∖L) − dc′i )] ⋅ X . (14)

From the assumption of item b, the first term of the sum in equation 14 is
positive. Moreover, as min(dN∖L) was the minimum before the replacement,
clearly min(dN∖L) ⩽ dn j = dc′i and thus, the second term of the sum in equa-
tion 14 is negative. This means that the monotonicity of p(L) might not hold
for a certain choice of parameters, when the positive term in equation 14
outweighs the negative term. However, as the discussion below will show, in
practice, the monotonicity is always respected.
Discussion. To sum up the above proof, probability vectors p(L) increase

with ∑c∈L dc , as per the order relation in Lemma 3, with one exception: item b of
the broadcast case. Under an arbitrary degree distribution, this implies it might
be optimal to have very low degree nodes as message carriers (i.e., they receive a
message copy to store). This is merely an artifact of the fact that, currently, we
analyze the showing time, Ts alone. It will be reconciled when we consider both
the finding time, Tf and the showing time, Ts together. In practice, degree dis-
tributions are, more often than not, skewed. A skewed degree distribution means
there are numerous minimum degree nodes. As is evident from equation 14, giv-
ing messages copies to small degree nodes worsens the probability vector. ∎
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Abstract. Mobility models that have been used in the past to study

delay tolerant networks (DTNs) have been either too complex to allow

for deriving analytical expressions for performance measures, or have

been too simplistic. In this paper we identify several classes of DTNs

where the dynamics of the number of nodes that have a copy of some

packet can be modeled as branching process with migration. Using recent

results on such processes in a random environment, we obtain explicit

formulae for the first two moments of the number of copies of a file that

is propagated in the DTN, for quite general mobility models. Numerical

examples illustrate our approach.

1 Introduction

Delay tolerant networks (DTNs) embrace the concept of occasionally-connected
networks [8,11], such as sensor networks, wireless networks with alternating con-
nectivity, etc. In this paper, we address packet forwarding in DTNs where con-
nectivity is low and nodes relay packets of other nodes. We focus on two-hop
routing schemes [16] in which a relay node that receives a packet from the source
does not relay it further to other intermediate nodes. (Such a restriction may be
needed in the context of resource limitations or for security reasons.) We show
that various dynamics of packet forwarding in DTNs can be described by multi-
type branching processes with immigration operating in a random environment.
We then use novel tools from branching processes with immigration in order to
derive the two first moments of the number of nodes with a copy of the file.

Related work. Before proceeding to the main results, we present a brief overview
of the scientific context of the branching processes methodology and to their
applications in networking. The first results on branching processes are often
attributed to Galton and Watson and date back to the 19th century. At that
time, there was a severe concern among aristocratic families that the surnames
were becoming extinct. The disappearance of a name of a family was considered
as the death of the family and it was thought that the extinct families were
replaced by families from lower social layers [2]. F. Galton posed the question
of computing the extinction probability of the names in the Educational Times
of 1873 [14]. More precisely, assume that each man in generation n has some

E. Altman et al. (Eds.): Bionetics 2009, LNICST 39, pp. 117–125, 2010.
c© Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering 2010
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random number of sons in generation n + 1, according to a fixed probability
distribution that does not vary from individual to individual. What is then the
probability that a family dies out? The Reverend Henry William Watson replied
with a solution [27]. Together, they then wrote an 1874 paper entitled “On
the probability of extinction of families” [15]. Galton and Watson appear to
have derived their process independently of the much earlier work by the French
statistician I. J. Bienaymé [6] (1845), which was unknown till it was rediscovered
in 1962 by Heyde and Senneta, see e.g. [19].

Branching processes with a random environment have been well studied, both
with and without immigration, see [5]. For example, conditions are presented for
the extinction when the random environment is stationary ergodic. The sta-
bility, strong law of large numbers and central limit theorems for multi-type
branching processes with immigration in a random environment have been stud-
ied in [20,26]. These processes find applications in very diverse fields, including
biological systems and queueing theory. For example, McNamara et. Al [23]
consider an asexual species with non-overlapping generations. Individuals born
in some year, reach maturity and reproduce one year later and then die. The
number of individuals of the different genotypes in the consecutive years consti-
tute a multi-type branching process. Prime examples in queueing theory where
branching processes with immigration play a major role, include infinite server
queues [10], processor sharing queues [17,24], as well as various polling systems
[4,25]. The infinite server queue with random environment has been studied re-
cently in [9,12]. These authors assume a independent exponentially distributed
interarrival and service times. The theoretical framework applied here allows for
explicit expressions for the first and second moments in the more general setting
of general stationary ergodic processes describing the contact processes between
pairs of nodes and general independent bounded service time, with a Markovian
random environment. It builds on the Theory we developed in [13] and in ref-
erences therein that allows to compute explicitly the two first moments of the
branching process for the case of general stationary ergodic immigration process.

2 Theoretical Framework

First, we briefly present the standard (basic) scalar branching process taking
integer values. We then present several extensions, including the vector (multi-
type) case. In particular, we introduce the framework of [13] that extends branch-
ing processes, and yet provides explicit expressions for the first two moments.

2.1 The Scalar Integer-Valued Case

The standard branching is defined as follows. Let Xn be the number of individ-
uals in generation n. Starting with a fixed X0, we define recursively

Xn+1 =
Xn∑
i=1

ξ(i)
n (1)
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where ξ
(i)
n are independent and identically distributed random variables taking

non-negative integer values. Define An(m) :=
∑m

i=1 ξ
(i)
n we can rewrite the above

as
Xn+1 = An(Xn). (2)

Branching processes with immigration are defined through the recursion

Xn+1 = An(Xn) + Bn. (3)

From equations (1) and (2), An obviously possess a divisibility property; for
any non-negative integers m, m1 and m2 such that m1 + m2 = m, and for any
n,

An(m) = A(1)
n (m1) + A(2)

n (m2)

where for each n, A
(1)
n and A

(2)
n are independent random processes, both with

the same distribution as An.
This divisibility property naturally leads to the definition of branching pro-

cesses on a continuous state space. We take this property, together with the non-
negativity of An as the basis to define the continuous state branching processes.
Noting that these properties are satisfied by Lévy processes, we define a contin-
uous state branching process as one satisfying (2) where An is a non-negative
Lévy process. For references as well as for alternative (equivalent) definitions,
see [1,7,21,22] and the references therein.

2.2 General Setting

Consider the sequence of random column vectors Xn ∈ �M , adhering to,

Xn+1 = An(Xn, Yn) + Bn(Yn) , n ∈ � , (4)

The process Yn and the vector valued processes An and Bn correspond to the
environment process, the branching process and the immigration process, re-
spectively. The random environment Yn is a stationary ergodic Markov chain,
taking values on a finite state-space Θ = {1, 2, . . . , N}; let P = [pij ] denote its
transition matrix. The branching processes An : �M ×Θ → �

M are independent
and identically distributed and further adhere to the following assumptions.

– For each i ∈ Θ, An(·, i) has a divisibility property. Let x = x1+x2+. . .+xk ∈
�

M , then An(x, i) has the following representation,

An(x, i) =
k∑

l=1

Â(l)
n (xl, i) , (5)

whereby Â
(l)
n (·, i), l = 1, . . . , k, are identically distributed, but not necessarily

independent, with the same distribution as An(·, i). Branching processes are
those in which Â

(l)
n (·, i), l = 1, . . . , k, are independent.
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– For each i ∈ Θ and x = [x1, . . . , xM ] ∈ �
M , the first and second order

moments of An(·, i) can be expressed as follows,

E[An(x, i)] = Aix , E[An(x, i)A′
n(x, i)] = Fi(xx′) +

M∑
j=1

xjΓi,j , (6)

whereby Ai and Γi,j are fixed M × M matrices and Fi is a linear operator
that maps M × M non-negative definite matrices on M × M non-negative
definite matrices and satisfies Fi(0) = 0.

Finally, the immigration process Bn : Θ → �
M is a stationary ergodic sequence

of random functions. The first and second order moments are denoted by bi =
E[B0(i)] and B(n)

ij = E[B0(i)Bn(j)].
Before proceeding to the main theorems, some notation is introduced. Let Â

denote the block matrix whose ijth block entry is given by Ajpji (i, j ∈ Θ).
Moreover, the following block vector and block matrix simplify notation,

b̂ =
∑
i∈Θ

πi

⎡⎢⎢⎢⎣
pi1bi

pi2bi

...
piNbi

⎤⎥⎥⎥⎦ , B̂(n) =
∑
i∈Θ

πi

⎡⎢⎢⎢⎢⎣
B(n)

i1 pi1 B(n)
i2 pi1 . . . B(n)

iN pi1

B(n)
i1 pi2 B(n)

i2 pi2 . . . B(n)
iN pi2

...
. . .

B(n)
i1 piN B(n)

i2 piN . . . B(n)
iN piN

⎤⎥⎥⎥⎥⎦ . (7)

The existence of a stationary solution is now asserted by the following theorem.
Theorem 2 then provides expressions for the first and second order moments of
this solution. The proofs of these theorems can be found in [13].

Theorem 1. Assume that (i) bi < ∞ component-wise for all i ∈ Θ; and (ii)
that all the eigenvalues of the matrix Â are within the open unit disk. Then, there
exist a unique stationary solution X∗

n, for n ∈ � such that limn→∞ ‖Xn − X∗
n‖

= 0, almost surely, for any initial value X0.

Theorem 2. Assume that the conditions of Theorem 1 are satisfied. The con-
ditional first moment vector is then given by,

μ = [E[X∗
01{Y0 = i}]]i∈Θ = (I − Â)−1b̂ . (8)

Under the additional assumption that the second order moments of B0(i) are
finite, i ∈ Θ, the elements Ωi of the conditional second moment matrix of X∗

0

are the unique solution of the system of equations,

Ωl = E[X∗
0 (X∗

0 )′1{Y0 = l}]

=
∑
k∈Θ

(
Fk(Ωk) +

M∑
j=1

μ
(j)
k Γ

(j)
k + B(0)

kk πk + AkΛk + Λ′
kA′

k

)
pkl , (9)

l ∈ Θ, where Λk denotes the kth diagonal (block) element of
∑∞

j=0 ÂjB̂(j+1) and

with μ
(j)
k the jth element of μk = E[X∗

01{Y0 = k}].



Applying Branching Processes to Delay-Tolerant Networks 121

3 DTNs with Variable Number of Nodes

Consider a sparse content distribution network with mobile nodes. At each time
slot, new mobile nodes may join or may leave this network. A fixed node spreads
some content to other nodes of this network. The goal of the network is to offer
access to that content to potential (mobile or fixed) clients that may request it.
Whenever the source is within the transmission range of another node, it trans-
mits a packet to that node. A two-hop routing scheme is adopted [16]. A relay
node that receives a packet from the source does not relay it further to other
intermediate nodes of the network. It only delivers it to a client whenever it
encounters one. Time is discrete and at each time n, each node has a probability
pθ ≥ p > 0 to meet the source node; this probability also depends on the state
θ ∈ Θ of a modulating Markov chain. The chain allows us to model correlation
between the channel conditions of different mobiles: it models global fluctua-
tions in the channel conditions that affect the whole system simultaneously. For
example, if it rains, then the probability that transmission from the source to a
mobile j is successful will dicrese for all mobiles. A measure of the efficiency of
the network in distributing the content is then the expected number of mobiles
that have a copy of the content (packet) as well as its second moment.

Let Wn denote the number of nodes that have the packet at slot n and let Zn

denote the number of nodes that do not have the packet. We have the following
recursion,

Wn+1 =
Wn∑
j=1

ζ
(j)
n,1 +

Zn∑
j=1

ζ
(j)
n,2ν

(j)
n , Zn+1 =

Zn∑
j=1

ζ
(j)
n,2(1 − ν(j)

n ) + Bn.

Here ζ
(j)
n,1 is the indicator that the jth node that has the packet leaves the system

at slot n, ζ
(j)
n,2 is the indicator that the jth node that does not have the packet

leaves the system at slot n and ν
(j)
n is the indicator that the jth node that does

not have the packet, receives the packet at slot n. Finally, Bn denotes the number
of new nodes that arrive during slot n. Assuming stationary ergodic arrivals of
nodes and independent geometrically distributed residence times with mean T ,
the theoretical framework applies.

Assuming a Markovian environment with two states, its transition probabili-
ties are characterised by the fraction σ that the environment is in state 1 and by
the mean time τ to alternate from state 1 to state 2 and back. Figure 1 depicts
the mean number of nodes E[W ] that have the packet and the mean number of
nodes E[Z] that do not have the packet. The left pane plots these means vs. T
for different values of τ . The mean number of nodes in the system is fixed to 50
by scaling the mean number of arrivals E[B] in a slot for increasing T . In state
2, a node receives the packet with probability p2 = 0.1 whereas no transmission
is possible in state 1 (p1 = 0). Moreover, for all curves, σ = 90%. It is readily
observed that the mean residence time of a node has a considerable impact on
E[W ]. Obviously, if nodes remain longer, they carry the packet for a longer time
which explains the increase in the mean number of nodes that carry the packet.
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Fig. 1. Mean number of nodes that have the packet and of the number of nodes that

do not have the packet vs. T for various values of τ (left) and vs. τ for various values

of E[B] (right).

Further, increasing τ yields lower values of E[W ]. This is confirmed by the right
pane where E[Z] and E[W ] are depicted vs. τ for various values of E[B] and the
same parameter settings.

4 Mobility of the Source and the Nodes

We retain the model of the previous section but now replace the channel model
by a mobility model. The source node moves according to a random walk through
the spatial grid, depicted in Figure 2 (left). In each of the regions of the grid, new
nodes arrive according to a stationary ergodic process which then travel through
the grid until they leave. If a node is in the same region as the source, the node
receives the packet with a fixed (possibly region-dependent) probability.

Let Xn(k) denote the number of nodes in region k at time n with the packet
and let Zn(k) denote the number of nodes without the packet. Further let Xn and
Zn denote the column vectors with elements Xn(k) and Zn(k), respectively. Let
Yn denote the region where the source node resides at time n — the environment
thus tracks the position of the source node — and let Bn(k) denote the number
of new nodes that arrive in region k at time n; Bn is a column vector with
elements Bn(k). We then have the following recursion,

Xn+1 =
N∑

i=1

Xn(i)∑
j=1

ζ
(i,j)
n,1 +

N∑
i=1

Zn(i)∑
j=1

ζ
(i,j)
n,2 ν(i,j)

n , Zn+1 =
N∑

i=1

Zn(i)∑
j=1

ζ
(i,j)
n,2 (1−ν(i,j)

n )+Bn.

Here ζ
(i,j)
n,1 is a column vector of indicators; its kth element is the indicator that

the jth node in region i that has the packet at time n moves to region k. The
indicator vector ζ

(i,j)
n,2 is defined likewise. Its kth element is the indicator that the

jth node in region i that does not have the packet at time n moves to region k.
Further, ν

(i,j)
n denotes the indicator that the jth node in region i that does not

have the packet at time n, receives the packet. Notice that some of the packets
may leave the grid as not all packets necessarily move to any of the regions.
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Assuming geometrically distributed residence times (possibly region dependent)
and random routing between the regions, the theoretical framework is applicable.

To limit the number of parameters involved, we assume that the mean res-
idence times in the different regions are equal and nodes move to any of the
neighbouring regions with probability 1/6, thereby possibly leaving the grid
(however, the source node never leaves the grid). A node that does not have
the packet which is in the same region as the source node, receives the packet
with probability p. The right pane of Figure 2 depicts the mean number of nodes
with the packet in the different regions is vs. T for different values of the trans-
mission probability p. The mean numbers of new arrivals in the different regions
scale with the residence times of the nodes: EB(i) = 50/T for i = 1, 2, . . . , 7 such
that the total mean number of nodes in the different regions E[X + Z] remains
constant. First, notice that by symmetry, the characteristics of regions 2 to 7 are
the same. Further, it is clear that longer residence times imply that more nodes
receive the packet. Clearly, nodes do not only remain longer in a region but also
longer in the grid. Hence, the probability that they receive the packet increases.

5 Conclusions

In this paper, it was shown that some of the dynamics of packet forwarding in
DTNs can be described by Markov-modulated branching processes with immi-
gration. The paper illustrates how explicit expressions for the two first moments
of the state in DTNs can be obtained. This extends previously known time ho-
mogeneous models (without the ramdom environment feature) for which explicit
expressions are known for relevant performance measures in DTNs [3,18].
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Extended Abstract

Some of the recent applications using wireless communications (wildlife monitor-
ing, inter-vehicles communication, battlefield communication,...) are character-
ized by challenging network scenarios. Most of the time there is not a complete
path from a source to a destination (because the network is sparse), or such a
path is highly unstable and may change or break while being discovered (because
of nodes mobility and time-variations of the wireless channel). Networks under
these conditions are usually referred to as Intermittently Connected Networks
(ICNs) or Delay Tolerant Networks (DTNs). In such scenarios information de-
livery is then based on the store-carry-forward paradigm: a mobile node first
stores the routing message from the source, carries it from a physical location
to another and then forwards it to an intermediate node or to the destination.
Typical examples of ICNs are those where nodes are intrinsically mobile (inde-
pendently from data transfer purpose): vehicular networks [2] (in which data is
carried over cars and buses), “pocket area networks” [2] (in which data is carried
by people carrying small devices like PDAs), mixed ground/satellite networks
and networks of sensors attached to animals [9]. Also some scenarios in which
some nodes are mobile and some nodes are fixed (e.g, mobile devices with fixed
gateways) present the same challenges.

The wide range of applications, promising performance results and concise
modeling have led to an extensive research on ICNs during the last few years
(e.g, [5,6,7,3]). At the core of this research line are routing and scheduling al-
gorithms: at any given time, each node should find when and where to for-
ward the data stored in its buffer so that it reaches the destination in a timely
manner. Moreover routing for ICNs is not only limited to forwarding schemes,
where a single copy of each packet is present in the network [1], but it also
include replication schemes, which send many copies of the same data packet
across the network. A prime example of replication schemes are epidemic routing

E. Altman et al. (Eds.): Bionetics 2009, LNICST 39, pp. 126–129, 2010.
c© Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering 2010
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algorithms (a.k.a flooding algorithms) in which each node sends each packet to all
its neighbors. Replication improves performance in terms of delivery probability
and delivery delay when contacts cannot be predicted or when transmissions
are unreliable, but at the same time it implies higher costs in terms of required
bandwidth, transmission energy and buffer requirements (see [10]).

Most of the research on routing in ICNs has focused on two extreme cases:
1) when contacts among nodes are deterministic and known in advance (e.g. in
the case of space communications among satellites, probes and earth or space
stations [8]) or 2) when they cannot be predicted (e.g. for human and animal
mobility [2,9]) and are supposed to obey to some generic random mobility model,
like random way-point, random direction or brownian models. Many interesting
scenarios do not fall in any of these two cases: even complex mobility patterns
often exhibit some form of periodicity or in other cases the underlying node
mobility is known in advance, but it can be modified by random effects. A clear
example is that of a vehicular network carrying data over public transportation
(e.g., buses): the predictions of the contact times are derived from the schedule
and routes of the buses; on the other hand, delays in bus operations clearly
change the contact times or even prevent contacts to occur, implying that the
predictions are not necessarily accurate.

Our preliminary investigation suggests that there is currently no framework to
study comprehensively all the range of possible scenarios between deterministic
contacts and unpredictable random contacts. For this reason, we have decided to
investigate a specific class of networks characterized by small deviations from the
deterministic contact model. We refer to such networks as “quasi-deterministic”
ICNs.

Our current research consider bus networks as a case study for the general
problem of routing in quasi-deterministic networks. Besides being an interesting
application scenario itself, this specific network scenario will allow us to under-
stand the key issues our models and our algorithms need to consider.

We envision that the infrastructure of bus-enabled data network is formed by
(some) buses and bus stations equipped with wireless devices, e.g. based on WiFi
technologies like in Dieselnet [2]. When two of them come within transmission
range of each other, they can transfer data. Some access points at bus stops
can also be connected to the Internet. Passengers on a bus (/waiting at a stop)
can use this infrastructure through their mobile devices, associating to the bus
(/stop) access point.

Here we focus on the simple case when we want to transfer some data from
a bus or a bus stop to a remote bus or a remote stop. We envision two possible
applications even for this simple unidirectional scheme. First, the data could
be some non-time-critical information collected by sensors on the bus/stop for
operation/management purpose that needs to be transfered to the bus system
central operation point via a bus stop connected to the Internet. Second, the data
could be destined to a passenger. We can think about possible hybrid systems,
where, for example, the user requests its emails or a file through the standard
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cellular data connection and then get the reply through the DTN, that could
offer a cheap data transfer service.

There are different options in designing such a system. First, the system could
rely only on forwarding -i.e. a single copy of the data is propagated along a path-
or could take advantage of multiple copies spread in the network to increase de-
livery probability and reduce delivery time. A second choice is between exploiting
only transmission opportunities between buses and bus stops or exploiting also
direct transmission opportunities between different buses. In the latter case we
can expect the system capacity to increase, but at the same time meetings be-
tween buses are more unreliable, not only in terms of the time they are going to
occur, but also in terms of their existence itself, being that delays can prevent
buses to miss a meeting opportunity.

In order to gain a better feeling of reasonable modeling assumptions and of
possible design choices we have started considering the actual public bus network
in Turin, Italy, that has about 50 frequency based bus lines (up to 12 buses per
hour) and 3000 bus stops. Our current contributions follow.

1. Analyzing real bus traces, we have characterized the statistical properties of
bus delays at stops.

2. In [4], some of us have determined optimal routing schemes under determin-
istic contacts. We have then evaluated to which extent these schemes are
robust to noise in the meeting process, i.e. how performance decrease when
routing is based on predicted contact times ignoring the presence of noise.

3. Given the contact predictions and a priori statistical information on the
noise process, we have developed a multi-hop routing and scheduling algo-
rithm and evaluated its performance as a matter of throughput, delay and
delivery probability.
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Abstract. We propose in this paper a novel framework for the study of

dynamic mobility networks. We address the characterization of dynamics

by proposing an in-depth description and analysis of two real-world data

sets. We show in particular that links creation and deletion processes are

independent of other graph properties and that such networks exhibit a

large number of possible configurations, from sparse to dense. From those

observations, we propose simple yet very accurate models that allow to

generate random mobility graphs with similar temporal behavior as the

one observed in experimental data.
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1 Introduction

During the last decade, the study of large scale complex networks has attracted a
substantial amount of attention and works from several domains: sociology [15],
biology [7], computer science [1], epidemiology [12]. This emerging domain has
proposed a large set of tools that can be used on any complex network in order
to get a deep insight on its properties and to compare it to other networks. Such
fundamental properties [1,10,11] are used as characterization parameters in the
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study of various problems such as virus spreading [5,9,12] in the epidemiology
context, or information / innovation diffusion [2,6] for instance. Whereas most of
such complex networks are inherently dynamic, this aspect has less been studied.
Most approaches consider growing models, such as the preferential attachment
model [2,8] or analyze the aggregation of all interactions. Both approaches may
miss the real dynamic behavior while there is a strong need for dynamic network
models in order to sustain protocol performance evaluations and fundamental
analyzes.

In this paper, we address the description and the simulation of sensor mobility
networks. The proposed methods come from various research domains (signal
processing, graph theory and data mining). This emphasizes the necessity of
interdisciplinary research since dynamic networks are becoming a central point
of interest, not only for engineers and computer scientists but also for people in
many other fields.

We apply those methods on mobility networks. Mobile devices with wireless
capabilities are a typical example of evolving networks where users are spread in
the environment and communications can only take place if they are near each
others. We study an empirical mobility network, called Imote [3], based on 41
Bluetooth sensors whose interactions have been recorded during 3 days. This
who-is-near-whom network evolves every time users move.

We introduce some simple methods to describe the network dynamics and
propose models of dynamic networks. The complete methodology of analysis
was reported in a full version of this communication [14].

1. We study graph properties as function of time to provide an empirical sta-
tistical characterization of the dynamics.

2. We also compute global indicators from the dynamics of the network (con-
nected components, triangles, and communities).

3. We propose models to perform random dynamic networks simulations.

The descriptive analysis show that link (or edge) creation and deletion pro-
cesses is mostly independent of other graph properties and that such networks
exhibit a large number of possible configurations, from sparse to dense. From
those observations, we propose simple yet accurate models that allow to generate
random mobility graphs with similar temporal behavior as the one observed in
experimental data.

Even though such networks have obvious specificities, the in-depth study
of their dynamic is an original work, and can have a broader impact on the
complex system community. It is noteworthy that our approach does not make
any assumption on the specificities unlike agent-based models or geographical
approaches.

2 Statistical Analysis of Snapshots of Graphs

We first propose and study a set properties usable as a practical basis for the
analysis of dynamic mobility networks that can be easily extended to large



132 P. Borgnat et al.

complex networks. The studied graph properties are the distributions of contact
and inter-contact durations, the correlation between various graph properties as
function of time and the links correlation, so as to give an empirical statistical
characterization of the dynamics.

2.1 Contact and Inter-contact Durations

The contact and inter-contact duration distributions are dynamic characteristics
that are interesting for mobility networks. The contact duration is the time
during which two vertices remain directly and continuously adjacent. The inter-
contact duration is the duration between two periods of contact for two vertices.
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Fig. 1. Contact (left) and Inter-contact (right) duration distributions (CCDF)

Fig. 1 shows that the contact and inter-contact durations have a power-law
behavior [4] (mean and estimated α are reported in captions). Inter-contact
duration distribution has a very strong variability due to long periods of lack
of contact for some nodes, whereas the distribution of contact durations is less
heavy-tailed. The heavy-tailed nature of these distributions seems to be an ubiq-
uitous property of dynamic mobility networks.

2.2 Correlation of Graph Properties

We compute in Table 1 the correlation coefficient between several graph prop-
erties seen as functions time t: E(t) is the number of active links, V (t) is the
number of connected vertices, Nc(t) is the number of connected components,
D(t) is the average degree, T (t) is the number of triangles, E⊕(t) is the number
of links added at time t and E	(t) is the number of links removed at that time.

Most of the correlation coefficients are rather high. This is mostly due to
the fact that there are constraints on the properties of graphs. For instance
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Table 1. Correlation coefficients between various graph properties studied as functions

of time

E(t) V (t) Nc(t) D(t) T (t) E⊕(t) E�(t)

E(t) 1 0.85 -0.56 0.95 0.90 0.19 0.15

V (t) 0.85 1 -0.20 0.70 0.66 0.15 0.11

Nc(t) -0.56 -0.20 1 -0.70 -0.41 -0.16 -0.15

D(t) 0.95 0.69 -0.69 1 0.86 0.19 0.15

T (t) 0.90 0.66 -0.41 0.86 1 0.15 0.11

E⊕(t) 0.19 0.15 -0.16 0.20 0.15 1 0.03

E�(t) 0.15 0.11 -0.15 0.16 0.10 0.03 1

the number of links E(t) has a strong influence on the number of connected
vertices V (t). Furthermore, the time series are not stationary and there are clear
periods of one day and variations between days and nights. Only link creation
and deletion processes (E⊕(t) and E	(t)) remain mostly uncorrelated with all
other properties. Their evolution can be considered mostly independent from the
one of other graph properties.

2.3 Links Correlations

Let us now turn to individual links. The correlation coefficient of the state evo-
lution of links characterizes the dependency between links. The state evolution
Se(t) of each link e is equal to 1 if link e is in the mobility graph at time t and
0 otherwise. The correlation matrix Co(e, e′) for links is computed as:

Co(e, e′) = CORR(Se, Se′)
= < Se(t)Se′ (t) >t − < Se(t) >t< Se′(t) >t .

For each link, we also compute its average correlation coefficient with respect to
the other links as the average of absolute values. This helps to keep track of the
strength of the correlation rather than its direction.

Fig. 2 shows the histogram of the values. Most pairs of links have a very low
correlation coefficient. Rare couples of links exhibit a strong correlation.

2.4 Joint Distribution

The empirical joint distribution of the number of connected nodes and the num-
ber of links gives a finer description of the dependencies between those two
properties.

As expected, the correlation between vertices and links shown on Fig. 3 is
positive: the more vertices are connected, the more links are present. However
it is worth noting that the variation of the number of links is not constant over
the number of vertices. For a given number of vertices, the network can have
a large number of possible configurations, some of which are very sparse and
others more dense, as shown by the gray scale in the plots.
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Fig. 2. Correlation between links (left) and average correlation for each node (right)

0 10 20 30 40
0

20

40

60

80

Number of connected vertices

N
um

be
r 

of
 e

dg
es

Fig. 3. Joint distribution of the number of connected nodes and the number of links.

The gray scale is proportional to the logarithm of the probability (darker means higher

probability, and white no occurrence of this event in the data).

3 Global View of the Dynamics

We also propose to study global indicators from the dynamics of the net-
work (stability of connected components, triangles creations, existence of
communities).
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3.1 Triangles

The existence and persistence of connected components is generally associated
with a rather large number of triangles in the graph. Therefore, an important
characteristic of the dynamic is the evolution of the number of triangles in time.
To evaluate the proportion of links that create triangles when they appear, we
compute the number of link creations that leads to an increase of the number of
triangles in the graph or that does not change it.

Table 2. Proportion P+/tri+ (resp. P+/tri=)) of links creations that add new triangles

(resp. not), and the average proportion f+/tri+(resp.f+/tri=)) of inactive links that, if

created, would add a triangle, (resp. not).

P+/tri+ P+/tri= f+/tri+ f+/tri=

Imote 44 % 56 % 6 % 94 %

Random 10 % 90 % 5 % 95 %

These proportions are given in Table 2. Around 40% of links creations increase
the number of triangles in the graph whereas this proportion equals 10% in a
random (Erdös-Rényi) graph with the same numbers of vertices and links. The
proportion of inactive links that would create a triangle is very low for Imote
data set and the simple random graph. This emphasizes the fact that this is not
because more links can create triangles that the proportion P+/tri+ is higher in
experimental data: it is on the contrary an intrinsic property of the dynamics.
As the proportions of links that could create a triangle are similar in both graphs
(f+/tri+), this phenomenon is characteristic of real graphs: links creations tend
to create triangles in fairly large proportion.

3.2 Dynamic Communities

To describe the graph structure evolution, we isolate “communities”, which are
commonly considered as large groups of individuals who interact intensively
with each other over a long period of time. A community can be seen as a
dense connected sub-graph that appears in a large number of time steps (not
necessarily consecutive).

We compute the set of connected sub-graphs having more than σ links and
that are included in at least τ graphs:

C = {S = (V, E), |{t |S ⊆ Gt}| ≥ τ and |E| ≥ σ and S is connected}. Then,
the denser sub-graphs are selected using a density threshold that selects the most
important and established ones. Finally, the trajectories of individuals among
social groups are inferred: an arc (u,v) represents individuals moving at least once
in the data from group u to group v. Fig. 4 shows the identified communities and
their dynamic. For example, individual 8 initially belongs to group 13, he/she
further moves into group 6, and finally enters group 7.
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while gx (circles) denotes social groups.

4 Modeling of the Dynamics

From the previous set of analysis, we propose generic random dynamic models
that allows to generate random dynamic graphs which have a behavior simi-
lar to the one observed in experimental data set. Their design is justified by
the previous observations. First, as the contact and inter-contact are power-
law distributed (as seen in Section 2.1), those non-trivial empirical distributions
should be taken into account when constructing a model of the data. Second,
computation of empirical times of correlations show that link creation/removal
process is less correlated in time that other graphs properties seen in Sect. 2.2.
It is also reasonable to consider that links evolutions are uncorrelated in time.
These characteristics justify the use of a simple Markovian (memory-less) link
creation/removal process. Finally, we observed that for a given number of nodes,
the network can have a large number of possible configurations, some of which
are very sparse and others more dense. Thus our model should be able to repro-
duce this property.

The simulation is based on a transition model with Markovian property. For
each time step and for each link independently, each link changes its state (ac-
tive or inactive) using a transition probability depending on the time since the



Characteristics of the Dynamic of Mobile Networks 137

0 20 40 60 80
0

0.02

0.04

0.06

0.08

0.1

0.12

Edges

P
D

F

0 10 20 30 40
0

0.05

0.1

0.15

0.2

Connected vertices

P
D

F

Fig. 5. Probability distribution function (PDF) for original data and the classical mod-

els. On the left we plot the PDF for the number of connected vertices and on the rigth

we plot the number of edges. The plots are for original data (–) and for several models:

imposing the sole contact and inter-contact duration distribution (-o- on the plot), or

adding the statistics of NC (-*-) or V (-+-).

0 10 20 30 40
0

10

20

30

40

50

60

70

80

Number of vertice

N
um

be
r 

of
 e

dg
es

0 10 20 30 40
0

10

20

30

40

50

60

70

80

Number of vertice

N
um

be
r 

of
 e

dg
es

Fig. 6. Probability distribution function (PDF) for original data and the classical mod-

els. On the left and right we plot joint distribution of the number of connected vertices

and links in connected components: a model imposing the contact and inter-contact

duration distribution and the statistics of NC (middle plot) fails at reproducing the

correct behaviour; a model respecting also the statistics of the triangle dynamics (right

plot) reproduces much more the empirical behaviour of the data.

link is in its current state. In addition, the probability of transition is weighted
by a probability of acceptance of the new state depending of the experimen-
tal distribution for a property of interest such as E(t), V (t), NC(t) and D(t).
This is implemented by Rejection Sampling [13], based on a Metropolis-Hasting
algorithm and take into account the target distribution of the graph property.
To take into account in the simulations that the average proportion of link cre-
ations that yield triangles is larger than for random graphs, a weight is applied on
the transition probability to reproduce the correct dynamical transition process
concerning triangles.
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In order to justify that the use of properties (like E(t), V (t), NC(t)) within the
model in addition to the sole contact and inter contact duration distribution we
compare such distribution with the original Data set. A first remark is that the
sole contact and inter-contact duration distributions dramatically fail to repro-
duce the properties. More precisely, the number of connected vertices is strongly
over-estimated, the number of connected components is under-estimated, and so
is the number of triangles. The non-stationarity in the IMOTE data introduces
a much higher variance, yet it does not explain all the differences.

Fig. 5 illustrates the way the models work. It is based on the distribution
of E(t) and NC(t) and produces qualitatively similar characteristics than the
real data set. The probability distribution functions of NC(t) (on the rightmost
figure) for the original data (black), and the different models proposed are shown.
We can observe that by imposing the distribution of the number of connected
vertices improves the accuracy of the simulations.

However, when analyzing more refined characteristics such as the joint dis-
tribution of number of links and vertices in connected components, the original
data set (shown on Fig 3) and the simulations of the models (shown on Fig. 6)
are much different even when we impose number of connected vertices distribu-
tion. The connected components in models (sole inter contact and/or with the
introduction of graph property PDF) are much less dense. We believe this is of
major importance for communication protocol design and realistic models have
to reproduce this property and this yield to the introduction of the number of
triangle property (the results is depicted on the rightmost figure of Fig 6). This
time, the density of connected components is comparable to the original data
set. Note that introducing the dynamic of triangles also yield to the creation of
“social” groups like the ones depicted in Fig. 4. When using the classical models,
the graph is too sparse and the community phenomena is not reproduced in the
model.

Our investigations have shown that the model, thanks to the introduction
of dynamical characteristics such as the evolution of the number of triangles,
manages to generate more realistic simulations. This opens the track to im-
proved models that match the important characteristics of dynamics of mobility
networks. This is illustrated by the two last figures that show the dynamic com-
munities in the output of the simulation and the joint probabilities of the number
of connected vertices and links in the graph.

This study opens the track to improved models that match the important
characteristics of dynamics of mobility networks.

5 Conclusion

By introducing several models, we are able to highlight the diversity of properties
that are needed to characterize such networks. Furthermore, our models provide
insight into existing notions of dynamic networks and demonstrate that the
structure and the dynamics are complex and are not a direct consequence of
the contact and inter-contact durations. Proposing such models is crucial since
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it enables a validation of the ongoing research conducted in the various areas
that deal with dynamic networks. It has also many applications in performance
evaluation for instance.
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Abstract. It is impossible to produce systems of any size which do not need to 
be changed. Once software is put into use, new requirements emerge and  
existing requirements change as the business running that software changes. 
Ontogenetic software systems have the ability to evolve dynamically in an 
autonomous way to meet the user needs and the anticipated and unanticipated 
changes of requirements. The evolution of these systems has the particularity to 
be a continuous process that shapes them from the beginning of their creation. 
This characteristic does not match the current development methods which con-
sider the evolution a sporadic process. All current methods are still unsuitable 
for development of ontogenetic software systems. Indeed, they do not provide 
any tool or artifact to take into account the anticipated and unanticipated 
changes. In this article, we propose an extension of the Rational Unified Proc-
ess that aims at providing a preliminary framework that allows developing  
ontogenetic systems.  

Keywords: Use Cases, Change Cases, Ontogenetic Systems, Rational Unified 
Process.  

1   Introduction 

Many of IT experts talk about evolution modeling and/or developing flexible software 
[1, 6, 8, 11]. They consider flexibility a good feature and ease of software system 
modification one of the most important attributes, but they do not say how to achieve 
it. The knowledge of a system's requirements is necessary imperfect because a  
significant part of those requirements lies in the future and is unknowable at the time 
the system is designed. The software engineering community expects that most of the 
future innovations in information technologies will likely take place in the context of 
the development methods. These methods have to face the software evolution  
problems and complexity. Indeed, we are now approaching the limits of our capabili-
ties to deal with complex software systems [17]. Inspired by nature and biology, re-
searchers are now considering alternative solutions to software evolution problems 
such as ontogenetic software systems, where the main feature is to evolve dynami-
cally and in an autonomous way. Like biological organisms ontogenetic systems 
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evolve dynamically and the change mechanisms shaping them throughout their lives 
are considered as their ontogenetic imension (also called ontogenesis). Taking into 
account ontogenesis, when developing software systems, is a new challenge and a 
radical vision of the evolution that will have an influence on our perception of  
software systems as well as on our approaches of designing them. As an illustrative 
example, Mage is a bio-inspired approach of ontogenetic systems that is based on 
genetics [14, 15]. It provides concepts to model the ontogenesis of a software as an 
embedded genome, whose role consists of shaping continuously this system according 
to the anticipated and unanticipated changes that may occur. While anticipated 
changes are those identified before the release of the software system, unanticipated 
changes emerge when the system is used. According to the Mage approach, a system 
is composed of two parts a genome and a phenotype. The phenotype is the equivalent 
of the classical software code. The genome is a collection of genes which continu-
ously shape the phenotype. 

The Mage approach needs and advocates devising new suitable development 
methods in order to benefit from the ontogenetic systems to the full extent. In this 
context, extending the existing methods is a promising approach.  

Although RUP is based on a set of engineering best practices, it is not adapted for 
ontogenetic software systems. Indeed, RUP deals with changes of requirements only 
before the software release. Anticipating future changes and building a system to 
change is not an option in RUP.  

In this article, we propose ONTO-RUP as an extension that adapts RUP to the de-
velopment of the ontogenetic systems and especially Mage-like systems which sup-
port a modeling of the changes in the form of a genome that shapes the system in an 
autonomous way. We are interested, here, in the key phase related to the definition 
and analysis of the requirements’ evolution.  

In the remainder of this article, we present briefly, in section 2, limitation of cur-
rent development methodologies, then, we present the proposed approach ONTO-
RUP. Section 5 shows how the extension works with an example. Section 6 compares 
this work with related ones. Finally, section 7 gives a conclusion and enumerates 
some research issues. 

2   Limitation of Current Development Methodologies 

2.1   Examples in Real World  

Real world software systems need to evolve continually in order to cope with ever-
changing user’s requirements. For example, learning software systems have to evolve 
autonomously and dynamically to deal with evolutions affecting the software after its 
release, such as: 

 Evolution of system’s functions, considering anticipated as well  as unanticipated 
ones 

 Anticipated evolution consisting of interface evolutions corresponding to several 
factors (pedagogical, technological, etc.) 
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 Unanticipated changes for updating some components without stopping the soft-
ware system.  

Another example is the banking transactions management system where evolutions 
are frequent:  

 Anticipated evolution to deal with business rules such as allowing cash with-
drawal for some customers even if the account balance becomes negative. 

 Unanticipated evolution consisting of new authentication procedures such as using 
biometric identification devices instead of a credit card. 

Ontogenetic systems clearly require suitable development process that deal with evo-
lution as a fundamental concept. A development process for ontogenetic software 
systems must be provided with mechanisms to: 

 Capture evolution: A specific process of eliciting anticipated and unanticipated 
changes that software systems undergo. 

 Modeling evolution: Describing, structuring, and documenting changes. 

 Deal with implementation: Including artifacts for coding anticipated changes 
and providing tools for generating interfaces, assisting unanticipated changes  
integration within the software code. For example, in the Mage approach, running 
software consist of a phenotype and a genome. The phenotype corresponds to the 
traditional code and the genome is composed of elements which continuously and 
dynamically shape the phenotype. The internal evolutions must be coded in the 
phenotype using the conventional if-then-else statements which change the  
system behavior according to some conditions or events.  

2.2   Extending the Suitable Method 

Methods are organized ways to produce software. They include several steps to fol-
low during the development process, specific representations (graphical or textual), 
rules governing the system description and design guidelines [18]. In the software 
engineering domain, there are a number of development methodologies that have 
been adopted and/or successfully adapted to meet specific business needs. These 
range from traditional waterfall development to more recent ones like the rational 
unified process (RUP), and many agile development methods. In our context, rather 
than proposing a new development process from scratch, we prefer extending existing 
ones to deal with ontogenetic software development. We choose the RUP process for 
many reasons: 

 RUP is use-case driven which is suitable for us as we propose (later in this arti-
cle) a modified form of use cases [3, 16] for modeling changes. 

 RUP promote the participative development. This is a key feature to deal with 
cooperative understanding of requirement evolutions. 

 RUP is founded by best practices. 
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2.3   Rational Unified Process 

Rational Unified Process is an approach for developing software, which is iterative, 
architecture-centric, and use-case driven [10]. The RUP is a well-defined and well-
structured software engineering process. It clearly defines project milestones, who is 
responsible for what, how things are done, and when they should be done. The RUP is 
structured on two axes or dimensions: The dynamic aspect (horizontal) expresses 
cycles, phases, iterations, and milestones; the static aspect (vertical) expresses activi-
ties, disciplines, artifacts, and roles (figure1.).  

 

Fig. 1. Dimensions of RUP [10] 

2.4   Insufficiencies of the RUP 

What is significant in the RUP methodology compared to the others ones is the  
recognition of the primacy of changes even late in the development cycles compared 
to the traditional one with the aim of making software development more predictable 
and more efficient.  The ontogenesis implementation requires tools and artifacts to 
design software system for changing after product release. Unfortunately, RUP and all 
current development methodologies fall short to deal with ontogenetic software  
systems.  

3   Proposed Solution 

A software development process describes who is doing what, how, and when [7]; 
presented in RUP terminology respectively by, workers, activities, artifacts, and 
workflows.  Its adaptation for the ontogenetic systems is relatively a promising and 
effective approach. We propose an extension called ONTO-RUP which we describe 
in what follows. 

3.1   A New Structure to the RUP 

The ONTO-RUP includes, in addition to the usual phases of RUP (i.e. inception, 
elaboration, construction, and transition), a new phase we have called “Evolution” 
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that takes place between inception and elaboration phases (Figure 2). The position of 
the evolution phase in the life cycle corresponds to the level of the progression of the 
discipline Requirements (Figure1.), we can see that a large portion of Requirements 
takes place in Inception, although it does continue through to early Transition. In 
Figure 1, we can observe that at this level, the functional requirements of the system 
are not all specified (about 20% of the use case model). But, this portion of use case 
models describes the overall system’s behavior which are critical since they have the 
most important influence on the system’s architecture and design. 

 
 

 

Fig. 2. Phases of the ONTO-RUP 

Each phase is concluded with a well-defined milestone; a point in time at which 
certain critical decisions must be made and therefore key goals must have been 
achieved. The “Requirement Evolution” milestone supposes that anticipated change 
cases model is specified in an overall way. During Evolution phase a large portion of 
proposed activities in this paper will occur. 

3.2   Disciplines for Modeling Ontogenesis 

RUP is organized around nine disciplines (Figure 1, vertical axis). A discipline is a 
collection of activities that are related to a major “area of concern" within the overall 
project. Disciplines group activities logically. ONTO-RUP proposes a set of  
disciplines: 

 Anticipated evolutions requirement Discipline. 

 Evolution Decomposition Discipline. 

 Unanticipated evolution Discipline 

Our focus, in this paper, is on the “Anticipated evolutions discipline”. The purpose of 
this discipline is to:  

 Establish and maintain agreement with the customers and other stakeholders on 
what the future system should do 

 Provide system developers with a better understanding of the system requirements 
evolution  
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 Define the boundaries of (delimit) the future system 
 Provide a basis for planning the technical contents of iterations. 

3.3   Decomposition of Changes 

Decomposition of changes deals with anticipated and unanticipated evolutions, and 
takes into account, for anticipated evolutions, internal ones (built-in the code of the 
software) and external ones (applied one the software during its execution when some 
conditions are met). Since anticipated evolutions may be internal or external and this 
may have an influence on the system performances, it is important to decide which 
evolution is internal and which one is external. To help developers in achieving this 
decision, we propose a discipline:”Decomposition Discipline”. 

4   The “Evolution Phase” 

4.1   Objectives 

The Evolution phase is the second phase after the inception phase in the life cycle of 
Onto-RUP. This phase is the backbone of the life cycle, because it deals with the 
ontogenetic dimension of the system. According to RUP, the inception phase is about 
understanding the project scope and objectives and getting enough information to 
confirm that we should/shouldn't proceed with the project. The Evolution phase will 
take place as the second phase during which there will be a study of the needs for 
evolution to give the comprehensive view of all aspects related to the evolution of the 
future system. The Evolution phase milestone presents a well-defined set of objec-
tives. We enumerate the objectives of this phase: 

• Understand the overall system evolution 
• Eliciting evolution of requirements and elaborating the change case model (a 

modified form or use case that describes a change) 
• Deciding if changes will be internal or external evolutions. 

4.2   Inputs/Outputs of Evolution Phase 

Figure 3 shows the input and the output of the evolution phase. In this phase change 
case model is globally elaborated and decisions are made about the nature of the ma-
jor requirements evolution. 

Among the objectives of the RUP inception phase we find the comprehension of 
the system to be built and the identification of the system fundamental functionalities 
[9, 10]. 

The use case model adopted by RUP presents the formal specification of require-
ments. This model separates the system in actors and use cases. 

The Requirement discipline provides the system developers with a better under-
standing of the system requirements, delimits the boundaries of the system, provides a 
basis for planning the technical contents of iterations, provides a basis for estimating 
cost and time to develop the system, etc.  
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Fig. 3. Inputs/Outputs of the Evolution Phase 

Use cases. They are specification of a sequence of actions and variants that a system 
(or other entity) can perform when interacting with external actors. Each use case 
describes the behavior of the system under various conditions and shows how it re-
sponds to a particular request from an external actor (called the primary actor). The 
primary actor initiates an interaction with the system to accomplish some goal, and 
the use case is a black box which describes the reaction of the overall system, without 
indicating how the system achieves the goal. 

A complete set of use cases specifies all the possible use of a system and, conse-
quently, describe all the necessary behavior of the system. In our approach, we use the 
use case formalism given by Cockburn in [2].  

4.3   Activities of Anticipated Evolutions Requirement Discipline  

Starting from use cases model elaborated in the inception phase, the purpose of the 
“Anticipated evolutions requirement Discipline” is to built the change cases model 
starting by use case models. These activities require an iterative process, where each 
performed iteration represents a unit of change which consists of one or more change 
cases. A unit of change will be an input for the sub-process called changes study us-
ing techniques for eliciting evolution/change requirements. We find in [13], a set of 
techniques for eliciting requirements. There are many other techniques and their com-
bination seems to provide richer and more detailed requirements for evolution of 
requirements. We propose the following combination: begin with questionnaires, 
followed by structured interview to gain deeper insight into the possible evolution, 
then the brainstorming technique is used, and at the end the group work technique. his 
ast technique is appropriate in our context, because it suggest collaborative meeting 
that involve and commit the stakeholders directly and promote cooperation. 

Figure 4 shows the steps composing the evolution phase. In the change study step 
we need to decide if the unit of change is further considered or ignored. In the next 
step, we extract the change cases model using the change case artifact we have pro-
posed (described next). This formalism is based on the use case one but contains spe-
cific parts to deal with evolution. 
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Change cases. The change case is a powerful formalism to capture potential 
changes that has been first proposed by Ecklund in [3]. In our work we have intro-
duced  specific parts to deal with new requirements but also to specify modification 
to the already implemented ones. Change cases are characterized by both their sim-
plicity and expressive power. Like the use cases, they concern the system in the 
whole.  

4.4   Planification of the Evolution Phase  

\In the evolution phase the first iteration aims at specifying the change cases in a 
overall way.  

Those which follow will accentuate in studying the impact of the specified 
changes. The Requirements and Ontogenesis disciplines are related to other process 
disciplines: Analyze and Design, Test, Configuration and Change Management, and 
Project Management. The use case model, change case model, and Requirements 
Management Plan are important inputs to the iteration planning activities. Since a 
use/change case describes how a user will interact with the system, the use of UML 
notation [16] such as sequence diagrams or collaboration diagrams to show how this 
interaction will be implemented by the design elements. We can also identify test 
cases from a use/change case. This ensures that the services the users expect from the 
system are really provided. 

5   Illustrative Example 

One of the possible ways to evaluate software development process models or meth-
odologies is to choose some exemplar systems as case studies and employ the process 
model or methodology in developing case study systems. Let us consider the banking 
transactions system previously introduced. In the following we describe the two 
phases of ONTO-RUP. 

Inception Phase. In ONTO-RUP the Inception phase is typically equivalent to RUP 
approach. It provides rich set of activities and guidelines.  

At the end of the inception phase, if there is an agreement about the project (does 
or not pass this milestone ”Lifecycle Objective”), it can either be cancelled or it 
can repeat this phase after being redesigned to better meet the criteria. The result-
ing artifact is a model of use cases which presents an overall schema of current re-
quirements (Figure 5). 

Evolution Phase. The analysis of the change of requirements is held during the evo-
lution phase using the change process. After the study of the possible anticipated 
changes using the techniques proposed in the previous section; decisions are taken 
concerning the anticipated changes that may affect the software system. Figure 7 
summarizes all the use cases composing the global view of the future system. We use  
 
 



148 F. Kherissi and D. Meslati 

 

 

Fig. 4. Requirements evolution Process 

the change case formalism suggested in the previous section for describing the antici-
pated changes. We give two change cases modeled for this system: 

• Change case for adding an authentication procedure. 
 

Change case for allowing some customers to make cash withdrawal even with a nega-
tive account balance.  

• The second change case is an unanticipated change, that’s why it doesn’t ap-
pear in Figure 6. Notice that the change process remains the same for unan-
ticipated changes.  

Only few works deal with evolution as an important challenge. Mage considers the 
evolution as a fundamental process and provides several concepts to capture and 
model changes as a dynamic and autonomous process [14, 15]. The autonomic com-
puting approach seeks to provide systems with aptitudes to be self-managed and self-
repaired [17]. To our best knowledge there is no complete development approaches 
dedicated to autonomic computing. The same is true for 
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Fig. 5. Overall model of banking transaction system 

Use case Type of 
change 

Description of Change 

ATM cash withdrawal Change New authentication procedure  

Display account Maintain No need of change for this use case 

Request Credit  Maintain No need of change for this use case 

Credit management Change A potential client will benefit of an important credit 

Important transaction 
approval 

Maintain No need of change for this use case 

ATM cash withdrawal  Change 
Changing  the maximal of amount withdrawal of X 

every 3 years 
Fidélisation Order 1 

 Change 
Adding  unit of fidelisation  
If date-date create=1 

Fedilisation Order 2 Change To encourage using ATM benefit> Y 

ATM cash withdrawal Change Permit supply credit in 15/12 until 31/12 (End year) 

Fig. 6. Studied use cases 

6   Related Work 

Only few works deal with evolution as an important challenge. Mage considers the 
evolution as a fundamental process and provides several concepts to capture and 
model changes as a dynamic and autonomous process [14, 15]. The autonomic  
computing approach seeks to provide systems with aptitudes to be self-managed and 
self-repaired [17]. To our best knowledge there is no complete development ap-
proaches dedicated to autonomic computing. The same is true for biomorphic systems 
described in [12]. The work in [4], [5] proposes an approach with an evolution  
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process at the requirement level that uses the concept of gap. This approach is based 
on a meta-model and a generic typology of operators to express different kinds of 
evolution. 

7   Conclusion 

The ontogenetic software systems are particular systems which allow dynamic evolu-
tion of requirements. Motivations for research in this context are important and inves-
tigations are widely justified from the industrial and economic point of view since at 
least 50% of software costs are relative to their evolution. However, today, there are 
no development methods to support such systems. 

We presented in this article an attempt in this direction, it proposes an extension of 
RUP which preserves its features while providing artifacts and methods to support the 
development of the ontogenetic systems.  

As a perspective to this work, we need first to describe other disciplines related to 
Modeling Ontogenesis Disciplines. Another important perspective is to consider the 
evolutions in subsequent phases of the development process. 
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Abstract. A major research challenge in distributed systems is the de-

sign of services that incorporate robustness to events such as network

changes and node faults. In this paper we describe an approach – which

we refer to as EmbryoWare – that is inspired by cellular development

and differentiation processes. The approach uses “artificial stem cells”

in the form of totipotent nodes that differentiate into the different types

needed to obtain the desired system–level behaviour. Each node has a

genome that contains the full service specification, as well as rules for the

differentiation process. We describe the system architecture and present

simulation results that assess the overall performance and fault tolerance

properties of the system in a decentralized network monitoring scenario.

Keywords: distributed services, autonomic computing, self–healing be-

haviour, robustness, embryogenesis, differentiation mechanisms.

1 Introduction

In this paper, we address the problem of devising architectures and methods
for robust and self–healing distributed services. Given a service whose execution
involves tasks running on a plurality of interconnected machines (or nodes),
we introduce techniques for coping with faults and ensuring robustness at the
system level.

The motivation for our work comes from the increasing utilisation of dis-
tributed services, i.e. services whose outcomes depend on the interaction of dif-
ferent components possibly running on different processors. Distributed services
typically require complex design with regard to the distribution and coordina-
tion of the system components. They are also prone to errors related to possible
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faults in one (or more) of the nodes where the components execute. This is par-
ticularly significant for applications that reside on open, uncontrolled, rapidly
evolving and large–scale environments, where the resources used for providing
the service may not be on dedicated servers (as the case in many grid or cloud
computing applications) but rather utilise spare resources, such as those present
in user’s desktops or even mobile devices. (Examples of such scenarios are the
various projects making use of the BOINC or similar platforms1.) Other exam-
ples of distributed applications where each node takes on specific functionality
include: peer-to-peer file sharing; distributed databases and network file systems;
distributed simulation engines and multiplayer games; pervasive computing [13]
and amorphous computing [1]. With all of these applications there is a clear
need to employ mechanisms ensuring the system’s ability to detect faults and
recover automatically, restoring system–level functionalities in the shortest pos-
sible time.

In this paper we discuss an approach to addressing these issues that is inspired
by cellular development and differentiation processes. Similar techniques have
been applied in the evolvable hardware domain, giving rise to a specific research
field called embryonics [10,11]. We propose an approach that utilises distributed
nodes capable of differentiating into various types based on local knowledge, and
which collectively lead to the emergence of the desired behaviour.

2 Background and Related Work

Robustness and reliability in distributed computing systems are well–studied
topics. Classical fault–tolerance techniques include the use of redundancy (let-
ting multiple nodes perform the same job) and/or the definition of a set of rules
triggering a system reconfiguration after a fault has been detected [3]. When
the scale of the system grows large, however, it is not practically feasible to
pre–engineer in the system’s blueprint all possible failure patterns and the con-
sequent actions to be taken for restoring global functionalities. Such an issue is
reminiscent of the reasons that led to the launch, by IBM, of the Autonomic
Computing initiative [5], according to which one of the desirable properties of
an autonomic system is self–healing. A self–healing system must recover full
functionality, “healing” itself from faults and defects by actually fixing them
autonomously, instead of just bypassing them.

In previous work by two of the authors [8,9], we considered the potential for
using bottom-up approaches inspired by embryology to the automated creation
and evolution of software. In these approaches, complexity emerges from inter-
actions among simpler units. It was argued that this emergent behaviour can
also inherently introduce self–healing as one of the constituent properties.

Our approach described in this paper builds on these concepts, leveraging
off previous research conducted in the evolvable hardware domain on the ap-
plication of architectures and methods inspired by the cellular developmental

1 http://boinc.berkeley.edu/
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and differentiation processes. Such approaches, which gave rise to the embry-
onics field [10,15], are based on the use of “artificial stem cells” [7,11], in the
form of totipotent entities that can differentiate —upon reception of relevant
signalling from nearby cells— into any component needed to obtain the desired
system–level behaviour. Such an architecture has been successfully applied to
field programmable gate arrays (FPGAs), resulting in the design of robust (i.e.,
able to sustain a large number of failures) and self–healing (i.e., able to recover
automatically from faults by re-arranging its internal structures) hardware sys-
tems [10,14]. However, this earlier work did not consider the application of these
approaches to distributed software applications.

In our work, we apply the concepts and tools developed in embryonics to the
domain of distributed software systems. Such an application requires rethinking
some of the design choices made by the embryonics research community to adapt
to the specific features and constraints arising when working with software that
is distributed over a network of interconnected machines. For example, network
characteristics such as latency and dropped data packets can become a more
significant factor in affecting the performance of the system. We call the resulting
systems EmbryoWare (i.e. Embryonic Software).

Our approach bears many similarities to the work of Magrath [6], insofar as
cells can propagate through a network and interact to achieve a global goal.
The goal in Magrath’s work is however to achieve a global pattern of cells (de-
scribed as a phenotype) rather than a global behaviour. The cells in Magrath’s
approach also have a fixed set of behaviours that are not dependant upon the
cell type (i.e. they do not change type). Further, their behaviour is dependant
upon the network configuration of the neighbourhood rather than the cell types
in the neighbourhood. This constrains the overall patterns of behaviour that can
emerge from the network. The work described by Magrath does, however raise
interesting questions with regard to how the cell genome can be designed so as
to achieve a particular global pattern (or phenotype) – a question that is also
relevant in our work.

Related approaches have also been recently proposed for enabling autonomic
load–balancing among different application servers in a network [12]. Similar
work by Chanprasert and Suzuki [2] considered the issue of self–healing in com-
plex networks. Whilst not based on embryonics, the approaches were neverthe-
less bio-inspired (at the level of interacting individuals, rather than specialising
cells), and demonstrated how distributed or decentralized control and processes
of natural selection can lead to robust solutions.

3 Embryoware: Embryonic Software

EmbryoWare takes inspiration from the embryological or developmental pro-
cesses in biology, by which an embryo made of initially identical cells (stem
cells) develops into a full organism in which every cell assumes a different, spe-
cialized function, e.g. blood cells, skin cells, neurons. Stem cells are totipotent,
i.e. unspecific and able to differentiate into the various cell types needed.
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In EmbryoWare, software stem cells contain a genome with a concise repre-
sentation of the complete service process to be performed. Such artificial stem
cells are initially totipotent and are designed to spread throughout the net-
work by self-replication. These cells differentiate into the various components
needed for performing the overall service. Adequate signalling mechanisms shall
be provisioned, so that cells could exchange information about the state of their
neighbours. Upon detection of a fault in a neighbouring cell, they are able to
re-enter the embryo state (unlike in biology), for differentiating again into the
required functionalities, expressing the necessary genes.

It is important to note that, like most bio-inspired approaches, EmbryoWare
remains an analogy, and is not meant to be entirely faithful to biology. A number
of notable differences from true embryological processes can be highlighted. For
example, unlike most biological examples, the EmbryoWare cells retain totipo-
tency throughout their life, and are always able to re-differentiate into other cell
types as needed. This is also done in other embryology-inspired approaches such
as embryonics [10,15]. Similarly, real embryo formation makes use of on apopto-
sis (i.e. programmed cell death), whereas in our framework nodes will continue
operation indefinitely (or until the operational task is completed).

3.1 Architecture and Components

The EmbryoWare approach is based on the use of nodes or cells (understood
as basic computational units) 2 possessing the ability to decide autonomously,
based on the task currently performed (referred to as “cell type” in the following)
and on the ones performed by nearby cells, which task should be performed next
in order to maximize the benefit for the system as a whole. Each cell is provided
with a complete system–level specification of the service to be performed, called
the genome, which includes:

(i) a description of the expected behaviour of the service as a whole;
(ii) a description of the single tasks to be performed by cells;
(iii) a set of rules for deciding, based on the current task and the task performed

by neighbouring cells, which task is to be performed next.

Each genome comprises a finite number of functions to be executed. We say that
a cell performing a given function has differentiated into a given type. The type
of a cell defines therefore its current role in the system–level architecture. A cell
containing the genome can differentiate into any specific cell type encompassed
by the genome.

Cells are arranged in a graph topology. The immediate neighbours (or 1-hop
neighbors) of a cell are defined as the cells that are able to communicate directly
with it. The n-hop neighbourhood consists of nodes located n communication
hops away. In the embryonics domain, cells are often arranged in a toroidal reg-
ular grid, akin to a cellular automaton (CA), where each cell is connected only
2 Throughout the paper, we use the words cell and node interchangeably, as well as

the words task and function.
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with its immediate four (von Neumann neighborhood) or eight (Moore neigh-
borhood) neighbours. Toroidal grids avoid border effects, but are rarely found
in practical network scenarios (e.g. sensors spread over a field to be monitored)
where border effects cannot be neglected. In our work we have not assumed
this for the general case, and the algorithms are independant of the network
topology.

An EmbryoWare system consists of the following components:

– Genome: defines the behaviour of the service as a whole, and determines
the type to be expressed based on the local context (i.e., neighbouring cell
types).

– Sensing agent: software component that periodically communicates with
neighbours regarding their current type. The type of a cell is maintained
in a separate register;

– Replication agent: software component that periodically polls the neighbours
about the presence of a genome; if a genome is not present then the current
genome is copied to the “empty” cell;

– Differentiation agent: software component that periodically decides, based on
the cell’s current type and the knowledge about the types of the neighbouring
cells, which functions should be performed by the node.

Fig. 1. Architecture of EmbryoWare: single–node view

A possible node–level architecture for EmbryoWare is shown in Fig. 1. The
genome is connected to both the replication agent (which tries to replicate it
in neighbouring “empty” cells) and to the differentiation agent. The latter also
receives information from the sensing agent on the status of neighbouring cells.
The cell’s “type” is maintained in a separate register. It is also communicated to
the execution engine, which performs the tasks/actions associated to the current
type. The outcome of the execution process may trigger a differentiation (as in
the case in which, e.g., the execution cannot be performed successfully due to
some faults in the genome). The type of a cell can be read by the sensing agent of
a neighboring node. The differentiation process can be implemented in a variety
of ways. The simplest one is a lookup table (similar to those used in CAs), that
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determines, based on the current type of a node and on the sensed type of its
neighbours, which type it should differentiate into.

In order to limit potential security issues, we further add autonomy con-
straints. Namely, a cell cannot be “reprogrammed” by a peer, but it will decide
autonomously on the function to be performed (taking into proper account the
local context). Hence a cell can influence only in an indirect way (by setting its
own personal ‘type’) what neighbouring cells will do. Such a feature is appeal-
ing in that it limits the possibility of a malicious host affecting the emerging
system–level behaviour.3

The two key aspects of EmbryoWare are related to (i) the development of an
adequate representation of the service as a whole, able to be at the same time
concise and expressive (ii) the development of efficient techniques for handling
the differentiation process, requiring only local information from surrounding
nodes. It is important to remark that the EmbryoWare architecture fits well
services where the role of a given cell depends only on the type of neighbouring
cells. While appropriate signalling mechanisms can be put in place to exchange
information among remote nodes (enlarging in such a way the possible appli-
cation domain), the resulting overhead may limit the system’s performance. At
the same time, communications among remote cells can be needed to obtain the
desired system–level functionalities. Such a feature is supported by the system.
What in EmbryoWare shall be limited is the signalling needed between cells
in order to perform differentiation. We illustrate this issue in the case study
presented later in the paper.

4 Algorithms for Embryonic Software

Given the architecture presented in the previous section, we may identify three
key operations to be performed within an EmbryoWare–type system: sensing,
differentiation and replication. In this section, we present algorithms for per-
forming such functions in a distributed and asynchronous way.

4.1 Sensing Process

The sensing process is performed periodically at each node. Every τ1 seconds,
the cell issues a queryType message to its 1-hop neighbours, which reply send-
ing information about their current type. The list of neighbours (indicated as
NeighboursList) is created at bootstrap; its setup and maintenance is deferred
to appropriate network–level services and is therefore not described in this work.

3 It is however worth noticing that such an approach does not prevent malicious

hosts from influencing the behaviour of the system. Proper security countermea-

sures should be put in place to limit the possible impact of such an occurrence.

Further, it is worth remarking that the replication of genome in nearby cells require,

in order to avoid potentially disruptive interference by malicious nodes, to put in

place appropriate authorization and authentication procedures.
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The information about the type of neighbours, Type(·), maintained in an
appropriate knowledge base, is then updated. If a cell is faulty (i.e., machine
is down due to maintenance or technical problems), it will not reply to the
queryType message. Every node maintains therefore a timer, associated to a
timeout, for each query message sent. In the case where no reply is obtained
from a neighbour within the given timeout, its type is set to ’faulty’. The sensing
process can be executed serially (polling one neighbour at a time) or in parallel
(sending out queries to all neighbours and waiting for the message replies). Alg. 1
details the algorithm for the parallel case.

loop
every τ1
for all i ∈ NeighbourList do

send queryType message to i
instantiate timer(i) for node i

if timer(i) expires then
Type(i) ← FAULTY

if received message from i then
update Type(i)

Algorithm 1. Sensing algorithm pseudo-code (parallel)

4.2 Differentiation Process

As with sensing, the differentiation process is performed periodically at each cell.
We denote by τ2 the differentiation period. Cells are not necessarily synchronized,
so that the differentiation process can take place at different time instants at
different nodes. In general, there is no need to specify a particular coupling
between the differentiation period and the sensing period (they can well be
implemented as independent threads). However, to reduce redundant processing,
the period of the cell differentiation process should be equal to or larger than
the sensing period τ1.

The differentiation process is represented as a set of rules (which may be coded
as a lookup table) provided as part of the genome.4 Each cell uses information
about its current type and the type of neighbouring cells to decide which type
to express next (i.e., which function to be performed). The mechanism can be
deterministic (given current state x and neighbours 1, . . . , k in state y1, . . . , yk,
move to state z) or probabilistic (given current state x and neighbours 1, . . . , k in
state y1, . . . , yk, move to state z1 with probability p1, to state z2 with probability
p2 etc). A possible implementation of the differentiation algorithm is shown in
Alg. 2.

4 In general, other methods can be envisioned, based on, e.g., reaction–diffusion pat-

terns [4]. It is also possible to envision accounting for environmental variables (such

as, e.g., current CPU load or other contextual information) in the differentiation

process. In this work, we limit our attention to a simpler set of rules only for the

sake of simplicity.
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loop
every τ2
read Type(myID)
for all i ∈ NeighbourList do

read Type(i) {Update information on neighbour’s type.}
LOOKUP < Type(myID), Type(i1), . . . , Type(ik)) >
update Type(myID)

Algorithm 2. Differentiation algorithm pseudo-code

4.3 Replication Process

The replication process is meant to ensure that the system can make use of spare
resources (empty cells that have not yet had a genome inserted into them by a
neighbouring cell) whenever available, and hence the ability (at the system level)
to recover from major faults. It could also be seen as a mechanism for automat-
ing service deployment in a distributed system. Through a suitable replication
process, it would be sufficient to inject a “seed” genome into the system, and it
will replicate itself across the network and differentiate into the necessary com-
ponents. We assume that only the genome is replicated onto empty nodes: the
management components (differentiation agent, replication agent, sensing agent,
execution engine) are assumed to be present on all nodes in the system as part
of the basic node platform. The replication algorithm works by periodically in-
quiring all neighbour cells about the presence of a genome. A node without an
installed genome is still able to respond to queries, but will indicate that it has
no functioning genome. If the cell is found to be empty, a copy of the genome
is transmitted to the empty node, where it is installed and initiated. A possible
implementation of the replication process is described in Alg. 3. While the repli-
cation period τ3 is not strictly related to the sensing and differentiation period,
the following relation provides an ordering suitable to maintain a good level of
performance: τ3 
 τ2 ≥ τ1.

loop
every τ3
for all i ∈ NeighbourList do

send isGenomePresent message to i
if noGenomePresent message received then

send Genome to i

Algorithm 3. Replication algorithm pseudo-code

5 Evaluation on a Decentralized Monitoring Scenario

We evaluate the proposed techniques with a case study in the domain of decen-
tralized network monitoring. Consider a sensor network, or any large network
of devices where environment or system parameters must be monitored, and
alarms must be raised whenever abnormal circumstances are detected. In such
a scenario, nodes may perform different tasks, e.g. sense, collect, filter and log
information, and then finally decide whether an alarm should be raised or not,
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based on the information sensed. This is a typical scenario where the automatic
differentiation into each of these separate tasks, performed by EmbryoWare, is a
helpful feature in order to keep providing a prompt and reliable service in spite
of node failures or unexpected network changes.

5.1 Case Study Description

We consider a network of cells performing resource monitoring, logging, and
alarm generation. We assume that each cell possesses some parameter that needs
to be periodically monitored. Each monitoring sample needs to be reported to a
logging cell that should be no more than 2 hops away from the monitoring cell in
order minimise network traffic5. The logging cell will accumulate data samples
and report them periodically to alarm cells. The network should contain 2 alarm
cells for redundancy, but no more than 2 alarm cells in order to minimise the
resource requirements associated with alarms. Each alarm cell should have two
1–hop neighbours that are analysis cells which it uses to assist in analysing the
provided samples. When the alarm cell recognises an alarm condition on one of
the data samples this is reported in a system-dependant fashion.

In addition, in order to distribute the load associated with alarm condition
evaluation, the cells taking on the alarm behaviour should change periodically.
Further, to evaluate fault performance, our simulation includes random genome
failures (with a predefined probability that is independent in our case study
of the cell type). A genome fault is where the genome can no longer operate
correctly – and hence will not respond with a valid genome type when queried
by a neighbouring node. The underlying management components are however
still operational, and so a neighbour could reinsert a new genome to correct the
genome fault. Conversely, a node failure is where the node becomes permanently
inoperable.

5.2 Cell Types and Their Behavior

The desired behaviour requires a genome with the following types: Stem, Faulty,
Monitor, Logger, Analysis, Alarm. A stem cell in our system is one that is cur-
rently idle but ready to differentiate into some needed type. The specific be-
haviours outlined above can then be obtained in a number of different ways,
with different implications for the cell type patterns that emerge, and the tim-
ing within which the differentiation happens.

A crucial aspect is how to maintain a global target number of alarm nodes
(N = 2 in the case study), in a decentralized way. Presently, this is achieved
by letting nodes broadcast a beacon when they become alarm ones. Each cell
maintains a list of active alarm nodes. When any logging cell is ready to send
its data, it will try to send to each alarm cell that is in its list, and if it does not
receive an acknowledgment then it removes that alarm from its list.
5 A 2-hop neighbourhood can be monitored by asking 1-hop neighbours about their

neighbours. i.e. when a 1-hop neighbour reports its node type, in also includes rele-

vant information about it’s own 1-hop neighbours.
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One key choice is with regard to the processes associated with differentiation.
It is possible to implement the conversion of a cell’s genome into an alarm type
either proactively or reactively. In the pro-active case, each cell (through its
sensing agent) will monitor the state of other cells and if it determines that
there are not two alarm cells, then it can proactively differentiate into an alarm
cell (albeit with a level of randomness to ensure that not all nodes differentiate
into an alarm cell simultaneously). In the reactive case, when a logging node’s
execution engine attempts to transmit data to the alarm cells, if it receives no
response then it can reactively trigger the differentiation into an alarm cell. Both
variations have been implemented in order to compare the performance of the
two approaches. The detailed implementation description is deferred to App. A.

5.3 Results and Assessment

The case study has been implemented and simulated with Matlab, using a reg-
ular Moore-neighbourhood grid. It illustrates the viability of both the general
approach and the specific architecture that has been proposed. It also uncovers
a number of performance considerations and system design guidelines.

As a first performance metric, we considered the fraction of time the system
was in the ‘up’ state (i.e., a state in which the requirements in terms of presence
of loggers, alarms and analysis nodes were met) as a function of the failure rate of
single genomes. We considered a 10× 10 network, alarms differentiating back to
stem cells after 20 s, stem cells becoming monitors with probability (per second)
of 0.1, loggers differentiating back to stem cells with probability (per second) of
0.001, alarms differentiating to stem cells with probability (per second) of 0.1,
alarms decaying to stem cells with probability of 0.3 in case too many alarms are
present in the system. At the beginning of the simulation, one single genome is
injected into the node at position (1, 2), and is left to replicate and differentiate
in the system. For each value of the genome fault rate, 20 runs were performed,
each one consisting of 3000 iterations of the differentiation process over the
whole system. The genome fault rate (in s−1) was varied between 10−3 to 0.9.
The results obtained are plotted in Fig. 2 on a semi–logarithmic scale. As it can
be seen, the fraction of time spent in an invalid state is only marginally sensitive
to the genome fault probability, an appealing feature for system’s designers.
The presence of a “floor” on the system downtime depends on the high level of
randomness present in the system; in particular the decay of nodes into the stem
cell state leads to a non–zero probability of being in an invalid state even in the
absence of genome faults.

As a second performance metric, we considered the time necessary for the
system to reach a valid state (i.e., able to meet the requirements in terms of
presence of loggers, alarms and analysis nodes) starting from a single genome
injected into the cell (2, 1). Such a parameters provide a measure of the time
needed for a newly deployed system to settle into a valid state. We varied the
network size between 36 and 400 nodes and used a genome failure rate of 0.01
s−1. For each network size considered, 10 independent runs were executed. The
other parameters were set as described above. The results obtained are plotted in
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injected in node (2, 1) as a function of the network size

Fig. 3. The dashed line represents the mean values, while the outcomes of single
runs are reported using triangular markers. As it can be seen, the time to reach
a valid state increase with the network size, growing from ∼ 5 s to ∼ 15 s (in
terms of mean values). Such an increase cannot be ascribed to communication
delays, but is related to the fact that the probabilistic differentiation processes
at the hearth of the example shown require careful tuning of parameters to of-
fer good performance for different network size. In other words, the parameters
driving the transitions between different types should be tuned according to the
network size in order to achieve optimal performance. At the same time, while an
“aggressive” behaviour (with rather high values for differentiation probability,
and hence nodes volunteering more rapidly) can lead to a speed–up of the time
taken to reach a valid state, it may also lead to undesirable oscillation during



Embryonic Models for Self–healing Distributed Services 163

normal operations. This is because too many nodes can differentiate into a par-
ticular role (e.g. the alarm in our scenario). When each node realises that there
are too many volunteers, they then “aggressively” revert back - though again
too many do so, setting up a cycle. This is a combination of high probabilities of
conversion, coupled with the communication delays, meaning that cells make a
differentiation decision before they have data on the fact that they have neigh-
bours who have also done so. We are yet to investigate the circumstances under
which such an oscillatory beahviour may occur.

Overall, the simulation demonstrated that robust fault tolerance, in the event
of both node and genome faults, can be supported quite elegantly. In the case of
genome faults, provided the node can detect a fault in its genome, it can purge
it and allow the replication process to reinsert a new (operational) one. When a
node itself fails then it will remain inoperable, but the simulation demonstrated
that its functionality is subsequently accommodated by other ones.

The simulation also highlighted that in the current architecture the optimal
tuning of the differentiation parameters is dependant upon the network size.
For example, when an alarm differentiates back to a stem cell, logger nodes
will probabilistically differentiate to form new alarm nodes. As the network size
increases, the number of differentiations that occur, for the same probability
parameters, will increase. This behavioural dependence upon network size is
undesired – ideally the performance should be independent of the number of
nodes. 6

A number of genome design issues also emerged from the simulation. It became
evident that network fringe effects need to be considered in designing the genome
behaviours. For example, with a poorly designed genome, it is possible that an
alarm node might appear on the border of the network where the requirement for
two neighbouring analysis nodes cannot be met. This issue could be addressed
in several ways.Nevertheless, this does highlight that careful consideration must
be given to the genome design lest unintended behaviours emerge.

Another interesting behaviour that became apparent was what we might call
the Hydra7 behaviour. If we split the network of nodes into two isolated sub-
networks, then the nodes differentiate in order to create a fully operational sys-
tem in each sub-network, exhibiting a natural self-healing ability.

6 Conclusion

In this paper we have proposed EmbryoWare, an embryonic–inspired architec-
ture for robust and self–healing distributed software. The approach is based on

6 Such a dependence on the network size comes from the fact that the case study has

to satisfy a global constraint (i.e., on the number of alarm nodes in the system). If

only local constrains were present (e.g., one alarm cell shall be present within k hops

from any loggers), the dependence on the network size would blur.
7 The Hydra is a small freshwater animal that exhibits an interesting behaviour. If

it is severed into multiple parts, then each part is capable of morphollaxis – i.e.

reorganising / regenerating to become a fully functioning individual hydra.
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each node in the system containing a genome that includes a complete specifi-
cation of the service to be performed, as well as a set of rules that ensure each
node differentiates into the node type required to provide required overall system
behaviour. The simulations that we have performed have examined the case of
genome failure and demonstrated the viability of this approach as well as the
inherent robustness and self-healing that is achieved.

In ongoing work we will be considering other failure scenarios (e.g. link and
node failures, changes in network topology, etc.) and how the system recovers
from these failures. We will also be broadening the basis for analysing the system
performance to include a more thorough analysis of how the tuning of the genome
differentiation rules – and especially the stochastic parameters associated with
decisions on the timing of the differentiation – affect the overall performance.
We will also be evaluating the processing and communication overheads that
this approach introduces, and how these scale with changes in the network size.

A number of additional research questions also emerge from these prelimi-
nary studies. Whilst our simulation captured relatively sophisticated behaviour,
it was still less complex than many applications. It does raise the question of
how complex a genome needs to be in order to provide desired behaviours, and
whether a threshold will be reached where the genome complexity becomes pro-
hibitive. Our evaluation also indicated the importance of considering carefully
the processes required to understand and design for reliability and robustness –
particularly in the context of network fringe effects. Subsequent work will also
need to consider how to handle differences in the capabilities of nodes by ad-
equately taking them into account in the differentiation process. The system
sensitivity to various environmental characteristics, such as network size and
network latency should also be considered.

Other future work could be to complement the EmbryoWare framework with
an apoptosis or programmed cell death scheme, as a reverse operation for the
current replication scheme. Apoptosis could be useful to optimize the place-
ment of redundant functions (e.g. to minimize broadcast, etc.). It could also be
used to deal with security breaches by isolating and killing misbehaving cells, a
mechanism that is necessary when code can propagate in the network by repli-
cation. Apoptosis could also offer a mechanism by which, once the processing is
complete in some regions of the network, nodes could “die” elegantly. Finally,
another topic for future work would be to actually evolve the genome program
to adapt to new situations.
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A Detailed Use–Case Implementation Description

To illustrate a specific Genome pattern, we describe the execution and differen-
tiation behaviours for the case where the genome responds reactively to failures
to find logger and alarm nodes. Algorithm 4 describes the execution behaviours.
As can be seen, a monitor node can reactively trigger a differentiation into a
logger node when required, and a logger node can reactively trigger a differenti-
ation into an alarm node when required. Algorithm 5 shows both the proactive
and reactive differentiation behaviours for the genome. The proactive differentia-
tion is triggered by the relevant sensing of the node neighbourhood, whereas the
reactive differentiation is triggered by events occurring in the execution engine.
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– Stem cell:

None

– Faulty cell:

None

– Monitor cell:

every TM generate sample S
repeat

transmit S to logger
if transmission failed then

search 2-hop neighbourhood for logger
if no logger found then

trigger reactive differentiation
until S processed

– Logger cell:

accept, record all Monitor samples
accept, register all Alarm beacons
every TL

while recorded samples still to be transmitted do
attempt transmit samples to all alarms
for all alarm cells that do not respond do

deregister alarm
if < 2 registered alarms then

trigger reactive differentiation.

– Analysis cell:

accept, process Alarm requests

– Alarm cell:

accept, process Logged data
send Alarm requests to analysis cells

Algorithm 4. Execution behaviours for typical Genome for data logging applica-

tion.

– Stem cell:

Proactive: with probability PT toM ⇒ Type ← Monitor

– Faulty cell:

None

– Monitor cell:

Reactive: no logger ⇒ Type ← Logger
Proactive: alarm neighbour has < 2 analysis cells ∧ offer accepted ⇒ Type ← analysis
Proactive: probability PMtoT ⇒ Type ← Stem

– Logger cell:

Reactive: if < 2 alarms found, with probability PLtoA ⇒ Type ← Alarm, broadcast
beacon
Proactive: with probability PLtoT ⇒ Type ← Stem

– Analysis cell:

Proactive: alarm not responding ⇒ Type ← Stem

– Alarm cell:

Proactive: > 2 registered alarms ∧ probability PMAtoT ⇒ Type ← Stem
Proactive: active for > TAlm ∧ probability PMtoT ⇒ Type ← Stem

Algorithm 5. Differentiation behaviours for typical Genome for data logging ap-

plication.
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Abstract. In the field of computer vision, a crucial task is the detec-

tion of motion (also called optical flow extraction). This operation allows

analysis such as 3D reconstruction, feature tracking, time-to-collision

and novelty detection among others. Most of the optical flow extraction

techniques work within a finite range of speeds. Usually, the range of

detection is extended towards higher speeds by combining some multi-

scale information in a serial architecture. This serial multi-scale approach

suffers from the problem of error propagation related to the number of

scales used in the algorithm. On the other hand, biological experiments

show that human motion perception seems to follow a parallel multi-

scale scheme. In this work we present a bio-inspired parallel architecture

to perform detection of motion, providing a wide range of operation and

avoiding error propagation associated with the serial architecture. To

test our algorithm, we perform relative error comparisons between both

classical and proposed techniques, showing that the parallel architec-

ture is able to achieve motion detection with results similar to the serial

approach.

Keywords: motion perception, optical flow, speed discrimination, MT.

1 Introduction

The visual capabilities in humans have motivated a large number of scientific
studies. The performance to perceive and interpret visual stimuli in different
species including humans is outstanding: the wide range of tolerance to different
illumination and noise levels are just a few characteristics that we are aware of,
but that are still barely understood.

An important aspect in visual processing is the perception of motion. Mo-
tion is a key step in several computer vision tasks such as 3D reconstruction,
feature tracking, time-to-collision estimation, novelty detection, among others
[1]. Motion is also one of the features that many species can perceive from the
flow of visual information, and its detection has been observed in a large num-
ber of animals [2], from invertebrates to highly evolved mammals. From optical

E. Altman et al. (Eds.): Bionetics 2009, LNICST 39, pp. 167–176, 2010.
c© Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering 2010
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engineering and experimental psychology we already know the main features of
human motion discrimination [3]. In this work, we are particularly interested
in taking inspiration from biology in order to design a parallel algorithm with
similar discrimination capabilities as obtained by classical serial architectures.

Our work begins by presenting an overview of techniques to detect motion
in machine vision to continue with the available experimental results and their
procedures in human psychophysics. Section 3, presents our algorithm for speed
detection with which we perform our simulations, and compare with experimen-
tal data. The results are analyzed in section 4, and in the last two sections, we
present the discussion and conclusions about our work.

2 Overview

In this work we are interested in the detection of motion, specifically in the
coding and retrieval of speed (v), and in the link between the idea of selecting
a range of speed to work with, and providing wider ranges of discrimination
as observed in human psychophysics experiments [4]. We focus on two features:
the multi-scale architecture of the speed detection, and the relation between the
number of multi-scale levels and the range of speeds the system is sensitive to.

2.1 Motion Detection in Computer Vision

The detection of motion is a widely used operation in computer vision. Com-
monly called “optical flow extraction”, the main objective is to assign a vector
v = (u, v) to each frame pixel from a given sequence of frames (at least two). In
this section, we explain the basic technique to increase the motion range of an
optical flow extraction which the method is sensitive to. We ground our expla-
nation on the well-known Lucas & Kanade’s method [5,1] (the basic multi-scale
technique similarly applies to other methods for optical flow extraction).

Optical flow. Many optical flow extraction methods are based on the initial
assumption of brightness conservation, that is,

dI(x, y, t)
dt

=
∂I

∂x
u +

∂I

∂y
v +

∂I

∂t
= 0 (1)

where v = (u, v) is the velocity vector. A well known technique following this
approach is the Lucas & Kanade algorithm [5], that minimizes the following cost
function in a small fixed region Ω, i.e.

v = arg min
v

{∑
x∈Ω

W 2(x)
[
∇I(x, t)·v +

∂I

∂t
(x, t)

]2
}

(2)

where W is a two-dimensional Gaussian function used to give more importance
to the central points and Ω is a square region of a few pixels. This minimization
estimates v with sub-pixel precision after a few iterations. This method achieves
good optical flow extraction in regions where |∇I(x, t)| > 0, such as corners [6].
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Serial multi-scale optical flow. The Lucas & Kanade method for optical flow
extraction considers a small region Ω. The use of this region Ω is not particular to
this method: it is used in most algorithms [1]. As the computation is performed in
small windows, the detection of motion is constrained to detect speeds up to ω pix-
els per frame, where ω stand for the diameter of Ω. To overcome this limitation, a
multi-scale representation of the images can be performed, usually by considering
Gaussianpyramids [7].AGaussianpyramidrepresentationofan image is computed
by recursively smoothing (using a Gaussian kernel) and sub-sampling the original
image. In this way, the original image is represented by a set of smaller images. The
representation at scale level l = 0 is the original image itself. The image at level l is
obtained by sub-sampling a filtered version of the image at level l − 1 with a down-
sampling factor equal to 2. Thus, the size of the image at each level l is Nl = Nl−1/2
with l = 1, 2, . . . , (L − 1), where L is the number of levels of the representation.

In the serial multi-scale optical flow estimation, speed is computed by sequen-
tially projecting the estimation obtained at level l to level l − 1, until level l = 0.
There are complex strategies for computing the optical flow with a multi-scale ap-
proach [6]. A simple solution for optical flow computation is implemented in the
widely used computer vision library OpenCV [8,7]. In this case, the multi-scale es-
timation starts from the highest level (l = L−1) and it propagates to the next one:

vl−1 = 2 ∗ vl + dl−1(vl) (3)

where dl−1 is the estimation of velocity at level l−1 after projecting the estimation
vl by warping the image by −vl at level l − 1. Computing the optical flow from
the highest level and then projecting the solution to the lower level [6,7] increases
the range of detectable speeds. This range is wider when more scales are used.
On the other hand, the sequential projection between levels also propagates the
error introduced at each level. Thus, in terms of precision, increasing the number
of scales in the representation increases the error introduced in the estimation.

2.2 Biological Elements

This section sketches out the current experimental knowledge in biology, focusing
on studies of speed coding in the human brain [9] and on higher level descriptions
of speed discrimination from experimental psychophysics [3,10,11].

Parallel architecture. In the human brain the main area that is responsible for
coding different speeds is area MT [2]. It is located in the occipital region (back
of the head). Neurons in this area are selective to stimuli moving at a given speed
[12]. Their spatial organization is retinotopical [13]: each neuron has a reduced vi-
sual field, and neurons who share the same local visual field are grouped together in
some macro-column that contains cortical columns that are selective for different
orientations. This configuration allows a complete mapping of the visual field with
a group of cortical columns that codes for all possible directions of local motions.
The spatial organization is less known with respect to the speed selectivity. Never-
theless, it has been found that (1) the average detected speed increases with eccen-
tricity (with respect to the retinotopical organization ofMT), (2) similar speeds are
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detected by neurons closer than for distinct speeds, and (3) for each eccentricity,
there are neurons for different speeds [13]. The interactions between different units
is not completely understood, but there is evidence that units sensitive to different
speeds could be coding a range of speeds in parallel [9]. It has been observed that
the range of detectable speeds is not uniformly covered [12], but in this work we are
interested in the simultaneous existence of speed selective units in MT that could
be accountable for a parallel architecture dealing with different speeds.

Speed discrimination. In the work of McKee et al. [3], two subjects were
exposed to several stimuli, one of those being a horizontal scaled single bar
vertically moving at different eccentricities. The goal of this experiment was to
determine the minimal relative detectable variation in speed for every subject
with the sight fixed at a certain location and for each stimuli eccentricity.

It is important to mention how this was actually measured, because the sub-
ject cannot assign a precise velocity at each location. Instead, given a reference
velocity, the subject was asked to indicate whether the next presented stimuli
moves faster or slower. The minimal detectable variation was then statistically
inferred. Related experiments were performed by others [4,10,11], showing that
the measurements are not affected by different contrast conditions, and that they
do not depend on binocular or monocular sight.

The described experiments study the speed discrimination at several eccen-
tricities1, see Fig. 1. In this work we are interested in each one of these eccentrici-
ties and their related discrimination properties, and not in the relations between
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Fig. 1. Weber fraction (minimum threshold of perceived change in speed or Δv/v) as

function of velocity, for different eccentricities in the human subject B.D.B. (condition

2), in the differential motion experiment by [4] (reproduced from their work), each

curve is at eccentricities 0,10,20,30 and 50, respectively (left to right). The speed axe

is in logarithmic scale.

1 Distance to the center of the eye in foveated visition (humans, primates and others).
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different eccentricities. In order to model these discrimination functions, we need
to generate a given discrimination percentage in a range of speed [v1, v2]. We
also point out that the left side of the experimental curves, see Fig. 1, is related
to the eccentricity but the same idea holds: for each eccentricity there is a wide
range of speed discrimination, where the relative error (rather than the absolute
error) remains stable (5%-15%).

3 Proposed Parallel Multi-scale Speed Detection

Multi-scale speed detection is based on the fact that a particular speed detection
algorithm can be used to estimate slower speeds at lower levels and to estimate
faster speeds at higher levels. This information is used in the above described
serial multi-scale optical flow algorithm to detect speeds in a wide range of
velocities by projecting the information at level l+1 to estimate speed at level l,
i.e. in a serial manner. As it is described in [12,9], it seems that human motion
perception is based on a parallel multi-scale scheme. Based on this idea, the speed
detection algorithm proposed in this paper estimates the speed by combining
the information computed at each level independently, i.e. using the multi-scale
information in a parallel manner. In this case, there is no error propagation
on the computation of speeds at each level because it does not depend on the
estimation performed for other levels. At each level l, we compute speeds using
the optical flow estimation algorithm described above, see subsection 2.1. As
explained before, this choice does not bias our results, since our work is to
provide a bio-inspired parallel speed detection instead of the standard serial
approach, for any optical flow extraction method.

As expected, the speed detection algorithm estimates speed with a certain
error at each multi-scale level l. The confidence in the estimation of speed vr at
level l, denoted as kl(vr), can be defined as

kl(vr) = 1 −
∣∣∣∣vr − ve

vr

∣∣∣∣ (4)

where vr is the magnitude of the object’s real speed (vr = ‖vr‖) and ve is
the magnitude of the average estimated speed on the object pixels location. It
can be noted, that this computation only takes into account the magnitude of
the speed, ignoring its direction. Figure 2(a) shows the confidence kl(vr) for
three different multi-scale levels. These distributions were computed using an
input image sequence containing an object moving at different speeds in a range
from 0.5 pixels per frame to 20 pixels per frame. To statistically determine the
confidence at each level l and speed vr, the experiments were carried out using the
input image sequence with several realizations of Gaussian white noise, then the
resulting confidence kl(vr) is computed as the mean value of the ones obtained
in the experiments. Figure 3(a) shows two frames of an input image sequence
used in the experiments. In this sequence the object is moving at 10 frames per
pixel in the bottom-right direction.
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Fig. 2. Confidence distribution kl for different levels l. (a) Experimental distribu-

tions kl. (b) Approximated distributions k̂l.
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Fig. 3. In (a) one frame of an input image sequence used in the experiments is depicted

(v = 10 bottom-right direction). (b) is the obtained optical flow using the proposed

parallel multi-scale algorithm. Note that optical flow image was zoomed around the

object position.

As it may be seen in Figure 2(a), a particular speed vr can be detected at
several multi-scale levels but with different confidence values. Thus, the current
speed could be estimated by taking into account the speeds computed at each
level l and their associated confidence values kl. For that reason, the experimen-
tal distributions depicted in Fig. 2(a) have to be approximated by a closed-form
equation. In this work, these distributions are approximated (modeled) as Gaus-
sian distributions in a semi-log space defined by the following equation

k̂l(vr) = exp

(
−
[
log(vr) − μl

σl

]2
)

(5)

μl = μ0 + log(cl−1) (6)
σl = σ0 (7)

where μ0 and σ0 are the mean and variance of the distribution at level l = 0 and
c is the scaling factor used in the sub-sampling of the images. The approximated
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distributions k̂l for l = 0, l = 1 and l = 2 are depicted in Fig. 2(b). It may be
seen that a better approximation of the distributions could be obtained using
a particular set of variables for each level but this would increase the model
complexity. The approximation of the distributions k̂l for each level in Eq. (5)
only depends on μ0, σ0 and c. It may be noted that this approximation allows
to perform the estimation of speeds using different values of the scaling factor
c, which is usually set to c = 2, i.e., the case of using Gaussian pyramids for the
sub-sampling.

Finally, denoting the detected speed at each level l by vl
e, the proposed algo-

rithm computes the current speed, using the speed detected at each multi-scale
level with its associated confidence value k̂l(‖vl

e‖), as

vf =
∑L−1

l=0 vl
ek̂l(‖vl

e‖)∑L−1
l=0 k̂l(‖vl

e‖)
(8)

where L is the number of levels used to compute the estimated speed vf . Fig-
ure 3(b) shows the obtained optical flow using the proposed parallel multi-scale
algorithm. The comparison between the experimental confidence distribution of
the proposed algorithm and confidence distributions for three levels is shown in
Fig. 4. As expected, the confidence distribution of the parallel multi-scale algo-
rithm with L = 3 is approximately the envelope of the confidence distributions
of levels l = 0, l = 1 and l = 2.
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Fig. 4. Comparison between confidence distribution of the proposed algorithm (par-

allel) with L = 3 and c = 2, and confidence distributions kl for levels l = 0, 1 and 2
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4 Results

As it was described in subsection 2.2, speed discrimination is computed as the
minimal detectable variation in speed of a particular visual stimuli. In this work,
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Fig. 5. (a) Discrimination of the proposed algorithm for L = 1, L = 2 and L = 3

(c = 2). In (b), (c) and (d), the comparisons between the discrimination of the proposed

parallel (c = 2) and the serial algorithms for L = 2, L = 3 and L = 4, respectively, are

shown

a variation in speed, from a given reference speed vobj , of the moving object is
considered to be noticeable if the following inequality holds∣∣∣∣ v̂vobj

− v̂vobj±Δvobj

vobj

∣∣∣∣ > α (9)

where v̂vobj
and v̂vobj±Δvobj

are the speeds estimated by the algorithm when the
object is moving at velocities vobj and vobj ± Δvobj , respectively, and α is the
percentage of variation from the object speed vobj required to consider Δvobj as
detectable. It may be noted in Eq. (9) that a variation in speed is considered
noticeable if it is detectable when vobj is both increased and decreased in Δvobj .
To statistically determine the minimum value of Δvobj several experiments were
carried out using the input image sequence with several realizations of Gaussian
white noise. Then, the minimal detectable variation in speed, from a given refer-
ence speed vobj , is computed as the minimum detectable Δvobj obtained in 90%
of the experiments.
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We summarize our results in Fig. 5. Figure 5(a) shows the discrimination of
the proposed parallel multi-scale algorithm for different values of L. The range
of discriminated speeds is enlarged when the number of levels used in the multi-
scale representation increases. In comparison with the serial multi-scale, our
method has a similar range of speed discrimination when the same number of
levels are used, see Fig. 5(b), 5(c) and 5(d). Considering both mean and variance
of the discrimination in the range of speeds from 1 to 15 pixels per frame, the
parallel multi-scale method shows lower values. For the case of L = 3, parallel
discrimination has mean= 14.1 and variance= 2.2, while serial discrimination
has mean= 15.5 and variance= 4.2. This indicates that the proposed parallel
algorithm presents a better discrimination in this range.

5 Discussion

Recent works [6,14] have developed the idea of multi-scale estimation of speed.
First, Simoncelli [6] proposes a bayesian scheme to compute the error distribu-
tions and then to estimate the velocity using a Kalman filter through the space of
scales (not time). This approach builds a far more sophisticated error function,
but it is still serial. Our work assumes that the error functions are fixed, while
[6]assumes the error changes with respect to ∇I(x, t), and this might be impor-
tant in real-world scenarios. On the other hand, Chey et al. [14] propose that con-
sidering higher threshold levels for higher scales (scale-proportional thresholds)
and inter-scale competition could explain human speed discrimination curves.
We have presented a scheme where the response of each scale regulates the rele-
vance of the responses of that scale. Since we handle all scales at the same time,
it corresponds to a notion of threshold and competition. To our knowledge, no
other work models error functions as Gaussians in the log space (this strengthen
the idea that detection is not symmetrical), which seems to fit recent recordings
of motion sensitivity of neurons [9].

Finally, about the time complexity of our algorithm. Lets consider the size of
the image as N , the order of the optical flow algorithm as K (clearly K(N)) and
the number of scales l. The complexity order of the serial multi-scale algorithm
is lN + lK, and N + lK for the parallel algorithm. The only difference is in
the operations involved in the merge of scales. Considering the possible speed-
up using p processor for the case p = l, then Sp = lN+lK

N+Kl/p , what can be also
written as Sp = p. This last equation show us that the degree of parallelism
(taking one level by processor) achieved by our proposed algorithm is linear.

6 Conclusions

In this work we have presented a parallel multi-scale algorithm to perform the
estimation of motion using two consecutive images. This method takes bio-
inspiration from human physiology and psychophysics knowledge in the sense
that it achieves wide uniform relative discrimination properties by using evenly
spaced logarithmic scales, and it gives results in constant time as a function of
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scales. With respect to the classical serial multi-scale optical flow algorithm, the
error propagation among scales appears less important for our proposed algo-
rithm in terms of relative discrimination. We now explore the idea of using more
biologically plausible methods of optical flow extraction and the integration with
a foveated topology.
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Abstract. In the last few years, there has been an increasing concern

about stochastic properties of contact-based metrics under general mobil-

ity models in delay-tolerant networks. Such a concern will provide a first

step toward detailed performance analysis of various routing/forwarding

algorithms and shed light on better design of network protocols under

realistic mobility patterns. However, throughout the variety of research

works in this topic, most interests rather focused on the inter-contact

time while other contact-based metrics such as the contact time received

too little interest. In this paper, we provide an analytical framework to

estimate the contact time in delay-tolerant networks based on some re-

cent key results derived from biology and statistical physics while study-

ing spontaneous displacement of insects such as ants. In particular, we

analytically derive a closed-form expression for the average value of the

contact time under the random waypoint mobility model and then give

an approximation for its distribution function.

Keywords: Delay-tolerant networks, Performance evaluation, Contact

time, Bio-inspired networks.

1 Introduction

Delay-tolerant networks (DTN) are complex distributed systems that are com-
posed of wireless mobile/fixed nodes, and they are typically assumed to expe-
rience frequent, long-duration partitioning, and intermittent node connection
[1,2]. In such networks, communication opportunities appear opportunistic, and
an end-to-end path between source and destination may break frequently or
may never exist. Due to such special features, many techniques [2] have been
proposed for message delivering in DTN with high probability even when there
is never a fully connected path between source and destination nodes. Most of
such techniques take benefit of opportunities offered by node mobility.

The performance of such data delivery techniques depends on the knowledge
of traditional networking parameters such as node density, mobility pattern,
and transmission range, to name a few. However, since DTNs differ from tra-
ditional mobile ad hoc networks in that disconnections are the norm instead of
the exception, two additional critical parameters arise here [3]. The first one,
which is commonly called the inter-contact time or sometimes referred to as
the inter-meeting time, can be defined as the time duration between consecutive
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points of time where two relay nodes come within transmission range of one
another. The second one, called the contact time or the contact duration, can
be defined as the period of time during which two nodes have the opportunity
to communicate. The importance of both parameters stems from the fact that
they directly impact the delay and capacity of the network, thereby helping to
choose the proper design of various scheduling/forwarding algorithms for DTNs.
However, throughout the variety of research works in this topic, most interests
rather focused on the inter-contact time while the contact time received too little
interest. This is due to empirical observations and assumptions often made in
initial works that the contact time is several orders of magnitude less than the
inter-contact time [4], thereby making the inter-contact time more crucial. This
is our primary motivation that prompted us in this paper to focus on the contact
time and try to provide an analytical framework for its estimation.

There have been various research works on the characteristics of the inter-
contact time and its impact on the performance of different proposed data
forwarding schemes [3,5]. Initial works typically assumed that the CCDF (com-
plementary cumulative distribution function) of the inter-contact time decays
exponentially over time under several currently used mobility models such as
random waypoint model and simple random walks [6]. Although this assumption
is supported by numerical simulations conducted under most existing mobility
models in the literature, it is generally conjectured by authors so as to make
their analysis tractable [6,7]. However, extensive empirical mobility traces later
show that the CCDF of the inter-contact time follows approximately a power
law over large time range with exponent less than unit [3,5].

At first glance, this finding suggested a need of new mobility models to produce
the power-law property exhibited by real traces, and called for further studies to
explain the outright discrepancy in the behavior of the inter-contact time. While
attempting to resolve this discrepancy,many researchworkshave recentlyprovided
credible evidence that the inter-contact time distribution has, in fact, a mixture of
power-law and exponential behavior [8,9]. Specifically, using a diverse set of mea-
sured mobility traces, authors in [9] found that the CCDF of the inter-contact time
follows closely a power-lawdecayup to a characteristic time, which confirms earlier
studies, and beyond this characteristic time, the decay is rather exponential.

Knowing the inter-contact time allows one to evaluate the end-to-end delay in
DTNs under ideal conditions of infinite bandwidth and buffer space. This might
be a useful approximation for low traffic scenarios or low-resources data for-
warding schemes. However, this is inaccurate when resources are rather limited
or when the data forwarding scheme utilizes a lot of resources, which characterize
several applications of DTNs. In such a scenario, the contact opportunity can be
lost due to several causes such as the lack of buffer space, the limited bandwidth
or simply due to MAC contention and interferences. In all these cases, even if a
node comes in contact with a relay or even the destination node, it might not
be able to transfer data during the contact duration. This calls to include the
contact time, in addition to the inter-contact time, for a more accurate analysis
of the end-to-end delay.
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The remainder of this paper is structured as follows. In Section 2, we introduce
basic definitions and assumptions used later to derive interesting results. In
Section 3, we focus on some statistical properties of the contact time. Based
on the invariance property of random walk-like motions in bounded domains
encountered in many fields of science such as biology and statistical physics, we
derive a closed-form expression for the average value. Under some assumptions,
we give then an approximation for its probability distribution function. Finally,
some conclusions are drawn in Section 4.

2 Preliminaries

We look in this section at a particular class of mobility models, namely, the
random waypoint mobility model. This model is widely used for the design,
study and analysis of mobile ad hoc networks. Furthermore, we introduce some
useful definitions and notation and state the assumptions we will be making
throughout the remaining of this paper in order to study the statistical properties
of the contact time.

2.1 Random Waypoint Model

In the random waypoint mobility model [10], each node is assigned an initial
location in a given area and travels at a constant speed v to a destination chosen
uniformly in this area. The speed v is chosen uniformly in [v0, v1], independently
of the initial location and destination. After reaching the destination, the node
may pause for a random amount of time after which a new destination and a
new speed are chosen, independently of all previous destinations, speeds, and
pause times. The stationary distributions of location and speed in the random
waypoint mobility model differs significantly from the uniform distribution. In
particular, it has been shown that the probability density function, denoted by
fv(s), for the stationary distribution of the speed without pausing is given by

fv(s) =

⎧⎪⎨⎪⎩
1

s ln(v1/v0)
if v0 ≤ s ≤ v1

0 otherwise.

(1)

2.2 Contact Criteria

There are several criteria to define a contact between two nodes. Each defi-
nition depends on the context. We restrict ourselves here to the Boolean and
Interference-Based criteria [11,12] defined below.

Let {Ak, k ∈ T } be a set of mobile nodes following some mobility models in a
common domain Ω, and simultaneously transmitting at some time instant over
a certain subchannel. Let Pk be the power level chosen by node Ak, for k ∈ T .
Let us also denote by Ak(t) the position of node Ak at time t. Consider now two
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arbitrary mobile nodes Ai and Aj , where i, j ∈ T . Under Boolean model with
communication range d, Ai and Aj are deemed to be in contact at time t if and
only if the distance between them is no more than the communication range. In
mathematical parlance, this can be stated as

‖ Ai(t) − Aj(t) ‖ ≤ d. (2)

Note in passing that this criterion establishes a symmetric contact relation be-
tween nodes Ai and Aj if and only if all nodes use a common transmission range
to communicate with peer nodes in the network. The major drawback of Boolean
model is that it does not allow interferences to be taken into account. Although
this is not generally the case for DTNs, it turns out that when the number of
nodes increases, the wireless medium becomes more and more solicited. This
competition for the channel may prevent successful transmissions even when the
distance between Ai and Aj is no more than their minimum common transmis-
sion range. A natural way to take interferences into account is to add the sum
of the interfering signals coming from simultaneous transmissions to the back-
ground noise. Then we adopt a different criterion, called the Interference-Based
criterion, which can be mathematically expressed as

Pi

‖ Ai(t) − Aj(t) ‖α

N0 +
∑
k∈T
k 
=i

Pk

‖ Ak(t) − Aj(t) ‖α

≥ β, (3)

where β is a suitable is threshold, N0 and α stand for the ambient noise and
the path loss exponent respectively. Under the aforementioned contact criteria,
the contact time can be formally defined as follows. Let Ai and Aj be two nodes
moving according to a given mobility model. We assume that they are initially
out of contact, and assume they come into contact with each other at time 0. The
contact time, denoted by τc is defined as the time they remain in contact with
each other before moving out of contact under both Boolean and Interference-
Based criteria. However, for the sake of simplicity, we restrict our analysis in
what follows to Boolean criterion.

3 Contact Time Analysis

In this section, we study the statistical properties of the contact time under
Boolean criterion and using the random waypoint mobility model. We restrict
ourselves here to the case where a relay node (or the destination node) is static
all the time and thus only the source node is mobile.

3.1 Ant-Based Model Description

We consider two nodes: a mobile source node S moving at velocity vS and a static
relay node D (that can be also the destination node). Both nodes are assumed
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Fig. 1. (a) At point I , the source node enters the transmission region of the relay node

at an angle θ to the ray ID, undergoes a random waypoint motion, and then exits

at point O. (b) Source node crosses the transmission region of the relay node without

changing direction.

to have the same transmission range denoted by d. We further suppose that
the system is already in the steady-state, which implies that the velocity of the
source node is drawn from the stationary velocity distribution characterized by
the probability density function given by (1). Furthermore, it is assumed that no
specific direction is favored, and therefore, that when node S enters into contact
with node D, its incident direction is distributed isotropically. The contact time,
denoted by τc, can be defined as the time elapsed from source node’s entry into
the radio range of relay node D until its consequent exit. In Figure 1(a), we
denote by I the entrance point of the source node to the connectivity region of
the relay node, namely the circle C centered at D with radius d. Exit point is
denoted by O. Let us also denote by θ the angle that velocity vS at I makes
with the ray ID. We have −π

2 ≤ θ ≤ π
2 , otherwise this implies the source

node were already in contact with the relay node. Recalling the assumption that
incident directions are distributed isotropically, θ will be uniformly distributed
over [−π

2 , π
2 ]. As illustrated in Figure 1(a), relay node D sees the movement of

source node S as a sequence of epoch segments, where the movement direction
and the velocity of the source node may change from epoch segment to another.
But, the velocity remains constant in an epoch segment.

Before analyzing the contact time, we draw a parallel between the sought
model and a practical animal-biology example that was of interest in many fields
of science from biology [13] to statistical physics [14]. Consider ants moving on
a horizontal planar surface, and assume a circle is drawn on this surface. It has
been shown under isotropic incidence that the mean length of the trajectories
inside the circle is independent of the random walks characteristics and is given
by a very simple formula.

3.2 Mean Contact Time

Considering the random waypoint mobility model as a particular random walk
and applying the above key result, a first calculus gives the mean contact time
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of the source node as follows τ c = L
vS

= πd
2vS

· From (1), we can readily cal-
culate the average node speed vS and thus we obtain τ c = πd

2(v1−v0) ln(v1/v0).
Many important remarks can be drawn from this key result. First, compared to
previous research works [15,16], the above result is obtained without assuming
that the source node has a straight line trajectory form while crossing the con-
nectivity region of the relay node. Second, note that this above analysis can be
extended somewhat to cover more general connectivity region of any geometric
form around the relay node under isotropic uniform incidence. Third, in terms
of the obtained mean contact time, there is no fundamental differences between
the random waypoint mobility model and any other random walk-like mobility
model. Therefore, the mean contact time would be the same.

3.3 Distribution of Contact Time

To avoid technical difficulty while deriving such a distribution, we consider in this
paper that when the source node enters the connectivity region of the relay node, it
keeps the same speed direction. As illustrated in Figure 1(b), this means that when
the source node crosses circle C, its trajectory is a chord. This assumption can be
an acceptable approximation if we consider that the mean epoch distance of the
random waypoint motion is higher than the diameter of C. Furthermore, we sup-
pose again that incident directions are distributed isotropically. It follows that the
randomness of the contact time stems from the interplay of two random variables:
on the one hand incidence velocity vS whose probability density function is given
by (1), and on the other hand angle θ that the chord IO makes with the ray ID.
Let us first calculate the CDF of the length of the chord IO, denoted by L. Clearly,
we have 0 ≤ L ≤ 2d. Note also that L can be expressed as a function of θ and d
according to L = 2d cos(θ). Then, for all 0 ≤ l ≤ 2d, we have

Pr
{
L ≤ l

}
= Pr

{
cos(θ) ≤ l

2d

}
.

Recalling that θ is uniformly distributed over [−π
2 , π

2 ], we find

Pr
{
L ≤ l

}
= 1 − 2

π
arccos

( l

2d

)
.

Therefore, the probability density function of L can be expressed as follows

fL(l) =

⎧⎪⎨⎪⎩
2
π
× 1√

4d2 − l2
if 0 ≤ l ≤ 2d

0 otherwise.

Let us now focus on the CDF of the contact time τc. Note that τc = L/vS . By
conditioning on the length L of the chord IO, we find

Pr
{
τc ≤ t

}
=
∫ 2d

0

Pr
{
vS ≥ L

t
| L = l

}× fL(l) dl =
∫ 2d

0

F c
v(

l

t
)× fL(l) dl, (4)
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where F c
v(v) stands for the CCDF of the node source velocity, which can be

readily derived from (1), so that

F c
v(s) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1 s ≤ v0

ln(v1) − ln(s)
ln(v1) − ln(v0)

v0 ≤ s ≤ v1

0 s ≥ v1

Remarking that v0 ≤ v ≤ v1 with probability one, we can calculate the integral
involved in (4) by splitting it into three parts over [0, tv0], [tv0, tv1] and [tv1, 2d]
so that after elementary calculation, we obtain for all 0 < t ≤ 2d

v0

Pr
{
τc ≤ t

}
=

2
π

arcsin(
tv0

2d
) +

2
π ln(v1/v0)

∫ tv1

tv0

ln(tv1/l)√
4d2 − l2

dl. (5)

It remains now to evaluate the integral involved in (5). Using integration by
parts, we obtain

Pr
{
τc ≤ t

}
=

2
π ln(v1/v0)

∫ tv1

tv0

arcsin(l/2d)
l

dl.

According to [17], we have∫
arcsin(l/2d)

l
dl =

l

2d
+

1

2 · 3 · 3 ×
( l

2d

)3
+

1 · 3
2 · 4 · 5 · 5 ×

( l

2d

)5
+

1 · 3 · 5
2 · 4 · 6 · 7 · 7 ×

( l

2d

)7
+ · · ·

Recalling that 0 ≤ l ≤ 2d and remarking that from the third order term, the
coefficients involved in all higher order terms vanishes rapidly to zero, as a first
approximation we retain only the linear term. Thus, we finally obtain

Pr
{
τc ≤ t

} ≈ (v1 − v0)t
πd ln(v1/v0)

+ o(t3) for 0 ≤ t ≤ 2d

v0
·

4 Conclusion

To conclude, we have addressed in this paper some statistical properties of the
contact time in DTNs. Our methodology is based on a key result established
in statistical physics that when a random walker enters a finite domain under
isotropic uniform incidence, the mean length of its trajectories inside the domain
depends only on the geometry of the system. This key result allowed us to obtain
a closed-form expression for the average value of the contact time under Boolean
criterion and using the traditional random waypoint mobility model. In addition,
we derived an approximate formula for the probability distribution function of
the contact time under the random waypoint mobility model provided that mean
length of a jump is higher than the diameter of the contact area. Although this
ongoing work reports a new bio-inspired methodology for the analysis of the
contact time in DTNs, a number of open questions remain. Indeed, we consider
to include some others promising directions in a future revision of this article.
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Abstract. Any dysfunction in production system (PS) is likely to be

very expensive; so modelling by Multi Agent Systems (MAS) makes the

production system (PS) possible to have aspects of robustness, reactivity

and flexibility, which allow the PS control to be powerful and to react to

all the risks being able to occur. In order to have a fault-tolerant PS, we

propose when and how to recourse to a self organizing protocol making

the MAS capable of changing its communication structure or organiza-

tion, and thus reorganizing itself without any external intervention.

Keywords: Production system, self organization, MAS protocol, fail-

ure detection.

1 Introduction

Research of productivity remains the major objective of the industrial world.
This objective is in permanent evolution and it requires studies and brings in-
creasingly complex solutions in real time piloting of production systems (PS).
The critical and important problem to solve is fault tolerance. The control sys-
tem must provide very powerful mechanisms for fault tolerance in order to ensure
the continuous operations of PS that are detection, prevention and correction,
etc. A production system is a set of resources realizing a productive activity. The
production is the transformation of resources (machines and materials) leading
to the creation of goods or services [1]. The transformation is done by a suc-
cession of operations (tasks) that use resources (machines and operators), and
modify the raw materials or components that enter into the PS in order to create
outgoing finished products of this system and assigned to be consumed by cus-
tomers. Changes may relate to the product form, its structure, its appearance,
and so on. The transformation undergone by products, brings them an added
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value. The resources belonging to the PS mobilized for achieving the produc-
tion activity can be machines, operators, energy, information, tools, etc. The
most important characteristics of a PS are flexibility, reactivity, robustness [2].
The systems theory [3] suggests decomposition of production systems into two
subsystems:

(i) Information and decision subsystems that include a control portion which
represents the intelligent part of the system, (ii)physical production subsystem
consisting of a flows part transforming or assembling materials or entities , and a
physical part representing all means necessary to carry out operations. The case
study we considered is a production system (PS). We propose a MAS approach
where interactions are based on a self organizing protocol that has the following
features:

– It assures a decentralised control so each agent can take decisions regarding
the interactions with the neighbourhood,

– It allows new communication ways when dysfunctions appear within the
MAS or within the informational network. This feature gives robustness to
the MAS and allows the PS to be fault tolerant.

2 Multi Agents Approaches for PS

MAS offers a new approach for modelling production systems. Instead of mod-
elling distributed systems with programs exchanging data and commands, agent
technology allows the creation of autonomous agents that communicate among
themselves, negotiate sub objectives and coordinate intentions in order to achieve
the objectives appropriate to the system[6]. In this context several approaches
have been cited for modelling production system. In [7], a MAS platform is built
for driving workshops. Different types of agents are proposed (resources agents,
cell agent and product agent), they represent physical features, virtual islands
or operation’s sequences. A supervisor agent’s role is to monitor the production
process, it is assisted by a meta object agent to include new agents in the sys-
tem. The principal goal of [10] does not deal with self organization. In [8] a MAS
architecture in which each agent supervises a production resource is proposed. A
supervisor agent is responsible for controlling the entire PS by communicating
with agents supervising a production resource. The latter makes decisions about
the production rules to be applied to the resources they supervise. However, the
agent supervisor can intervene and tell each agent what rule to apply to achieve
the overall objectives of the PS. Among the limitations of both approaches, we
can quote:

– Possible saturation of the supervisor agent (too many messages from other
agents of the system)can suddenly happen

– A failure within the supervisor agent causing stopping of system functioning.
– Communication cost can be very high (a message can take an important

time to reach its destination, knowing that this message will go through the
MAS leader agent).
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In [9] a self organizing approach for manufacturing control is proposed, with our
respect to the work of Bussman elaborated in this area, the dynamic routing is
proposed to avoid possible congestion and jams on a machine. Agent’ commu-
nication is assured by invitation and there is no indication on the system when
the invitation is not successful or when an agent fails.

3 Bacteria Colony Self Organization

Traditionally the bacteria colonies push with a high level of nutritive elements
[14]. A pattern in a bacteria colony is in fact an organizational structure mak-
ing possible for the bacterium within its colony to communicate(bacterium-
bacterium interactions), in order to fight against the adverse conditions of its
environment [12]. A set of biological primitives characterizing the bacteria life
has been translated to a communication model [13] based on a set of software
processes considered as a MAS interaction protocol. The model takes into ac-
count only the first five primitives which seem for us to be the most basic and
important within the colony, those are: the positioning, the checking, election,
routing, and grouping. Each primitive will be described below, using mathemat-
ical symbols.

4 The Proposed Multi Agent system

Three types of agents are proposed: Resource Agent (RA), User Agent (UA),
Interface Agent (IA):

– Resource agents for piloting a set of heterogeneous machines. They commu-
nicate with each other to achieve the production plan consisting in a set of
tasks.

– User Agent or the operator. Its role is to develop a production plan of the
entire production system. Its knowledge concerns resources, tasks;

– Interface Agent, acts as an interface of PS (intermediary between the RA
and the operator); its knowledge are about tasks and RA.

4.1 System Functioning

The user agent develops the production plan (scheduling) which will be deter-
mined by the allocation of resources to tasks in order to achieve a product, the
plan provides us with information on the task (identifier, priority, duration and
precedence link). The user agent sends the plan to the interface agent that has
the role of intermediary between the user agent and the various RA agents of the
system. The interface agent sends to resource agents tasks to be done, each RA
assures local management of its resource by integrating the piloting functions
[4] in real time, namely: scheduling, execution and monitoring, each agent can
perform these functions autonomously.
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– Scheduling. RA provides the resource execution plan by respecting tasks
priorities, precedence links as the execution time of tasks.

– Execution. RA executes the tasks affected to its resource by referring to
the execution plan.

– Monitoring. RA assures the monitoring, detection, diagnosis, treatment
and recovery in a failure case. The latter can be done by transferring tasks to
other agents when a problem is detected within the system. In our approach
the recovery is done by the recourse to the self organizing protocol that we
propose above.

At the beginning of the system, the different RA and IA execute the main
important processes of the self organizing protocol those are: positioning process,
and Checking process. They allow the detection of a dysfunction within MAS.
The rest of processes will be executed by RA for the treatment of failures. Figure1
shows the collaboration process between the system’s agents while executing the
protocol processes.

Fig. 1. Collaboration diagram of the system functioning

Fault detection and diagnosis. The fault tolerance is an important aspect
characterizing a PS functioning. It is the reason for which the proposed MAS
must detect and treat failures that may occur, in order to avoid the operator
intervention (apart from extreme cases). The failures can be classed into two
categories:

1. Soft failure The breakdown can be either localised when: -Communication
link between two agents is destroyed. -failure is within the agent itself.

2. Hard failure This type of failure can be considered when malfunction of
a machine happens; we call this kind of dysfunction a resource failure. The
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latter is detected and diagnosed by the agent responsible of the resource
below.

Failures can be detected and generally recovered through the MAS self-organising
protocol without any external intervention. Detection and diagnosis of the soft
failures are provided through the checking process. The checking process is car-
ried out by RA at the system starting up.

Failures treatment. Based on the self organizing protocol, failures are:

1. Resource Failure. The agent responsible for this resource launches the rout-
ing process to prevent its neighbours that the agent responsible for the re-
source down, can not perform all its assigned tasks. So the concerned agent
has to send its own address rather than sending its neighbours address. After
the execution process, two cases can be found:
-At least one RA can execute the tasks of the agent responsible for the break-
down resource (tasks are carried by the neighbourhood)
-No agent can perform the tasks of the breakdown agent and in this case the
operator has to intervene.
If the tasks of the agent responsible for the resource down are all taken by
the neighbourhood the problem is solved, otherwise, the system continues to
operate without the breakdown machine pending the operator’s intervention.

2. Agent resource failure. Two situations are quoted briefly:
(i)RA(breakdown) is the alone agent of another RA.
(ii)RA has several neighbours.

3. Communication bond destroyed When a communication link is lost, three
situations can be considered:
(i)RA isolated or the system is broken down into two subsystems.
(ii)Isolated RA is a neighbour of an agent RA belonging to a sub system.
(iii)The two RA belong to the same subsystem.

5 The Protocol

To make the paper self contained we present the most important processes char-
acterizing the self organizing protocol [5] that are inspired from life within the
bacteria colony. Particularly in this paper, processes are formalized in a formal
manner. Each process uses a set of primitives or methods like: Leader(), groupe(),
replace(), Ask(), Explore(), Life(), Rep(),.., for selecting a leader, grouping the
MAS , asking for some information, exploring an agent, checking . The organi-
zation consists in N agents A = a1, a2, .., an, where each agent is considered as
a unique node in a social network. The organization is modelled by an adjacent
matrix E, where each element of E is like : eij = 1 if there is a communication
bond between ai and aj , eij = 0 if not.
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5.1 Positioning Process

Any agent in the MAS must position itself by carrying out the process of position-
ing. As soon as an agent integrates or leaves the group, the process of positioning
is started. When an agent receives a position message: position(ai, role, posi),
i ∈ N, ai ∈ A, all agents positions and their identification are summarized in a
table. ∀j ∈ N, ai ∈ A, eij = 1 ⇒ aj is a direct neighbour of ai and can receive
ai messages.
∀k ∈ IN, ak ∈ A /eik = 1 ⇒ ak receives position(ai, role, posi), If ak receives
position (ai, role, posi) for the first time then Possrc ← posi ;posk ← possrc +1;

5.2 Checking Process (Life Signal)

Local checking is an essential process. Each agent regularly diffuses a life signal
to its neighbourhood. ∀i ∈ N, ai ∈ A, ai sends life(ai) to point out that it is
Kept-alive to aj/eij = 1;
If∃aj , ai ∈A / eij = 1and aj did not receive life(ai) then aj sends Explore(ai, aj)
to point to all the neighbourhood that it is seeking for ak/eik = 1 and ak already
received life(aj). At a receipt of Explore(ai, aj), if ak/eik = 1 and ak already
received life(aj) ⇒ aksendsRep(response, posj) with response = Y es/No.
posj : position of the agent receiving Explore() message by aj which is searched.
If ak / ekj = 1 ⇒ posj = 1 else posj > 1. endif.

Three situations can appear:

1. If ∃ak , ak ∈ A / eik = 1 and response = Y es ⇒
state(aj) not-in-failure
state(eij) in-Failure

2. If ∃ak , ak ∈ A / eik = 1 and reponse = No ⇒
ak is / ejk =1 and ak did not receive a keep- alive signal from aj ;
state(ak) in-failure;

3. if the received responses are:
(∀k,k �= i and k �= j , posk −posi �= 1) ⇒ aj is isolated or
aj is / ∀k ∈ N , j �= k / eki = 1 (ie, ak ∈ agents group different from ai one);
state(ej)= {in-failure or not in-failure}

Communication bond dysfunction. (i)An isolated agent or system dissoci-
ated into two subsystems. State(eij)=in-failure; aj changes its port address and
sends life(aj); aj answers by life(aj) that it agrees for the new address; in case
of no possibility to change the port address, the dysfunction is certainly within
the material and an alert is set off to change the link.
(ii)An isolated agent neighbour of an agent pertaining to a subsystem(Figure2).

Let set ai the isolated agent; ai changes its address port and sends life(ai)
message to aj , aj replies by life(aj) to agree the new address. Only the isolated
agent can change its address.
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Fig. 2. An agent isolated by the destruction of its communication link

(iii)both agents pertain to the same system. If ∃ai , aj / ai, aj ∈ A,(ai and
aj pertain to the same system) ⇒ ∃ k ∈ N / ak ∈ A, eik = 1 and ekj = 1,
which means that it is possible to find another way to assure the communication
between ai and aj . The latter launches the positionning process and the routing
process.

Agent failure. (i)Failed agent is the unique neighbour of another agent. ai is
the failed agent, ak is the unique neighbour, as searched agent
(a)ak is able to execute ai tasks, ak launches election process. The leader se-
lected removes ai . ak launches positioning process.
(b) ak is unable to execute ai tasks set, the positioning process is launched.
If ak finds as

as launches election process
as launches positioning process
else
ak launches election process. The leader removes ai, creates a new agent, affect-
ing it ai position and tasks.
endif
(ii)Failed agent is a neighbour of several agents
(a)Each agent can execute a subset of tasks
∀ i, k ∈ N, ai , ak ∈ A, eik=1, state(eik)=in-failure, ∃j ∈ N / Tasks[aj]=
Tasks[aj]+ Tasks[ai](Each tasks subset is affected to ak)
(b)No agent can execute a subset of tasks
∀ i, k ∈ N / ai , ak ∈ A, eik=1, state(eik)=in-failure
∀ j ∈ N / ekj =1, then aj launches routing process.

5.3 Election Process

Election process is charged to select a leader agent for any decision as adding
or removing an agent. It can be launched by more than one agent. As a result
an agent leader is selected based on its fitness value. Once the dysfunction is
located, ai sends Leader(chefglo, fitness) to aj , where chefglo is agent identity
and fitness is the fitness value initialized to zero and incremented by 1 after a
task accomplishment by an agent.
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∀ i ∈ N, ai ∈ A, Leader(chefglo, fitness) message is received and propagated in
the neighbourhood until getting the highest fitness value; the leader is the agent
corresponding to this value.
If ∃i, k ∈ IN/ ai, ak ∈ A and fitness(ai)= fitness(ak), the leader is the one
having the long identifier. In this case Election process is launched for removing
or adding agents in the group and for any decision to take when necessary.

5.4 Grouping Process

In order to avoid that the election process spends too much time selecting the
leader, especially when the agent number is high, the Grouping process groups
agents by role, without inhibiting all the group; are inhibited only those that
have the same role.
∀ i ∈ N, ai ∈ A, ai sends Groupe(chefglo, fitness) message to ai / Role(ai)=
Role(ai).

5.5 Routing Process

The routing process is useful in two cases:
(i) When an agent (not in failure) attempts to replace the agent in failure by
other/others in the neighbourhood.
The routing process allows to an agent ai to select aj in A where j = 1, n∧j �= i∧
aj replaces ai;
Replace (afailure) will be sent to all ai / i ∈ N, ai ∈ A /i = 1, n and i �= failure
Task [afailure]: tasks table of the failed agent
A variable is used to indicate if task[afailure] is empty or not. It is initialised to
false when an agent detectes its neighbour in failure. While receiving
Replace(afailure) with task[afailure] updated, each neighbour verifies the con-
tent of task[afailure]. If tasks are all under its capacities, it adds them to its
tasks table, otherwise it takes those that are under its capacities and sends re-
place (afailure) to the neighbours.
(ii)When an agent is lost by a destroyed communication bond, its neighbour
tries to find another way to reach it, and by searching in the neighbourhood
those that can serve as intermediary. ask(asrc, aemet, vois-info) message is sent
to its direct neighbours ie), ask(asrc, aemet, vois-info) is sent to ak / k=1, n and
k �= src and k �= emet. While receiving the message for the second time by ak,
which can’t be the intermediary between the sender and the source agent then
ak agent acquits the sender agent by sending acquit(nb, possrc). While receiving
the message for the first time and it is capable to be the intermediary, between
the sender agent and the source agent, pos takes the value of its position rela-
tively to the source that we analyze as follow:
-possrc > 1 means that the receiver of the message is not a direct neighbour of
source agent. The receiver of the message computes the set of agent that have not
received the message Ask(), the non informed agent set will receive the message
ask(asrc, aemet ,vois-info).
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6 Implementation Aspects

We have modelled via AUML (Agent Unified Modelling Language) the whole
production system processes. The latter was tested using the NetLogo simulation
tool [11]. It is a modelling programmable environment to simulate natural and
social phenomena. In this paper we can not represent all the cases. Is represented
below the case where an agent is in dysfunction (figure3). In the first case, by
affecting the breakdown agent tasks in the neighbourhood, and without creating
another one, in its localization, the production system is still working correctly
until the product is achieved.

Fig. 3. An agent failure simulation

7 Conclusion

In this work a multi-agents system has been proposed for monitoring the func-
tioning of a production system. The proposed MAS is based on a self organiz-
ing protocol[5] we have formalized using mathematical symbols. The protocol
has the feature of assuring control decentralization so that each agent can take
decisions to interact with its neighbours when necessary, and adapt when en-
vironment presents dysfunction. The MAS maintains its connectivity without
any external intervention. Agents can perform several functions during their life
as being leaders, which is not specific to a single agent. By the mean of their
checking and decision they allow the emergence of new organizational structures,
through agents’ interactions, to cope with not desirable changes, and this is what
increases the system fault tolerance and robustness.
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Abstract. Epidemic forwarding protocol in Delay Tolerant Networks maximizes
successful data delivery probability but at the same time incurs high costs in terms
of redundancy of packet copies in the system and energy consumption. Two-hop
routing on the other hand minimizes the packet flooding and the energy costs but
degrades the delivery probability. This paper presents a framework to achieve a
tradeoff between the successful data delivery probability and the energy costs.
Each mobile has to decide which routing protocol it wants to use for packet
delivering. In such a problem, we consider a non-cooperative game theory ap-
proach. We explore the scenario where the source and the destination mobiles
are enclosed in two different regions, which are partially overlapped. We study
the impact of the proportion of the surface covered by both regions on the Nash
equilibrium and price of anarchy. We also design a fully distributed algorithm
that can be employed for convergence to the Nash equilibrium. This algorithm
does not require any knowledge of some parameter of the system as the number
of mobiles or the rate of contacts between mobiles.

1 Introduction

Delay tolerant mobile ad-hoc networks have gained attention in recent research. Instan-
taneous connectivity is not needed any more and messages can arrive at their destination
thanks to the mobility of some subset of nodes that carry copies of the message. A naive
approach in forwarding a message to the destination consists in the use of an epidemic
routing strategy, in which any mobile that has the message keeps on relaying it to any
other mobile that arrives within its transmission range and which does not still have
the message. This would minimize the delivery probability at a cost of inefficient use
of network resources in terms of energy used for transmission. The need for a more
efficient use of network resources has motivated the use of more economic packet for-
warding strategies such as the two-hop routing protocols, in which the source transmits
copies of its message to all mobiles it encounters, but these relay the message only if
they come in contact with the destination. The performance of the two-hop forwarding
protocol along with the effect of the timers have been evaluated in [1]. In this paper
we consider an alternative approach that offer a way of studying the successful deliv-
ery probability and energy consumption. This paper aims to provide a scheme which
maximizes the expected delivery rate while satisfying a certain constant on the number
of forwardings per message. To do this, we assume that each mobile may decide which
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routing protocol it wants to use for delivering packets. We restrict the case that only two
routing protocols are available to mobiles: epidemic routing and two-hops. This scheme
allows us to exploit the trade-off between delivery delay and resource consumption. The
higher number of users use epidemic (resp. two hops) routing , the higher (resp. lower)
probability of success and the higher (resp. lower ) consumption of resource.

In our study we assume that each mobile like to find the routing protocol that maxi-
mizes his utility function. But, as this utility depends on the action of the other mobiles,
the system can be described as a non-cooperative game. We show that this game has at
least one Nash equilibrium, and we designed a distributed algorithm to reach it. This
algorithm is implemented at each node, allowing the system to reach the Nash equi-
librium in a completely distributed way. Since the estimation of some parameters of
the system, is very difficult in DTN, due to the lack of persistent connectivity, the pro-
posed algorithm also allows the nodes to converge to the Nash equilibrium without any
information.

Delay Tolerant Networks (DTNs) have recently attracted attention of the research
community. Delay Tolerant Networks (DTNs) are sparse and/or highly mobile wireless
ad hoc networks where no continuous connectivity guarantee can be assumed [2, 3].
There are several results of real experiments on DTNs [6, 11, 13]. In [10], the authors
studied the optimal static and dynamic control problems using a fluid model that rep-
resents the mean field limit as the number of mobiles becomes very large. In [9], the
optimal dynamic control problem was solved in a discrete time setting. The optimality
of a threshold type policy, already established in [8] for the fluid limit framework, was
shown to hold in [9] for the actual discrete control problem. A game problem between
two groups of DTN networks was further studied in [9].

2 The Model

We consider two overlapping network regions, where source and destination nodes are
each in distinct regions. By network region we mean a region with moving nodes that
can establish a connection between them. We assume that nodes have random way-
point mobility (see [7]) which is confined to the region it is associated . In context of
DTN the transportation of data relies mainly on mobility, so the overlapping region
plays an important role. Overlapping regions are the only place where nodes can ex-
change data from one region to another. Consider that network region S1 contains a
source S, and N1 mobile nodes, and that network region S2 contains the destination
node d and N2 mobile nodes. Since source and destinations are in different regions,
data can be transported from source to destination by mobile nodes only through the
overlapping region Ŝ. Let us parameterize the overlapped(normalized) region, denoted
by S̃ = Ŝ/ max{S1, S2}. Notice that the overlapping region S̃, when parameterized
reduces to (assume S1 = S2 for simplicity) the following special cases : “Unified net-
work”, i.e., when S̃ = S1 = S2, and “Overlapped network” when 0 < S̃ < 1.

We assume that each mobile node is equipped with some form of proximity wireless
communications device. The network regions are assumed to be sparse, so that, at any
time instant, nodes are isolated with high probability. Communication opportunities
arise whenever, due to mobility patterns, two nodes get within mutual communication
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S2

Ŝ

S1

ds

N1 N

Fig. 1. Overlapped Network Region Ŝ

range. We refer to such events as “contacts”. The time between subsequent contacts of
any pair of nodes is assumed to follow an exponential distribution. The validity of this
model for synthetic mobility models (including, e.g., Random Walk, Random Direction,
Random Waypoint) has been discussed in [1]. In [7], the authors derived the following
estimation of the pairwise meeting rate λ :

λ =
2wRE[V ∗]

S
, (1)

where w is a constant specific to the mobility model, E[V ∗] is the average relative speed
between two nodes and R is the range. Let λ1 (resp. λ2) be the rate of meeting of any
pair of nodes in region S1 (resp. S2). Let λS denote the rate of meeting between the
source and a node in region S2. From (1), we have

λ1 =
2wRE[V ∗

1 ]
S1

, λ2 =
2wRE[V ∗

2 ]
S2

and λs =
2wRE[V ∗

s ]
S1

.

Similarly, the rate of meeting between a node (resp. source) in S1 and a node in S2 is

given by λ12 = 2wRE[V ∗
12]

Ŝ
, λs2 =

2wRE[V ∗
s2

]

Ŝ
,

where Vs2 is the average relative speed between source and a node in region S2.
There can be multiple source-destination pairs, but we assume that at a given time
there is a single message, eventually with many copies, spreading in the network. For
simplicity we consider the message originated at time t = 0. We also assume that the
message that is transmitted is relevant only during some time τ . The message contains
a time stamp reporting its generation time, so that it can be deleted at all nodes when it
becomes irrelevant.

A mobile terminal is assumed to have a message to send to a destination node. We
consider in this paper two types of routing in DTN networks: epidemic routing and
two-hop routing. In this paper we study the competition between individual mobiles in
a game theoretical setting. Each mobile can decide whether to use epidemic or two-hop
routing, depending on which strategy maximizes his utility function. We assume that
the source node S stays in region S1 while the destination node d stays in region S2.
Naturally, the nodes in S1 needs to forward the packet to the nodes in S2. Hence, the
nodes in S1 are of “Epidemic” type only, while nodes in S2 may be of either type.
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Consider that there are N1 mobiles among the total Ntot1 in region S1 which par-
ticipate in forwarding the packet using epidemic routing. We assume that N mobiles
among Ntot in region S2 can choose between epidemic and two-hop routing. Let N0

e

(resp. N0
t ) be the number of mobiles that always use epidemic (resp. two-hop) routing.

Then, we have:
Ntot = N + N0

e + N0
t

The source in region S1 has a packet generated at time 0 that wishes to send to the
destination d in region S2. In region S2, let Ne (resp. Nt) be the number of users that
use epidemic routing (resp. two-hop routing). Let Xe(t) (resp. Xt(t)) be the number
of mobile nodes (excluding the destination and source) that use epidemic routing (resp.
two-hop) and have at time t a copy of the packet. Denote by Di(τ) the probability of
a successful delivery of the packet by time τ . Then, given the process Xi (for which
a fluid approximation will be used), we have the probability of successful delivery of
packet as:

Psucc(τ) = 1 − e(−λd

∫ τ
0 (Xe(t)+Xt(t))dt) (2)

where λd denotes the inter-meeting rate between the destination and a node in S2. Con-
sider that on successful delivery of the packet is rewarded with ᾱ which is shared among
all the participating nodes. Let the reward is shared among the two region as αS1 for
region S1 and α for S2, where ᾱ = αS1 + α. In region S1 there are only epidemic type
user, the reward is shared equally among X1(τ) users. While in region S2, the reward
α is further shared as αe (resp. αt = α − αe) among the mobiles that have at time τ
a copy of the message and use epidemic (resp. two-hop) routing. Hence, the utility Ue

(resp. Ut) for a player using epidemic (resp. two-hop) routing is given by

Ue(Ne) =
(αePsucc(τ)

Xe(τ)
− βτ

)
�1( resp. Ut(Ne) =

(αtPsucc(τ)
Xt(τ)

− γτ
)
�1) (3)

where β and γ are the energy cost ,and �1(t) = 1 − e−
∫ t
0 (λs2+λ12X1(s)+λ2Xe(s)ds)

which denotes that the probability of receiving a packet by time t.

2.1 Fluid Approximation

We consider the following standard fluid approximation (based on mean field analysis)

dX1(t)
dt

= (λs + λ1X1(t) + Xe(t)λ21)(N1 − X1(t)), (4)

dXe(t)
dt

= (λs2 + λ12X1(t) + Xe(t)λ2)(Ne − Xe(t)), (5)

dXt(t)
dt

= (λs2 + λ12X1(t) + Xe(t)λ2)(Nt − Xt(t)). (6)

The essage is spread directionally, which means that nodes from region S1 can forward
the packet to nodes in S2, while the reverse is not allowed,so λ21 = 0. On solving the
ODE’s given in eq. (4)-(6) using the suitable initial conditions, we obtain
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X1(t) =
λsN1 (1 − exp (−t (λs + λ1N1)))
λs + λ1N1 exp (−t (λs + λ1N1))

, (7)

Xe(t) =
Ne

[
ψ(t)

(
1 − Ne

∫ t

0
λ2

ψ(u)du
)
− 1

]
ψ(t)

(
1 − Ne

∫ t

0
λ2

ψ(u)du
) , (8)

Xt(t) = Nt

(
1 − exp

[
− λ12

∫ t

0

X1(u)du + λ2

∫ t

0

Xe(u)du + tλs2

])
. (9)

where ψ(t) = exp
(∫ t

0
(λs2 + λ12X1(u) + λ2Ne) du

)
.

3 The DTN Game

As explained before, there is but a single choice for the nodes in region S1, i.e., to
participate or not in epidemic forwarding. However in region S2, a node can choose
between participating or not, and, if so, it can choose between epidemic forwarding or
two hop forwarding to deliver the packet to destination. Every mobile would like to
find the strategy that maximizes his individual utility. But, as his utility depends on the
actions of the other mobiles, the system can be described as a non-cooperative game.
As the game is symmetric, a Nash equilibrium (NE) N∗

e is given by the two conditions:

Ue(N∗
e ) ≥ Us(N∗

e − 1) and Ut(N∗
e ) ≥ Ue(N∗

e + 1)

The previous definition means that no user using epidemic routing (resp. two-hop rout-
ing), has an incentive to use two-hop routing (resp. epidemic routing). The existence of
the Nash equilibrium is guaranteed by [12].

4 Stochastic Approximation for Nash Equilibrium

In this section we introduce a distributed method to achieve the Nash equilibrium in
the case where some parameters (i.e., N , λ and λs) are unknown. We show that simple
iterative algorithms may be implemented at each node, allowing them to discover the
Nash equilibrium in spite of the lack of information on such parameters. Note that the
estimation of N , λ and λs, is very difficult in DTN because of the lack of persistent
connectivity. This distributed algorithm proposed in [5] was proved, for a fixed number
of players, that if it converges, it will always do to a Nash equilibrium. In order to
increase the speed of convergence, each user decides to stop his update mechanism
after reaching a given threshold [4]. It is not a global convergence criteria, as we can
find in centralized algorithms, but an individual convergence criteria that let each user
stop calculations. The algorithm is based on a reinforcement of mixed strategies and
players are synchronized in such a way that the decision of all players (playing pure
strategy) induce the utility perceived for each one.

The algorithm works in rounds. Each round corresponds to the delivery of a message
by the source. Let Ne(t) be the number of players that use epidemic routing at round t.
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At each round t, each user i chooses epidemic routing over the set C = {e, t} of strate-
gies, with probability pt (and chooses the two-hop routing with probability 1− pt). The
utility perceived by user i at round t depends on his action and on the actions of the other
mobiles. This utility ui

t is expressed as follows:

ui
t = �{ct=e} · Ue(Ne(t)) + �{ct=t} · Ut(Ne(t)) (10)

Then, each player updates his probability according to the following rule (see Algorithm
1):

pi
t = pi

t−1 + b · (�{ct=e} − pi
t−1

) · ui
t, (11)

Figure 3.b shows the evolution of the probabilities and the convergence to Nash Equi-
librium for a set of 10 players, using a treshold of convergence at ε = 10−6.

5 Global Optimum Repartition and Nash Equilibrium

In this section, we are interested in the network efficiency as the maximization of
the global optimum of the system. We want to optimize the overall network energy-
efficiency with respect to the aforementioned degrees of freedom. For this purpose, we
consider the optimal social welfare, which is well known in game theoretic studies, and
compare it with the performance achived at Nash Equilibrium.

The following simulations allow us to see the range of values for different parameters
which minimizes the gap in total utility between the Nash equilibrium and the global
optimum. For different rates of λs and different values of the reward on epidemic rout-
ing αe, we compute the price of anarchy, using the total utility at the global optimum
repartition and at Nash Equilibrium.

The social welfare of the network is measured by the total utility of the system ex-
pressed by

Ws = Xe(τ)Ue(Ne) + Xt(τ)Ut(Ne) (12)

and the price of anarchy is measured as follows:

PoA = (WOpt
s − WNE

s )/WOpt
s (13)

where WOpt
s (resp. WNE

s ) is the social welfare at the global optimum (resp. at the
Nash Equilibrium.)

Through the different simulations for several set of values for the main parameters of
our DTN network, we observe the network stability and efficiency. In figure 2 we plot
the evolution of the number of users infected using either two hops or epidemic routing.
As we can notice, the rate of infection of users using epidemic routing increases with the
inter-meeting rate in the second region before reaching a stability point, that is mainly
influenced by the relevant time of packet delivery which increases the probability of
success and makes the infection rate independent on λ2. This rate is always bigger with
the surface of overlapping and the reward on using epidemic routing. We observe the
same behavior for the infection rate of users using two-hop routing, except that the
infection rate become smaller with the reward on using epidemic routing. Figure 3.a
present on the other hand the price of anarchy (PoA) at Nash Equilibrium. For small
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a) Epidemic routing b) Two-hop routing
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Fig. 2. Infected users using epidemic or two-hop routing
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Fig. 3. a) Price of anarchy depending on λ2 b) Convergence to Nash Equilibrium

values of the inter-meeting rate λ2 in the second region, the PoA takes it highest values
and is almost independent on S̃. The optimality of the Nash equilibrium (obtained when
the PoA is near or equal to zero) is achived for small values of λ2 by increasing αe

or S̃.

6 Conclusion

This paper presents a framework to analyse the tradeoff between the successful data
delivery probability and energy costs. We formulate the problem as a non-cooperative
game in which each mobile has to decide which routing protocol it wants to use for
packet delivering: Epidemic routing or Two-hop routing. We explore the scenario where
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the source and the destination mobiles are enclosed in two different regions, which are
partially overlapped. We showed the impact of overlapping area on price of anarchy and
Nash equilibrium. To complete this contribution, we plan to analyze the system when
there are new arrivals to the area of interaction and mobiles within this area will be
active for a limited period of time. This configuration makes the system dynamic in the
number of mobiles, a more realistic approach to a DTN case.
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