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Particle Swarm Optimization Based Tuning of Genetic 
Programming Evolved Classifier Expressions 

Hajira Jabeen* and Abdul Rauf Baig 

Abstract. Genetic Programming (GP) has recently emerged as an effective tech-
nique for classifier evolution. One specific type of GP classifiers is arithmetic 
classifier expression trees. In this paper we propose a novel method of tuning 
these arithmetic classifiers using Particle Swarm Optimization (PSO) technique. A 
set of weights are introduced into the bottom layer of evolved GP classifier ex-
pression tree, associated with each terminal node. These weights are initialized 
with random values and optimized using PSO. The proposed tuning method is 
found efficient in increasing performance of GP classifiers with lesser computa-
tional cost as compared to GP evolution for longer number of generations. We 
have conducted a series of experiments over datasets taken from UCI ML reposi-
tory. Our proposed technique has been found successful in increasing the accuracy 
of classifiers in much lesser number of function evaluations. 

1   Introduction 

Data classification has received increasing interest as a consequence of tremend-
ous increase in data generating abilities due to automation. The task of classifica-
tion can be viewed as labeling unseen data based upon some knowledge extracted 
from data with known labels. Automated classification algorithms are required to 
handle the problem of knowledge discovery from large amounts of data. Evolutio-
nary algorithms have been found efficient in solving classification problems due 
to their stochastic global search mechanism. 

"Genetic programming is an evolutionary computation technique that automati-
cally solves problems without requiring the user to know or specify the form or 
structure of the solution in advance" [1].These inductively learned solutions are 
efficient in learning hidden relationships among data and discriminate them in a 
concise mathematical manner. Since introduction of GP, various methods have 
been introduced to for data classification using GP. These solutions range from 
derivation of decision trees [2], evolution of classification rules [3] and generation 
of SQL queries [4]. A relatively new GP based classification method is numeric 
expression trees [5]. These mathematical expressions trees are evolved using GP 
as discriminating expression for a certain class using some arithmetic functions 
and variables defined the in the primitive set. The variables are usually the  
attributes present in training data and some constants. 
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The expression trees evolved using GP can form arithmetic or logical expres-
sions based upon the primitive set used. In either case these expressions output a 
single numeric value and this value must be translated into the class labels. In case 
of binary classification one can simply assign one class to positive values and oth-
er class to negatives output values. The challenge arises in the case of Multi-Class 
classification problems where a single output has to be mapped to more than two 
classes. For this case methods like Static Range Selection [5] and Dynamic Range 
Selection [6] have been proposed.  

GP presents numerous advantages for classification purpose. GP offers flexible 
and complex search space to search during classifier evolution. The classifier re-
presentations differ in each run, so we can eventually get several different classifi-
ers with same or slightly different accuracy [7]. Easy and fast interpretation of  
result is possible as only one expression is evaluated to obtain the result [13]. The 
dependencies inherent in the data can be inducted into the classifier without expert 
intervention [7]. The classifiers are data distribution free, and able to operate upon 
the data in its original form [7]. 

Apart from above mentioned benefits, GP also suffers from the following is-
sues:- GP based classification requires long training time. The classifiers increase 
in their complexity if necessary measures for avoiding code growth are not taken 
into account. GP yields different results after each run, both in structure of  
solution and accuracy.  

In this paper we present a novel method for tuning of evolved classifiers mak-
ing them more efficient and accurate. Several datasets with varying classes and 
attributes have been used to support the effectiveness of proposed tuning algo-
rithm. Next section gives an overview of classification methods that use GP and 
an introduction to Particle Swarm Optimization PSO used for tuning. Method sec-
tion explains the GP Algorithm used for classification and PSO based tuning algo-
rithm proposed in this paper. Results section presents the experimental results fol-
lowed by conclusions in the end. 

2   Literature Review 

2.1   Classification Using Genetic Programming 

GP’s outstanding abilities for the task of classification have been recognized since 
its inception [14]. Lots of work has been done to solve the problem of 
classification using GP. The main reason of interest in GP for classification is its 
ability to represent and learn solutions of varying complexity. In this section we 
will discuss some of the major techniques used for classification using GP. 

Alex Frietas [4] has introduced a GP based classification framework where 
SQL queries are encoded into the GP Grammar. These are named Tuple Set De-
scriptor (TSD). The fitness of an individual is the number of rows satisfying the 
TSD. The framework incorporates lazy learning, i.e. rule consequences are eva-
luated first and one with the higher fitness is assigned to the rule. The advantages 
of using SQL based encoding is faster and parallel execution of queries, scalability 
and privacy. Another method using GP Classifier Expressions (GPCE) for  
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Multi-Class classification is used by Kishore et al [7]. A 'c' class problem is de-
composed into 'c' two class problems. And a GPCE is evolved to discriminate 
each class from other classes. They define Strength of Association and Heuristic 
rules to tackle the conflicts arising between classifiers of different classes. They 
have used incremental learning and interleaved data format for speedup in the 
learning process. The work done by Bozarczuk et al [8] discovers classification 
rules for chest pain diagnosis. There are 12 classes present in the dataset and 165 
attributes and 138 examples only. They have also evolved GP system for each 
class separately i.e. 12 times and chose best member as representative rule for 
each class. The fitness function takes into account classification accuracy, sensi-
tivity, specificity and rule simplicity. At the end predictive accuracy of rule set as 
a whole and that of individual rules is evaluated. Loveard et al [6] have evaluated 
five different methods for Multi-Class Classification using strongly typed GP. One 
is binary decomposition in which the given problem is decomposed into binary 
problem, where one class is named as desired class and all other classes present in 
the data are assigned to reject class, the process is repeated for each class. Other 
method is static range selection, where the real output of a GP tree is divided into 
class boundaries and classes are assigned to input data based upon the GP tree 
output. Third method is dynamic range Selection where a subset of data is used to 
dynamically determine the class boundaries, and rest of the training data is used to 
evolve the classifiers. Fourth method is class enumeration, where a new data type 
is introduced into the terminal set of the GP trees. And all trees return a class type 
which is enumeration of the classes present in the data. The last method used is 
evidence accumulation, in which each GP tree contains a vector data storage cor-
responding to each class and these values are updated using new terminal which 
adds values ranging from -1 to 1 to the vector position particular class. The high-
est value is declared as the class outcome of tree. The results show that the dynam-
ic range selection method is better for both binary and Multi-Class classification. 
Loveard et al have proposed two methods for classification of data containing no-
minal attributes [9]. One method considers splitting of GP execution based upon 
the value of a nominal attribute (execution branching) and other is conversion of a 
nominal attribute to binary or continuous attribute. Both methods are found effi-
cient for classification of data containing nominal attributes. An interesting ap-
proach for Multi-Class classification using GP has been proposed by Muni [10]. In 
which collaborative view of classifiers for all the classes is considered. A Multi-
Tree representation for classifier is presented. A chromosome has as many trees as 
there are classes in the data and each tree represents acceptor for samples belong-
ing to its own class and rejecter to samples belonging to other classes. For evolu-
tion of this type of classifiers modified crossover operator is proposed. A new  
notion for unfitness of trees for genetic operations is proposed. A method Oring is 
proposed to combine results of classifier to achieve better performance. Heuristic 
rules and weight based scheme are also used to cater for ambiguous conflicting 
situations. The classifiers are can also output a 'do not know' when confronted 
with unfamiliar exemplars. A method for addition of weights has been proposed in 
[11] for Multi-Class object classification. The method for classification is range 
selection and the gradient descent method is used for searching during the evolu-
tion of GP Classifiers. This methodology makes the system more complex but it 
 



388 H. Jabeen and A.R. Baig
 

 

offers increase in performance of Genetic Programs. Many others methods have 
also been proposed for data classification using GP. 

GP is found a very efficient innovative technique to handle to problem of data 
classification. GP suffers from an inherent drawback of inefficient code growth 
(bloat) during evolution. This increases the program complexity during the evolu-
tion process without effective increase in fitness. This increase in complexity has 
to be tackled explicitly by placing a bound on the upper limit of tree depth or 
nodes of the tree.  

Another issue with GP based classification is long training time, which increas-
es many folds with the increase in tree sizes during evolution. In this paper we 
have proposed a method that eliminates the need of evolving GP for longer num-
ber of generations and optimizes the GP evolved intelligent structures using PSO. 
Next section discusses some basics of PSO algorithm used for optimization in our 
proposed technique. 

2.2   Particle Swarm Optimization 

Particle Swarm Optimization Algorithm is originally formulated by Kennedy and 
Eberhart in 1995 [12]. Although it is also classified as an evolutionary algorithm 
but it models the sociological principle of bird flocking behavior during flying. 
The algorithm usually operates upon set of real multidimensional points scattered 
in the search space. These points move with certain velocity in the search space, 
mimicking bird's flight in search of optimal solution. The velocity of a particle in a 
given iteration is a function of the velocity of the previous step, its best previous 
position in the search space and the global best position. This exhibits a behavior 
of flying towards better position keeping in view its own best position and exploit-
ing the knowledge of global best particle. The algorithm has been compared with 
various evolutionary algorithms and found equally efficient. Following are the  
update equations for particles in standard PSO. 
 

iii VXX +=  (1) 
 

igbestilbestii XXrandCXXrandCVV −+−+= )1,0()1,0( 10ω  (2) 
 

Where X gbest is the global best or local best particle and X lbest is the personal best 
of each particle. The values C0 and C1 are problem specific constants. 

The Equation (1) is used to update position of a particle and Equation (2) is 
used to update the velocity of a particle during the PSO evolution process. 

3   Methodology 

In this section we will explain the algorithm used for classification and our pro-
posed PSO based tuning method. The algorithm used for classification has been 
proposed by Muni [10]. One of the specialties of this algorithm is its Multi- 
Tree representation that makes it possible to evolve classifiers for multiclass  
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classification in a single GP run. The evolved trees are in the form of arithmetic 
expressions elaborating relationships among different attributes of data. Each tree 
outputs a real value for each data instance. The output of a chromosome is a vector 
of real values. The tree corresponding to class label is trained to output positive 
value. Other trees must output negative value for a valid result.  

Next section discusses the proposed optimization method that can increase the 
efficiency of GP evolved classifier expressions. 

3.1   Tuning of Classifier Expressions 

As mentioned in the previous section the classifiers contain attributes as terminals 
of the tree and a few constants. We have associated weights to all the terminals 
present in a tree. Consider a simple tree ((A1+A2)/A3 where A1, A2, and A3 are 
attribute 1, 2 and 3 respectively. This tree will become [(A1*W1) + (A2*W2)] / 
(A3*W3), after weight addition, where W1, W2 and W3 are weights associated to 
each terminal. As shown in Figure1. The weight chromosome for this tree will be 
[W1, W2, W3] . If the number of terminal nodes present in a tree is 'n'. The number 
of nodes added for the sake of optimization is equal to '2n'. . Let c be the classes in 
the data , and t be the terminals in each tree: Then the total number of nodes added 
to chromosome will be :- ෍2 כ ௜௖ݐ

௜ୀଵ  (3) 

In case of multi tree representation, we add weights to each tree in the chromo-
some. Let c be the classes in the data, and ‘t’ be the terminals in each tree. The 
weight vector will be :- 

[Wij] where i=1:c and j=1:t (4) 
 

Here each weight is associated to the node j of the tree i. and we are interested in 
finding optimal value of this weight for each attribute in order to increase the effi-
ciency of classifiers. An important point to note here is that the classifier remains 
intact if the values of all the added weights are set to ‘1’. Let CH0 be the original 
chromosome and CHw be the weight added chromosome, then 

CH0 = CHw  if V [Wij]=1  (5) 
 

 
Fig. 1 Addition of weights for optimization 
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For the sake of optimization, a population of random particles having weights as 
their dimension is initialized. These weights are assigned random values between -
1 and 1. This creates a multidimensional point in hyper space that has as many 
dimensions as there are weights in a GP chromosome corresponding to each ter-
minal.  PSO is used to evolve these weights for optimal values. The fitness of each 
particle is calculated by putting the values of weights in their corresponding posi-
tions and evaluating the accuracy of classifier for training data. We have used 
cognitive-social model that keeps track of its previous best as well as the global 
best particle. These weight particles are evolved for optimal position for a few 
generations until termination criteria is fulfilled.  

 

 

Fig. 2 Proposed tuning algorithm 

4   Experimental Details 

The data sets used for the classification purpose are taken from UCI repository. 
These data sets are Iris, Bupa, Wine, Glass and Wisconsin breast cancer. All these 
datasets are real valued data sets with varying number of classes and attributes. 
This is to prove the effectiveness of the proposed algorithm. 

Each tree in the GP evolved classifier chromosome is appended by weights at 
its terminals, and the weights are evolved using PSO. The number of generations 
for evolution in GP is not kept fixed. The system is allowed to evolve until the fit-
ness keeps on increasing. The evolution process is stopped only when the fitness 
increase is not observed for certain number of generations.  

Table 1 GP parameters for Classification 

S.No Name Value 

1 Population size 600 

2 Incremental Generations 20 

3 Total generations 50 

4 Maximum Depth 5 
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Table 1 lists the GP parameters used for the experimentation all the other para-
meters were kept same as mentioned in (10). Table 2 lists the parameters used for 
PSO. The results reported after tuning are averaged for 10 executions of PSO 

Table 2 PSO parameters 

S.No Name Value 

1 No of particles 20 

2 Initial value range [+1 , -1] 

3 Number of iterations 30 

4.1   Iris Dataset 

Iris data set is one of the simple and small data set used for classification. It has 4 
attributes and three classes with 150 instances. Figure 3 shows increase in accura-
cy of GP classifiers before, and after tuning. It can be observed that PSO based 
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Fig. 3 Increase in Accuracy by PSO for Iris data 
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Fig. 4 NFC comparison with PSO for Iris data 
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tuning offers a considerable increase in most of the cases. Figure 4 compares the 
Number of Function calls used by GP and tuning method. GP achieves good re-
sults in much larger number of fitness evaluations as compared to PSO based tun-
ing which achieves same accuracy in much lesser number of Function calls. PSO 
tuning method is efficient in finding better solutions in lesser number of Function 
evaluations. Results of 10 executions of PSO tuning on one classifier are reported 
in Table3 where PSO based tuning increases the accuracy in all the cases. Table 4 
shows that on average 14% increase in accuracy is achieved. 

4.2   Wisconsin Breast Cancer (WBC) Dataset 

This data has two classes, 13 attributes and 699 instances. Figure 5 shows the in-
crease in accuracy achieved for different GP classifiers. PSO tuning has increased 
the accuracy of simple GP classifiers. Figure 6 shows that PSO based tuning offers 
better accuracy with lesser number of functions calls(NFC) for achieving same ac-
curacy as GP evolution process. Average increase in accuracy achieved is 7 % 
shown in Table 4. A result of 10 PSO runs is reported in Table3. 
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Fig. 5 Increase in Accuracy by PSO for Wbc data 
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Fig. 6 NFC comparison with PSO for Wbc data 
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4.3   Glass Dataset 

The Glass data has 6 classes and ten attributes having 214 instances. Figure 7 
shows the increase in accuracy after tuning of GP classifiers. Figure 8 shows the 
difference in function calls to achieve same accuracy. PSO offered increase in the 
accuracy in much lesser number of function calls. Table 3 shows the result of 10 
PSO runs and Table 4 summarizes the increase in accuracy achieved that was 
1.7%. 
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Fig. 7 Increase in Accuracy by PSO for Glass data 
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Fig. 8 NFC comparison with PSO for Glass data 

4.4   Bupa Dataset 

This dataset has 345 instances with 6 attributes and two classes. Figure 9 and  
Figure 10 show that tuning of weights has offered a prominent increase in the ac-
curacy of the classifier with lesser number of function calls as compared to evolv-
ing GP for more number of generations. Average increase in accuracy achieved is 
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8.4% .Table3 presents results of 10 executions of PSO on one classifier evolved 
using GP. It is evident that in most of the cases weight tuning method offered an 
efficient increase in accuracy of the original classifiers. Table 4 gives an overview 
of increase in accuracy achieved.  
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Fig. 9 Increase in Accuracy by PSO for Bupa data 
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Fig. 10 NFC comparison with PSO for Bupa data 

4.5   Wine Dataset 

The Wine data set has 178 instances in 13 dimensions having three classes.  
Table 4 presents the result of 10 runs of PSO for the classifier evolved for Wine 
data. Figure 11 and Figure 12 show the increase in accuracy using the tuning me-
thod and difference in number of function calls in achieving the same accuracy. 
As observed in the previous cases, the PSO tuning method has achieved better ac-
curacy with lesser function evaluations. The average increase achieved is 6.5% 
shown in Table 3. 
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Fig. 11 Increase in Accuracy by PSO for Wine data 
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Fig. 12 NFC comparison with PSO for Wine data 

Table 3 Increase in accuracy after 10 PSO runs 

Datasets IRIS GLASS BUPA WINE WBC 

GP Accuracy 80.5% 46.0% 56.0% 70.0% 69.8% 

PSO1 98.0% 47.8% 65.7% 79.3% 78.4% 

PSO2 93.5% 49.2% 64.8% 79.3% 78.4% 

PSO3 95.5% 47.7% 65.7% 70.6% 74.7% 

PSO4 93.5% 47.7% 65.7% 70.6% 74.7% 

PSO5 91.0% 47.7% 65.7% 80.0% 78.0% 

PSO6 93.5% 47.8% 65.7% 80.0% 77.9% 

PSO7 95.5% 49.2% 64.8% 78.0% 79.0% 

PSO8 92.0% 47.8% 65.7% 79.3% 75.8% 

PSO9 96.0% 47.8% 64.8% 70.6% 74.1% 

PSO10 96.0% 49.2% 65.7% 78.0% 77.9% 
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Table 4 Average Increase in Accuracy 

Datasets 
Average Increase in 
Accuracy 

Maximum Accuracy 
Achieved 

Minimum Accuracy 
Achieved 

Standard Devia-
tion 

IRIS 14 % 98.0% 91.0% 0.02 

WBC 7.1% 78.4% 74.1% 0.01 

GLASS 1.9% 49.2% 47.7% 0.006 

WINE 6.5% 92.5% 87.5% 0.04 

BUPA 8.4% 71.6% 65.0% 0.02 

5   Conclusions 

In this paper we have proposed a new method for the tuning of classifier expres-
sions evolved by GP, it has been shown that this method tends to increase the 
training as well as testing accuracy of the classifiers. This method can eliminate 
the need for evolving GP classifiers for longer number of generations in search of 
better accuracy. It also helps in reducing the number of function evaluations de-
sired for GP evolution. The more number of generations in GP also means in-
crease in GP tree sizes over generation making the task more complex. On the 
other hand, in case of PSO based tuning we can get better results in much lesser 
number of function evaluations with increase in depth of trees by only one level. 
This increase in tree complexity gives an attractive outcome of increase in corres-
ponding accuracy. Future work includes determination of optimal parameters for 
PSO for tuning and use of different variants of PSO for tuning. 
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