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Abstract. The evolutionary approach in the design optimisation of MEMS is a novel
and promising research area. The problem is of a multi-objective nature; hence,
multi-objective evolutionary algorithms (MOEA) are used. The literature shows that
two main classes of MOEA have been used in MEMS evolutionary design Optimi-
sation, NSGA-II and MOGA-II. However, no one has provided a justification for
using either NSGA-II or MOGA-II. This paper presents a comparative investigation
into the performance of these two MOEA on a number of MEMS design optimi-
sation case studies. MOGA-II proved to be superior to NSGA-II. Experiments are,
herein, described and results are discussed.

1 Introduction

Micro-electro-mechanical systems (MEMS) or micro-machines [1] are a field grown
out of the integrated circuit (IC) industry, utilizing fabrication techniques from
the technology of Very-Large-Scale-Integration (VLSI). The goal is to develop
smart micro devices which can interact with their environment in some form.
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The paradigm of MEMS is well established within both the commercial and aca-
demic fields. At present encompassing more than just the mechanical and electri-
cal [2], MEMS devices now cover a broad range of domains, including the fluidic,
thermal, chemical, biological and magnetic systems. This has resulted in a host of
applications to arise, from micro-resonators and actuators, gyroscopes, micro-fluidic
devices [3], and biological lab on chip devices [4], to name but a few.

Developing MEMS by silicon micromachining fabrication techniques [5] re-
quires both many prototypes and a long line of experimentation (design process).
The process of MEMS design itself is broken down into many levels into which a
designer may provide input and ultimately model, analyse and optimise a device.
The process itself has been outlined by both fedder [6] and also senturia [7]. Nor-
mally, designs are produced in a trial and error approach dependant on user experi-
ence and naturally an antithesis to the goal of allowing designers the ability to focus
on device and system design. This approach, nominally coined a “Build and Break”
iterative, is both time-consuming and expensive.

A number of Computer Aided Design (CAD) tools and simulators have been de-
veloped and used to facilitate an improvement in the design process; however, this
does not solve a fundamental problem with the current approach to MEMS design
optimisation. The development of a design optimisation environment, which can
allow MEMS designers to automate the process of modelling, simulation and opti-
misation at all levels of the MEMS design process, is fundamental to the eventual
progress in MEMS Industry. Such an environment reduces the burden put on the de-
signer and providing mediums that will potentially produce optimal devices within
design constraints [20]. Work in design automation and optimisation can be seen
to fall into two distinct areas; firstly the more traditional approaches found within
numerical methods such as gradient-based search [8] [9]; and secondly the use of
more powerful stochastic methods such as simulated annealing [10] and/or Evolu-
tionary Algorithms (EAs) [11][12][16]. The current work has employed the latter
to evolve and optimise new MEMS devices. Different researchers have used dif-
ferent classes of EAs in this subject domain [10],[12],[13],[14],[15],[17], however
it is not clear which particular EA approach is the most appropriate and efficient
in MEMS design synthesis and optimisation. This paper presents a comparative in-
vestigation into the performance of, particularly, two well known and widely used
EAs (Multi-Objective Genetic Algorithm: MOGA-II [18] and NSGA-II [19]) on a
number of MEMS design optimisation case studies. MOGA-II proved to be supe-
rior to NSGA-II. Experiments are, herein, described and results are discussed.This
study also allows the validation of a design optimisation framework, by coupling
both areas of MEMS simulation and analysis with optimization routines.

The next section describes the evolutionary design optimisation environment for
MEMS. The subsequent section presents the experimental setup for three case stud-
ies of increasing complexity, followed by results and discussions in sections 4 and 5,
respectively. Finally, a conclusion of the findings is presented in section 6.
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2 MEMS Design Optimisation Framework

It is important as a designer to be able to undertake automated design optimisation
whenever possible in order to speed up the design process. In response to this we
establish a design optimization framework which links a powerful optimization en-
vironment tool based on EAs, with MEMS simulator SUGAR Fig 1. The MOEAs
follow an iterative process, selecting designs based upon their performance in re-
spect to the objectives set out, evolving them using powerful operators. Analysis is
then undertaken by the simulator which is passed a parameters structure which over-
rides a default model design. Finally analysis is retrieved and designs are evaluated
and ranked and finally replacement operators tune out worse designs by replacing
them with better offspring.

Parameter 
Structure

Initialise 
Simulator

Run Analysis

Pass Variables

Rank Individuals

Select Individuals

Evolve New 
Designs:

- Recombination
- Mutation

Evaluate Fitness 
Objectives

MEMS Simulator
SUGAR

Optimization Routine
Multi-Objective Evolutionary 

Algorithm

Replace 
Individuals

Load Model + 
Parameters New 

Cycle

Fig. 1 An Evolutionary Design Optimisation Framework for MEMS

3 Experiments Set Up

Drawing on previous work undertaken in the field [15][10][21], planar MEMS de-
vices form the basis for our evaluation of our design optimisation approach. A set
of three case studies of increasing complexity have been implemented within our
design optimisation environment, which forms a suitable strategy to evaluate the
performance of the algorithms in question. The experiments investigate the per-
formance of MOGA-II and NSGA-II for the design and optimisation of MEMS
through these case studies. For each case study five experimental runs of each al-
gorithm are conducted. MOGA-II is an improved version of MOGA by Poloni [22],
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Table 1 Experimental parameter settings for MOGAII and NSGAII

MOGA-II NSGA-II
Probability of directional crossover 80% Probability of SBX crossover 80%
Probability of classical crossover 14% Probability of Mutation 1%

Probability of Mutation 1% Distribution Index for crossover 20
DNA string Mutation ratio 5% Distribution Index for mutation 20

Population 100 Population 100
Generations 100 Generations 100

utilizing a smart multi search elitism, and a triad of operators (classical one-point
crossover, directional crossover and bit flip mutation) each with their own probabil-
ity of invocation. As with classical MOGA, the representation is a binary string and
in order to simulate continuous variables a sufficiently high base value must be used
to divide between upper and lower bounds the possible variable values. NSGA-II is
an elite preserving multi objective genetic algorithm, which also includes a diver-
sity heuristic to maintain a uniform spread on the Pareto front. Unlike the standard
MOGA, NSGA-II uses a real-valued representation, and therefore both recombina-
tion and mutation operators revolve around these real values. Both algorithms use
some form of elitism based generational evolution and a breakdown of each is found
below. The algorithms’ parameters are fixed as shown in Table 1.

Algorithm 1: MOGA-II Pseudo Code

1. Initialize population

a. Generate random population of size N and elite set E = θ

2. Evaluate objective values
3. Assign rank based on Pareto dominance - ’Sort’
4. Generate offspring population

a. Combine both population and elite sets P’ = P ∪E
b. If the cardinality of P’ is greater than the cardinality of P reduce P’ removing randomly

the exceeding points.
c. Compute the evolution from P’ to P” applying MOGA operators

i. Randomly assign one operator (Local tournament selection, directional crossover,
one point crossover or bit flip mutation) based upon probability of invocation.

5. Evaluate objective values of population P”
6. Assign rank to P” individuals based on Pareto dominance - ’Sort’
7. Copy all non-dominated designs of P” to E - ’Sort’
8. Update E by removing duplicated or dominated designs
9. Resize the elite set E if it is bigger than the generation size N removing randomly the

exceeding individuals
10. Return to step 2 considering P” as the new P until termination
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Algorithm 2: NSGA-II Pseudo Code

1. Initialize population.

a. Generate random population P of size N.

2. Evaluate objective values.
3. Assign rank based on Pareto dominance - ’Fast-Sort’.
4. Generate offspring population.

a. Create population P’ using tournament selection and apply variation operators (Simu-
lated binary crossover and mutation).

5. Evaluate objective values of population P’.
6. Combine both population sets P and P’ to give set of size 2N P”.
7. Assign rank to P” individuals based on Pareto dominance - ’Fast-Sort’.

a. Fill new P set with non-dominated fronts until cardinality is reached from set P”
b. If the cardinality of new set P is greater than the size N reduce P by computing the

crowding distance of the last front set to be added and fill remaining slots using
crowded-comparison operator.

8. Return to step 4 until termination.

The case studies experimented with are; a simple meandering spring, a meandering
resonator and finally a real world example of an ADXL150 accelerometer. For each
case study, the performance of MOGA-II and NSGA-II is evaluated.

3.1 Case Study: Meandering Spring

The core topology of a large class of MEMS, such as micro-resonators and ac-
celerometers consists generally of a spring + mass system, where a mass is sus-
pended by a spring like structure anchored to a substrate, and the shape and topology
of which effects the behaviour of the device. Therefore the ability to evolve spring
like structures which match certain behaviour is important for the eventual design
optimisation of more complex spring + mass systems such as a micro-resonator.
Following previous work [15] we look to synthesize a simple meandering spring,
composed of several beams, each of which has three variables, length, width and
angle. The variable design parameters can be seen in Table 2.

Table 2 Variables design parameters used in spring case study, taken from [15]

Min Width Max Width Min Length Max Length Angle Min Angle Max Min
Beam No

Max
Beam No

2E-06 2E-05 2E-05 4E-04 -90 90 1 6
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The objectives chosen for the experiment were to evolve designs that matched
a certain behaviour in this instance each spring was to have a stiffness in the x
direction Kx = 2N/m, and a stiffness in the y direction Ky = 2N/m following a force
applied deflection. In this instance the objectives simply become the minimization
of error from the design goal of 2 N/m.

3.2 Case Study: Meandering Resonator

It is important to be able to design micro resonators to match a certain frequency
which can be integrated into a band-pass filter device. Following previous work [12]
we look to evolve a MEMS resonator in order to match certain behaviour and design
objectives. For this case study a set of four meandering springs are evolved each of
which consists of several beams. The same variable parameters as described in table 2
are used and the central mass shape is fixed as in [10]. In order to reduce the search
space complexity, a symmetry constraint to the design is applied, where one spring
is evolved and then mirrored in both the x and y directions. The objectives for each
design remain the same as for the spring, but also a third objective of having a first
mode resonance frequency of 93723 Rad/s as taken from [12] are shown in Table 3.

Table 3 Design Objectives for Meandering Resonator

Objective Target
Stiffness Kx N/m 2.0 (Minimize Error)
Stiffness Kx N/m 2.0 (Minimize Error)
Frequency Rad/s 93723 Rad/s (Minimize Error)

3.3 Case Study: ADXL150 Accelerometer

The goal to produce devices that mimic already viable real world macro designs
but at a much smaller and more energy efficient way is a possibility with MEMS
technology. The ADXL accelerometer series is a device which has been fabricated
and tested in real world applications and seen it replacing its macro counterpart.
This device can detect acceleration, as a result of force and gravity. This is crucial
in one of the applications of this device that of car airbag deployment. Upon im-
pact with another vehicle, acceleration as a result of the force occurs, this is then
detected via the accelerometer device and if over a given threshold the signal can
trigger the deployment of the airbag and thus save lives. The design variables fol-
low that of previous work undertaken in [21] and are summarised in table 4. They
consist of a central mass and a special case spring known as a “serpentine” spring,
along with the sensing comb that runs alongside the mass. In this particular case
study a symmetry constraint is applied to the serpentine springs, as a result only one
spring is evolved and then mirrored in the x and y directions. The design objectives
for these experiments are shown in Table 5.
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Table 4 Design Objectives for ADXL150 Accelerometer

Variable Lower Bounds Upper Bounds
Mass Length 300μm 600 μm
Mass Width 50 μm 150 μm

Finger Length 30 μm 130 μm
Finger Width 2 μm 4 μm

Short Beam Length 10 μm 10 μm
Short Beam Width 2 μm 2 μm
Long Beam Length 10 μm 100 μm
Long Beam Width 2 μm 2 μm

Crenulations 1 6

Table 5 ADXL150 Case Study design Objectives

Objective Target
Frequency Rad/s 150,796 Rad/s (Minimize Error)
Total Area μm2 Minimize

Sense Capacitance fF Maximize

4 Results

For each case study results are represented in four sets of values; firstly the num-
ber of pareto solutions that were present at the end for each experiment (exp) run;
secondly the number of pareto solutions from a particular experiment that remained
when all five sets were combined, thirdly the number that remained when constraints
on objective values were added and finally near the bottom we compare the number
of pareto solutions from these sets that remain for each algorithm when MOGA-II
and NSGA-II pareto individuals are combined.

Table 6 Table 7 and Table 9 shows the number of Pareto optimal solutions found
within each experimental run for case studies described in sections 3.1, 3.2, and 3.3,

Table 6 MOGAII v NSGAII Experimental Results for the Meandering Spring

MOGA-II NSGA-II
Exp No of

Pareto
Sol in
Exp

No of
Pareto Sol
Collated

No Sol
< 1%
Error
per Obj

Exp No of
Pareto
Sol in
Exp

No of
Pareto Sol
Collated

No Sol
< 1%
Error
per Obj

1 4316 2299 0 1 2944 1 0
2 26 0 0 2 2322 0 0
3 910 910 910 3 2866 0 0
4 2919 2873 1 4 2886 0 0
5 1920 0 0 5 209 209 209
Total 10091 6082 911 Total 11227 210 209
Total MOGAII
v NSGAII

- - 1 Total MOGAII
v NSGAII

- - 209
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Table 7 MOGAII v NSGAII Experimental Results for the Meandering Resonator

MOGA-II NSGA-II
Exp No of

Pareto
Sol in
Exp

No of
Pareto Sol
Collated

No Sol
< 1%
Error
per Obj

Exp No of
Pareto
Sol in
Exp

No of
Pareto Sol
Collated

No Sol
< 1%
Error
per Obj

1 66 22 7 1 220 10 0
2 31 18 12 2 16 0 0
3 49 1 0 3 87 82 8
4 215 1 0 4 182 31 0
5 42 20 10 5 164 1 0
Total 403 62 29 Total 669 124 8
Total MOGAII
v NSGAII

- - 29 Total MOGAII
v NSGAII

- - 2

Table 8 MOGAII v NSGAII Top 10 Frequency Results for culled < 1% set for the Mean-
dering Resonator

MOGA-II NSGA-II
Exp ID Freq

Error
Rad/s

Kx Error
N/m

Ky Error
N/m

Exp ID Freq
Error
Rad/s

Kx Error
N/m

Ky Error
N/m

1 9630 1.07 1.253E-02 6.911E-03 3 29624 20.15 1.851E-02 8.094E-03
5 47112 2.75 1.644E-02 4.814E-03 3 29693 30.08 1.445E-02 7.766E-03
5 47555 3.93 5.284E-03 3.878E-04 3 29734 33.24 6.372E-03 6.175E-03
1 8608 4.04 3.722E-04 9.670E-03 3 29806 72.17 4.353E-03 2.785E-03
1 9053 4.04 3.722E-04 9.670E-03 3 29660 122.65 4.875E-04 3.309E-03
1 9172 4.04 3.722E-04 9.670E-03 3 28978 245.77 5.755E-03 2.047E-03
1 9880 4.04 3.722E-04 9.670E-03 3 29563 279.95 8.898E-03 1.072E-03
2 19326 10.45 3.079E-03 8.302E-03 3 28733 668.50 1.678E-03 4.429E-05
2 18276 13.29 1.664E-05 6.495E-03 - - - - -
2 19258 13.91 3.165E-03 3.322E-03 - - - - -

Table 9 MOGAII v NSGAII Experimental Results for the ADXL150 Accelerometer

MOGA-II NSGA-II
Exp No of

Pareto
Sol in
Exp

No of
Pareto Sol
Collated

No Sol
< 1%
Error
per Obj

Exp No of
Pareto
Sol in
Exp

No of
Pareto Sol
Collated

No Sol
< 1%
Error
per Obj

1 1525 551 47 1 1741 684 36
2 1389 646 69 2 1781 289 34
3 1613 547 88 3 1298 382 7
4 1494 940 146 4 1325 857 19
5 1464 695 134 5 1229 449 22
Total 7485 3379 484 Total 7374 2661 118
Total MOGAII
v NSGAII

- - 484 Total MOGAII
v NSGAII

- - 18
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Table 10 MOGAII v NSGAII Top 10 Total Area Results for culled < 1% set for the
ADXL150 Accelerometer

MOGA-II NSGA-II
Exp ID Freq

Error
Rad/s

Kx Error
N/m

Ky Error
N/m

Exp ID Freq
Error
Rad/s

Kx Error
N/m

Ky Error
N/m

1 9630 1.07 1.253E-02 6.911E-03 3 29624 20.15 1.851E-02 8.094E-03
5 47112 2.75 1.644E-02 4.814E-03 3 29693 30.08 1.445E-02 7.766E-03
5 47555 3.93 5.284E-03 3.878E-04 3 29734 33.24 6.372E-03 6.175E-03
1 8608 4.04 3.722E-04 9.670E-03 3 29806 72.17 4.353E-03 2.785E-03
1 9053 4.04 3.722E-04 9.670E-03 3 29660 122.65 4.875E-04 3.309E-03
1 9172 4.04 3.722E-04 9.670E-03 3 28978 245.77 5.755E-03 2.047E-03
1 9880 4.04 3.722E-04 9.670E-03 3 29563 279.95 8.898E-03 1.072E-03
2 19326 10.45 3.079E-03 8.302E-03 3 28733 668.50 1.678E-03 4.429E-05
2 18276 13.29 1.664E-05 6.495E-03 - - - - -
2 19258 13.91 3.165E-03 3.322E-03 - - - - -

respectively. For the constrained set all individuals which did not have an error
value within 1% of the target for each objective were removed and in the case of
the ADXL150 accelerometer an additional constraint of designs with a minimum
sensitivity of 133fF was applied.

Table 8 highlights the top ten results from the culled 1% set, ranked by frequency
error objective for the Meandering Resonator case study. Table 10 highlights the top
ten results from our culled 1% set, ranked by total area objective for the ADXL150
Accelerometer case study.

5 Comparison and Discussion

From the above presented results one can begin to paint a picture into the perfor-
mance of the two selected algorithms on this particular subset of case studies for
MEMS design optimisation. To begin with, it seems that both algorithms are robust
enough to provide similar sets of Pareto fronts from each experimental run when
they are collated. However of the two algorithms, MOGA-II provides results which
fair better, with NSGA-II falling down somewhat with the meandering spring case
study. Of the number of Pareto solutions found within the target constraints for each
case study, MOGA-II outperforms NSGA-II, generally producing two thirds more
solutions for all three case studies. A direct comparison between the final Pareto
sets for each algorithm provides a similar result, with MOGA-II providing more
individuals within the Pareto front for the ADXL150 Accelerometer and the Mean-
dering Resonator case-studies, with only NSGA-II providing better results on the
Meandering Spring example.

Reasons behind such discrepancies could fall into the differences found within
each algorithm; these can lay either in, naturally, the choice of representation, the
role of each algorithms variation operators, or some of the diversity heuristics used.
If one picks up on the third case study, the ADXL150 Accelerometer, from Table 10
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one can see a deviation in terms of behaviour between MOGA-II and NSGA-II.
For this case study, the constraints focused upon designs which had as small a total
area as possible while maintaining a sensitivity value above 133 fF and a minimum
frequency error below 1% of the target goal. Though both MOGA-II and NSGA-
II were able to provide individuals which lied within these constraints, NSGA-II
designs seem to lie heavily towards an increased sensitivity, rather than focusing
upon reduced total area.

From the outset this seems to cast a shadow on the performance of NSGA-II in
this example; however it may be an unfair assessment and hence requires further
analysis. NSGA-II employs a diversity heuristic in the form of a crowded distance
operator to enforce a uniform spread of Pareto solutions while MOGA-II does not in
any specific way emulate this behavior. The ADXL150 example contains two partic-
ular objectives which somewhat work in tandem, that being total area and sensitivity.
In this instance changing the mass length of the device can either result in a decrease
in total area and subsequent decrease in sensitivity or provide the opposite effect.
In parallel, increasing finger length can increase sensitivity and the total area and
vice versa. These two variable changes seem to have the most accessible influence
in objective function performance, and as such most likely drive our algorithms for
fitter individuals. As NSGA-II looks to find a suitable spread it will produce designs
which lie upon the whole gradient between these two competing objectives, while
MOGA-II does not feel this selective pressure and can perhaps begin to concentrate
on designs which target improved frequency objectives. As a result MOGA-II can
possibly produce designs which target all three objectives more easily than NSGA-
II. Given the final constraint where we want to focus on one particular area of a
front, something NSGA-II looks to avoid, the MOGA-II is not encumbered by this
and as a result it seems able to produce superior designs. This is only a speculative
explanation and requires further investigation into what effect NSGA-II’s crowded
diversity heuristic has in terms of performance and the reasons why.

Finally, it is a possibility that each algorithm local search approach, be it MOGA-
II’s single bit flip operator or NSGA-II’s real valued polynomial mutation may
provide a profound difference in performance when it comes to local search per-
formance at near optimal design spaces. In the field of MEMS design it is important
for operators to cope with such small scales and is therefore something for further
investigation.

6 Conclusions

The paper presents an important study that compares the performance of two widely
known and used evolutionary algorithms for the design optimisation of MEMS de-
vices, namely, NSGA-II and MOGA-II. Experiments are conducted on three MEMS
case studies with increasing complexity. Initial results clearly show the superiority
of MOGA-II over NSGA-II. Speculative explanations are discussed in section 5,
however, further work is needed to evaluate the reasons why the performance of the
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two algorithms differed, and essentially the role of various heuristics and operators
in the evolutionary design optimisation of this application domain.
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