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Preface

Paulus servus Christi Iesu, vo catus apostolus, segregatus in evangelium Dei: : :
(Nova Vulgata, Ad Romanos Epistula Sancti Pauli 1–1)

The idea of writing a book on various aspects of grain boundary segregation
occurred in summer 2004 after my 20 years of experience in this field. In fact, some-
body else suggested it to me because I am sure I am not capable enough myself to
take it up seriously. However, once this idea was conceived, it started to gnaw my
mind as a worm in an apple. Soon, I became deeply involved in thinking about the
form and content of such a book, searched the literature sources extensively, and
started to write at the same time. Now – after several years – I decided to complete
the writing and you can see the result.

Although the consequences of the phenomenon of grain boundary segregation
were observed more than 100 years ago and have been described theoretically
and observed experimentally for decades, there still exists a lot of confusion and
misconception, leading to false conclusions and wrong recommendations. I have
mainly attempted to summarize the fundamentals of equilibrium grain boundary
segregation in metals, which would enhance the understanding of the related ther-
modynamic functions, and to describe the influence of individual variables on this
phenomenon. I am convinced that this approach can help the reader to understand
all aspects of this phenomenon and see the obtained results – both theoretical
and experimental – in a general light, despite the fact that the book provides an
experimentalist’s perspective of the phenomenon.

The book is composed of several chapters. After a brief introduction (Chap. 1),
information on the structure, and geometric and thermodynamic description of
the grain boundaries is given in Chap. 2, which is necessary for further reading.
Chapter 3 is devoted to an overview of experimental methods used for measurement
of interfacial chemistry and of computer simulations of grain boundary segregation.
The current thermodynamic description of equilibrium grain boundary segregation
is outlined in Chap. 4. A discussion of the various effects on this process is described
in Chap. 5. Thorough attention is paid here to the anisotropic behavior of grain
boundary segregation and its prediction. Kinetics of grain boundary segregation and
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viii Preface

the fundamental features of non-equilibrium segregation, including the interaction
of grain boundary segregation and migration is provided in Chap. 6. Chapter 7 is
devoted to the discussion of the consequences of grain boundary segregation for
selected physicochemical properties and metallurgical phenomena.

I deeply believe that this book will be accepted by the readers as a serious attempt
to elucidate many – although not all – aspects of grain boundary segregation.
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Chapter 1
Introduction

Metallic materials have been used by human being for eight millennia. Starting
by simple mining of pure metals from the earth and their forming, man has soon
learnt melting and alloying as well as treating them thermomechanically to obtain
materials with required properties. We can say, therefore, that metals represent the
first “artificial” construction materials used in history by human being [1]. During
ages, huge practical experience has been obtained in preparing and treating extended
spectrum of metallic materials such as various steels, nickel-based superalloys, alu-
minium and its alloys. Metals remain the most efficient materials for technological
purposes in many areas even at beginning of the twenty-first century [2].

Scientific effort in understanding the mechanisms of the processes, which occur
at every stage of production and application of metals, started in the “post-medieval”
age in sixteenth century. First, the attempts to describe systematically these pro-
cesses were done as for example, by Agricola [3]. Among others he also reported
on intergranular cracking (“hot shortness”) of iron during forging above a “cherry-
red” temperature and proposed to avoid this effect by using “bitumen” for refining
iron instead wood charcoal [3,4]. In fact, this example may represent the first notice
of the phenomena induced by grain boundary segregation! In nineteenth century,
various effects of external conditions and additives on materials behaviour were
already detected and formulated. Although individual features of materials micro-
structure such as dislocations and grain boundaries were far not revealed, the effects
of their existence were observed. Let us mention that at that time, the harmful effect
of trace elements on mechanical properties was also detected as is demonstrated
for examples of bismuth1 [5] and antimony2 [6] in copper. In 1914, the first report

1 Was : : : das metallische Wismut betrifft, so übt dieses schon in äußerst kleinen Mengen den
nachteiligsten Einfluss auf die Dehnbarkeit des Kupfers aus. (As regards metallic bismuth, it
exhibits the worst effect on the ductility of copper even in negligible amounts.)
2 One thousandth part of antimony converts the first rate best selected copper into the worst
conceivable.
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2 1 Introduction

of liquid metal embrittlement has appeared3 [7]. In the second half of twentieth
century, the scientific effort reached the high level which was adjusted by practice
and was able to alternate it in proposing novel materials and procedures of thermal
treatment for practical applications. Let us remind, for example, intermetallic com-
pounds [8] and shape memory alloys [9]. We can agree with Cottrell that in twentieth
century the materials were understood scientifically for the first time: what they are
and why they perform [10]. Further progress in development of various metallic
materials is expected not only in wide application of new structural materials such
as composites, intermetallics and shape memory alloys but also in improving the
properties of traditional materials by detailed controlling of their chemical com-
position and structural state. One of the visions for future is materials science as
a rigorous and quantitative field in which materials synthesis, processing and per-
formance are guided by predictive models capturing critical fundamental aspects
of materials structure. Great majority of energy-related materials in future will be
polycrystalline as today. Bi-material interfaces will be formed to join together mate-
rials with different structures and compositions. Most future energy applications, as
at present, will entail the use of materials for extended periods in high temperatures,
high stresses, corrosive environments, radiation fields, electromagnetic fields, high
currents, or some combinations of these conditions. Hence, the goal is set high for a
quantitative science and the associated large-scale computer simulations that will be
needed to guide the manufacture and predict the performance of materials for future
energy applications. Interfaces are a key, and perhaps least understood aspect of the
structure of materials [11].

There are many structural features that strongly affect the properties of materials
such as dislocations in heavily plastically deformed sheets or fine precipitates in dis-
persion strengthened materials. Among the most important components that create
the micro-structure of polycrystalline materials, the internal interfaces and, espe-
cially, the grain boundaries separating adjacent crystals (grains) belong to the most
important defects in solids. Due to their nature as conjugation interfaces between
crystal lattices of two misoriented grains, the bonds between individual atoms in
the grain boundary are changed as compared to the bulk crystal [12]. Due to the
different energetic states, grain boundaries differ in properties as compared to the
crystal interior. For example, a system tends to reduce its total energy by interaction
of grain boundaries with other lattice defects such as solute or impurity atoms. As
a consequence, these atoms accumulate (segregate) at grain boundaries to such an
extent that the boundary may become qualitatively different in chemical nature as
compared to the bulk. It can result in further changes of grain boundary properties
such as loss of plasticity (temper embrittlement) or reduction of chemical resistance
(corrosion cracking) [13] but also in dramatic increase of critical current density
in high-temperature superconductors [14]. Since the grain boundaries in polycrys-
tals create a three-dimensional net spreading throughout the material, they represent

3 When : : : beta-brass doped by 2%Al was treated with mercury, the crystals separate at grain
boundaries without the crystal being attacked in any way.



1 Introduction 3

a self-standing link of the material structure with different mechanic, electric and
magnetic properties, and therefore, they can substantially contribute to the behaviour
of the material. It is worth noting that the properties of the grain boundaries with
respect to materials applications are in majority of cases worse than those of the
bulk crystal, and therefore, the presence of grain boundaries ultimately limits the
application of a material. This is the reason for usage of single crystalline blades in
jet turbines although their production is rather expensive and time-consuming [15].

Let us mention that the term segregation is used in metallurgy and materials sci-
ence to describe various phenomena. The reader can often meet this term in relation
to solidification processes. During solidification of a molten alloy, concentration
differences occur in the cast on the “metre” scale. Similarly, the concentration differ-
ences can be found on the “micro-metre” scale between dendrites and interdendritic
space. These effects are called macro-segregation and micro-segregation, respec-
tively [16], and arise from the differences between the chemical compositions of
solidus and liquidus at the melting temperature. Comparing to the length scale, grain
boundary segregation, which is driven by reduction of the grain boundary energy, is
limited to the “nanometre” scale but can reach much larger concentration differences
than those in the case of macro- or micro-segregation. From the points of view of
the length range and of the above terminology, the grain boundary segregation can
be called nanosegregation (Fig. 1.1) [17].

Grain boundary segregation is thus a very important phenomenon that affects
the behaviour of polycrystals to a large extent. In fact, it covers only part of the

Fig. 1.1 Schematic depiction of individual types of segregation. X.1/
I and X.2/

I represent the
concentrations of compared regions, L represents the length scale of the effect [17]
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subject called chemical composition of solid interfaces. Grain boundary segregation
has, however, an important impact also for other material properties, for example, it
may promote successful sintering of ceramic powders while it substantially reduces
the electric conductivity of semiconductors and high-temperature superconductors.
Specific field represents surface segregation, which plays a dominant role, for exam-
ple in catalytic ability and following reactions in a broad spectrum of systems.
A very important aspect is non-equilibrium segregation mainly in connection to
problems of irradiated materials in nuclear power reactors [18].



Chapter 2
Grain Boundaries: Description, Structure
and Thermodynamics

Grain boundary in a solid crystalline material is a region separating two crystals
(grains) of the same phase. These two grains differ in mutual orientations and the
grain boundary thus represents a transition region, where the atoms are shifted
from their regular positions as compared to the crystal interior [12, 19, 20]. Grain
boundaries represent the simplest interface: If the adjoining grains differ in chem-
ical composition and/or in parameters of the crystal lattice, the interface between
them is called phase boundary (interphase boundary, heterophase boundary). The
grain boundary is also called homophase boundary in this classification. In general,
interfaces represent a crystallographic and/or chemical discontinuity with an aver-
age width less than two atomic diameters [21, 22] although they may be sometimes
more diffuse spreading over appreciable number of interplanar spacings [12,23]. In
this context, free surface is the interface between solid and vacuum [20].

Only those aspects of grain boundaries that are necessary for further reading
will be mentioned in this chapter. For more thorough information other sources
are recommended to the reader, especially the comprehensive book of Sutton and
Balluffi [12] and selected parts of the book edited by Wolf and Yip [24].

2.1 Crystallographic Description of Grain Boundaries

To describe grain boundary crystallographically, a number of variables must be
specified. Generally, the grain boundary can fully be characterised by five indepen-
dent parameters (macroscopic degrees of freedom, DOFs), which provide us with
information how to prepare the bicrystal (i.e. a sample containing two grains with
the required orientation of the planar separating interface) from given single crystals
(e.g. [12, 22, 25–27]). Three of them specify mutual misorientation of the adjoining
grains A and B (Fig. 2.1). This misorientation is represented by a rotation, which
brings both grains in perfect matching. It is defined by the rotation axis o (2 DOFs)
and angle � (1 DOF). Let us mention that there always exists at least one way how
to describe such relationship in the case of non-enantiomorphic crystals. The ori-
entation of the grain boundary between these misoriented grains is defined by the
normal n to the grain boundary plane (2 DOFs).

5
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Fig. 2.1 Variables that define a grain boundary. xA; yA; zA and xB , yB , zB are the axes of the co-
ordinates parallel to crystallographic directions in grains A and B , respectively. o is the rotation
axis and � is the rotation (misorientation) angle necessary to transfer both grains to an identical
position. n determines the orientation of the grain boundary plane [20]

Following this characterisation, we can completely and unambiguously describe
any grain boundary by the notation �ıŒhokolo�; .hnAknAlnA/

1. The grain misori-
entation is defined by the common axis o D Œhokolo�, which is identical in both
grains and expressed in a chosen co-ordinate system. The information about the
grain boundary plane is related to one of these two grains only. From practi-
cal point of view, it is sometimes useful to identify the other part of the grain
boundary, that is the joining plane related to the other grain, so that the bound-
ary is described by �ıŒhokolo�; .hnAknAlnA/=.hnBknBlnB/. This notation represents
an over-determination, indeed, but can give an easier and quicker view on the grain
boundary crystallography.

It is necessary to add that besides the above mentioned five independent macro-
scopic DOFs, three other microscopic parameters exist that are represented by a
vector T characterising a rigid body translation of both grains relatively one to the
other, parallel and perpendicular to the grain boundary plane. The latter one rep-
resents, in fact, a volume expansion [28]. These translations are independent of
macroscopic DOFs but controlled by the energetic reasons and cannot be chosen
arbitrarily: for each grain boundary, few mutual translations may only exist that
generate equilibrium atomic structures of the grain boundary under actual exter-
nal conditions such as temperature, pressure and chemical composition. Thus, they
cannot be considered as independent DOFs [12, 27, 29, 30].

Five DOFs that are necessary to describe completely the crystallography of
a grain boundary imply existence of a huge number of different grain bound-
aries. Therefore, it is sometimes reasonable to categorise the grain boundaries
into groups according to the relationships among individual DOFs. For example,

1 In case of hexagonal structures, the notation should be modified according to the corresponding
description of crystal planes and directions by four Miller indices.
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the relationship between the rotation axis, o, and the grain boundary normal, n,
leads to definition of the tilt grain boundaries .o?n/ and the twist grain bound-
aries .ojjn/; the interfaces that do not fit with any of these relationships belong to
the group of mixed grain boundaries [12, 19]. In the latter case, it is sometimes
useful to find the tilt and twist components of the mixed relationship by imag-
ining two successive rotations about perpendicular axes, one being located in the
boundary plane, the other perpendicular to it [12]. When the boundary plane rep-
resents the plane of the mirror symmetry of the crystal lattices of two grains, it
is described by the same Miller indices from the point of view of both adjoining
grains. This boundary is called symmetrical. Its notation can be then simplified
as �ıŒhokolo�, fhnknlng. The other grain boundaries are asymmetrical. Systemat-
ically, the categorisation of the grain boundaries can be represented by so-called
interface-plane scheme based on relationship of the Miller indices of individual
contacting planes 1 and 2 in a bicrystal and the twist angle ' of both planes
as proposed by Wolf and Lutsko [31]. They distinguish four categories of grain
boundaries

Symmetrical tilt grain boundary fh1k1l1g D fh2k2l2g and ' D 0

Asymmetrical tilt grain boundary fh1k1l1g ¤ fh2k2l2g and ' D 0

Twist grain boundary fh1k1l1g D fh2k2l2g and ' ¤ 0

Random (i.e. mixed) grain boundary fh1k1l1g ¤ fh2k2l2g and ' ¤ 0

Note that the mirror symmetry can be reached only at pure tilt grain boundaries.
Let us mention that the last-mentioned grain boundary is called “random” or often
“general”: This brings terminological ambiguity, because the same terms are used
to specify the character of the grain boundaries from the point of view of the prop-
erties (e.g. [12, 13, 20, 21, 32]). Therefore, we propose to call this class of the grain
boundaries “mixed”.

The above categorisation is, however, somewhat simplified and not unambigu-
ous. From mathematical point of view, the total misorientation � is given – in
analogy to orientation matrix of a single crystal – by a 3 � 3 orthonormal matrixM .
The matrix columns are the directional cosines of the crystal 2 in relation to the
respective co-ordinates of the reference grain 1. Then the pair of the angle and axis
is obtained from the matrix according to the relation [26]

cos � D a11 C a22 C a33

2
(2.1)

and the elements of the matrix M , aij .i; j D 1; 2; 3/, are related to the rotation
axis o and its components oi by

o D o1 W o2 W o3 D .a32 � a23/ W .a13 � a31/ W .a21 � a12/: (2.2)

If � D 180ı,

o1 W o2 W o3 D .a11 C 1/1=2 W .a22 C 1/1=2 W .a33 C 1/1=2: (2.3)
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Due to the symmetry of cubic structures, it is possible to describe the same boundary
by 24 various but equivalent notations and characters [12]. These notations result
from the product of the symmetry matrices Ti with M [26]

M 0 D TiM; (2.4)

where i D 1; 2; : : : ; 24 in cubic structures. The 24 matrices determine 24 pairs
of the rotation axis and misorientation. For example, the same interface charac-
terised as 36:87ıŒ100�f013g symmetrical tilt grain boundary can also be described
as 53:13ıŒ100�f013g symmetrical tilt grain boundary or 180ı.013/ twist grain
boundary [20, 33, 34], etc. Although all descriptions are entirely equivalent, the
lowest-angle solution or lowest-index rotation axis is conventionally used for descri-
ption of the grain boundary (i.e. 36:87ıŒ100�f013g in the above example). This
notation will also be used throughout this work. For detail crystallographic descrip-
tion of the grain boundaries, the reader is referred to more thorough papers dealing
with the systematic of grain boundaries, for example to Sutton and Balluffi [12],
Randle [22, 26, 35], Wolf [29] and Wolf and Merkle [36].

2.2 Atomic Structure of Grain Boundaries

As was mentioned above, individual atoms in the grain boundary core are shifted
from their regular crystal positions as compared to the crystal interior. Then, a ques-
tion arises: How are the atoms arranged there? The early models assumed that the
grain boundaries are amorphous (e.g. [37], cf. also [19]). Amorphous layers as an
equilibrium arrangement of silicon atoms at the grain boundaries also resulted from
recent computer simulations [38–40], although they could exist obviously only in
a metastable state [41]. Later, the grain boundary was considered as composed
of the regions of the “good” and “bad” material [42]: this idea was developed in
the dislocation models of the grain boundary structure [25]. At present, however,
it is undoubtedly established that the structure of grain boundaries is crystal like
[28–31]. This model is strongly supported by theoretical as well as experimental
evidences of anisotropic behaviour of grain boundaries (e.g. [12, 20, 21, 43–46]).
From the point of view of actual atomic structure, two groups can be distinguished,
low-angle grain boundaries and high-angle grain boundaries. Let us notice that we
can meet dual terminology in the literature corresponding to these groups (a) low-
angle and high-angle grain boundaries (e.g. Gleiter and Chalmers [21], Wolf and
Merkle [27], McLean [19], Smith [46], Flewitt and Wild [47]) and (b) small-angle
and large-angle grain boundaries (e.g. Sutton and Balluffi [12], Cahn [39], Gottstein
and Shvindlerman [48], Finnis and Rühle [49]). In the present work, the terminology
of type (a) is used.
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Fig. 2.2 Structure of a low-angle grain boundary (a) schematic illustration, (b) image of a [100]
low-angle grain boundary in molybdenum revealed by the high-resolution electron microscopy.
The distance between individual atoms is about 0.2 nm. (J.M. Pénisson, with permission)

2.2.1 Low-Angle Grain Boundaries

When the angle � between two adjoining grains is low enough, this misorientation
can be accommodated by an array of dislocations [12, 50, 51]. It is well known that
equilibrium arrangement of discrete dislocations (so called primary grain bound-
ary dislocations) with Burgers vector b having the same sign can be represented by
a periodic row (wall) as it is shown in Fig. 2.2. Tilt grain boundaries are formed
by edge dislocations, while twist grain boundaries consist of an array of screw
dislocations.

The angle � is related to the size of the Burgers vector jbj and the dislocation
spacingD by the expression

sin
�

2
D jbj
2D

: (2.5)

For low � , sin.�=2/ can be approximated by �=2 and thus, � � jbj=D.
The energy of a low-angle grain boundary can simply be derived on basis of the

theory of elastic continuum. The energy of an edge dislocation can be expressed as

Eed D �b2

4�.1� �/
ln
D

r0
C Ec; (2.6)

where � is the shear modulus, � is the Poisson ratio, r0 and Ec are the radius and
the energy of the dislocation core. Supposing that r0 � jbj and that the number of
dislocations per unit length in the low-angle grain boundary is n D 1=D � �=jbj,
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we can write the energy of a low-angle tilt grain boundary per unit area as

�LATGB D �

jbj

"
�b2

4�.1� �/
ln
1

�
C Ec

#
D �.A� B ln �/; (2.7)

where A D Ec=jbj and B D �jbj=4�.1� �/ [25].
With increasing � , D decreases to such an extent that dislocations loose their

character and the dislocation theory cannot be further used to describe the grain
boundary structure. Generally, it is assumed that the limit for successful application
of the dislocation model lies between 13ı and 15ı [52] that corresponds approxi-
mately to the value D � 4jbj. This limit has been supported experimentally: For
example, measurements of the contact angle at the grain boundary trace at free
surface in bismuth showed the transition between low-angle and high-angle grain
boundaries at 15ı [53]. Recently, the measurements of migration of planar grain
boundaries in aluminium showed a sharp limit between low-angle and high-angle
h112i and h111i tilt grain boundaries at 13:6ı [54].

2.2.2 High-Angle Grain Boundaries

Overcoming the above-mentioned limit of the misorientation angle between two
adjoining grains, the dislocation model of the grain boundary structure fails because
individual dislocations are no more distinguishable and overlap one with the other.
As a result, the angular dependence of grain boundary energy does not fit with
the course proposed by (2.7). Systematic computer modelling of numerous grain
boundaries in face-centred cubic (fcc) crystals [55–60] resulted in development
of the structural unit model to describe atomic arrangement of the high-angle
grain boundaries [55–66]. According to this model, a high-angle grain boundary
is formed by repeated structural units that represent particular arrangements of
limited number of atoms. In fact, only a few types of basic structural units exist
[43, 46, 66–68] and therefore, there is a limited number of grain boundaries formed
exclusively by single structural units. Ashby et al. [66] describe seven different con-
vex polyhedra – tetrahedron, regular octahedron, pentagonal bipyramid, tetragonal
dodecahedron, capped trigonal prism, capped Archimedian prism and icosahedron –
as basic objects forming the structural units. The structures of the majority of grain
boundaries consist of combinations of the simple structural units. Between two
delimiting grain boundaries formed by single structural units of the types jAj and
jBj, the structural units of the other grain boundaries will be described as jAxBy j
to accommodate corresponding misorientation angle � [12]. Examples of the struc-
tures of high-angle grain boundaries obtained by computer modelling are depicted
in Fig. 2.3. Here, three [100] symmetrical tilt grain boundaries in the body-centred
cubic (bcc) structure are shown, the f013g delimiting grain boundary (structural unit
of type jAj), the f024g delimiting grain boundary (structural unit of type jB:Bj),
and the f037g grain boundary. As it is apparent, the structure of the latter grain



2.2 Atomic Structure of Grain Boundaries 11

Fig. 2.3 Structure of three [100] symmetrical tilt grain boundaries in a bcc bicrystal (a) f013g,
(b) f024g, (c) f037g. Circles and triangles represent two parallel (100) planes [20]. (According to
J. Erhart)

boundary is formed by combination of structural units of neighbour delimiting grain
boundaries, f013g and f024g, according to the scheme jAAj C jB:Bj ! jAB:ABj.
This scheme copies the combination of Miller indices of the grain boundary planes,
f013g C f024g ! f037g [20]. Since the atomic arrangement of the grain boundary
differs from that of the bulk crystal, the grain boundary possesses higher energy
as compared to the crystal interior. A low energy of the grain boundary suggests
that this arrangement is close to that of crystal interior. The (delimiting) grain
boundaries consisting of single structural units and exhibiting sharp minima at
energy–orientation dependence are called singular [12]. An example of the atomic
structure of a singular grain boundary is shown in Fig. 2.4. The high-energy grain
boundaries are then called general. Their structure is composed of combination of
two or more structural units of singular grain boundaries (cf. the f037g grain bound-
ary in Fig. 2.3). There is another group of grain boundaries representing transition
in energetic behaviour of singular and general grain boundaries, so called vicinal
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Fig. 2.4 Atomic structure of the 70:5ı [110], f112g symmetrical tilt grain boundary in molybde-
num. The spacing between parallel rows of atoms is 0.25 nm. The bright belt in the centre of the
image is computer-simulated structure [69]. (T. Vystavěl, with permission)

Fig. 2.5 Array of screw
dislocations in the tilt grain
boundary in molybdenum
vicinal to the 70:5ı [110],
f112g. Transmission electron
microscopy [69].
(T. Vystavěl, with
permission)

100nm

grain boundaries [12, 70]. The structure of a vicinal grain boundary is composed of
the structural unit of the closest singular grain boundary modified by an array of
secondary grain boundary dislocations (low-angle grain boundary) [12]. An exam-
ple of such dislocation array is shown in Fig. 2.5. The combination of the single
structural unit and the dislocation array transforms to the structural unit of a gen-
eral grain boundary at much lower misorientations from the singular grain boundary
than it corresponds to the limit of existence of low-angle grain boundaries 10–15ı.
Because the Burgers vectors of the secondary grain boundary dislocations for pos-
itive and negative deviations from the singular orientation may be different, the
cusps on the structural dependence of grain boundary energy (and other interface
properties) can be asymmetric [71].

In addition to the categories of grain boundaries described above, we can often
find in literature the term special grain boundaries (e.g. [21, 27, 32, 47, 72]). This
term denotes those grain boundaries that exhibit sharp extremes at any property–
orientation dependence, for example, fracture toughness, diffusivity, propensity for
segregation, migration rate, sliding rate as well as corrosion rate. It is expected that
each singular grain boundary is special albeit not vice versa. Sometimes, we can also
find – mainly in earlier sources – the term random grain boundaries (e.g. [21, 32])
as a synonym for general grain boundaries. The term “general grain boundaries” is
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more straightforward when related to the behaviour of the interface. Speaking about
the occurrence of the grain boundaries in a material, the term “random” can be used
to document randomness of nucleation of individual grains in cast material.

2.3 Classification of High-Angle Grain Boundaries

In Sect. 2.2.2, the high-angle grain boundaries were classified into singular, vicinal
and general. Although numerous computer simulations and experimental studies
revealed some of the singular grain boundaries, their complete set has not been
unambiguously established until now. This set can differ according to the lattice
structure, type of material, etc. Therefore, a large effort has been paid to develop a
simple geometrical classification of grain boundaries to specify the grain boundaries
of singular (special) character. Let us summarise here the most important attempts.

2.3.1 Coincidence-Site Lattice Model

Historically, the first model used for identification of special grain boundaries, the
coincidence-site lattice model, was proposed in 1949 by Kronberg and Wilson [73].
It is based on simple assumption that the grain boundary energy is low when the
coincidence of atomic positions in both adjoining grains is high because the number
of bonds that are broken across the boundary is small [74]. This is understandable if
we accept that the minimum Gibbs energy of the system corresponds to the state of
perfect arrangement of the atoms in the lattice positions. Therefore, a grain bound-
ary will possess lower energy when more atoms will coincide with the positions of
the perfect crystal than in a non-coincident state. Let us assume that two grains are
misoriented by a chosen angle � around a chosen axis o. At superposition of these
crystals some atomic sites coincide: such sites are called coincidence sites. They
are spread regularly throughout the whole superimposition and create a superlat-
tice called coincidence-site lattice (CSL). A two-dimensional (2-D) example of the
CSL is shown in Fig. 2.6. In 3-D space, the CSL in cubic structures is frequently
tetragonal.

It is apparent from Fig. 2.6 that in 36:87ı [100] misorientation relationship, each
fifth position is the coincidence site. The density of coincidence sites, or better, its
reciprocal value ˙ is an important parameter characterising the CSL. Choosing an
elementary cell, we can determine the value of ˙ as

˙ D number of coincidence sites in an elementary cell

total number of all lattice sites in an elementary cell
: (2.8)

In cubic lattices, it can simply be evaluated from the Miller indices of the symmet-
rical tilt grain boundary corresponding to a given misorientation [75],

˙ D ı.h2 C k2 C l2/; (2.9)
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Fig. 2.6 Geometric model of the 36:87ı [100] tilt bicrystal with simple cubic lattice. The circles
represent the positions of individual atoms in misoriented crystals, the empty circles denote the
coincidence sites. The orientation of the grain boundary varies from f013g symmetrical (A–B),
through .001/=.034/ asymmetrical (B–C) to f012g symmetrical (C–D) [20]

where ı D 1 if .h2 C k2 C l2/ is odd and ı D 1=2 if .h2 C k2 C l2/ is even
because in cubic systems, all ˙ values are odd [76]. For example, the symmetrical
grain boundaries in the 36:87ı [100] misorientation relationship of the two grains
in Fig. 2.5 are f013g and f012g. Both combinations of Miller indices result in value
˙ D 5. Sometimes, a parameter � is used defined as surface density of the density
of coincidence sites in the grain boundary plane [77].

It is apparent that orientation dependence of ˙ is not monotonous. There alter
misorientations characterised by low values of ˙ with those possessing high val-
ues. Since the ideal crystal can be displayed as a bicrystal with 0ı misorientation,
each atomic position in its overlapping superlattice is the coincidence site and thus,
˙ D 1. The interfacial energy of an imaginary grain boundary in such misorienta-
tion relationship (i.e. a crystal plane) is naturally equal to zero and this “interface”
can be considered as singular grain boundary. Various experiments proved that the
twin grain boundaries in both bcc and fcc structures characterised by the value
˙ D 3 are singular. Similarly, special behaviour was often detected for the grain
boundaries characterised by low values of˙ (e.g. [32,48,72,78]). Therefore, it has
widely been accepted that low value of ˙ indicates special grain boundary.

Due to the purely geometrical character of CSL it is clear that any small change
of grain misorientation from the singular grain boundary results in drastic change in
coincidence and consequently, in corresponding change of the value of ˙ . On the
other hand, it usually does not bring substantial change of the properties of the grain
boundary because its structure is changed by introducing individual dislocations. It



2.3 Classification of High-Angle Grain Boundaries 15

is thus reasonable to relate the character of such (vicinal) boundaries to the basic
singular one and to define the range of existence of low-˙ CSL relationship despite
small deviations from the true coincidence. This range of existence of low-˙ CSL
relationship is characterised by the maximum angular deviation, vm, which is sup-
posed to conserve its character by addition of an array of secondary grain boundary
dislocations. The density of dislocations is then related to ˙ [79]. The relationship
between vm and ˙ is usually introduced rather empirically,

vm D v0

˙�
: (2.10)

Generally, it is mostly accepted that v0 � 15ı represents the angular limit for low-
angle grain boundary so that all low-angle grain boundaries are described as˙ D 1.
The mostly adopted Brandon criterion [80] uses the value 	 D 1=2, while other
authors proposed to use other values, for example Ishida and McLean [81] the value
of 	 D 1, Deschamps et al. [82] the value of 	 D 2=3 and Palumbo et al. [83] the
value of 	 D 5=6.

As mentioned above,˙ is strictly geometric criterion [49,78] and its value char-
acterises exclusively mutual misorientation of two adjoining crystals. We can see
in Fig. 2.6 that CSL gives no information on actual grain boundary orientation or
on its atomic structure: the grain boundary plane changes its orientation while the
value of ˙ remains constant. This is the reason why ˙ often fails as the character-
istic parameter for classification of grain boundaries [12, 71, 84, 85]. For example,
the spectrum of the ˙ D 5; 36:9ıŒ100� tilt grain boundaries includes not only the
f012g, f013g and .011/=.017/ special grain boundaries but also the (0 3 11)=(097)
and (018)=(047) general ones [86]. In turn, a typically non-coincidence relation-
ship 45ıŒ100�.˙ ! 1/ includes also the special (001)=(011) grain boundary [87].
Despite this basic failure, however, the CSL approach is still used to characterise
individual grain boundaries in the concept of Grain Boundary Engineering (e.g.
[32,88], see Chap. 7) and in many structural studies [89,90] although other schemes
were proposed for classification of grain boundaries (e.g. [12, 84]).

Let us notice that the 45ıŒ100� grain boundaries belong among the irrational or
incommensurate interfaces [91]. The symmetrical tilt grain boundary corresponding
to this misorientation relationship can only be described as f0 klg, since the ratio of
the Miller indices k and l is irrational, k=l D p

2.
The CSL concept is sometimes generalised, and considered as the O-lattice [75]

or the DSC-lattice2 (DSCL). O-lattice, which has been used mainly to analyse the
dislocation structure of grain boundaries, is defined as the space array of coinci-
dence points of two interpenetrating misoriented lattices of grains A and B albeit
not only atomic sites. A grain boundary can be geometrically constructed by dis-
carding atoms of lattices A and B and the points of registry in the boundary will be
given by the intersections of the grain boundary plane with the O-lattice. Similarly
to CSL model, O-lattice is independent of the position of the grain boundary. For

2 DSC: Displacement Shift Complete.
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a chosen misorientation of the two grains, there exists a large number of O-lattices
due to a variety of transformations of the space lattice of one grain to that of the
other grain. Each point of the O-lattice can serve as an origin of this transforma-
tion [88]. Therefore, the O-lattice is a “lattice of origins” (O for Origin) [49]. From
this point of view, the CSL is a sublattice of the O-lattice. The periodicity of the
structure of the boundary does not coincide with the period of the O-lattice but with
that of the CSL. The advantage of the O-lattice is that it is a continuous function of
the transformation relating the nearest neighbour atoms of space lattices of grains
A and B . In contrast to CSL, the spacing of the O-lattice thus varies continuously
with misorientation of the two grains.

DSCL was proposed to describe isolated dislocations and steps on grain bound-
aries [75]. In fact, small misorientation from ideal CSL relationship does not bring
a dramatic change of the coincidence but this deviation is compensated by periodic
arrangement of dislocations. These dislocations need to have Burgers vectors that
conserve the original CSL relationship when forming a low-angle grain boundary
(in fact, this is concept of vicinal grain boundaries). In this way, the energy of the
grain boundary increases. There are rather small vectors that conserve the CSL rela-
tionship – the vectors of the DSCL. Supposing two misoriented grains A and B ,
the DSCL is defined as the grid including all points of grains A and B , that is by
the minimum displacement vectors preserving the CSL relationship. DSCL, thus,
defines all relative displacements of these two grains supposing the overall pattern
of atoms produced by the interpenetrating space lattices to remain unchanged. These
patterns conserve the displacements: any displacement of the space lattice of the one
grain relatively to the other one by a DSCL vector defined by the DSCL represents
a complete pattern shift. Additionally, each vector joining the points of misoriented
space lattices of grains A and B is a vector of the DSCL [49, 92]. It is worth noting
that the DSCL vectors define the possible Burgers vectors of the grain boundary dis-
locations, which may appear in its structure [49]. Another important property of the
DSCL is that the interplanar spacing in direction perpendicular to the misorientation
axis varies with decreasing CSL spacing. It means that the degree of coincidence of
two misoriented grains decreases with reducing DSCL vectors. The subject of the
O-lattice and the DSCL approach is treated in detail elsewhere [12, 93].

2.3.2 Interplanar Spacing

Another geometrical parameter that was applied to characterise individual grain
boundaries is interplanar spacing d(hkl). Interplanar spacing is defined as the short-
est distance between two parallel crystal planes (hkl) and can be simply evaluated.
For example, for cubic structures we can express d (hkl) as

d.hkl/ D a
"p

h2 C k2 C l2
; (2.11)
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where a is the lattice parameter and " D 1=2 or 1 depending on the particular com-
bination of odd and even Miller indices of the grain boundary plane [27]. When
considering the asymmetrical interfaces, the effective interplanar spacing is used
averaging d (hkl) of both component boundary planes

deff D d.h1k1l1/C d.h2k2l2/

2
: (2.12)

High values of the ratio d=a correspond to densely packed boundary planes and are
accepted to indicate special interfaces [20].

A comparison of the dependence of the standard enthalpy, 
H 0
P , (see Chap. 4)

of phosphorus grain boundary segregation in ’-iron [94] on deff=a and ˙ is shown
in Fig. 2.7. We can see that high values of deff=a characterise special tilt grain
boundaries much better than low values of ˙ [20, 95].

To be rigorous, anisotropic grain boundary properties should be correlated to
the relative grain boundary volume •V=A [96]. Unfortunately, there is only little
information about this quantity from computer simulations as well as from high-
resolution electron microscopy observations so that this kind of correlation has not
been done yet. Therefore, the first rough approximation for the correlation of grain
boundary properties such as solute segregation, to d.hkl/=a and/or to deff=a seems
to be quite promising.

Let us mention that deff=a similarly to˙ , is exclusively a geometrical parameter
and does not reflect completely the specific properties of grain boundaries. Although
it seems to classify the tilt grain boundaries in a better way than ˙ , it completely
fails in case of twist grain boundaries when any misorientation around a chosen axis
provides identical value of d while both the grain boundary properties and the value
of ˙ change [70, 96].

2.3.3 Hierarchy of Grain Boundary Planes

Based on analysis of numerous experimental data and results of computer simula-
tions, Paidar [84, 97] proposed a geometrical classification of tilt grain boundaries
according to hierarchy of their planes. In principle, it is based on the scheme of
formation of structural units of individual grain boundaries as was suggested in
Sect. 2.2.2. In case of symmetrical grain boundaries, the hierarchy starts at the
“ideal” singular grain boundaries such as f001g and f011g. Supposing the 2-D space
(i.e., [100] misorientation), these interfaces are the starting interfaces. Due to their
exclusivity, they may be ascribed to the 0th classification level (CL). Combining
them (in relation to bcc structure) according to the “reaction”

f002g C f011g ! f013g; (2.13)

the grain boundary corresponding to the first CL is specified. As it was already men-
tioned in Sect. 2.2.2, this “reaction” is accompanied by the combination of structural
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Fig. 2.7 Dependence of absolute value of enthalpy of phosphorus segregation at grain boundaries
of ’-iron, j
HP

0j, (a) on reciprocal density of coincidence sites˙ , and (b) on effective interplanar
spacing, deff=a, [20,95]. Solid symbols depict symmetrical grain boundaries, empty symbols denote
asymmetrical grain boundaries. Low values of ˙ and high values of deff=a should indicate special
grain boundaries
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units of the grain boundaries of the 0th CL. In case of the f013g grain boundary,
however, a new simple structural unit is formed and therefore, this grain boundary
is considered as singular.

Combination of the grain boundary plane belonging to the first CL with the
neighbour grain boundary planes of the lower CL gives

f002g C f013g ! f015g (2.14)

and
f013g C f011g ! f024g: (2.15)

f015g and f012g (which are considered as identical with the f024g) are the grain
boundary planes corresponding to the second CL. As was shown above, the f012g
grain boundary also possesses its own structural unit and is singular. Further appli-
cation of the proposed scheme leads to identification of the grain boundary planes
of the third CL,

f002g C f015g ! f017g; (2.16)

f015g C f013g ! f028g; (2.17)

f013g C f024g ! f037g (2.18)

and
f024g C f011g ! f035g: (2.19)

This scheme can continue by specifying the grain boundary planes of higher CLs.
In this way, each [100] tilt grain boundary can be classified. Similarly, applying
this scheme onto the whole 3–D space of orientations, all grain boundaries can be
specified. All grain boundaries belonging to the CLs 1–4 in cubic structures are
listed in Table 2.1.

It is demonstrated above, for example for the f037g grain boundary plane, that
the structural unit of this grain boundary is composed of the structural units of the
grain boundaries from the lower CL, that is this grain boundary is considered as gen-
eral. The main message that we can draw from this scheme is that singular grain
boundaries belong to the lowest CLs: Once a plane of a general grain boundary
appears in the hierarchy, the resulting grain boundaries on the higher CLs cannot
be singular [84]. It was also shown that there is a close relationship between this
hierarchy and the value of d=a [84]. On the other hand, the relationship between
this hierarchy and the value of ˙ is not straightforward (cf. Table 2.1). Although
this hierarchy well reflects formation of structural units of individual grain bound-
aries, it is not unambiguously determined which CL represents the border between
the singular and general grain boundaries. Nevertheless, the grain boundary plane
hierarchy offers a clear instruction where the singular grain boundaries can be found.

As regards asymmetrical tilt grain boundaries, singular interfaces should be
exclusively formed by the planes of singular symmetrical grain boundaries [97].
Let us represent the orientation of the asymmetrical grain boundaries by the map
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Table 2.1 Classification of symmetrical tilt grain boundary planes [84, 97]

CL fcc structure bcc structure
Plane ˙ Plane ˙

1 f111g 3 f112g 3

2 f113g 11 f123g 7

f133g 19 f013g 5

f012g 5 f111g 3

f114g 9

3 f112g 3 f134g 13

f115g 27 f235g 19

f122g 9 f012g 5

f155g 51 f015g 13

f013g 5 f113g 11

f023g 13 f116g 19

f135g 35 f233g 11

f334g 17

f124g 15

4 f117g 51 f145g 21

f114g 9 f257g 39

f337g 67 f358g 49

f335g 43 f347g 37

f355g 59 f035g 17

f377g 107 f037g 29

f144g 33 f014g 17

f177g 99 f017g 25

f034g 25 f338g 41

f035g 17 f3 3 10g 59

f025g 29 f115g 27

f014g 17 f118g 33

f179g 131 f122g 9

f157g 75 f455g 33

f124g 21 f556g 43

f357g 83 f223g 17

f123g 7 f129g 43

f159g 107 f127g 27

f139g 91 f138g 37

f137g 59 f147g 33

f134g 13 f136g 23

f124g 21

f349g 53

f237g 31

f239g 47

f457g 45

f345g 25

f356g 35
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Fig. 2.8 Orientation map of
[100] tilt grain boundaries in
cubic structures. � is the
misorientation angle between
two adjoining grains, � is the
deviation of the grain
boundary plane from the
chosen symmetrical
orientation. The lines parallel
to the diagonals denote the
grain boundaries having one
of the planes identical [94,95]

shown in Fig. 2.8. Here, the angle � means the misorientation angle between two
adjoining grains and the angle � is the deviation of the grain boundary plane from
the chosen symmetrical position (for [100] tilt grain boundaries in cubic structures
0 � � � 90ı; 0 � � � 45ı). The lines parallel to the diagonals in this plot represent
the grain boundaries in which one of the planes is kept identical. According to this
scheme and accepting that the f012g, f013g and f015g grain boundaries are singular
[94], singular asymmetrical grain boundaries are expected to be formed by mutual
combinations of the (001), (011), (012), (013) and (015) planes.

Recently, this classification of asymmetrical tilt grain boundaries was proved
experimentally by measurements of anisotropy of grain boundary segregation of
phosphorus, silicon, and carbon in bcc iron [94, 95, 98–100]. These experiments
showed, that besides the f013g, f012g and f015g symmetrical tilt grain bound-
aries that belong to the first, second and second CLs (Table 2.1), respectively, the
(001)=(013) grain boundary and all boundaries containing the (011) boundary plane
exhibit special behaviour (Fig. 2.9). It means that all symmetrical grain bound-
aries denoted as singular were found to exhibit special segregation behaviour. In
the case of asymmetrical tilt grain boundaries, the combinations of the lowest CL
planes, .011/=.001/, .011/=.013/ and .001/=.013/were found to form special grain
boundaries, too. Therefore, these grain boundaries can be considered as singular. In
addition, all other asymmetrical grain boundaries formed by the (011) grain bound-
ary plane were found to be special albeit they may not be all singular. Similarly, all
asymmetrical grain boundaries formed by the (001) grain boundary plane exhibit
segregation behaviour, which can be characterised as “transition”, that is they can
be considered as kind of “vicinal” grain boundaries. The segregation experiments
leading to this conclusion will be discussed in Chap. 5 in more detail.
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Fig. 2.9 Schematic map of character of [100] tilt grain boundaries in bcc iron, indicated by dif-
ferent shadings and symbols. Black line and points refer to the special grain boundaries. Light grey
area depicts vicinal grain boundaries and dark grey area does low-angle interfaces. All boundaries
in the white area are general interfaces. The orientations in the map are defined in Fig. 2.8 [94, 95]

2.4 Basic Thermodynamics of Grain Boundaries

Since the grain boundaries represent one type of general interfaces, their ther-
modynamic treatment should be consistent with the general thermodynamics of
interfaces, for example with thermodynamics of free surfaces that is thoroughly
developed [12]. On the other hand, each interface has its own specifics that should
also be taken into account. In contrast to free surfaces, there is much larger variety
of different grain boundaries due to presence of the other crystal in contact with the
grain “surface” in the grain boundary in comparison to vacuum in case of the free
surfaces.

However, the grain boundaries represent a non-equilibrium crystal defect and
thus, it may seem questionable whether the equilibrium thermodynamics can be
principally applied to describe their states and processes. In contrast to equilib-
rium point defects (vacancies and interstitials) that can simply be equilibrated due
to local fluctuations, the grain boundaries represent extended defect, which can be
only removed by application of external forces. For example, grain boundaries form
a 3-D network throughout a polycrystal that is additionally pinned at free surfaces:
this network represents a stable object characterised by a local minimum of an
appropriate potential and therefore, its components such as grain boundaries can
be treated thermodynamically [48, 72].

The first thermodynamic description of interfaces was proposed by Gibbs [101].
His treatment is based on construction of a “dividing surface” between the interface
and bulk crystal, which has to be later subtracted from the values of the ther-
modynamic parameters [12]. This rather laborious treatment was replaced by an
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Fig. 2.10 A growing bicrystal for introduction of the grain boundary energy

equivalent but more straightforward one developed by John Cahn [102, 103]. For
introduction of thermodynamic functions of grain boundaries, we will adopt his
modern formalism [12, 102].

To introduce thermodynamic state functions of grain boundaries, let us con-
sider an open system composed of two N -component grains A and B of an
identical phase differing exclusively in orientations that are separated by a pla-
nar grain boundary (bicrystal, Fig. 2.10). If this bicrystal grows as a result of
equilibrium transport of components 1; 2; : : : ; N from reservoirs under constant
temperature T , hydrostatic pressure P and chemical potentials �i of each com-
ponent i D 1; 2; : : : ; N , the increase of the internal energy of the system can be
expressed as [12],

dU D T dS � P dV C
NX

iD1

�i dni C ¢dA; (2.20)

where S is the entropy of the system, V is its volume, ni is the amount of the
component i .i D 1; 2; : : : ; N ) and A is the grain boundary area. � is the grain
boundary internal energy per unit area (of the grain boundary) and represents the
change of the internal energy of the closed system with the change of grain boundary
area at constant entropy and volume [102, 103],

� D
�
@U

@A

�
S;V;ni

: (2.21)

Adopting the fundamental relationship among the thermodynamic state functions
U;H (enthalpy), F (Helmholtz energy) and G (Gibbs energ) [104], H DU C PV;
F DU � TS; GDU C PV � TS, we can additionally express the grain boundary
energy as
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� D
�
@F

@A

�
T;V;ni

; (2.22)

or

� D
�
@H

@A

�
S;P;ni

; (2.23)

or

� D
�
@G

@A

�
T;P;ni

: (2.24)

Equation (2.24) gives probably the most important representation of the grain
boundary energy per unit area as the change of the Gibbs energy of the system
with the change of the grain boundary area under constant temperature and pressure
in a closed system.



Chapter 3
Approaches to Study Grain Boundary
Segregation

3.1 Basic Definitions and Terminology

As was shown in Chap. 2, grain boundaries are characterised by increased Gibbs
energy (grain boundary energy, �) comparing to the bulk crystal. The system con-
taining grain boundaries will tend to reduce this energy in many ways. One group
of them is interaction of the grain boundaries with other crystal defects. If the inter-
action of the grain boundaries with the point defects – foreign atoms – results in
reduction of �, an accumulation of foreign atoms at the grain boundary can occur.
This thermodynamically preferred process then leads to segregation of alloying or
impurity elements at the grain boundary. Under the term grain boundary segrega-
tion, we will understand here all changes of concentration of any element at a grain
boundary in the form of a solid solution [13]. Let us mention that the limit of solute
solubility in the basic material may be different for grain boundaries and for the
bulk [105]: It can allow formation of few solute atom layers at a grain boundary
that is still considered as a single phase. If secondary phase particles (precipitates)
are situated at grain boundaries, we will speak about grain boundary precipitation.
In fact, grain boundary precipitation is a continuation of the process of interfacial
enrichment started by the grain boundary segregation when new particles appear at
the interface due to supersaturation of the above-mentioned grain boundary solid
solution [106].

According to the nature of the forces causing grain boundary segregation, we
can distinguish two basic types of this phenomenon (a) equilibrium and (b) non-
equilibrium grain boundary segregation. The term equilibrium grain boundary seg-
regation will be used here to denote the very local redistribution of solutes at grain
boundaries caused by minimisation of the total Gibbs energy of the system that is
quite analogous to the adsorption phenomena well-known in surface science. It is
supposed that the chemical potentials of all species involved in solid solution are
constant throughout the system. At equilibrium, there is a partitioning that results
in enrichment of grain boundaries by the surface-active species. The levels of the
enrichment are defined only by the system parameters at equilibrium and not by the
history of the material. The chemical enrichment at any interface can be reproduced
simply by re-establishing the identical physicochemical conditions.

25
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The nature of the non-equilibrium grain boundary segregation consists in inter-
action of solute atoms with the excess of vacancies in the system. A solute concen-
tration is thus built up around the boundary because of dragging the vacancy–solute
pairs when the vacancies flow to the grain boundaries in order to preserve their
thermal equilibrium value. This phenomenon may occur in consequence of certain
metallurgical operations such as quenching and irradiation. In contrast to the equi-
librium segregation, non-equilibrium segregation may extend up to the distances of
several �m across grain boundaries. This effect is sensitive to the rate of cooling
from a high temperature [13, 18] and is briefly presented in Chap. 6.

Grain boundary segregation and precipitation represent only particular examples
of different chemical composition of interfaces. At heterophase boundaries such as
oxide/metal interfaces, the chemical differences are driven by chemical reactions
at the contact plane between metal and oxide components (i.e. between oxygen or
metal atomic layers) and can also alter according to their crystallography [20, 107].
Similar differences occur at the interfaces between metals on the one hand, and
superconductors or semiconductors on the other hand, or at the grain boundaries
of various chemical compounds, for example polymers [20, 108]. Such changes of
chemical composition will not be treated here.

There are two basic approaches to study chemical composition of grain bound-
aries: experimental measurement and theoretical simulation. In the following, we
will briefly address the main methods of both these approaches.

3.2 Experimental Methods for Study of Grain Boundary
Segregation

Grain boundary segregation has been detected in the last century by various methods
starting from indirect and mostly qualitative approaches. At first, the effort has been
made to detect the suspected contaminants at the grain boundaries, which gave rise
to various metallurgical effects. These techniques covered such measurements as
electrode potential on grain boundary fracture surfaces, variations in X-ray lattice
parameter with varied grain size, internal friction, micro-hardness, spectrographic
analysis of material extracted from the grain boundary region, autoradiography
and deductions made from anomalous grain growth behaviour and from subtle
metallographic features observed at the grain boundaries [13, 21]. Although these
measurements provided us with numerous interesting results, the main drawback
of them is principal impossibility to determine the nature and concentration of
the segregated element. However, this knowledge is fundamental for understand-
ing the role of grain boundary chemistry in changes of a property. It is also hardly
applicable to ternary and more complex systems, where the effects of individual
elements may overlap. The importance of indirect methods has been superseded in
the last decades with the development of a range of sophisticated direct techniques
of surface analysis based upon various electron and ion emission processes. In these
methods, the segregated elements are qualitatively and quantitatively detected from
an appropriate spectrum.
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There are some specific features characterising the grain boundary (a) the grain
boundary is buried in the sample and (b) the changes of the chemical composition
joined with the segregation phenomena are confined in a very thin layer of one or
few atomic layers along the interface. Therefore, that technique must be suitable for
the study of interfacial chemistry that enables the direct approach to the interface
and the localisation of the analysis with atomic resolution in one dimension at least.

The necessary requirements to experimental techniques to study grain boundary
segregation following from the above characteristics of grain boundary segregation
were identified by Hondros [109] more than 30 years ago as

(a) High spatial resolution
(b) Elemental identification without a priori knowledge of segregating element(s)
(c) Quantitative measurement
(d) Non-exposure of a grain boundary by fracture in order to study weakly embrit-

tling as well as non-embrittling species
(e) Determination of chemical bonding

Unfortunately, not all techniques used to study grain boundary segregation fulfil
all these requirements. Principally, we can distinguish two groups of methods used
for direct study of grain boundary segregation (a) surface analysis techniques and
(b) microscopic techniques [13].

3.2.1 Surface Analysis Techniques

As the name of this class of techniques suggests, the methods under consideration
have been mainly developed to study chemistry of free surfaces. Similarly to grain
boundaries, many features of surface chemistry are confined in a monatomic sur-
face layer. In contrast to buried grain boundaries, however, free surfaces are better
accessible to analytical tools. The surface analysis techniques can only be applied
to the grain boundaries revealed by brittle intergranular fracture. Indeed, the above
requirement (d) of Hondros [109] is not fulfilled and such methods can be applied
exclusively on segregation-embrittled systems. Since the fresh fracture surface may
be very often – and mainly in case of metals – quickly covered by a layer of envi-
ronmental oxygen and/or carbon (for example in fractions of seconds under normal
pressure in case of iron-based materials), the measurements of untouched grain
boundary chemistry have to be performed in high vacuum.

There are two main techniques, Auger electron spectroscopy (AES) and sec-
ondary ion mass spectroscopy (SIMS), that have frequently been used to study grain
boundary segregation and each of which provides little bit different information.
Both these techniques operate in ultra-high vacuum (UHV) of the order of 10�8 Pa
or better. To study grain boundary chemistry, these facilities have to have a pos-
sibility to expose the interfaces by fracture in the UHV of the instrument using a
suitable fracture stage. If the segregated element embrittles the grain boundary, this
fracture may be achieved fairly readily either at room temperature or by cooling the
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sample to liquid nitrogen temperatures. In the absence of intrinsic embrittlement,
the grain boundary in some materials may be open by impact after cathodic charg-
ing the solid with hydrogen to promote hydrogen embrittlement [110]. Unlike the
studies of free surfaces, new sample must be prepared for each measurement of the
grain boundary state characterised by the heat-treatment time and the temperature.
The relative ease of studying free surfaces explains the extent of effort devoted to
free surfaces compared with that to grain boundaries [13].

The fact that the grain boundary has to be open by intergranular brittle fracture
thus limits the experimental studies to the systems of embrittled grain boundaries.
From experimental point of view, it evokes an additional requirement to the exper-
imental techniques of surface analysis – an ultimate lateral resolution of imaging
the area to be analysed. The fracture process can introduce various subtle defects to
the structure that also appear at the fracture surface to be measured. Such defects
affect substantially the measurements of grain boundary chemistry, and thus, suit-
able area should be chosen for the analysis that is free of any defect [111, 112]. To
be absolutely fair and get well-interpretable results, extended experiments should
be performed on bicrystals ensuring the identical grain boundary is measured under
different conditions. Using polycrystalline samples, different grain boundaries are
measured in different samples without taking into account the anisotropy of grain
boundary segregation [113].

3.2.1.1 Auger Electron Spectroscopy

The analysis of the intergranular fracture surface in UHV is usually undertaken with
the most powerful and popular technique, AES [114]. A focused electron beam of
energy of 1–30 keV is used in this technique to excite the atoms of an appropriate
area of the target, creating holes in their inner core energy levels. The atoms sub-
sequently decay by emission of either characteristic X-ray (which is the basis of
bulk chemical analysis) or by emission of characteristic Auger electron from a thin
surface layer: If the initial core hole is created in the orbital w (Fig. 3.1), that is then
filled by a higher energy electron from the orbital x, the energy balance is taken by
the electron of the orbital y. This electron is ejected from the atom with the energy
Ewxy and is known as Auger electron. Ewxy is characteristic of the particular atom
and in this case is given by [115, 116]

Ewxy D Ew.Z/ �Ex.Z
0/� Ey.Z

0/CˆS; (3.1)

whereEw is the binding energy of ionised level w,Ex andEy are the energies of the
interacting outer levels x and y, Z0 � Z ˙ 1=2 corrects for the doubly ionised state
and ˆS is the analyser work function. As it is apparent from (3.1), the Auger tran-
sition covers three different electrons; therefore, the elements having less electrons
(hydrogen and helium) do not exhibit this transition and, thus, cannot principally be
analysed by this technique [117].
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Fig. 3.1 Schematic transition level diagram for electrons in AES

Although many transitions may occur in the volume irradiated by electrons, only
few of them are strong enough for each element and these enable the surface atoms
to be clearly identified from the emitted electron energy spectrum. Auger electrons
ejected by atoms from the depths greater than few atomic layers (1 nm and more) are
swallowed up in material and, thus, do not contribute to the emitted line spectrum.
In this way, AES is characteristic for the outermost atomic layers of a solid, and by
focusing the electron beam, for example via field emission gun (FEG), we may now
localise the composition of the grain boundary fracture surfaces with a resolution
that currently approaches less than 10 nm and the energy resolution 0.05% [118,
119]. Elements except for H and He as explained above, are generally detected with
sensitivities ranging between 0.1 and 1 at.% depending on the nature of the element
and the matrix [116,120]. These concentrations are well reached in case of the grain
boundary segregation.

Since its first metallurgical application to explain the origin of the fatal disaster of
the Hinkley Point Power Station in the 1970s by Kalderon [121], a large progress has
been achieved in both the instrumentation and the quantification of AES in upcom-
ing decades [122]. Based on the inspiration evoked by the above example, AES was
mainly used to study grain boundary segregation of impurity elements in iron and
ferritic steels in connection to their temper embrittlement [123,124]. Besides steels,
AES studies also provided important results on equilibrium segregation of impuri-
ties at grain boundaries in nickel-based superalloys (e.g. [125, 126]), intermetallics
(e.g. [127,128]) and other materials (e.g. copper [105,129] and molybdenum [130]).
Besides the polycrystalline materials providing us with typical “faceted” fracture
surfaces (Fig. 3.2), fine measurements on bicrystalline samples have been performed
(Fig. 3.3) directed to study the anisotropic segregation phenomena (e.g. [94, 135]).
During the time, AES became the most frequently applied technique for studies of
grain boundary segregation. Precise quantification of obtained data is made using
the standards as well as by means of standardless methods [109–111]. An inter-
esting attempt to determine the grain boundary chemistry without breaking the
samples was done using scanning Auger electron spectroscopy (SAES) in case of
nickel interfaces decorated by chlorine, sulphur and oxygen [136]. More details on
application of AES in grain boundary segregation are given in specialised works
[114, 117, 122].
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Fig. 3.2 Example of the AES analysis. (a) intergranular fracture surface, (0:4 � 0:4mm) (b)
AES spectrum of one of the facet. Polycrystalline Ni–0.5at.%Sb alloy showing an extended grain
boundary segregation of sulphur and antimony [131]

The thickness of the segregated layer can be determined by AES monitoring of
the fracture surface during its slow peeling by in situ ion sputtering. In this way,
a composition depth profile may be obtained for all elements present [137]. The
results of such ion sputtering made by Seah showed that the segregated atoms are
concentrated in the outermost plane of the fracture surface and hence, in the grain
boundary plane [138]. The present state of the method also enables to detect fine
variations in the content of segregated elements at different parts of both matching
fracture surfaces of a bicrystal, that are connected with an asymmetry of the fracture
process on the atomic scale [139].

3.2.1.2 Secondary Ion Mass Spectroscopy

SIMS is a well-known technique for highly sensitive elemental analysis. It consists
of the layer-by-layer peeling of the surface during its bombardment with primary
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Fig. 3.3 Grain boundary fracture surface of a bicrystal of an Fe–3.5at.%Si alloy. Individual defects
introduced by the fracture process are apparent (cleavage tongues (see side detail), mechanical
twins, deformation bands) [132–134]

ion beam, usually argon, with energy in the range 1–3 keV and current of units of
nA/cm2. During interaction of primary ions with the atoms of the target, a fraction
of the ion energy is transferred to the lattice atoms. Atomic collisions thereby result
in emission of secondary ions from the lattice. The secondary ions characterising
the composition of the studied surface are then analysed in a mass spectroscope
[140–143], usually of the time-of-flight type. Complex atom groupings of 20 or
more atoms represent bonding arrangements at a surface [144] and so, in principle,
the interactions of co-segregated elements can be studied. Low primary beam cur-
rent yields very low sputtering rates that enable to analyse monatomic layers by
this technique that can be so considered as static [142]. As a technique of surface
analysis, it needs an intergranular fracturing of the sample before analysis. SIMS
has some advantages over AES in (a) detecting hydrogen [145], (b) being more ele-
mental sensitive than AES (up to ppb range) and (c) providing information about
the chemical structure of the surface [143]. Due to many atoms grouping in com-
plex ions, SIMS spectra may be complicated and quantification needs standards.
On the other hand, information about the molecules present in the samples can
be obtained that is important mainly in case of organic materials. In addition, ion
focussing is not so sharp as that of electrons in AES and the measured area is also
much larger (about 100 nm [47,146] although recent development of the instruments
approaches to a resolution of about 20–50 nm [147]) so that the finding of an area
for analysis that was not damaged during the fracture process may be complicated.
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Therefore, SIMS has not yet become popular as a technique to study grain bound-
ary segregation. Despite it, SIMS was used to detect grain boundary segregation of
hydrogen in niobium [148] or of boron in 316L austenitic stainless steel [149], 718
cast superalloy [150] and nickel [151]. For another example, yttrium segregation
in monatomic layer at alumina grain boundaries was found with relatively uni-
form lateral homogeneity [152] and silicon, aluminium, sodium, calcium, iron and
potassium segregation was detected in yttria-stabilised zirconia [153]. SIMS high-
resolution mapping enabled to detect segregation of magnesium at grain boundaries
of Al2O3 [154].

3.2.1.3 Other Spectroscopic Techniques

Besides AES and SIMS, the group of AEM covers other techniques such as X-ray
photoelectron spectroscopy (XPS, also electron spectroscopy for chemical analy-
sis, ESCA [114]), ion scattering spectroscopy (ISS or low-energy ion scattering,
LEIS) [155], Rutherford backscattering spectroscopy (RBS) [156], Mössbauer spec-
troscopy [157], secondary neutron mass spectroscopy (SNMS) [158], fast atom
bombardment – mass spectroscopy (FAB–MS), glow discharge mass spectroscopy
(GDMS), glow discharge optical emission spectroscopy (GDOES) [159], proton-
induced X-ray emission (PIXE), nuclear reaction analysis (NRA) and extended
X-ray absorption fine structure (EXAFS) [160]. These techniques were only rarely
used to study grain boundary segregation till now and therefore, no large details of
them are given here. Although the techniques like ISS or RBS are able to analyse
interfaces buried under the surface, many of the listed methods possess the common
drawback of AEM techniques – the necessity to open the interface by intergran-
ular brittle fracture. In comparison with AES and SIMS, in addition, they exhibit
larger analysed area or lower depth sensitivity: These facts discriminate them for
the present application to study grain boundary segregation. However, some of them
may be improved in future to such an extent that they will be able to compete to the
standard techniques of AES or SIMS [161].

ESCA is based on the photoelectric effect: A beam of X-rays with energy EX

striking the sample surface under high vacuum induces emission of photoelectrons
(core electrons) of kinetic energy Ek and their escape from thin (2–10 monolayers)
surface layer. The energy of these electrons can be used for analysis, and the
characteristic binding energy

Eb D EX �Ek �ˆS (3.2)

is obtained. Similarly to AES, hydrogen and helium cannot be detected in this
method. Present lateral resolution of ESCA is better than 3�m and energy reso-
lution is about 0.28 eV (with a monochromator). Currently, available computers can
significantly improve the technological limits of the available instruments [119].
In connection with synchrotron radiation, the ultimate lateral resolution of 150 nm
can be reached. The method enables to perform multi-element qualitative and
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quantitative analysis of surfaces and the depth distribution of segregated elements.
The substantial advantage of this method is its ability to provide chemical bonding
of the surface atoms and identification of their oxidation states [160]. ESCA was
used to study grain boundary segregation of bismuth in copper [162, 163], of man-
ganese, sulphur, antimony [164, 165] and phosphorus [166] in ferritic steels or of
sulphur in nickel [167]. It was proved by this technique that phosphorus and tin seg-
regate at grain boundaries of ferritic steels in their elemental states [168]. Recently,
ESCA was applied to study grain boundary segregation of lead at grain boundaries
of ancient silver coins, which causes a large embrittlement of these archaeological
artefacts of the Roman age [169, 170].

A group of techniques is based on the ion scattering. In these techniques, a beam
of ions of well-defined mass and energy is directed to a target (sample). The energy
distribution of the particles scattered from the surface (or subsurface) layers in a
specific direction with respect to that of the primary beam is measured to deduce
information about the composition and atomic arrangement of solid surfaces [171].
The most used methods in this group are ISS and RBS.

In ISS, a well collimated mono-energetic (0.1–5 keV) primary ion beam of noble
gases (HeC, NeC/, alkali metals (LiC, NaC, KC/ or other light elements (BC, NC,
OC, FC/ of energyE0 impinges on the surface. The ISS signal originates – similarly
to AES – from the topmost layers only. The ions are scattered in collision from the
target nuclei and their energy,E , defined by the mass of the surface target atom,

E
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is detected in an analysing spectrometer at a scattering angle . The surface atoms of
all elements can be identified from the energy spectra with high surface sensitivity
(less than 1 nm) with detection limit ranging from 10�1 for light elements to 10�4

for heavy ones [171]. Although this method exhibits excellent surface sensitivity,
provides simple quantification and is virtually non-destructive, it has only limited
application in studies of interfacial composition [156]. The use of this technique
can be demonstrated, for example on detection of strong segregation of copper at
surfaces of Cu–Ni alloys [172].

In contrast to ISS, in RBS, high-energy light ions (e.g. HC, DC, HeC or CC ions)
accelerated usually by van de Graaff accelerator to energies 0.5–3 MeV, strike the
target and penetrate into the sample interior. Some of the ions are back-scattered by
the lattice atoms close to the sample surface and the scattering angle is related to the
mass of the scattering atom via the ion energy. The detection limits are similar to
those of ISS [171]. Unfortunately, the depth resolution of the method is of the order
of 25 nm and the signal sensitivity mainly for the elements lighter than the primary
ions is rather low although also here, all elements can be detected. The advantage of
the low sensitivity to the light elements and the low-depth resolution is that the sam-
ples can be fractured on air without the danger of shadowing the information about
the surface composition by oxygen or carbon adsorption on the fracture surface
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[173]. Due to the low sensitivity and the basic requirements for experimental con-
ditions, however, this method has only rarely been used to study grain boundary
segregation. An example is the study of antimony segregation in manganese steel
[174, 175].

EXAFS was used in studies of chemistry of Ni–Ti and Co–Ti interfaces [176]
and for determination of atomic structural environment of yttrium and zirconium
atoms segregated at the grain boundaries of Al2O3 [177]. EXAFS data indicate that
yttrium and zirconium ions segregated at the grain boundary of an Al2O3 alloy,
preferentially occupied the sites in the grain boundary core region, which are char-
acterised by a well-defined dopant (Y,Zr)-O nearest neighbour co-ordinations, but
the dopant (Y,Zr)-cation next nearest neighbour co-ordination is changing from site
to site either within the same boundary or within different boundaries. The dopant
(Y,Zr)-oxygen nearest neighbour bond length in the grain boundary, is on average
fully relaxed to that in the parent oxides [178].

Combination of emission and transmission modes of Mössbauer Spectroscopy
(MS) was used to study the surrounding of the 57Fe isotope that penetrated inter-
granularly into polycrystalline Fe–23.7at.%Si alloy during annealing at 700ıC [157]
and to deduce the grain boundary segregation [179]. Although this method is only
indirect and rather time consuming, it brought the results that were very well
comparable to the AES measurements (Fig. 3.4).

Recently, a very promising technique was proposed to identify individual atoms
on sample surfaces on the basis of atomic force microscopy [180].

It was shown that surprisingly, the electron probe microanalysis (EPMA) method,
which is basically focussed on characterisation of much thicker surface layers, is –
in combination with the wavelength-dispersive X-ray spectroscopy (WDS) tech-
nique – also able to provide information about the monolayer segregation at the

Fig. 3.4 Temperature dependence of silicon grain boundary concentration in polycrystalline Fe–
23.7at.%Si alloy. Experimental data were measured by AES (circles) and by MS (solid triangle).
Theoretical curve was calculated according to the model of segregation in ordered alloys [157]
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surfaces and interfaces [181,182]. This technique consists of combination of a SEM
microprobe with a number of WDS spectrometers, each of them containing sev-
eral mobile crystals dispersing the X-rays according to their wavelength following
the Bragg’s law. The intensity of a particular line is obtained by measurement of
diffracted X-ray intensity (measured using the gaseous proportional counters) at the
spectral position of the top of the peak and subtracting the background intensity.
Since the characteristic peak-to-background ratio of the WDS technique is about
tens of ppm, the sensitivity of the method can be very good. The quantification of

the data is usually done by means of the Stratagem
TM

[183] software. This tech-
nique was applied to study sulphur segregation at grain boundaries of an Fe–42%Ni
alloy and documents high preciseness of the technique and its insensitivity to surface
contamination [182].

More information on experimental details of individual techniques and their
application to measurements of grain boundary chemistry can be found in spe-
cialised literature devoted to individual techniques.

3.2.2 Microscopic Techniques

Two microscopic techniques have mainly been used in the study of grain bound-
ary segregation (a) analytical electron microscopy (AEM) and (b) atom-probe field
ion microscopy (AP FIM). The crucial advantage of these techniques over the tech-
niques discussed above is that they can provide measurements for grain boundaries
without fracture. They, thus, enable another family of systems to be studied.

3.2.2.1 Analytical Electron Microscopy

AEM represents a unique combination of high-resolution imaging of the high-
resolution electron microscopy (HRTEM) (or scanning transmission electron
microscopy (STEM)) dedicated to providing images with high spatial resolution,
with highly localised analytical tools such as energy dispersive X-ray analysis
(EDX) [184] or electron-energy loss spectroscopy (EELS) [185, 186]. Here a thin
foil of a material (usually thinner than 100 nm) is prepared with the grain boundary
perpendicular to the surface. The sample is then imaged in the electron microscope
and analysed. In this technique, all requirements on the experimental methods to
study grain boundary segregation [109] are fulfilled. The advantage of this technique
does not only consist in its ability to analyse layers of segregation but also small
precipitates and inclusions on the grain boundary by X-rays and electron diffraction
and – in combination with modelling the atomic and electronic structures of grain
boundaries – to localise the segregation sites of impurities and their bonding states
[187]. On the other hand, however, it has some important disadvantages because it
is not able to analyse light elements .Z < 10/ and the preparation of the samples
may be rather difficult and time consuming. In the last decade, the X-ray method
was improved to identify quantitatively the crystallographic sites, distribution and
types of impurities in many materials. This method using the incident electron beam
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orientation dependence of localised atomic characteristic X-ray emission is known
as Atom Location CHannelling Enhanced MIcroanalysis(ALCHEMI) [188].

The present high-resolution microanalytical STEMs operate at acceleration volt-
ages ranging between 100 and 400 keV. The electron beam can be focussed to the
diameter less than 1 nm using FEG [189]. The spatial resolution and the minimum
quantity of an analysed element are interrelated: The higher spatial resolution pro-
vides a smaller analysed volume, thus, reducing the signal intensity. In addition, the
beam coming through the foil is broadened to some extent and the localised infor-
mation is somehow dissolved, however, this broadening can later be removed by
deconvolution methods [47, 190–192]. The segregation at the level of 0.01 mono-
layer can be identified with an electron beam of the diameter less than 2 nm by EDX
[193], for example about 4% of molybdenum and 0.1% of phosphorus were detected
at grain boundaries of a low alloy steel [194]. Let us mention that the recent progress
in microshaping the samples by focussed ion beam (FIB) opened the possibility to
prepare successfully the foils for AEM that enable to determine the chemistry of
selected grain boundaries as well as of their triple junctions (Fig. 3.5) [195].

AEM offers an exclusive possibility to study the grain boundary segregation of
solutes despite the fact whether they embrittle the matrix or not. It was applied
to study the grain boundary segregation of manganese, tin, phosphorus and sili-
con in ferritic steels [196, 197], of boron in Ni3Al [198], bismuth in copper [199],
titanium in Fe–Ni alloy [200], phosphorus, chromium, nickel and molybdenum in
ferritic–martensitic steel (FV448) [201], sulphur in nickel [202], of silicon [200]
and iron [203] in aluminium and the depletion of chromium in austenitic stainless
steels [204, 205]. As for the non-metallic systems, grain boundary segregation was
detected for arsenic in silicon and calcium in MgO [206], and titanium [191] and
yttrium [178, 207–209] in Al2O3 in this way. In addition, varied copper concentra-
tion and depletion of oxygen along the grain boundaries were detected by AEM in
YBa2Cu3O7�ı high-temperature superconductor [210].

Fig. 3.5 Ion-induced image of the progressing lift-out procedure for preparation of a TEM foil
containing a triple junction. Let us notice that the triple junction is located within 5�m under the
sample surface [195]
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If the dimensions of the segregated and matrix atoms differ substantially as,
for example in case of segregation of bismuth in copper, the positions of large
atoms can be identified at the grain boundary by HRTEM in combination with the
theoretical study of a segregated boundary without any other analytical method.
Using this combination, Luzzi et al. [211–213] described with a great accuracy the
structure of the segregated grain boundaries containing multiple atomic sites. The
cross-sectional analytical TEM was successfully applied to study the intergranular
corrosion and cracking in 316 austenitic steel and nickel-based 600 alloy [214].

3.2.2.2 Atom-Probe Field Ion Microscopy

Another microscopic technique applied to study the grain boundary segregation is
AP FIM [215–217]. This method represents a combination of the field ion micro-
scope (FIM) possessing atomic spatial resolution with a mass spectrometer. In FIM,
the atoms of an inert gas (helium or neon) at pressure of about 10�3 � 10�2 Pa are
ionised in a localised electric field (4.5–5.0 � 1010 Vm�1/ via tunnelling mecha-
nism. Each ion created in this way is then ejected from positively charged surface
of the sharp (but round) tip of the needle-like sample in the perpendicular trajec-
tory to its local surface. In this way, the arrangement of individual atoms on the
end of the sharp tip is imaged on a screen. The mass spectrometer provides chem-
ical analysis of selected atoms removed from the tip by electric field evaporation,
with the single atom sensitivity [216, 218]. In principle, individual atoms in vicin-
ity of a grain boundary or a precipitate/matrix interface may, thus, be analysed and
counted. In an alternative variant of the instrument, the atoms of the selected masses
may be field-evaporated by ultra-short (10–25 ns) high-voltage (3–6 � 1010 Vm�1

under high vacuum) pulses of electric field and analysed. In this way, the images of
the trace of the grain boundary may be constructed with nearly atomic resolution
[216, 218]: The lateral spatial resolution in FIM is of the order of 10�1 nm, but the
AP FIM analysis is limited to the diameter of the probe hole, typically 1–10 nm with
the depth resolution comparable with the interplanar spacing [219].

AP FIM technique meets many advantages – the possibility of observation of the
interfaces with atomic resolution, crystallographic information about the interface
and quick quantitative and standardless analysis of all elements. On the other hand,
there are serious disadvantages that prevent the massive spreading of this method
for application to segregation experiments: The procedure of the preparation of the
sample in form of a thin needle with the chosen interface located just in the tip
is rather complicated, and there is still a danger of mechanical failure of the sam-
ples by high-electric field required for pulse-field evaporation [218]. As regards the
problems of the sample preparation, the FIB microshaping of the samples promises
a large progress in preparing the needles for AP FIM [220].

A large progress of AP FIM was reached recently by its modification as the
3-D tomography (or tomographic atom probe, TAP [221, 222], or 3-D atom probe,
3DAP [223]). In this modification, the finest details of the grain boundary segrega-
tion are studied by consecutive field evaporation of individual layers from the tip of
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the material. All atoms removed from the needle tip are analysed in the positioned
detectors. Using the computer treatment of the obtained data, a 3-D reconstruction
of the distribution of segregated atoms in a small volume can be obtained with the
resolution better than 0.5 nm [224, 225].

AP FIM was applied to detect the grain boundary segregation of boron in Ni3Al
[216, 226], NiAl [227], 316L austenitic stainless steel [150, 228] and 2.25Cr–1Mo
ferritic steel [229], carbon in NiAl [230], silicon in iron [231] and niobium and
molybdenum in bcc iron [232]. Enrichment of molybdenum, nitrogen, silicon, boron
and iron were measured at the grain boundaries of NiAl base material [233]. Grain
boundary segregation of boron and carbon in IN 600 nickel-based superalloy was
also shown [186] similarly to titanium, phosphorus and boron in 308 stainless steel
[234]. In addition, palladium was detected in modified 4130 steel [235], oxygen in
molybdenum [236] and osmium and nickel in tungsten [237]. This method was fur-
ther applied to detect the Suzuki segregation of niobium and iron at stacking faults
of cobalt [238–240] and to measure structural dependence of silicon segregation in
bcc iron [241]. Phosphorus segregation in pressure vessel steels was found to be in
good agreement with predictions based on McLean model of grain boundary segre-
gation showing that the atom probe technique is a reliable method for characterising
the solute segregation to interfaces [242].

Application of 3-D tomography to study the grain boundary segregation is still
not yet extended. It was used to describe and quantify niobium and molybdenum
segregation at high-angle grain boundaries in bcc iron [243]. These measurements
enabled to determine the Gibbs energy of segregation of particular solutes at 800ıC
on basis of the Langmuir–McLean segregation isotherm (see Chap. 4 for more
details). This method also unambiguously proved that the segregation effects are
confined in approximately two monolayers along the grain boundary in equilibrium
[244]. 3-D tomography was also used to study boron segregation to extended defects
(e.g. dislocations) in FeAl base intermetallics [245, 246]. Atom probe tomography
has also revealed segregation of zirconium, boron and carbon and depletion of oxy-
gen at the grain boundaries of a Mo–0.15mass%Zr alloy in the base metal and in
the heat-affected zone [247]. Recently, bismuth segregation was proved at the grain
boundaries of nanocrystalline copper [248] and solute segregation was detected at
various defects in irradiated Fe–Ni–P model alloy [249]. Laser-assisted 3-D tomog-
raphy enabled to detect the segregation of the silicon enriched clusters at the grain
boundaries of austenitic matrix of irradiated CW 316 stainless steel and their further
enrichment by nickel [250].

3.3 Theoretical Approaches to Study Grain Boundary
Segregation

Theoretical approaches to study the grain boundary segregation are principally
identical to the simulations of the grain boundary structure and energetics in pure
material. The only difference is that one or more foreign atoms are considered in
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the studied ensemble. These studies are fundamentally based on the research of the
chemical and physical aspects of interatomic forces acting in vicinity of the inter-
face [12]. The reliable methods of calculation of interfacial segregation should be
based on two approaches [251]. The first approach – the quantum mechanical cal-
culations from first principles (ab initio) – is aimed to solution of the Schrödinger
equation. However, such calculations are complicated and time consuming. There-
fore, suitable approximations and processes such as Hartree–Fock theory or density
functional theory are applied. The second approach – the molecular mechanics –
consists of two subsequent steps. At beginning, suitable interatomic potentials must
be developed or applied describing reasonably the atomic bonds in an ensemble
of atoms describing expected structure of a bicrystal with chosen grain boundary.
The following step consists in calculations of the equilibrium structure. In this way,
the energetics of the interface with regard to the location of the atoms of individ-
ual components is obtained. The reasonable potentials describing the structure and
properties of the material can be developed on basis of ab initio quantum mechanical
calculations or by using empirical or semi-empirical potentials describing the prop-
erties of the material. In the latter step, computer simulation methods like molecular
(or lattice) statics (MS), molecular dynamics (MD) or Monte Carlo (MC) tech-
niques are usually used. Let us state that the results on grain boundary structure and
energetics obtained from atomistic simulations are never totally reliable, because
there is generally too large number of degrees of freedom, so that all of them cannot
be explored simultaneously [46]. Nevertheless, very good approximations of both
the above features can be obtained in this way. Both above-mentioned approaches
to the theoretical calculations of grain boundary segregation can also overlap, for
example in ab initio molecular dynamics of quantum Monte Carlo method [251].

3.3.1 Quantum Mechanical Methods

Interfacial segregation can be calculated on basis of ab initio or first principles meth-
ods of quantum mechanics by accurate approximate solution of the many-electron
Schrödinger equation. This is definitely the most precise way to calculate the segre-
gation phenomena, however, time consuming in comparison to the methods based
on the use of the potentials described below.

Quantum mechanical methods are based on the solution of time independent
electronic Schrödinger equation

OH� D E� (3.4)

where � is the wave function and OH is the non-relativistic Hamiltonian in atomic
units,
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In (3.5), ri are the electron positions, d˛ are the nuclear positions and Z˛ are the
nuclear charges. The four terms in (3.5) represent the kinetic energy of the electrons,
the electron–nuclear attractions, the electron–electron repulsions and the nuclear–
nuclear repulsion, respectively. Due to complexity of the systems, the Schrödinger
equation can only be solved approximately by using simple functions instead of the
true wave functions.

A very suitable approximation is the orbital approximation. According to the
Hartree–Fock theory, the many-electron wave function is expressed as the antisym-
metrised product of one-electron wave function (Slater determinant)

�.x1; x2; : : :/ D 1p
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Eventually, the Schrödinger equation (3.4) transforms to the self-consistent Hartree–
Fock equation

Of  i D "i i ; (3.7)

where "i are the orbital energies and Of is the Fock operator

Of D �1
2

r2 C Vnuc C J �K (3.8)

containing the kinetic energy operator, the electron–nuclear potential energy, Vnuc,
the Coulomb term J and the exchange term K . Hartree–Fock theory is relatively
simple although the evaluation of a large number of 6-D integrals is required. This
problem can be simplified by application of semi-empirical methods such as the
Hückel theory or tight-binding technique, where many of these integrals are either
simplified or even neglected or adjusted to reproduce some known thermodynamic
properties of the system [251].

Presently, the most popular method to calculate the electronic properties of solids
is the density functional theory. It is based on the theorem stating that the properties
of the ground state of a many-electron system can be obtained by minimising the
energy functionalEŒ�� of the electron density �.r/ [252]. Here, the electron density
of the interacting system can be expressed in terms of one-electron wave function
of the non-interacting system,

�.r/ D
NX

iD1

j i .r/j2: (3.9)

The energy functional is then

EŒ�� D TSŒ��C VnucŒ��C J Œ�� �ExcŒ��; (3.10)
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where TSŒ�� is the kinetic energy of the non-interacting system, VnucŒ�� is the
electron–nuclear attraction, J Œ�� is the Coulomb term and Exc is the exchange-
correlation energy. The latter term is usually determined on basis of the local density
approximation.

The first principles based methods were widely applied to compute the interfacial
segregation and its consequences for various grain boundary affected phenomena.
In this way, the effect of grain boundary segregation of boron and sulphur on grain
boundary cohesion was explained on basis of the density functional theory [253]
and the co-segregation of boron, titanium and oxygen at the grain boundaries of
˛-iron was determined on basis of the density-of-states analysis [254]. Segregated
gallium was found to draw charge from the surrounding aluminium atoms, thus, to
reduce the cohesion of aluminium [255]. The first principles calculations of boron
segregation at the f013g tilt grain boundary in B2 FeAl intermetallics showed strong
Fe–B interactions [256]. On the basis of the local density functional equations,
several phenomena were also determined: the structure and the electronic prop-
erties of boron and sulphur at the coherent twin boundary in ferritic iron [257],
the embrittlement of the same boundary induced by phosphorus segregation [258],
hydrogen segregation [259] or the effect of boron on the cohesion of iron [260].
The first-principles quantum mechanical calculations showed that large bismuth
atoms weaken the interatomic bonding by pushing apart the copper atoms at the
interface [261].

The density-functional theory was further applied to study the geometric and
magnetic structures of fully relaxed symmetrical tilt f013g grain boundary in iron
and f012g grain boundary in nickel. In both cases, enhancements of the local mag-
netic moments of the atoms in the grain boundary plane were found. Calculated
values of the segregation enthalpy of silicon and tin at these grain boundaries are in
good agreement with experiment [262].

3.3.2 Interatomic Potentials

As the first step of the simulations of the grain boundary structure and chemistry,
reliable models are required, which are able to evaluate sufficiently the energet-
ics of various physically reasonable atomic configurations. The realisation of this
approach is based on application of various interatomic potentials. The interatomic
potentials can be obtained in various ways, for example by ab initio calculations rep-
resenting the most accurate way to do this [263] or using empirical or semi-empirical
approaches such as the embedded atom method (EAM) [264], Finnis–Sinclair
potentials [265] and glue model [266]. Here, we will discuss the most applied
type of the potentials based on the EAM technique. Usually, it is accepted in
energy calculations that the electronic co-ordinates are mutually dependent vari-
ables (Born–Oppenheimer (adiabatic) variations). Then the total potential energy of
the solid is the unique function of the atomic co-ordinates. The forces on individual
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atoms can be then calculated on basis of pure electrostatics (Hellmann–Feynman
theorem), however, until now, it was performed only for systems consisting of few
atoms or for pure metals. For more complicated systems, the use of empirical or
semi-empirical methods seems to be more efficient [70].

3.3.2.1 Pairwise Potentials

The simplest approach to describe the atomic structure of metals and some other
materials and to search for the total internal energy of the system is application of
pairwise potentials [70]. The internal energy has simple analytical form

U D 1

2

X
ij:j ¤i

�ij.Rij/; (3.11)

where �ij.Rij/ is the pairwise interatomic potential, which can be considered as
the central-force repulsive energy between atoms i and j with Rij D jRi � Rj j
and which can be fitted to experimental data [70]. The potential �ij involves the
parameters that should be fitted to suitable materials properties. This potential can
rigorously be derived for metals with simple s–p bonding such as alkali metals, mag-
nesium and aluminium from the electrostatics of the interacting spherical screening
clouds of electrons. Here, it is accepted that the ion cores in these metals exhibit
negligible effects on conduction electrons that screen them in a linear additive way.
The electron density is then a superposition of the spherical charge densities and cor-
responding pairwise potentials can be obtained directly from ab initio calculations
[70, 267–269]. Presence of non-spherical orbitals (d-electrons) deviates the screen-
ing from the linear way, and therefore, the ab initio potentials cannot be derived [70].
The tight-binding approach used by Masuda-Jindo to the calculation of segregation
of various s–p metals to the 36:87ı Œ100�, f013g symmetrical tilt grain boundary
in ˛-iron [270] resulted in quite reasonable results that are comparable with the
experimental data especially in the case of phosphorus and silicon [271].

Typical example of pairwise potential
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(3.12)

was proposed by Lennard-Jones .nD 6; mD 12/ [272]. Similar potential, although,
in exponential form, was proposed by Morse [273]. Pairwise potential of the Morse
type was used, for example for simulations of segregation of various solutes to a
38:21ı Œ110�, f122g symmetrical tilt grain boundary in copper showing that the
solute atoms with larger atomic diameter than the matrix atoms decrease the grain
boundary energy [274].
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3.3.2.2 Embedded Atom Method

EAM is a semi-empirical technique, which allows to calculate the total energy of
an arbitrary arrangement of atoms [70,264]. In this approach, the internal energy U
of a metal is composed of two terms,
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Fi – the embedding (or glue) function – is the energy that is necessary to place the
atom i (embed) to the homogeneous environment (free electron gas) with the local
electron density �j at the given atomic site. The function �j .Rij/ is the radial den-
sity function of atom j at distance Rij and it is considered as the electronic charge
density of a free atom or as a measure of the squared interatomic matrix elements of
a tight-binding Hamiltonian. It can be most simply interpreted as an empirical quan-
tity, which defines the local density of atoms [70]. The three functions – F , � and
� – are fitted to the experimental values or to the first-principles results, for example
from simplified tight-binding description of the electronic densities of states.

EAM potentials were successfully applied to represent the metallic bonding,
for example to determine the bismuth segregation in copper [253], to study the
interfacial chemistry in L12-ordered intermetallics [252, 275] or to study the site
competition effect of phosphorus, sulphur, silicon, oxygen, nitrogen and boron in
˛-iron and tungsten and its consequences for the intergranular cohesion [276].

3.3.3 Simulation Techniques

To obtain an equilibrium grain boundary structure including the energetics of solute
segregation at individual sites, an ensemble containing a number of atoms (simu-
lation cell or box [70]) has to be defined. The simulation cell usually contains the
periodically repeated structural unit of the chosen grain boundary inside several tens
of atomic planes parallel to the interface on its both sides. This cell also repeats in
three dimensions and the simulation represents the finite pattern of that interface.
To define the border conditions, there are either two free surfaces introduced well
distant from the interface to suppress their interaction with the grain boundary or
two semi-infinite rigid crystals considered on both sides of the interface. In the lat-
ter scheme, the surface effects are eliminated. In some cases, Möbius or antiperiodic
border conditions can be used [277].

Starting from a chosen structure, there are various ways how to calculate the
structures of the segregated grain boundaries. The most advantageous are the tech-
niques of molecular statics, molecular dynamics and Monte Carlo. They may
provide us with the values of the enthalpy – and in some cases also the entropy – of
the solute segregation to individual grain boundary sites.
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3.3.3.1 Molecular Statics

Molecular (or lattice) statics represents the simplest way of atomistic simulation of
atomic structure of the grain boundaries possessing the lowest energy. It is based
on determination of the atomic configuration providing minimum energy of the sys-
tem, @U=@ri D 0. Starting form a chosen initial configuration, the forces among
atoms are calculated and atoms are slightly shifted in direction of these forces.
A stable (equilibrium) configuration is reached when all forces vanish. During this
minimisation entropy is neglected and therefore, obtained results are related to the
temperature of 0 K (i.e. all vibrational effects are neglected). The minimisation,
however, indicates only local energy minima albeit not the global minimum. There-
fore, this technique is sensitive to the choice of the starting configuration. On the
other hand, it is a very fast computational procedure and is widely used in atomistic
simulations of grain boundary structure [251].

In the field of the grain boundaries and their properties, molecular statics is pri-
marily used to simulate the atomic structure of the interfaces at 0 K. To apply this
technique to studies of the grain boundary segregation, the grain boundary structure
has also to be determined: first as relaxed without the solute, thus, providing the
internal energy (enthalpy) of the system,Uˆ

˛ . Then one solvent atom at a chosen site
in the structural unit is replaced by the solute atom and the simulation procedure is
repeated. In this way, the energy Uˆ

ˇ
of such “segregated” interface is determined.

The same procedure is performed for the bulk crystal with and without one solute
atom thus providing the energies U �

ˇ
and U �

˛ , respectively. The segregation energy
is then determined as
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Molecular statics was used to describe hydrogen and helium trapping at the 28:07ı
Œ100�, f035g, 38:94ı Œ110�, f114g and 50:48ı Œ110�, f113g tilt grain boundaries in
nickel and showed that the grain boundaries are a major sink for interstitials [278].
Another study using this technique was devoted to solute segregation at the ˙ D 7

symmetrical tilt grain boundary of copper [279].

3.3.3.2 Molecular Dynamics

In molecular dynamics, the atom positions are determined as time dependent. For
this purpose, numerical integration of the Newton equation of motion of each atom
has to be performed. As a discrete time step used in integration, usually few per-
cent of the atomic vibration frequency is applied. As a consequence, this technique
is time consuming. The major advantage of this technique is the calculation of
the thermodynamic averages of the equilibrium atomic co-ordinates at elevated
temperatures [280].

The first step of this procedure is to describe all atoms in a chosen box of
the starting configuration in a microcanonical ensemble by their positions ri and
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velocities vi . For a given temperature, the velocities can be considered as randomly
distributed according to a Maxwell distribution. The force fi on each atom (i.e. the
acceleration) is calculated using the interatomic potentials. This force is assumed
to remain constant during a chosen time step 
t and corresponding ri and vi are
found. The time step should be chosen smaller than typical periods of atomic vibra-
tions (10�12–10�13 s) but too small time steps require very long computer times.
On the other hand, large time steps may cause large truncation errors and result in
instabilities when the atoms go near too closely. Typical time step is 10�15 s [251].
The process runs until the system properties converge to equilibrium.

The early attempt of applying the molecular dynamics to theoretical studies of
grain boundary chemistry was done by Hashimoto et al. for phosphorus and boron
segregation in ˛-iron. It was shown that both phosphorus and boron segregate pref-
erentially at interstitial sites of ˙ D 5, f013g and ˙ D 9, f114g symmetrical tilt
grain boundaries [281]. This pioneering work started the effort in simulations of
the segregation behaviour of the grain boundaries despite the obtained values of the
segregation energies calculated by Hashimoto et al. are too high comparing to the
experimental data. Quenched molecular dynamics providing the Helmholtz energy
of segregation at 0 K was applied to simulate the segregation effects at the f113g
and f233g symmetrical tilt grain boundaries in Ni–Ag and Ag–Ni alloys [274].

3.3.3.3 Monte Carlo Simulations

Similarly to molecular dynamics, Monte Carlo (MC) simulations allow to obtain
the grain boundary structures at elevated temperatures. Here, the dynamics of the
system is not taken in account, and the time necessary for successful equilibration is
much shorter compared to molecular dynamics. Therefore, this technique is optimal
for determination of thermodynamic averages. According to statistical mechanics,
the average value of a thermodynamic function, hQi, is given as

hQi D
Z
Q.Z/…i .Z/: (3.15)

The probability …i of finding a particular configuration in a chosen statistical
ensemble is given as

…i D exp Œ�U.Z/=kT�R
exp Œ�U.Z/=kT� dZ

� 1

Z
exp

�
�U.Z/

kT

�
: (3.16)

In (3.15) and (3.16), Z is the partition function of the system and U is the inter-
nal energy. In practice, series of configurations of the grain boundary structure are
generated in these ensembles usually by means of the Metropolis algorithm [282].
Starting from an initial configuration, new configurations with changed atomic
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co-ordinates are randomly produced. The ratio of the probabilities for the initial
and new configurations is

…n

…i

D exp

�
�Un � Ui

kT

�
: (3.17)

In the calculations, only …n > …i is accepted as a new initial configuration. If
…i > …n, this configuration is accepted with the probability …n=…i . Each rep-
etition of the procedure with new initial configuration is called MC step. In this
procedure, the configuration used as initial ones (which were chosen arbitrarily) are
not included in the ensemble. Due to some temporal correlation, the produced con-
figurations are not completely independent, and therefore, it is necessary to consider
only the configurations uncorrelated with those produced before and after them. In
each MC step, atoms are chosen randomly and are displaced by random vectors of
the lengths of fractions of the maximum permitted displacement.

Theoretically, the Monte Carlo technique simulates the equilibrium state of the
system. Practically, the equilibrium may not be sometimes reached, for example if a
highly metastable initial configuration is used. Since the grain boundary also repre-
sents high-energy metastable state comparing to the crystal interior, the equilibrium
reached in MC simulations indicates generation of a stable grain boundary structure.
Different configurations of the statistical ensemble implicitly cover thermal fluctu-
ations in the system. Therefore, MC simulations can also be used to represent the
“annealing” of the grain boundary structure – obtained, for example from molecular
statics simulations – at chosen temperature and to testing its stability [219].

Similarly to molecular statics simulation, the ensembles with and without solute
atoms are generated and their energetics are compared. The positions of the atoms,
their chemical identities and the volume of the system can change in this procedure
supposing constant temperature, pressure, total number of atoms and difference in
chemical potentials,
�, of atomic species. Using a transmutational ensemble with
chosen bulk solute concentration, the grain boundary segregation can be simulated
at chosen temperature with

…n

…i

D exp

�
�Un � Ui C
�

kT

�
: (3.18)

Here, 
� represents the difference of chemical potentials of the solute and the sol-
vent between the actual chemical potential and the chemical potential of an ideal
gas with the same composition and volume [12].

Monte Carlo simulations with transmutational ensemble have been presently
used to simulate solute segregation to twist grain boundaries [283–287]. Besides
this procedure, the overlapping distribution MC (ODMC) method is used to deter-
mine the values of 
FI [219]. This is applied because the Helmholtz energy,
FI ,
cannot be expressed as ensemble average and, thus, cannot be directly calculated
from MC simulations. According to statistical mechanics,

F D �kT ln.Z/; (3.19)
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where Z is the partition function given as

Z D
Z

exp

 
�

OH
kT

!
dpdq (3.20)

and p and q are the momentum and position vectors for A atoms in the ensemble.
OH is the Hamiltonian, defined as

OH D
NX

iD1

p2
i

2mi

C U (3.21)

with mi being the mass of the i th atom. If the atoms in the ensemble are identical,
the partition function is

ZD
Z

exp

�
� p2

2mkT

�
dpN

Z
exp

�
� U

kT

�
dq D .2�mkT/3N=2

Z
exp

�
� U

kT

�
dq:

(3.22)
The difference of the Helmholtz energy between the arbitrary ensemblesA and B is


F D FB � FA D �kT ln

�
ZB

ZA

�
: (3.23)

Supposing a single solute atom B is present in ensemble A, the ratio ZB /ZA is

ZB

ZA

D
�
mB

mA

�3=2
R

exp Œ�.UB � UA/=kT� exp Œ�UA=kT� dqR
exp Œ�UA=kT� dq

D
�
exp

�
�UB � UA

kT

��
A

; (3.24)

that represents the thermodynamic average over the ensemble A. The difference in

F can be calculated for each atom in the simulation cell [219]. If there is a large
overlap of the distributions, one can obtain reliable values of 
F .

Because the degree of the overlap is not known a priori, it is necessary to deter-
mine the thermodynamic averages for MC runs of various lengths to determine the
number of steps per atom required for a given degree of accuracy.

The use of MC technique has widely been applied since 1990s starting by the
first attempts of Foiles et al. [288]. Using this method, Foiles showed that cop-
per segregation at ˙ D 5; ˙ D 13 and ˙ D 61 (001) twist grain boundaries in
nickel is confined in few atomic layers near the grain boundary and is stronger at
high-angle grain boundaries [289]. MC calculations were also used to study solute
segregation at 36:87ıŒ100�, f013g symmetrical tilt grain boundary in the Cu–Ag
system [290] and in the NiAl intermetallics [291], or to determinations of solute
segregation at low-angle [285] and high-angle [292] twist grain boundaries in the
Ni–Pt system. Segregated magnesium at grain boundaries of Ni3Al intermetallics
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preferentially substitutes the aluminium atoms rather than nickel ones. The segre-
gation of magnesium additionally reduces the grain boundary energy thus increases
the grain boundary cohesion [293].

The ODMC method was applied to study platinum segregation at two sites of
the ˙ D 5, (001) twist grain boundary in gold at 850 and 1,650 K [294]. Ab initio
calculated many-body potentials (linear muffin-tin-orbital method) and MC were
successfully used to simulate the structure and energy of bismuth segregated twin
grain boundary of copper [213].

3.3.3.4 Minimisation of the Helmholtz Energy

Another approach to obtaining the values of the Helmholtz energy is so-called free
energy minimisation (FEM) [295]. In this method, an approximation is used to
calculate the entropy of the system. The atoms in a solid can be considered as har-
monic oscillators. The vibrational contribution to the Helmholtz energy, Fvib, at the
classical limit for high temperatures is given as

Fvib D kT
NX

iD1

3X
j D1

ln

�
h!ij

2�kT

�
; (3.25)

where !ij are the vibrational eigenfrequencies of the atoms and h is the Planck
constant. The values of !ij are calculated on basis of the quasi-harmonic (QH)
approximation by so-called local harmonic (LH) model. This model accepts the
harmonic approximation keeping only the second-order terms but neglecting the
coupling of vibrations between the atoms. Each atom is considered as an indepen-
dent oscillator and the computation is reduced from the diagonalisation of the full
3N � 3N dynamic matrix to the evaluation of N local dynamic 3 � 3 matrices for
N atoms in the ensemble.

The configurational entropy Sc is calculated as

Sc D �k fXA.i/ ln ŒXA.i/�CXB.i/ ln ŒXB.i/�g ; (3.26)

where XA and XB represent the concentrations of “effective” atoms, which repre-
sent the time average probability that a site is occupied by an atom of type A or
B , respectively .XB D 1 �XA/. Equation (3.26) is only valid for an ideal solid
solution; real configurational entropy will possess different values.

In case of solute segregation the grand potential,˝ , is given as

˝ D U C Fvib � TSc C
�

NX
iD1

XA.i/: (3.27)

In very dilute solid solutions, 
� D const and Sc D 0 so that [294]

˝ D U C Fvib: (3.28)
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Computer simulation provides us with the values of the internal energy U of the
system as well as of the segregation at various types of the grain boundary sites.
However, no information about the entropy of interfacial segregation, which repre-
sents an important component of the Helmholtz energy of segregation, can directly
be obtained. In fact, the Helmholtz energy of segregation depends on temperature,


FI .T / D 
UI .T / � T
SI .T /: (3.29)

In general, both 
UI and 
SI depend on temperature although it may be weakly
and therefore, they are often considered as constant. As the entropy of segregation
cannot be calculated directly,
SI can be determined as


SI D 1

T
.
UI �
FI .T //: (3.30)

The FEM method was applied to determination of copper segregation to (001)
twist grain boundaries in nickel within the misorientation range 15ı–45ı at temper-
atures 600K < T < 1;100K [296]: The obtained results are comparable to those
obtained by MC simulations [289]. In fact, copper was found to segregate to
36:87ıŒ100�, f013g symmetrical tilt grain boundary even in copper-rich alloys [297].
Similar results were also obtained for segregation of gold in palladium while in the
system Ag–Au, the majority element segregates at the grain boundary [298].



Chapter 4
Models of Equilibrium Grain Boundary
Segregation

4.1 Thermodynamics of Grain Boundary Segregation

Interfaces, in general, represent structural defects of a crystal characterised by
existence of unsaturated bonds. Therefore, the Gibbs energy of an interface will be
higher than the Gibbs energy of the single crystal containing the same ensemble of
atoms. The value of the Gibbs energy of an interface depends on various variables,
particularly on its energy (i.e. type, orientation and atomic structure), composition,
temperature and pressure. To minimise the total Gibbs energy of the system (i.e.
Gibbs energy of the interface plus Gibbs energy of the volume), the interface inter-
acts with other lattice defects such as dislocations, vacancies and foreign atoms.
As mentioned previously, the latter interaction results in accumulation of the solute
atoms in the interface region and is called interfacial segregation (e.g. [12, 19, 20]).
As individual types of the interfaces possess the same nature (i.e. planar defects),
the interaction of individual types with foreign atoms is expected to be qualitatively
similar.

As was mentioned in Chap. 2, two basic forms of grain boundary segregation can
be distinguished: equilibrium and non-equilibrium segregation. Equilibrium segre-
gation occurs as a result of inhomogeneities in the solid giving rise to sites for which
solute atoms have a lower Gibbs energy. These sites occur at interfaces such as free
surface, grain boundaries and phase interfaces as well as at defect sites, dislocations
and stacking faults. All of these regions then may exhibit concentrations of solute
atoms that differ from each other and from that of the bulk materials. At any tem-
perature, there is a unique value of the solute concentration for each of these sites
that is asymptotically approached as time goes to infinity and at a rate governed by
diffusion. On the other hand, non-equilibrium segregation depends on rate processes
and kinetic events and, in general, disappears as time approaches infinity if diffusion
processes are allowed to reach full equilibrium. There are number of discrete routes
for producing this form of segregation, which include moderate rate quenching of
samples from a high temperature, the growth of precipitates, the effect of stress at
temperature, etc. In this chapter, we will deal with equilibrium segregation.

Phenomenological description of equilibrium segregation is qualitatively the
same for all types of interfaces. The differences arise concerning the values of

51
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particular thermodynamic parameters resulting from different structural/bonding
conditions at individual cases [299–301]. In the following, we show two main
approaches to the thermodynamic description of the grain boundary segregation, the
Gibbs adsorption isotherm and the Langmuir–McLean types of segregation isotherm
(e.g. [13, 19, 20]).

4.2 Gibbs Adsorption Isotherm

Let us consider a macroscopic system large enough to keep constant pressure and
plane interfaces [302]. Integration of (2.20) accounting Euler theorem results in

U D TS � PV C
NX

iD1

�ini C �A: (4.1)

Its differentiation and comparison with (2.20) provides us with the relationship

Ad¢ D �SdT C V dP �
NX

iD1

ni d�i : (4.2)

Let us note that (4.1) and (4.2) are related to the whole system. Since the Gibbs–
Duhem equation

� S dT C V dP �
NX

iD1

ni d�i D 0 (4.3)

is valid for each homogeneous phase [104], it should also be valid for both grains A
and B ,

� SAdT C V AdP �
NX

iD1

nA
i d�i D 0 (4.4)

and

� SBdT C V BdP �
NX

iD1

nB
i d�i D 0: (4.5)

Comparison of (4.4) and (4.5) with (4.2) gives

� sˆdT C vˆdP �
NX

iD1

� ˆ
i d�i C d� D 0 (4.6)

where sˆ, vˆ and � ˆ
i D nˆ

i =A are the entropy, the volume and the amount of
the component i at the grain boundary ˆ, respectively, all normalised by the grain
boundary area. The quantity � ˆ

i is, thus, the surface density of the solute i at the
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interface as introduced by Gibbs [101] or the adsorption as used by McLean [19].
Much later, a term grain boundary excess of component i was introduced. This
terminology is very unlucky as discussed in more detail in Sect. 4.3. Therefore, we
will use the term adsorption for � ˆ

i .
Let us define the interfacial quantities of the system as

Uˆ D U � .UA C UB/; (4.7)

Sˆ D S � .SA C SB/; (4.8)

nˆ
i D ni �

�
nA

i C nB
i

�
(4.9)

and

V ˆ D V � .V A C V B/ D 0: (4.10)

The value of V ˆ is zero by definition .V D V A C V B/. Combining (4.7)–(4.10)
with (2.20) and subsequent expressions,

dUA D T dSA � P dV A C
NX

iD1

�i dnA
i (4.11)

and

dUB D T dSB � P dV B C
NX

iD1

�i dn
B
i (4.12)

produces

dUˆ D T dSˆ C
NX

iD1

�i dnˆ
i C � dA: (4.13)

The analysis in [12,103] shows that all relationships between thermodynamic quan-
tities are applicable to the systems containing grain boundaries when the interfacial
characteristics – the grain boundary energy � – is taken into account and that these
relationships are independent of the thickness of the grain boundary.

Combination of (4.6) with the Gibbs–Duhem condition ˙ini�i D 0 results for
a binary system .i D M; I/ in an interesting relationship for adsorption � ˆ

i

nI

nM

� ˆ
M � � ˆ

I D
�
@�

@�I

�
T;P

: (4.14)

Equation (4.14) can be simplified for case of � ˆ
M D 0 as

� ˆ
I;M D �

�
@�

@�I

�
T;P

; (4.15)
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where � ˆ
I;M indicates the above condition � ˆ

M D 0 [303]. It follows from (4.6) that
the element, which causes a decrease of the grain boundary energy with increasing
chemical potential, accumulates (segregates) at the grain boundary [12].

Substituting the chemical potential �i by the activity ai according to the expres-
sion [104]

�i D �0
i C RT ln ai ; (4.16)

where �0
i is the standard chemical potential of element i in the bulk and R is the

universal gas constant, we obtain [138, 303]

� ˆ
I;M D � 1

RT

�
@�

@ ln aI

�
P;T

: (4.17)

In the dilute approximation, which is that of general interest, for a bulk solute
molar concentrationXI � 1, in which aI D �IXI [304] with the activity coefficient
�i � 1, this becomes

� ˆ
I;M D � 1

RT

�
@�

@ lnXI

�
P;T

: (4.18)

Equation (4.18) provides us thus with a simple relation between adsorption � ˆ
I;M

on the one hand and the change of the interfacial energy � with the molar fraction
XI of the solute in bulk on the other hand. Equation (4.18) is the most useful form
of the Gibbs adsorption isotherm for a dilute binary system. This basic form has
been used experimentally to determine the interface density of the solute I from the
changes of the grain boundary energy with changing the bulk composition for all
interfaces in solids [13].

The Gibbs adsorption isotherm was successfully applied to quantify the first
experiments on grain boundary segregation, for example on phosphorus in ”-iron
[305] and tin [306, 307], silicon and sulphur in •-iron [308]. However, the mea-
surement of the surface energy as a function of both the bulk concentration and
the temperature is rather difficult. Therefore, many attempts have been made to
develop alternative phenomenological models of grain boundary segregation based
on simple relationships between interfacial and bulk compositions.
� ˆ

I;M is also frequently used to represent grain boundary segregation measured
by APFIM methods (e.g. [231,239,303,309]). In order to describe interfacial chem-
istry in binary as well as multi-component systems, it is useful to generalise the
measured quantities. Therefore, the grain boundary enrichment ratio, ˇˆ

I , is defined
as the ratio between the grain boundary and the bulk solute concentrations,XI

ˆ and
XI , respectively

�
Xˆ

I � XI

	
[13],

ˇˆ
I D Xˆ

I

X0XI

D � ˆ
I

� 0XI

; (4.19)
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where � 0 is the maximum amount of solute constituting a close packed monatomic
layer of unit area and X0 is the maximum grain boundary atomic concentration of
the solute.

4.3 Langmuir–McLean Types of Segregation Isotherm

This approach is based on equality of chemical potentials (Gibbs energy) of the com-
ponents in equilibrium. There exist several ways to derive the segregation isotherms
based on this approach; however, some of them are thermodynamically inconsistent
although all of them provide very similar results. We will follow the way presented
by duPlessis and van Wyk [302, 310, 311].

Let us consider a closed system containing the grain boundary inside the crys-
talline surrounding. The grain boundary is considered as a region of finite thickness,
while the bulk of the crystal is of infinite size. Grain boundary segregation is then
defined as a redistribution of solute atoms between the crystal and the interface:
From this point of view, both parts of the system are considered as open enabling an
exchange of the solutes. In equilibrium, the system as a whole must possess mini-
mum energy. The variations of the total internal energy •U of the closed system is
given by

•U D
X

�

•U � D
X

�

.T �ıS� � P �ıV � C ıG/; (4.20)

where T � is the temperature, S� is the entropy, P � is the pressure and V � is the
volume of the structural component � of the system (i.e. of the crystal volume and
the grain boundary). G is the Gibbs energy of the system. If the temperature and
pressure are the same in all these structural components and the equilibrium state is
reached, (4.20) reduces to [104]

.•U /nj
D .•G/nj

D 0; (4.21)

where nj is the number of moles of the solute j . If the crystal is divided intoN C 1

open subsystems (N in bulk, one for the grain boundary) and the redistribution of
the solutes occurs, duPlessis and van Wyk showed in very detail that the Gibbs
energy of the system is given by

G D GB C
MX

iD1

nˆ
i

�
�ˆ

i � �B
i

�
; (4.22)

where nˆ
i is the number of moles of solute i in the grain boundary, and �ˆ

i and
�B

i are the chemical potentials of the i th solute in the grain boundary and in the
bulk. The number of the solutes is M . In (4.22), the Gibbs energy GB (equal to the
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Gibbs energy of the bulk before segregation) is independent of changes of nˆ
i and

the sum in (4.22) represents the product of the grain boundary energy � and the
grain boundary area A [302, 310, 311]

�A D
MX

iD1

nˆ
i

�
�ˆ

i � �B
i

�
: (4.23)

It follows from (4.22) and (4.23) that

G D GB C �A: (4.24)

Since GB is constant in respect to nˆ
i , the equilibrium condition @G=@nˆ

i D 0 can
be written as

@�

@nˆ
i

D 0: (4.25)

Equation (4.25) shows that in equilibrium, the grain boundary energy possesses the
minimum value [302, 310, 311].

The equilibrium condition can be expressed as

@�

@nˆ
1

D @�

@nˆ
2

D � � � D @�

@nˆ
M

D 0: (4.26)

However, the conditions (4.26) are not independent because

nˆ
1 C nˆ

2 C � � � C nˆ
M D nˆ; (4.27)

that is the number of moles nˆ in the finite grain boundary region is constant. Sup-
posing M is referred to the matrix element and nˆ

M D 1 � PM�1
iD1 nˆ

i , the basic
condition for chemical equilibrium between the grain boundary ˆ and the volume
B is [302, 310, 311]


G D
�
�ˆ

i � �B
i

�
�
�
�ˆ

M � �B
M

�
D 0 (4.28)

for each component i D 1; 2; : : : ;M � 1 despite of their number.
Combining (4.16) and (4.28), the general form of the segregation equation can

be written as
aˆ

I

aˆ
M

D aI

aM

exp

�
�
G

0
I

RT

�
: (4.29)

In (4.29) the standard molar Gibbs energy of segregation,


G0
I D

�
�0

M C �
0;ˆ
I.M/

�
�
�
�0

I.M/ C �
0;ˆ
M

�
¤ 0 (4.30)
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is defined as a combination of the standard chemical potentials of the elements I and
M in pure state at the grain boundary and in the bulk, �i

0;ˆ and �0
i , respectively, at

the temperature and pressure of the system and in the structure of the matrix element
(as is indicated by index .M/ in brackets). Since generally,

ai D �iXi ; (4.31)

where �i is the activity coefficient of an element i , [304], we can write (4.29) using
XM D 1 �PM�1

J D1 XJ as

Xˆ
I

1 �
M�1P
J D1

Xˆ
I

D XI

1 �
M�1P
J D1

XI

exp

�
�
G

0
I C
GE

I

RT

�
: (4.32)

In (4.32),


GE
I D RT ln

 
�ˆ

I �M

�I�
ˆ
M

!
(4.33)


GE
I is the excess molar Gibbs energy of segregation. Since (4.32) was derived

without any assumption about the character of the system, t represents the general
form of the segregation isotherm.

The thermodynamic representation of the grain boundary segregation is schemat-
ically depicted in Fig. 4.1. In Fig. 4.1, the concentration dependence of the Gibbs
energy of the crystal volume (bulk) and of the grain boundary (ˆ) is shown. Since
the grain boundary represents the defect of crystal structure, it has to possess higher
Gibbs energy comparing to the bulk in the whole concentration range of the binary
system. Thus, the concentration dependence of the Gibbs energy of the grain bound-
ary is “shifted” to higher values in comparison to a similar dependence of the Gibbs
energy of the bulk. Because the grain boundary does not represent another phase, the
equilibrium between the boundary and the bulk is not given by a common tangent as
in phase equilibrium. To fulfil condition (4.28), the grain boundary concentration,
Xˆ

I , is defined by the tangent to the Gibbs energy of the grain boundary, Gˆ.X/,
parallel to that for the bulk, Gbulk, at the concentration Xbulk. On the other hand,


G0
I D

�

�

0;ˆ
I.M/

�
�0
I.M/

�
�
�

�

0;ˆ
M �
�0

M

�
¤ 0 (cf. Fig. 4.1). It directly

follows from (4.30) and Fig. 4.1 that 
G0
I as the sum of the standard chemical

potentials of pure substances is independent of composition of the system, and fur-
ther, that �0;ˆ

i and �0
i represent respective molar Gibbs energies, that is they are

composed of the terms of both the standard enthalpy and the standard entropy of
pure elements in the chosen standard states.

The above derivation differs from that presented sometimes in other papers
(e.g. [20, 301, 310, 312–316]). There, the chemical potential for the interface is

�0ˆ
i D 	0ˆ

i C RT ln aˆ
i � �Ai : (4.34)
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Fig. 4.1 Schematic depiction of the concentration dependence of the Gibbs energy of the volume
(bulk) and the grain boundary .ˆ/ leading to representation of the Gibbs energy of segregation.

G0

I is defined by (4.30). �0;ˆI.M/ and �0I.M/ correspond to the respective states of pure I in the

structure of the interface and bulk of M and are higher than the respective values of �0;ˆi and
�0I , corresponding to the structures of pure I . The equilibrium concentration Xˆ

I is defined by the
tangent to Gˆ parallel to that of Gbulk constructed in XI . This conserves the condition 
G D

�I �
�M D 0 for each pair XI and Xˆ

I [113, 312]

In (4.34), Ai is the partial molar area of species i and 	i is the partial molar
Helmholz energy of species i in the interface. Further treatment assuming the
constant value of � leads to the expressions

Xˆ
I�

Xˆ
M

	AI =AM
D XI

.XM /
AI =AM

exp

�
�
G

0
I C
GE

I

RT

�
(4.35)

and


GE
I D RT

 
ln
�ˆ

I

�I

� AI

AM

ln
�ˆ

M

�M

!
: (4.36)

Since the values of partial molar areas are known only rarely, it is usually assumed
that AI DAM , and then, (4.32) and (4.26) are obtained. This approach seems to
accept too many assumptions to obtain the same result as the former derivation
based on the treatment of the Gibbs energy. The former derivation is thus thermo-
dynamically clearer; we only have to keep in mind that the grain boundary energy
contribution is involved in corresponding values of the standard chemical potentials.

It is evident from (4.28) that the chemical potentials of both the solute and
the solvent have to be considered in the description of thermodynamic equilib-
rium. Therefore, the description of solute segregation analogous to the condition for
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phase transformations, that is considering only the chemical potentials of the solutes
(�bulk

I D �ˆ
I , e.g. [315, 317]) is incorrect, and can provide misleading results. We

must keep in mind that the grain boundary does not represent “a different phase” but
only the defect of the crystal lattice. This is also reflected by the fact that the Gibbs
energy of the grain boundary concentration dependence is higher in the whole con-
centration range than that of the bulk. This is also compatible with the approach of
John Cahn (cf. Chap. 2) [13, 103].

Let us mention that one can meet different notation in literature that can bring
extended confusion. Sometimes the Zangwill approach [318] is referred in liter-
ature considering the formal separation of the total Gibbs energy of segregation,

G D �

�ˆ
I � �B

I

	 � �
�ˆ

M � �B
M

	
, which is entirely equal to zero in equilibrium

(cf. (4.28)), into two parts, configurational and remaining ones. Frequently, how-
ever, another terminology is used for these two terms (e.g. [303, 319]), the ideal
term, 
Gid D �T
S id D �RT ln

�
Xˆ

I XM=X
ˆ
MXI

	
, and an “excess” term,
Gxs,


G D 
Gid C
Gxs: (4.37)

Then – for a binary system – we can write

Xˆ
I

1 �Xˆ
I

D XI

1 �XI

exp

�
�
G

xs

RT

�
(4.38)

or – supposing that not each grain boundary site is available for segregation and
thus, a saturation X0ˆ of the boundary occurs [308],

Xˆ
I

X0ˆ �Xˆ
I

D XI

1 � XI

exp

�
�
G

xs

RT

�
: (4.39)

It is evident from comparison of (4.32) and (4.38) that


Gxs D 
G0
I C
GE

I D 
GI ; (4.40)

where two “excess” terms, 
Gxs and
GE
I , appear.

It is obvious from the above considerations that the excess term 
GE
I appear-

ing in (4.32) and (4.33) describes the deviations between ideal and real behaviour
of any thermodynamic system. The adjective excess in this sense was introduced
at beginning of the twentieth century and its usage was made common by the
famous book of Lewis and Randall [304] published originally in 1923. For exam-
ple, the Gibbs energy of mixing of a system is defined as 
mGD
mG

� C
mG
E.

It means that 
mG is composed of two contributions, the ideal Gibbs energy of
mixing,
mG

� D RT˙iXi lnXi , and the excess Gibbs energy of mixing,
mG
E D

RT˙iXi ln �i [302]. This elegant approach was chosen to conserve all relation-
ships, which were originally derived for ideal systems, if the concentration (atom
fraction) Xi is replaced by the activity, ai , (4.31) in real systems. It is fully and
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systematically implemented in thermodynamics and has been successfully used for
many decades (e.g. [104,303,320,321]). The adjective excess characterising the dif-
ference between the real and ideal behaviour is well established and expresses the
well-defined addition to the ideal thermodynamic state function to yield the total
function (Gibbs energy, internal energy, enthalpy, entropy or volume) of the real
state. The term excess thermodynamic function has no other additional adjective
and thus, the adjective excess represents its necessary and sufficient specification.
This term was introduced at first to thermodynamic terminology without causing
any controversy.

The idea of dividing 
G into two parts in a different way, as indicated in
(4.37), is principally understandable but resulted into a controversy with the above-
mentioned common thermodynamic terminology. The term 
Gid might be thought
as “ideal”, since it consists of the atomic fractions. However, the “excess” term

Gxs D 
GI contains both the term �RT ln

�
�ˆ

I �M=�
ˆ
M�I

	
, which is equal to


GE
I (4.33), and also the term
G0

I , which itself is ideal because it is a combination
of the standard chemical potentials (4.22). Due to the presence of the latter contri-
bution,
Gxs is not the “excess” term in the sense of the discussion in the preceding
paragraph, and the original Zangwill proposal [318] to call 
Gxs “remaining” term
is more cautious.

The usage of the term “excess” for the Gibbs energy of interfacial segregation
(4.40) has probably further roots. In surface physics, the adjective “excess” was
introduced to denote the surface or interfacial contribution to the thermodynamic
state function Y s as compared to the bulk [303]. When considering an interface
between two phases in a hypothetical system, the thermodynamic function Y s

(internal energy, entropy, : : :) referring to a surface or interface s is defined as

Y s D Y � Y 0 � Y 00; (4.41)

where Y is the “property (function) characterising the real system” [12,303], Y 0 and
Y 00 are the functions of the phases 0 and 00, respectively. The thermodynamic func-
tions Y s are generally called surface or interfacial excess properties (i.e. functions)
(e.g. [12, 303]) “that is we assign to the interface any excess of the thermodynamic
functions of the real system over those of the hypothetical system” [303]. Besides
these functions, so-called “excess” quantities (i.e. functions) per unit area of the sur-
face/interface are often used, which are marked Y xs (e.g. [303, 319]). As we have
seen in the above discussion, this terminology is sometimes also used to specify
characteristic thermodynamic functions of segregation, the Gibbs energy,
Gxs, the
enthalpy,
H xs and the entropy,
H xs [303, 319].

The terminology using the complex adjective “surface/interfacial excess” is rel-
atively new since it has never been used in surface or interfacial terminology
before McLean [19], and Gleiter and Chalmers [21], and probably also not before
John Cahn [102]. The adjective “excess” in the sense of characterising the sur-
face and interfacial functions is a completely redundant over-determination because
the term “surface/interfacial” itself already suggests a characteristic difference of
a thermodynamic function from that of the bulk. It was introduced inconsistently
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without considering the established meaning of the adjective “excess” in the thermo-
dynamics of solutions and paves the way to misunderstanding and misinterpretation.
Based on the above-mentioned arguments, there is no reason to use the term
“excess” to additionally characterise thermodynamic state functions for surfaces
and interfaces. To avoid any confusion, it is recommended to use the simple and
sufficient term surface/interfacial thermodynamic function to characterise the prop-
erties of the surfaces and interfaces Y s (4.41), as used by Lewis and Randall [304],
and to use the adjective excess exclusively to describe the differences between real
and ideal behaviour [113].

4.3.1 Physical Meaning of Thermodynamic State Functions
Appearing in Segregation Isotherms

Due to the above-mentioned ambiguity in the thermodynamic terminology of inter-
faces, severe misunderstanding sometimes exists in the use and interpretation of
the thermodynamic state functions of segregation (cf. [113, 303, 322, 323]). There-
fore, it is necessary to point out clearly the physical meaning of individual types
of Gibbs energy appearing in the segregation isotherms of the Langmuir–McLean
type [(4.29), (4.32), (4.35) and (4.38)] (a) the Gibbs energy of segregation, 
GI ;
(b) the standard Gibbs energy of segregation,
G0

I ; (c) the excess Gibbs energy of
segregation, 
GE

I , and their enthalpy and entropy counterparts, as well as (d) their
averaged effective functions.

4.3.1.1 Gibbs Energy, Enthalpy and Entropy of Interfacial Segregation

The physical meaning of the Gibbs energy of interfacial segregation, 
GI , of the
solute I in the system M�I , that is considered as molar to preserve its intensive
character, results from the definition given by (4.38) and (4.40). There is no doubt
that 
GI completely determines the atomic fraction of the solute I at the inter-
face (site) ˆ, Xˆ

I , at a given temperature T and a given system composition XI .
As schematically shown in Fig. 4.2a, at constant temperature the value of 
GI

principally changes with changing bulk composition XI and thus with changing
interfacial composition Xˆ

I due to mutual interaction of the species in bulk and/or
interface. The corresponding enthalpy, 
HI , and entropy, 
SI , of segregation are
related to 
GI in sense of the basic definition [101, 104, 304, 321]

G D H � TS: (4.42)

It is obvious that 
HI and 
SI are identical to 
H xs and 
Sxs (or sometimes
also to 
Hseg and 
Sseg, cf. [303]), respectively, which are frequently used in the
literature [319]. There is no doubt that 
HI and 
SI depend on temperature and
on concentration as is obvious from many theoretical approaches. For example, the
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Fig. 4.2 Schematic representation of individual types of the Gibbs energy of grain boundary
segregation in a binary system appearing in (4.40) in dependence on (a) bulk concentration, (b)
temperature. According to (4.40), an enrichment of the interface by the solute I occurs at the bulk
concentration XI.1/ but the same interface is depleted by I at XI.2/. When the bulk concentration
of I is that specified by the value of 
GI D 0, interfacial concentration of I is identical with
its bulk concentration. See the text for the meaning of individual types of the Gibbs energy of
segregation [113]
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famous model of Wynblatt and Ku [303, 324, 325] gives for 
HI


HI D .�I � �M /A
ˆ C 2!

h
zlat
�
XI �Xˆ

I

�
C zv.X � 0:5/

i
� 24�KIGM rI .rM � rI /2

3KI rI C 4GmrM
; (4.43)

where �i is the interfacial energy of the pure component i (i D I;M/, Aˆ is the
molar area of the monolayer interface, ! is the regular solution parameter for the
M�I solution, zlat and zv are the in-plane and out-of-plane co-ordination numbers,
respectively, XI and Xˆ

I are the atom fractions of I in bulk and at the interface,
respectively, KI is the bulk modulus of the solute, GM is the shear modulus of the
solvent (note that both are temperature dependent) and ri are the atomic radii of the
pure solute I and solventM atoms [303].

Another formula for the Gibbs energy of segregation (also here inaccurately
called “excess”) was derived on the basis of the mean-field theory by Rabkin [326].

Segregation in real systems is affected by mutual interaction of solute and sol-
vent atoms and by presence of third elements. Under some circumstances, interfacial
depletion of the solute can be observed instead of enrichment [327]. In fact, each
point in the T�XI space can be characterised by different values of 
GI (
HI ,

SI ) as partially visualised in Fig. 4.2. These values describe the actual segregation
at the boundary (boundary site) at a fixed point on the line drawn in Fig. 4.2a and
change from one state (1) to another one (2). Because each change of temperature
in turn changes Xˆ

I and thus changes both 
HI and 
SI , these values can hardly
be attributed to any general information, for example about the nature of the grain
boundary and the anisotropy of the grain boundary segregation, because any orien-
tation dependence of 
HI and 
SI varies in a complex way with temperature and
composition, an example of which is shown in Fig. 4.3.

4.3.1.2 Standard Thermodynamic Functions of Interfacial Segregation

The standard (molar) Gibbs energy of interfacial segregation, 
G0
I , is defined as

combination of the standard chemical potentials of the elements I and M at the
grain boundary ˆ and in the bulk according to (4.30). The chemical potentials
related to the pure solute I , �0;ˆ

I.M/
and �0

I.M/
, correspond to the standard states

of the pure solute I at a chosen temperature and pressure of the system but in the
structure of the host material M , in both bulk and interface, respectively. Note that
the composition dependence of G for the bulk and the interface will be different
when we exchange the meaning of M and I , that is when I will be considered
as solvent and M as solute (cf. Fig. 4.1). It clearly follows from (4.30) that 
G0

I

(and consequently the corresponding 
H 0
I and 
S0

I ) are principally independent
of concentration (see Figs. 4.1 and 4.2a). In other words, 
G0

I D 
GI exclu-
sively when the activity coefficients of all components are �I D 1, that is when

GE

I D 0 [(4.32) and (4.33)], that is in an ideal system. Despite this obviously
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Fig. 4.3 Anisotropy of solute segregation at [100] symmetrical tilt grain boundaries in an
Fe–3.55at.%Si–0.0089at.%P–0.014at.%C alloy [19] represented by orientation dependence of dif-
ferent thermodynamic functions. (a) Gibbs energies, 
G0

P (empty symbols), 
GP (solid symbols)
of phosphorus segregation at 773 K and 1;173 K. 
Geff

seg (squares) represents the value of 
G0
P

averaged over the same temperature range; (b) Gibbs energies, 
G0
Si (empty symbols) and 
GSi

(solid symbols) of silicon segregation at 773 K (the value of 
GE
Si is also shown) [113]

strong limitation, it was shown in numerous papers that many systems behave prac-
tically ideal (e.g. [328, 329]). Moreover, the ideal behaviour can be reached in an
infinitesimally diluted solid solution, that is when the amount of interfacial solute
enrichment is very low. Therefore,
G0

I characterises the segregation of an element
I at the most advantageous site of an interface ˆ in the ideal system. The standard
(molar) enthalpy, 
H 0

I , and entropy,
S0
I , of interfacial segregation are defined in

analogy to (4.42) and have a corresponding physical meaning.
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According to (4.29), constant values of 
G0
I and thus 
H 0

I and 
S0
I define the

relation between the interface activities, aˆ
M and aˆ

I , and the bulk activities, aM ,
and aI , of solvent M and solute I , respectively, in the whole concentration range
of a binary M–I system (see Fig. 4.3a).

In analogy to (4.30) and (4.42), the standard molar enthalpy and entropy of
segregation are given by


H 0
I D

�
H

0;ˆ
I.M/

�H
0;ˆ
M

�
�
�
H 0

I.M/ �H 0
M

�
(4.44)

and

S0

I D
�
S

0;ˆ
I.M/

� S
0;ˆ
M

�
�
�
S0

I.M/ � S0
M

�
(4.45)

which are the respective combinations of the enthalpies and entropies1 of the pure
elements i D I , M , related to the interface and to the bulk. According to the choice
of the standard state in which both the solute and the solvent possess identical struc-
ture of the bulk and the grain boundary at a chosen T and P , the standard thermal
capacity


c0
p;I D

�
c

0;ˆ
p;I.M/

� c0
p;I.M/

�
�
�
c

0;ˆ
p;M � c0

p;M

�
	 0: (4.46)

Because


c0
p;I D �

@
H 0
I =@T

	 D 0 and 
c0
p;I D �

@
S0
I =@ lnT

	 D 0; (4.47)


H 0
I and 
S0

I are independent of temperature. This independence is principal
property of 
H 0

I and 
S0
I : it is not the result of any averaging. This is a very

important conclusion of the definition of the standard thermodynamic functions of
interfacial segregation. Note that
H 0

I and
S0
I substantially differ from any effec-

tive enthalpy and entropy of segregation,
H eff
seg and
S eff

seg, the apparent temperature
and/or concentration independence of which is frequently obtained by inappropriate
averaging (see below).

For completeness, let us mention the pressure dependence. Correspondingly to
the definition of 
H 0

I and 
S0
I (4.44) and (4.45), the standard molar volume of

segregation,
V 0
I ,


V 0
I D

�
V

0;ˆ

I.M/
� V 0

I.M/

�
�
�
V

0;ˆ
M � V 0

M

�
: (4.48)

According to the choice of the standard states – pure elements I and M at the
interface and/or in the bulk at the temperature, pressure and structure of the solvent
M , it is evident that V 0;ˆ

I.M/
D V

0;ˆ
M and V 0

I.M/
D V 0

M , and therefore, despite (4.10),


V 0
I 	 0. Since

1 Note that 
S0I includes all entropy contributions of the standard states (i.e. resulting from �0i ),
that is excluding the configuration term.
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@
G0

I

@P

�
T;nj

D 
V 0
I D 0; (4.49)

the standard Gibbs energy of segregation is independent of pressure. Let us mention
that in real systems, 
VI ¤ 0 (cf. e.g. [330]). According to definition,

d
G0
I D 
V 0

I dP �
S0
I dT C

X
�Dˆ;v

X
iDI;M

�
�
i dn�

i : (4.50)

It follows from (4.50) that

�
@2
G0

I

@P@T

�
ni

D
�
@
V 0

I

@T

�
P;ni

D �
�
@
S0

I

@P

�
T;ni

D 0 (4.51)

showing that 
G0
I and 
S0

I are independent of pressure. According to (4.42), it is
evident that also 
H 0

I does not depend on pressure.
Let us add for completeness that the standard Gibbs and Helmholtz energies of

the segregation are identical, 
G0
I 	 
F 0

I . This statement follows from the basic
relationship between these two thermodynamic functions,
G0

I D 
F 0
I C P
V 0

I ,
where 
V 0

I 	 0 as shown above.
Similarly to 
G0

I , the standard functions 
H 0
I and 
S0

I characterise interfa-
cial segregation in an infinitesimally diluted binary solid solution. In this case, the
interfacial solute enrichment is rather low. Due to their principal temperature, pres-
sure and composition independence,
H 0

I and 
S0
I are simple but clearly defined

thermodynamic functions that characterise the tendency of the solute I to segregate
at the most advantageous site of an individual grain boundary of the matrix M in
an ideal system. The actual amount of segregation at each T�XI state in a real
system may then be simply determined from these values using the correction
GE

I

[(4.33), see below for details]. The values of
H 0
I and
S0

I change exclusively with
the structure of the grain boundary or grain boundary site (i.e. with the energy of
the grain boundary (site)) and with the nature of the solvent and solute atoms. This
is the great advantage of
H 0

I and
S0
I . Consequently,
H 0

I and
S0
I can be used

for general purposes, for example to characterise the general anisotropy of grain
boundary segregation, which is directly related to the grain boundary classification
scheme (see Chap. 2) [94].

4.3.1.3 Excess Thermodynamic Functions of Interfacial Segregation

According to (4.40), the excess (molar) Gibbs energy of segregation, 
GE
I , repre-

sents the difference between the real behaviour and the ideal behaviour with respect
to interfacial segregation. 
GE

I is thermodynamically exactly defined using the
activity coefficients given by (4.33). However, information about the values of the
activity coefficients of the involved components in real systems is usually unknown
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and hardly measurable. Therefore, numerous attempts were made to find analytical
expressions for this term on the basis of simplified models, which will be discussed
in Sects. 4.3.3 and 4.3.4 in detail.

The role of the excess Gibbs energy of segregation,
GE
I D 
GI �
G0

I , as the
difference between the Gibbs energy of segregation, 
GI , and the standard Gibbs
energy of segregation,
G0

I , is schematically shown in Fig. 4.2. In analogy, we can
understand the physical meaning of the corresponding enthalpy and entropy terms.
Figure 4.3 represents the experimental data of the orientation dependence of solute
segregation of phosphorus and silicon at [100] symmetrical tilt grain boundaries in a
multi-component Fe–Si–P–C-based alloy [20, 111] expressed in 
G0

I and in 
GI .
Although 
GE

I is relatively small for phosphorus segregation at [100] symmetrical
tilt grain boundaries (Fig. 4.3a), a pronounced effect is evident in case of silicon
(Fig. 4.3b). In fact, a high value of 
GE

Si is responsible for positive values of 
GSi

for all grain boundaries at 773 K suggesting depletion of the interfaces by silicon
in the multi-component system studied, that is caused by other, more interfacial
active elements (P, C) in the alloy [20, 111]. However, the standard Gibbs energy
of silicon segregation, 
G0

Si, is negative in all cases indicating that silicon princi-
pally segregates at these interfaces (when its segregation is not prevented by other
solutes and/or impurities): An experimental evidence of the enrichment of the grain
boundaries with silicon in pure Fe–Si-based alloys is given in [331]. As depicted
in Fig. 4.3a, due to the small effect of 
GE

P on the segregation behaviour of phos-
phorus, the orientation dependence of both 
G0

P and 
GP is similar, showing on
the one hand, local maxima for the˙ D 5; 36:9ıŒ100�, f013g and 53:1ıŒ100�, f012g
special grain boundaries at 773 K and on the other hand, minima of 
G0

P as well
as of 
GP for these grain boundaries at 1;173 K. At the higher temperature, min-
ima of 
G0

P and 
GP were also observed at the ˙ D 13; 22:6ıŒ100�, f015g grain
boundary (Fig. 4.3a). All these findings are in excellent agreement with the orien-
tation dependence of 
H 0

I (see Fig. 4.4 for silicon), which is used to characterise
the basic segregation behaviour of individual grain boundaries: The f015g, f013g
and f012g grain boundaries in ’-iron are considered as special with principally low
tendency to solute segregation (singular maxima of 
H 0

I , that is minima of the
absolute values

ˇ̌

H 0

I

ˇ̌
) [94]: Actually, 
H 0

I is the most characteristic parame-
ter for description of the anisotropy of grain boundary segregation (Fig. 4.4) [20].

G0

Si exhibits maxima for the 36:9ıŒ100�, f013g and 53:1ıŒ100�, f012g special grain
boundaries at 773 K, while 
GSi shows a minimum for the 53:1ıŒ100�, f012g but
a maximum for the 36:9ıŒ100�, f013g interface (Fig. 4.3b). This result clearly indi-
cates that the standard Gibbs energy of segregation,
G0

I , reflects the classification
of grain boundaries while 
GI does not.

4.3.1.4 Effective Thermodynamic Functions of Interfacial Segregation

Although the thermodynamic functions of interfacial segregation are clearly char-
acterised, as reviewed above, some published experimental data (and sometimes
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Fig. 4.4 Anisotropy of the standard enthalpy of silicon segregation in ’-iron, 
H0
Si. Data

from [20]

also theoretical work) are not consistent with their definitions. Data of this kind are
usually obtained under additional assumptions (sometimes insufficiently specified
or even not specified at all) and represent averages of one of the above-mentioned
types of the Gibbs energy (enthalpy, entropy) of interfacial segregation. These data
may be called effective Gibbs energy, enthalpy and entropy of segregation, 
Geff

seg,

H eff

seg and
S eff
seg [113, 303].

There are several ways of averaging the data to obtain effective thermodynamic
functions of interfacial segregation:

1. Determination of 
Geff
seg from the averaged chemical composition of the inter-

faces (i.e. neglecting the spatial distribution of segregated species) according to
the segregation isotherms [(4.32) and (4.34)]

2. Averaging the values of 
GI for differently concentrated alloys of the same
system using the ideal approximation for real systems

3. Averaging the values of 
GI (
HI or 
SI ) or 
G0
I over a temperature range

(i.e. neglecting the entropy term)
4. Averaging the values of 
GI or 
G0

I over various interfaces/sites (i.e. neglect-
ing the anisotropy of interfacial segregation)

All the above-listed types result in averaging the values of segregation enthalpy and
entropy, thus providing effective functions, 
H eff

seg and 
S eff
seg [303]. It is obvious

that – due to the randomly chosen averaging (cf. Fig. 4.5) – all these thermodynamic
parameters have no clear physical meaning as has been frequently emphasised in lit-
erature [113, 303, 332]. Owing to this averaging, these ill-defined thermodynamic
functions apparently possess similar properties as the standard thermodynamic
functions 
H 0

I and 
S0
I – especially the independence of concentration and/or
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Fig. 4.5 Schematic comparison of the standard Gibbs energy of segregation, and effective Gibbs
energy of segregation showing apparently similar behaviour (i.e. apparently constant 
H eff

seg and

S eff

seg) but obviously their different values

temperature. Because of this apparent but artificial similarity, these two different
types of thermodynamic functions are sometimes used in place of each other and,
therefore, they are misinterpreted. The main differences between the effective and
standard Gibbs energies, enthalpies and entropies of segregation are discussed in the
following according to the above-mentioned items.

1. Determination of 
Geff
seg from averaged chemical composition of the inter-

faces (i.e. neglecting the spatial distribution of segregated species) according to
the segregation isotherms [(4.32) and (4.38)]. This problem of averaging is closely
connected with the way of obtaining the experimental data on grain boundary con-
centration. As discussed in Chap. 3, the experimental data can be basically obtained
in two major ways according to the analytical tools employed, namely by means
of (a) microscopic techniques and (b) surface analysis techniques. In contrast to
very localised and sensitive microscopic techniques the optimum lateral and depth
resolutions (typically of about 10 nm and 1 nm, respectively) as well as the ana-
lytical sensitivity (0.1–1 at.%) in AES [119] are worse, and only allow to obtain
a convolution of the chemical composition of typically the top 3–10 atomic layers
at the surface, and averaged over a relatively large area .
 10 � 10 nm2/. When
such “effective” concentrations are used automatically to determining the values of
the thermodynamic functions of segregation, the above-mentioned effective values
of 
H eff

seg and 
S eff
seg are obtained, which are averaged over an interface volume in

which the segregation is confined. Indeed, the significance of these values is low if
any at all.

However, there already exist techniques such as angle-resolved AES and XPS
[333] and sputter depth profiling, which enable careful deconvolution of the data
[333, 334], thus providing additional information about the extent of the segrega-
tion and its confinement to the chemical composition of the top interface layer
(e.g. [111]). From such kind of data, the true values of 
GI (4.38) and also
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SI D � .@
GI=@T / and 
HI D
GI C T
SI are obtained that represent the
correct characterisation of each point in the T�XI space in agreement with the
above analysis (see Fig. 4.2). With an appropriate correlation of the term,
GE

I (see
Sects. 4.3.3 and 4.3.4), it is possible to extract the values of
G0

I at individual tem-
peratures and thus to determine the values of
H 0

I and
S0
I from measurements of

grain boundary segregation including relatively higher solute concentrations or even
in multi-component systems [94, 111]. If the measurements of the solute segrega-
tion are performed at a single grain boundary of a bicrystal in a dilute system with
low level of Xˆ

I and if the quantification is performed in a correct way, the values
of 
H 0

I and 
S0
I are obtained describing the segregation at the energetically most

favourable site of that boundary (see above) [94,111]. The data obtained in this way
are the true values of 
H 0

I and 
S0
I . Their values are no averages and they are

principally independent of concentration and temperature.
2. Averaging the values of 
GI for differently concentrated alloys of the same

system (i.e. using the ideal approximation for real systems). As mentioned above,
substantial difference can exist between the values of 
GI and 
G0

I that is related
to the excess contribution, 
GE

I (4.40). In some cases, the measured experimen-
tal data are incorrectly interpreted by the authors who average the values of 
GI

and take them for 
G0
I . As an example, let us address this case in a study of

grain boundary segregation of antimony in iron [335]. The temperature dependence
of grain boundary composition was measured in three Fe–Sb alloys containing
0.0055at.%, 0.0225at.% and 0.0414at.% of antimony. The summary data on tem-
perature dependence were correlated by a single pair of the segregation enthalpy
and entropy,
HSb D � 19 kJ=mol and
SSb D C 28 J/(mol K), respectively. These
values differ substantially from those of phosphorus, 
H 0

P D � 34:3 kJ=mol and

S0

P D C21:2 J/(mol K), measured by Erhart and Grabke [328]. Although anti-
mony and phosphorus exhibit similar solid solubility in ’-iron (3.3at.%Sb and
4.2at.%P), the above data suggest much lower segregation of antimony as com-
pared to phosphorus. Based on this discrepancy, Briant [336] casts doubts on the
general validity of the inverse relationship between the extent of interfacial segre-
gation of an element and its solid solubility as proposed by Seah [138] (see also
Chap. 5 [337]). However, a detailed analysis [338] of the data on antimony segre-
gation [335] revealed that the values of the above-given enthalpy and entropy of
segregation are 
H eff

seg and 
S eff
seg, because the grain boundary composition of each

Fe–Sb alloy exhibits its own temperature dependence (see Fig. 4.6a). To determine
the values of 
H 0

Sb and 
S0
Sb that do not depend on concentration and tempera-

ture, a limited amount of the grain boundary sites has to be taken into account. That
meansX0ˆ<1 in (4.39). As seen in Fig. 4.6b, the re-evaluation of the experimental
data using the value X0ˆ D 0:27 as the best-fit [338] provides an optimum correla-
tion of original data [335]. The corresponding values of the standard enthalpy and
entropy of grain boundary segregation of antimony are then 
H 0

Sb D � 23 kJ=mol
and 
S0

Sb D C37 J=.mol K/ [338].
With the above correction, the value of 
H 0

Sb is closer to 
H 0
P although quan-

titative agreement is still not good enough. However, we have to consider that AES
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Fig. 4.6 Plot of experimental data on grain boundary segregation of antimony in polycrys-
talline bcc iron. Bulk concentration of antimony: 0.0055at.%Sb (triangles), 0.0225at.%Sb (circles),
0.0431at.%Sb (squares). (a) original data [335] correlated (solid line) with X0 D 1, (b)
re-evaluated data using X0 D 0:27 showing independence of 
G0

I of bulk concentration [338]

measurements were done at Fe–Sb polycrystals with unknown character of the frac-
tured grain boundaries (see below): If the fracture surface contains a substantial part
of special interfaces (see Chap. 2), the value of
H 0

Sb reflects this fact and its abso-
lute value is reduced as compared to the case where only general grain boundaries
are present on the fracture surface. (Frankly speaking, they also represent the effec-
tive values: : :) The good fit of the pair 
H 0

Sb and 
S0
Sb in the compensation effect

(see Chap. 5) supports the assumption of a considerable amount of special interfaces
in the experiment [335]. This result substantially weakens the Briant arguments
[336] against the inverse relationship between the strength of interfacial segregation
and the bulk solid solubility.
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3. Averaging the values of 
GI .
HI or 
SI ) or 
G0
I over a temperature

range (i.e. neglecting the entropy term). In some papers, the values of 
HI and

SI or even the values of 
GI are averaged as [113]


Geff
seg D 1


T

T C�TZ
T


Gxs.T /dT D const: (4.52)

This averaging strongly simplifies the application of the segregation isotherms
because single constant parameters are used to determine the chemical composition
of interfaces at different temperatures. However, the resulting values of the effective
thermodynamic functions of segregation have no physical meaning. If the Gibbs
energy is averaged, the result should be considered to be the effective enthalpy of
segregation, because the segregation entropy is completely neglected. For example,
the segregation of phosphorus [339, 340], carbon [339], as well as silicon [340] in
’-iron was evaluated in this way. As seen in Fig. 4.3a, the value of 
Geff

seg for phos-
phorus, averaged over the temperature range 773–1;173K differs substantially from
the values of 
G0

P and 
GP. Let us repeat that in general, 
HI and 
SI depend
on temperature and concentration. To overcome this complication, some authors
average
HI and
SI over temperature (e.g. [341]) and/or concentration ranges in
various ways analogously to 
Geff

seg in (4.52). Then, the segregation isotherm (4.32)
for a binary system transforms into

Xˆ
I

1� Xˆ
I

D XI

1 �XI

exp

 
�
H

eff
seg � T
S eff

seg

RT

!
: (4.53)

It is clear that the effective values of 
H eff
seg and 
S eff

seg are physically meaningless
[113, 303] and (4.53) only represent an empirical correlation of the data. Never-
theless, their constant values are apparently similar to those of 
H 0

I and 
S0
I

although a fundamental difference exists between these two pairs of the thermo-
dynamic functions as is clearly seen from their schematic comparison in Fig. 4.5.
Despite this fact, these functions are sometimes misinterpreted. This is the important
misunderstanding, which appears in literature (cf. [303]).

4. Averaging the values of 
GI or 
G0
I over various interfaces/sites (i.e.

neglecting anisotropy of interfacial segregation). Frequently, the averaging of the
values of
GI or
G0 over numerous (usually non-specified) interfaces is applied,
because many thermodynamic data on grain boundary segregation are extracted
from AES measurements on polycrystalline samples (cf. [342]). In this case, the
composition of different grain boundaries is measured in different samples at differ-
ent temperatures, and the values of the segregation enthalpy and entropy (although
considered as 
H 0

I and 
S0
I ) cannot be ascribed to a single grain boundary or

even site.
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Let us briefly analyse the relation between the true values of the standard
enthalpy and entropy with their effective counterparts. In a polycrystalline aggre-
gate, we can express the segregation to each grain boundary in analogy to (4.32) in
the simplest case of the binary ideal system as

Xˆ
Ik

Xˆ
Mk

D XI

XM

exp

 
�
G

0
Ik

RT

!
; (4.54)

where index k denotes the particular grain boundary. For the averaged composition,
Xˆ

I;eff, over all measured grain boundaries, we can write

Xˆ
I;eff

Xˆ
M;eff

D

mP
kD1

Xˆ
Ik

mP
kD1

Xˆ
Mk

D XI

XM

exp

 
�
G

0
I;eff

RT

!
(4.55)

with the effective Gibbs energy of segregation,
G0
I;eff. We can write (4.55) as


G0
Ik D �RT ln

Xˆ
Ik

Xˆ
Mk

C RT ln
XI

XM

: (4.56)

Then


G0
I;eff D �RT ln

Xˆ
I;eff

Xˆ
M;eff

C RT ln
XI

XM

: (4.57)

In (4.57),

Xˆ
I;eff

Xˆ
M;eff

D

mQ
kD1

Xˆ
Ik

mQ
kD1

Xˆ
Mk

D XI

XM

exp

 
�
G

0
I;eff

RT

!
: (4.58)

To get the single value of 
G0
I;eff, (4.55) and (4.58) should be identical. This con-

dition is only fulfilled when the arithmetic and geometric averages of the interfacial
concentrations over the studied grain boundaries are identical. It occurs when (a)
a single grain boundary (in a bicrystal) is measured, or (b) the grain boundaries
have identical composition and, consequently, are characterised by single value
(or very close values) of 
G0

Ik for all k [342]. The latter condition seems to be
rather restrictive. Nevertheless, it can be approximately met even in polycrystalline
materials when studying fracture surfaces with, for example AES. Because in gen-
eral, decohesion is increasing with the amount of interfacial solute enrichment,
it is most probable that the highly enriched general grain boundaries are opened
during the fracture. The segregation levels at these boundaries at a particular tem-
perature are very similar and their values of 
G0

Ik (
H 0
Ik and 
S0

Ik) are close to
each other (e.g. [94]). Therefore, the thermodynamic functions obtained from AES
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measurements on polycrystalline samples, which are definitely of effective charac-
ter, can serve as a rough estimate of the standard enthalpy and entropy of segregation
at the general grain boundaries. Nevertheless, it is necessary to keep in mind all the
assumptions leading to this conclusion.

A final critical remark seems to be necessary for this section. In a few pub-
lications, the data for 
GI , 
HI and 
SI are replaced by temperature and
concentration independent “effective” values (e.g. [335,339,343,344]), here denoted
as 
Geff

seg, 
H eff
seg and 
S eff

seg (cf. [303]). Because their derivation is based on
generally wrong assumptions or illicit simplifications, the effective values have
no physical meaning as correctly pointed out in [303]. Fortunately, many of the
published data on segregation represent the well-defined thermodynamic standard
functions of interfacial segregation, 
G0

I , 
H 0
I and 
S0

I . The standard enthalpy,

H 0

I , and entropy, 
S0
I , of solute segregation are principally independent of

temperature and concentration. The reader should pay attention to the real mean-
ing of each set of published thermodynamic data on interfacial segregation and
let us repeat it here again, should not mistake the fundamental thermodynamic
standard functions 
H 0

I and 
S0
I for the meaningless 
H eff

seg and 
S eff
seg with

apparently similar properties (i.e. concentration and temperature independence, arti-
ficially obtained by averaging). An obvious lack of distinction between these two
types of thermodynamic functions led some authors to the recommendation that
any constant (i.e. temperature and concentration independent) values of segregation
enthalpy and entropy should be avoided in interpreting measurements of anisotropy
of interfacial segregation because of missing physical significance (e.g. [303]). This
erroneous conclusion has to be principally rejected. During the past 20 years, care-
ful experimental work resulted in numerous publications on anisotropy of interfacial
segregation based on cautiously determined values of thermodynamic standard state
functions of segregation,
H 0

I and 
S0
I (e.g. [20, 94, 111]).

4.3.2 Langmuir–McLean Model

The original derivation of the simplest form of the segregation isotherm was made
by McLean [19]. In his classical approach, C solute atoms are distributed randomly
among N lattice sites and c solute atoms are also randomly distributed among n
independent grain boundary substitution sites. The internal energy U of this binary
ideal system containing the solute atoms is [138]

U D cu1 C CU1 � kT ŒlnnŠN Š � ln.n � c/ŠcŠ.N � C/ŠC Š� ; (4.59)

where U1 and u1 are the internal energies of the solute atom in the lattice and in the
grain boundary, respectively, and k is the Boltzman constant. The term at the end of
the right-hand side of (4.59) is related to the configurational entropy of the random
arrangement of the solute atoms in the bulk and grain boundary. The equilibrium
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state of the system occurs at the minimum value of U . This may be determined by
differentiating Uwith respect to c, noting that the sum of c C C remains constant.
The grain boundary analogue of the Langmuir adsorption to the free surfaces is
obtained,

Xˆ

1 � Xˆ
D X

1 � X
exp

�
�
u

kT

�
: (4.60)

In (4.60), it is supposed that c�n and C�N . Then Xˆ D c=n and X DC=N .

u D u1 � U1 is the molar internal energy of segregation. Let us stress out that
according to (4.60), the segregation is driven by changes of the internal energy while
in the binary real analogue, (4.32), this term is replaced by the Gibbs energy of
segregation. It means that in (4.60), all entropy contributions such as anharmonic,
vibration, etc. are neglected except the configurational entropy, k lnŒ.Xˆ.1 � X//=

.X.1 � Xˆ//�, which is used for determination of the grain boundary composi-
tion. From this point of view, the segregation isotherm expressed by (4.32) is more
general, because it was derived without any additional assumption concerning the
distribution of the species in the system. Equation (4.32) also considers – besides
the configurational term – other contributions to the segregation entropy, which
were shown in many cases to play an important role in grain boundary segregation
[20, 94, 327, 341, 345].

Equation (4.60) is the well-known Langmuir–McLean segregation isotherm. In
its derivation it is assumed that all grain boundary positions are substitution sites
and are available for segregation. In some cases, only a submonolayer fraction may
be available for grain boundary segregation in saturation. As shown by Hondros and
Seah [308], the Langmuir–McLean isotherm should be rewritten as

Xˆ
i

X0ˆ � Xˆ
i

D Xi

1 � Xi

exp

�
�
g

kT

�
(4.61)

where the internal energy of segregation was already replaced by corresponding
Gibbs energy. The same result can be obtained from (4.32) and (4.33) supposing a
binary system .XI D 1 � XM / with ideal behaviour (Xi D ai , i.e. �i D 1 and thus


G
E
I D 0) and considering the saturation limit X0ˆ. For example, the average satu-

ration level,X0ˆ, of grain boundaries in copper for antimony segregation was found
to vary between 0.38 and 0.65 of Sb monolayer [346] and 0.27 for segregation
of antimony in bcc iron [338]. The Langmuir–McLean segregation isotherm was
successfully applied to the description of the equilibrium composition of the grain
boundaries in a spectrum of binary systems such as bcc iron with molybdenum and
niobium [231].

Besides the substitutional sites, however, the grain boundary also contains inter-
stitial sites. These sites can be understood as the sites, which cannot be occupied by
the matrix atoms in equilibrium but may accept the atoms of other solutes. Due to the
atomic structure of these interfaces, the free volume among equilibrium atom posi-
tions is large enough to accept – besides typical interstitial atoms – even much larger
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atoms that occupy the substitutional sites in regular crystal lattice. For example,
phosphorus, tin and antimony in bcc iron and bismuth in copper are substitutional
solutes, however, they segregate at interstitial positions. To describe the interstitial
segregation, we will assume that the boundary in a binary system is composed of
two sublattices. The “substitution” sublattice is completely filled by the atoms of the
base element. The interstitial positions in matrix material, M�, are partially filled
by the atoms of the solute I so that there occurs an exchange ICMˆ

� $ Iˆ CM�.
Defining the chemical potentials and activities for individual components including
the unoccupied interstitial positions M� in both, the grain boundary and the bulk,
we can write an expression principally analogous to (4.29),

aˆ
I

aˆ
M�

D aI

aM�

exp

�
�
G

0
I

RT

�
: (4.62)

In this case, 
G0
I the standard molar Gibbs energy of segregation is defined as


G0
I D

�
�

0;ˆ
I C �0

M�

�
�
�
�0

I C �
0;ˆ
M�

�
. �0;ˆ

M�
and �0

M�
are the respective chem-

ical potentials of the grain boundary vacancies Mˆ
� and of the volume vacancy or

substitutional atom depending on whether the solute is substitutional or interstitial
in volume [347].

In case of interstitial segregation, however, not all grain boundary positions
can be occupied by the solute segregating at interstitial positions: the substitu-
tional positions in the grain boundary always remain occupied by the matrix atoms.
The interstitial segregation is completed when all allowed interstitial positions are
occupied by the segregated species. Thus, the “usual” segregation occurs in the
interstitial sublattice,

�ˆ
I

�ˆ
M�

D XI

XM�

exp

�
�
G

0
I C
GE

I

RT

�
; (4.63)

where �ˆ
i is the atomic concentration of segregated interstitial solute I or fraction

of free interstitial positionsM� in the interstitial sublattice. �ˆ
I is related to the total

concentration at the grain boundary by

�ˆ
I D Xˆ

I

X0ˆ
int

(4.64)

with X0ˆ
int being the fraction of the interstitial positions available for solute segrega-

tion at the grain boundary. We can then rewrite (4.63) as

Xˆ
I

X0ˆ
int � Xˆ

I

D XI

1 �XI

exp

�
�
G

0
I C
GE

I

RT

�
; (4.65)
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which is similar to the Hondros and Seah formulation of the segregation isotherm
(4.61) [173, 308] supposing
GE

I D 0 (i.e. ideal behaviour) [316].
To describe the grain boundary segregation rigorously in an ideal multicompo-

nent system, (4.32) can be used with 
GE
I D 0,

Xˆ
I

1 �
M�1P
iD1

Xˆ
i

D XI

1 �
M�1P
iD1

Xi

exp

�
�
G

0
I

RT

�
: (4.66)

Expression (4.66) is often used to describe so-called site competition of segregat-
ing solutes: The site competition effect is considered to be involved in the sumPM�1

iD1 X
�
i . The term 1 � PM�1

iD1 X
�
i , however, only denotes the concentration of

the matrix element at the grain boundary .	 D ˆ/ or in the volume. However, in
some cases, the segregation of an element is unaffected by other present elements
at all. This is, for example, for elements that segregate at different boundary sites
(interstitial and substitution sites, see Sect. 4.3.3). Then the system is considered as
“pseudobinary” and (4.60) or (4.61) can be applied to describe the concentration of
the segregated impurity. Such case was found, for example for phosphorus segrega-
tion in a low-alloy steel [329]. In real systems, however, the interaction between the
solute atoms may play a role and two solutes can be mutually repulsed or attracted
despite they segregate at substitution or interstitial positions [348]. Sometimes, it is
not easy to distinguish between repulsive interaction and site competition [349]:
only in the case when the atoms of both solutes occupy different grain bound-
ary sites (for example silicon and phosphorus), the repulsive interaction can be
unambiguously proved [350]. For more details see Sects. 4.3.3 and 4.3.4.

Grain boundary “site competition” has been reported between nitrogen and sul-
phur in bcc iron [351] but not under all conditions [352]. The most important
example of the site competition is the replacement of phosphorus by carbon at grain
boundaries in bcc iron [328,339,353–356]. Further published examples of this phe-
nomenon are listed in Table 4.1. However, in some cases such as Ni–C the site
competition is hardly acceptable when taking into account that both elements seg-
regate at different sites in bcc iron matrix (nickel segregates at substitutional sites
while carbon at interstitial positions) [98, 375].

Langmuir–McLean segregation isotherms represent historically the first model
for the description of equilibrium segregation at solid interfaces in dependence on
the bulk composition and temperature. In principle, it should be successfully applied
to describe the grain boundary segregation in all binary and pseudobinary systems
dilute enough to exhibit ideal behaviour. It has been frequently used to characterise
grain boundary segregation in such systems, for example, it was used to correlate
grain boundary segregation of phosphorus [329], tin [123] and sulphur [376] in
bcc iron, phosphorus, carbon and boron [344], manganese and phosphorus [377],
manganese, phosphorus and boron [378] and phosphorus [379] in fcc-based iron
systems including 17Cr–12Ni stainless steels, indium and sulphur in nickel [334]
and platinum, palladium and rhodium in gold [380].
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Table 4.1 Examples of site-competitive grain boundary segregation

Matrix Competitively segregating elements Reference

’-Fe P–S [357–361]
P–C [328, 339, 353, 354, 360, 362–367]
P–N [360, 363]
P–B [367]
P–Sb [357]
N–C [360]
S–C [351, 354, 360, 368, 369]
S–N [351, 360, 368]
Sb–C [370]
Sn–S [367, 371]

Mo C–O [130]
W P–C [372]
”-Fe P–N [373]
Ni P–S, Sb–S [374]

Phosphorus is probably the most frequently examined element in respect to
the grain boundary segregation in ’-iron. This interest was evoked by its large
embrittling potency in iron and steels. As mentioned above, the first quantitative
study of the grain boundary segregation by AES was focused just on phosphorus
segregation in low-alloy ferrite steels [121]. In the first thorough quantitative study
of grain boundary segregation of phosphorus in ’-iron, Erhart and Grabke [328]
studied chemical composition of the grain boundaries in polycrystalline iron con-
taining various volume concentrations of phosphorus ranging from 0.003 to 0.33
mass%, at temperatures between 400 and 800ıC. Using the Langmuir–McLean seg-
regation isotherm (4.60) to correlate the experimental data, they evaluated 
H 0

P D
�34:4 kJ=mol and 
S0

P D C21:5 J/(mol K). Argon ion sputtering of the fracture
surfaces as well as FIM studies confirmed that the segregation effects are confined
in a single or merely few monatomic layers along the grain boundary [198].

Similarly to the Fe–P system, a detail study was performed to evaluate the sul-
phur grain boundary segregation in polycrystalline ’-iron by Briant on the alloys
ranging from 0.0035 to 0.013 at.%S in volume at temperatures 400, 480 and 550ıC.
It was shown that maximum grain boundary concentration of sulphur appears at
intermediate temperature. It reflects complex effect of the segregation tendencies
and strong decrease of the bulk solid solubility of sulphur with decreasing tem-
perature. At lower temperatures, the amount of sulphur in bulk ferrite solution is
substantially reduced: it reflects in the amount of this element at the grain bound-
aries. The enthalpy of sulphur grain boundary segregation in ’-iron was determined
to be 
H 0

S D � 51:5 kJ/mol [381]. However, its bulk content is generally strongly
suppressed by presence of manganese and thus, by precipitation of MnS resulting
from strong attractive interaction [313]. Thus, the bulk concentration of sulphur in
steels is so low that no extended sulphur grain boundary segregation is observed
[123]. Similar example of the “scavenging” of soluble impurities in iron is the
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precipitation of iron oxides due to the low solubility of oxygen in iron: then the
amount of soluble oxygen is too small to segregate in iron [313, 382].

Grain boundary segregation of tin was found to be saturated well below a mono-
layer [123], although it exhibits a large scatter of measured values. This was ascribed
to the strong effect of anisotropy of grain boundary segregation (see Chap. 7).
The values of the thermodynamic parameters of the grain boundary segregation
were determined on basis of the Langmuir–McLean segregation isotherm, (4.66), as

H 0

Sn D �22:5 kJ/mol and
S0
Sn D C26:1 J/(mol K) [123]. These data are in good

agreement with the measurements of Seah and Hondros [307] providing the value

G0

Sn .823 K/ D �44 kJ/mol. However, tin exhibits large tendency to surface seg-
regation and it is considered that this effect is responsible for temper embrittlement
of low alloy steels by tin. Tin is allowed to segregate at the surfaces of the voids and
cavities inside the material upon creep as well as in the intergranular crack front at
intermediate temperatures during dynamic embrittlement similarly to copper-based
alloys [383] (see also Chap. 7).

An interesting example of the limited sites allowed for segregation is the grain
boundary chemistry in ordered intermetallics. Principally, the solutes and impuri-
ties segregate at the grain boundaries in ordered alloys in very low concentrations
[127, 347, 384]. Therefore, we can well assume that the segregation level is con-
trolled by ordering of the system and then, we can use (4.61) to describe this kind
of grain boundary segregation. Similarly to free surfaces [385], grain boundaries in
ordered systems may also exhibit extended or less extended ordering tendencies.
Let us assume that no segregation is allowed at the completely ordered grain bound-
ary while the segregation at the disordered parts exhibits the Langmuir–McLean
behaviour. Accepting that the portion of the ordered grain boundary region can
be described by the grain boundary order parameter mˆ.T /, the average grain
boundary concentrationXˆ

I can be expressed as [179]

Xˆ
I .T / D XˆD

I .T /Œ1 �mˆ.T /�CXIm
ˆ.T /; (4.67)

where XˆD
I is the grain boundary concentration of a solute I in conditions of disor-

dered solid solution (i.e. the Langmuir–McLean behaviour). Combining (4.61) and
(4.67) and introducing a general concentration

Y ˆ
I 	 Xˆ

I �Xˆ
I m.T /; (4.68)

we obtain
Y ˆ

I

X0ˆ � Y ˆ
I

D XI

1 � XI

exp

�
�
G

0
I

RT

�
; (4.69)

where

X0ˆ D 1 �mˆ.T /: (4.70)



80 4 Models of Equilibrium Grain Boundary Segregation

If the product Xim
ˆ.T / is small in comparison to Xˆ

I , (4.69) transforms onto
(4.61). It means that for solute segregation at partially ordered grain boundaries,
X0ˆ is equal to the portion of the disordering of the grain boundary at a given
temperature, characterised by the grain boundary order parameter mˆ.T /. In other
words, the ordered material can be considered as a chemical compound with limited
free species as well as positions available for segregation.

The parameter,mˆ.T /, can be evaluated according to the expression [385, 386]

mˆ.T / D
�
T ˆ

c � T
T ˆ

c

�ˇˆ

; (4.71)

where T ˆ
c is the grain boundary ordering temperature, and ˇˆ is the grain boundary

exponent. The value of ˇˆ lies between those of the bulk, ˇbulk D 0:3, and of the
surface, ˇsurface D 0:8 [179, 385]. We can well suppose – considering the number
of the broken bonds of the atoms in various surroundings – that ˇˆ will possess
an intermediate value, probably closer to that of the bulk. The value of the grain
boundary ordering temperature, T ˆ

c , can differ from that of the bulk, Tc [385]. In
fact, both relationships, T ˆ

c > Tc and T ˆ
c < Tc are possible. Generally, the value of

T ˆ
c may change with grain boundary type and orientation. The values are expected

to be closer to Tc in the case of special grain boundaries as compared to general
ones. Since the values of T ˆ

c representing a non-clearly-defined average value over
all interfaces in a polycrystal, are not known, this term represents a fitting parameter.
However, it has to keep its physical meaning as the temperature: Therefore, only
T ˆ

c values comprised in the range (0, Tm), where Tm is the melting temperature, are
accepted.

Let us now point an interesting consequence of existence of different saturation
limits. Supposing the limited number of positions for segregation,X0

1 , as described
for example by (4.65), we can add a further portion of attainable positions, X0ˆ

2 ,
as limited by another source. Then, the left-hand side of (4.65) will change to
�ˆ

I =
�
Xˆ

2 � �ˆ
I

	
. According to the definition of �ˆ

I D Xˆ
I =X

0
1 (e.g. (4.64)), we

can write it as Xˆ
I =

�
X0ˆ

1 X0ˆ
2 �Xˆ

I

	
and, in general, it results in

X0ˆ
total D X0ˆ

1 �X0ˆ
2 � � � � �X0ˆ

k D
kY

iD1

X0ˆ
i : (4.72)

In both the stoichiometric Ni3Al-based intermetallics and in the Al-rich Ni3Al, no
segregation effects have been observed [387, 388]. In Ni-rich Ni3Al alloys, boron
segregation is observed accompanied probably by nickel co-segregation. Maximum
reported amount of 14at.% of boron was detected at grain boundaries of a Ni–
24at.%Al(0.1at.%B) alloy at 1;273 K [389]. Boron segregation in Ni-rich Ni3Al
was correlated by 
HB D �11 kJ/mol and 
SB D 22 J/(mol K) for the alloy con-
taining 0.048 at.% of boron, while 
HB D �10 kJ/mol and 
SB D 9 J/(mol K)
were found for the material with 0.48at.% of boron. In all these measurements,
very low levels of boron segregation of about 1–2 at.% were found [390]. The level
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of enrichment of the grain boundaries in Ni–49.7at%Al–0.7at.%Mo–0.4at.%Zr did
also not exceed 1.5 at.% [391]. Ni-rich Ni3Si also exhibits boron segregation with
the maximum reported level of about 5 at.% at 873 K [392].

4.3.3 Guttmann Model of Grain Boundary Segregation
in Interacting Multi-component Systems

In the above description, we concentrated mainly on ideal (infinitesimally diluted)
binary (pseudobinary) systems where the activities can simply be replaced by con-
centrations, that is where 
GE

I in (4.32) and (4.35) can be neglected. To study the
grain boundary segregation at higher concentration levels, this term has to be taken
into account because the activity of the solute differs from the concentration due to
the solute–solute interactions. Then, the activities (activity coefficients) should be
evaluated to obtain 
G0

I . However, this evaluation is not easy at all and therefore,
various types of empirical or semi-empirical correlation are used to evaluate the
excess Gibbs energy of segregation.

The most common model, which has not been overcome till now, is based on
the regular solid solution according to the “zero-order quasichemical approxima-
tion”. This model supposes randomly distributed solute and solvent atoms among
the fixed number of equivalent sites both in the bulk and in the grain boundary and
constant pair interaction energy between the nearest neighbours [313,314,320,393].
The interaction coefficients ˛ij in a regular solution are related to the excess Gibbs
energy,
GE

I , which is equal to the enthalpy of mixing,
mH ,


GE
I D 
mH D

X
i<j

˛ijXiXj (4.73)

with

˛ij D ZN0



"ij � "i i C "jj

2

�
; (4.74)

whereZ is the coordination number in the crystal (boundary),N0 is the Avogadro’s
number and "ij are energies of the i � j bonds [393]. Combining (4.73) and (4.74)
with the conditionXM D 1 �PM�1

J D1 XJ , we obtain


GE
I D �2

�
˛ˆ

IMX
ˆ
I � ˛IMXI

�
C

X
J ¤I;M

�
˛0ˆ

IJX
ˆ
J � ˛0

IJXJ

�
; (4.75)

where ˛0
IJ D ˛IJ �˛IM �˛JM is the net interaction between solutes I and J , ˛IJ , with

respect to their interactions with the matrix element M , ˛IM and ˛JM . Although the
interaction coefficients can principally be different for the grain boundary and for the
bulk due to different co-ordination numbers and atomic distances in the respective
structures, the role of chemical interactions should be the same if it is assumed that
˛ˆ

IJ Š ˛IJ [313]. Then we can write
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GE
I D �2˛ˆ

IM

�
Xˆ

I �XI

�
C

X
J ¤I;M

˛0ˆ
IJ

�
Xˆ

J � XJ

�
: (4.76)

Combination of (4.32) and (4.75) or (4.76) represents the well-known form of the
Guttmann type of the segregation isotherm for the case of solute segregation in
non-ideal (regular) multicomponent system [313]. Let us notice that in the present
notation, repulsive interaction is characterised by the values ˛0ˆ

IJ > 0 while ˛0ˆ
IJ <0

describes attractive interaction. The interacting elements in various matrices are
listed in Table 4.2.

The Guttmann model of interactive segregation in multicomponent systems
was successfully used to describe the grain boundary segregation in various sys-
tems. The character of the ternary interaction was found to be repulsive for Si–P
(˛0

SiP D 92 kJ/mol) and for P–C (˛0
CP D 7 kJ/mol), and attractive in case of Si–C

(˛0
SiCD�3 kJ/mol) pairs [111]. The strong P–Si repulsive interaction was directly

Table 4.2 Examples of interaction pairs during grain boundary segregation

Matrix Type of interaction Interacting elements Reference

’-Fe Repulsive P–B, P–S, C–Sn [348, 394]
P–Si [348, 350, 395–397]
C–Si [347, 349]
Si–N [398]
Si–Sb [398]
Si–B [241]
P–Nb [399]
Sn–S [366]

Attractive P–Ni, P–Mn, Sb–Mn, Sb–Cr, Sb–Mo [348, 400]
Sb–Ni [348, 364, 401]
P–Cr, P–Mo [348, 364, 366, 402]
Ni–Sn [366, 367]
C–P [349, 351]
V–P [313, 363, 402]
Sb–Ti [355, 367]
P–Ti [355, 403]
S–Mn [404]
S–H, C–H [405]
Ti–H [406]
Cr–N [366]

Ir Repulsive Th–Si [407]
W Repulsive Fe–C, Fe–O [407]
”-Fe Repulsive P–S [408, 409]

P–B [410]
P–C [411]
P–Mo [412]

Attractive Cu–Sn, Cu–Sb [401]
Ni Attractive Mo–P, Nb–P [126]

Repulsive S–N [144]
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proved by scanning tunnelling microscopy at low-index free surfaces of bcc iron
showing a depletion of silicon in vicinity of islands of segregated phosphorus
atoms [413]. Zhang et al. showed a pronouncedly increasing repulsive interac-
tion between phosphorus and sulphur with decreasing temperature (54 kJ/mol at
973 K while 79 kJ/mol at 773 K) [394]. Attractive interactions were detected
between phosphorus and various transition metals, P–Cr (˛0

CrP D �3 kJ/mol), P–Mo
(˛0

MoP D �23 kJ/mol) and P–V (˛0
VP D �11 kJ/mol [394] or �144 kJ/mol [313]).

Attractive interaction was also indicated for phosphorus with molybdenum and nio-
bium in IN 718 nickel-based superalloys [127]. From strong repulsive interaction of
tin and silicon on the (4.46) surface of bcc iron (˛0

SnSi D �50 kJ/mol), it is deduced
that similar repulsion will exist at the grain boundaries [414]. The finding that silicon
segregates at a special grain boundary of ˛-iron, while boron segregates at general
grain boundaries suggests repulsion between these two kinds of atoms [241].

Equation (4.76) is the simplest correlation of 
GE
I for the regular system con-

taining the substitution atoms only (model 1). This model was extended to more
complex cases supposing regular solutions of both substitution and interstitial
solutes without competition (model 2), quasimolecular behaviour with site competi-
tion taking into account formation of an IxJy compound (model 3), quasimolecular
non-competitive behaviour in two distinct (substitution and interstitial) sublattices
considering the formation of an IxJy compound (model 4), and – last but not the
least – formation of a two-dimensional ternary compound (model 5) [313]. These
models were developed by Guttmann and McLean [313] and thoroughly discussed
by Militzer and Wieting [415]. In general, the segregation equations corresponding
to the models 1–5 can be displayed (by neglecting the binary interaction parameters
and supposing dilute bulk solid solution) as

Y ˆ
I

Y ˆ
M

Š XI exp

�
�
GI

RT

�
(4.77)

with

GI D 
G0

I C
X

J ¤I;M

QIJY
ˆ
J ; (4.78)

where Y ˆ
I andQIJ are the generalised terms for interfacial concentration and ternary

solute interaction, respectively. The meaning of these quantities is given in Table 4.3
for individual models.

For classical example of the mutual enhancement of grain boundary segregation
of two solutes, there may serve the behaviour of nickel and antimony in bcc iron. It
was found that presence of nickel increases grain boundary segregation of antimony
and vice versa [349,370,393,416–418]. Guttmann et al. quantitatively interpret this
kind of segregation behaviour as a consequence of an attractive interaction between
the atoms of nickel and antimony [175,393,416] (Fig. 4.7). This conclusion was fre-
quently criticised on basis of other experimental findings showing that changes in
antimony concentration do not affect nickel segregation [419–422]. The main objec-
tion following from these experiments is that the effect is caused by interaction of
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Table 4.3 Parameters of individual models 1–5 of grain boundary segregation in multicomponent
alloys [313] [(4.77) and (4.78)]

Model Y ˆI Y ˆM QIJ Note

1 Xˆ
I 1�˙J¤MX

ˆ
J ˛0

IJ

2
Xˆ
I

1�P
intX

ˆ
J

1�
P

subst¤M XJ � .b=c/
P

int X
ˆ
J

1�P
intX

ˆ
J

b˛0

IJ I D subst(itutional)

c˛0

IJ J D int(erstitial)

3 Xˆ
I 1�˙J¤M Xˆ

J ! Complex functions
of Y ˆI and Y ˆM

4
Xˆ
I

1�P
intX

ˆ
J

1�
P

subst¤M XJ � .b=c/
P

int X
ˆ
J

1�P
intX

ˆ
J

! Complex functions
of Y ˆI and Y ˆM

5
Xˆ
I

1�P
intX

ˆ
J

1�
P

subst¤M XJ � .b=c/
P

int X
ˆ
J

1�P
intX

ˆ
J

c˛0

IJ

b and c are the fractions of substitution and interstitial lattice sites, respectively .b C c D 1/

Fig. 4.7 Isotherms of the grain boundary segregation of antimony in Fe–Ni–Sb alloys as a function
of the bulk antimony concentration for different content of nickel in the alloy. According to [416]

these elements with carbon as the trace impurity in the material used. Grabke and
Briant proposed to explain the segregation behaviour in multicomponent systems on
basis of both the changed solubility and activity of the solutes in iron due to presence
of another impurity and the site competition. In the above case of the segregation in
an Fe–Ni–Sb alloy, the increased segregation of antimony with increasing content of
nickel is explained as reduction of the bulk concentration of carbon as an impurity
in the system. Thus, carbon is less effective in site competition with antimony and,
therefore, the grain boundary concentration of antimony may increase [419–422].
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Table 4.4 Examples of scavenging or gettering effects influencing grain boundary segregation

Matrix Scavenging/gettering effect Reference

’-Fe Fe C O ! oxides [423]
Mn,Ca,Cr,Ce C S ! sulphides [367, 423–425]
Fe,Ni,Mo,Nb,Ti,V,Cr,Mn C C ! carbides [363, 400, 420, 423, 424, 426]
Mo,Nb,Ti C P ! phosphides [123, 355, 381, 400, 424, 427, 428]
Cr,Ti,Mo C N ! nitrides [123, 408, 429, 430]
Mn,Fe,Ni,Ti,Nb,Cr C Sb ! antimonides [422, 431]
Ti C H ! hydride [405]

”-Fe Nb,Mn C S ! sulphides [432]
Fe,Nb,Cr,Mo,Ni C C ! carbides [373, 377, 432–434]

Ir Ir,Th C Si ! silicides [406]
Ni Ti,Nb,Ca,Mg,Y,Zr C S ! sulphides [125, 435]

Ti,Nb C N ! nitrides [125]
Ti C C C N ! carbidonitrides [435, 436]
Cr C C ! carbides [436]

This situation is rather general because carbon exerts a large tendency to precipitate
as carbides with many other solutes such as molybdenum, vanadium, titanium or
tantalum [349, 417, 420] (cf. Table 4.4). This fact serves as a general explanation
of reduced competition with other segregating elements such as phosphorus [417].
However, the effect of site competition should be of little power in dilute alloys
and the interactive segregation seems still to be the most reasonable explanation for
observed behaviour [336]. Let us state that site competition and repulsive interaction
do not compete each to the other: Both effects can synergistically be used to corre-
late the data more precisely [313, 437] as was shown, for example of phosphorus,
silicon and carbon grain boundary segregation in iron [350].

Let us conclude that the segregation behaviour in a multicomponent alloy reflects
various effects that should be considered in full interpretation of the data [423].
We should consider (a) the basic tendency of the solutes to segregate at the grain
boundaries, (b) the changes in the bulk composition due to the scavenging and get-
tering effects and following precipitation, (c) the site competition and (d) the mutual
interaction of different atoms. However, if we want to study the grain boundary
composition in a multicomponent alloy, we should avoid all effects that are not con-
nected with segregation. Primarily, we should only consider the true concentrations
of dissolved solutes and impurities in the matrix phase that are available for seg-
regation, and not to use the nominal composition of the system. In this way, the
problems with possible scavenging and gettering do not come into discussion and
the situation becomes clearer. Another effect, which should be avoided, is the satura-
tion of the boundaries: When a boundary is saturated, fine details of co-segregation
may be invisible [418]. Then, we can simply consider the changes of the activi-
ties of the system that can be correlated by various approaches (although presently,
the only available approach is the interaction model of Guttmann (4.83) and (4.84)
and relate the grain boundary concentration of a segregated element to the grain
boundary concentration of the matrix element (site competition, (4.66)) to describe
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the segregation behaviour in the system under consideration. The Guttmann model
may seem to be too simplified but – as already mentioned above – till now no other
alternative has been proposed to describe interfacial segregation in real systems.

4.3.4 Fowler Model

In a binary system, the ternary interaction coefficients ˛0
IJ will be neglected and

(4.76) reduces into


GE
I D �2˛ˆ

I

�
Xˆ

I � XI

�
: (4.79)

Expression (4.79) is very similar to the Fowler interaction term [438]


GE
I D 2Z1!X

ˆ
I =X

0ˆ; (4.80)

where Z1 is the number of the nearest neighbours in the interface (i.e. lateral
co-ordination number) and ! is the pair interaction energy of the I atoms. The
combination of (4.32) with (4.79) or (4.80) represents the well-known Fowler
segregation isotherm [13, 438].

Analysis of the Fowler isotherm results in an interesting consequence. In case of
˛ˆ

I < 0 (i.e. repulsive I–I interaction), the absolute value of the exponential term in
(4.32) is reduced, and therefore, the extent of segregation is lowered progressively
as Xˆ

I grows. On the other hand, if the presence of a segregated atom I enhances
the probability of occupation of the nearest neighbour sites by the same kind of
the atoms (i.e. positive values of ˛ˆ

I corresponding to attractive I–I interaction), the
exponential term and the extent of segregation is enhanced with increasing Xˆ

I . As
˛ˆ

I becomes more positive, the segregation increases more strongly with decreasing
temperature until the rise in segregation becomes eventually discontinuous at the
value of ˛ˆ

I > 2RT. This can be documented, for example of selenium and tellurium
segregation in iron (Fig. 4.8) [13,307,439] and antimony in iron [416]. It is also well
documented in Fig. 4.8, for example of phosphorus segregation in iron [328], that
the Langmuir–McLean segregation isotherm (4.65) represents the special case of
the Fowler isotherm with ˛ˆ

I D 0. For example, the Fowler type of grain boundary
segregation with ˛ˆ

I D 2:5RT was observed for bismuth in copper [440].
Grain boundary concentration of tellurium at 700ıC was found to increase with

increasing bulk concentration up to about 100 ppm [441, 442]. This bulk concentra-
tion represents probably the limit of solid solubility and beyond this limit, the same
amount of tellurium remains dissolved in ferrite solid solution and thus available for
segregation while the remaining tellurium precipitates as the second phase. A wide
scatter of measured grain boundary concentrations is ascribed to strong anisotropy
of grain boundary segregation. Large differences in grain boundary segregation and
thus in grain boundary energy result in faceting of grain boundaries, which then
exhibit large difference in tellurium content [442].
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Fig. 4.8 Correlation of experimental data on grain boundary of phosphorus (circles) [328], sele-
nium (triangles) and tellurium (squares) [439] in iron using the Fowler isotherms (according to
[308]). The value of the Fowler parameter ˛ˆI =RT (4.71) is marked at individual curves

Fowler model was also used to describe low level of boron grain boundary segre-
gation in ordered polycrystalline Fe–40at.%Al intermetallic alloys [128, 443]. This
correlation resulted in the values of 
G0

B ranging from �30 to �34 kJ=mol and ˛ˆ
I

ranging from �110 to 160 kJ/mol. These values suggest strong repulsive interaction
between boron atoms. However, we can alternatively fit these experimental data
according to the Langmuir–McLean model considering the saturation of the grain
boundary. In this case, the ordering of the system and the grain boundary segrega-
tion in interstitial positions has also to be taken into account, X0ˆ

tot D X0ˆ
ord � X0ˆ

int .
The best fit of the experimental data was obtained using X0ˆ

tot D 0:058, which
corresponds to the values X0ˆ

ord D 0:23 (determined according to (4.70) and (4.71)
with mˆ.T D 673 K/D 0:77 using T ˆ

c D 1;354 K and ˇˆ � 0:5 [179, 385]) and to
X0ˆ

int D 0:6 (the fraction of octahedral interstitial positions in bulk bcc lattice), pro-
vided the best correlation supposing that about one interstitial positions are occupied
per unit cell. The corresponding value of the standard Gibbs energy of segregation
was found to be 
G0

I D �48 kJ=mol. As it is apparent from Fig. 4.9, these data fit
with the experimental values very well.

Let us compare now the correlation of the segregation data using both the Fowler
approach and the site competitive segregation without interaction. It is apparent
from Fig. 4.9, that both types of correlation provide us with very similar results
[347]. If we compare both types of correlation (i.e. (4.65) with 
GE

I D 0 and
X0ˆ ¤ 1 on the one hand, and (4.65) with X0ˆ D 1 and 
GE

I given by (4.79) on
the other hand) and suppose Xˆ

I � XI , we obtain

X0ˆ � Xˆ
I D

�
1 �Xˆ

I

�
exp

�
��Xˆ

I

�
; (4.81)
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Fig. 4.9 Correlation of the concentration dependence of equilibrium boron segregation at
grain boundaries of a polycrystalline Fe–40at. %Al alloy at 673 K (solid circles) according
to the Langmuir–McLean model with limited number of positions available for segregation�
X˚ D 0:058; 
G0

B D �48 kJ=mol
	

(L, full line) and the Fowler model . ˛ˆB D �114 kJ=mol;

G0

B D �34 kJ=mol/ (F, dashed line) [347]

where
� D �2˛ˆ

I =RT: (4.82)

Differentiation of (4.81) by Xˆ
I results in

exp
�
��Xˆ

I

�
D 1

1C �
1 �Xˆ

I

	
�

(4.83)

and its substitution back in (4.81) provides us with a general expression assuming
only X0ˆ ¤ 1,

1

�
D
�
1 � Xˆ

I

	 �
X0ˆ �Xˆ

I

	
1 � X0ˆ

: (4.84)

It clearly follows from (4.84) that the Fowler interaction parameter, represented by
� , is closely related to the saturation limit: While the negative value of � between
segregating atoms corresponds to the solute segregation in more than one monolayer
as, for example in the case of bismuth segregation in copper [105] or tin in iron [91],
positive values of � are well correlated with a saturation limit for segregation. It is
clearly obvious from (4.65) that the valueX0ˆ D 1 corresponds to ideal Langmuir–
McLean behaviour .� D 0/.
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Equation (4.84) suggests that the interaction parameter� should depend on inter-
facial concentration although it is concentration independent. In fact, however, the
value of � changes with the concentration range of the data used for the correlation
as can be tested for any experimental or model data. Therefore, the mean value of
� for the whole concentration range should be determined as

1

�mean
D

X0ˆR
0

1
�

dX�
I

X0ˆR
0

dX�
I

: (4.85)

Substituting (4.84) into (4.85) and integrating it, we obtain

1

�mean
D X0ˆ.3 �X0ˆ/

6.1� X0ˆ/
: (4.86)

Supposing low saturation limit for interfacial segregation, that is X0ˆ � 1 (that is
typical for ordered alloys and intermetallics [347]), (4.86) reduces to

X0ˆ D 2

�mean
: (4.87)

Comparing the values of X0ˆ D 0:06 for saturated boron segregation in FeAl-
based alloys [125,443], and of 2=�mean D 0:05 obtained using ˛ˆ

I D �114 kJ=mol,
exhibits a very good agreement [347].

A close relationship between X0ˆ and ˛ˆ
I (cf. (4.87) and (4.82)) can be well

understood because the repulsive interaction between the segregating species pre-
vents the segregation of the same atoms in close vicinity: This fact also can be
interpreted as a limitation of the number of the sites accessible for segregation.
This close relationship can also be documented by successful correlation of anti-
mony segregation in iron on the basis of both the Fowler model [417] and the
Langmuir–McLean model considering the grain boundary saturation [338].

4.3.5 Other Models for Grain Boundary Segregation

In this section, there are various approaches listed, which are used to describe the
interfacial segregation by phenomenological models based on the chemical poten-
tials. Many of them were developed for surface chemistry, however, due to similarity
of the behaviour of free surfaces and internal interfaces they may also be applied to
the grain boundaries.
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4.3.5.1 Modern Thermodynamic Calculation of Interfacial Properties

Mezey and Giber [444–446] combined (4.34)–(4.36) and obtained an expression

�I D Xˆ
I =X

bulk
I��

1 �Xˆ
I

	
=
�
1 � Xbulk

I

	AI =AM

D exp

��
AI

AM

�

�M � �E

M

RT

�
�


�I � �E

I

RT

��
; (4.88)

where the parameter �I is a modification of the enrichment ratio ˇI (cf. (4.19)). Sup-
posingAi D A0

i for pure i .i D I;M/, �E
i D �0

i A
0
i C Q�E

i , �i � Q�E
i , and neglecting

lattice distortion effects in the interface for the solvent .�M .d/ � 0/, (4.88) can be
rewritten as

�I D exp

( �
�0

M � �0
I

	
A0

I

RT
C �I .d/

RT

)
: (4.89)

A detailed analysis showed that the solute I segregates if
�
�0

M � �0
I

	ı
�0

I 
 0:05 or
if
ˇ̌�
�0

M � �0
I

	ı
�0

I

ˇ̌
< 0:05 and simultaneously j.rM � rI /=rM j 
 0:15, where ri

are the atomic radii of the component elements. A qualitative agreement was found
in the case of surface segregation in many systems [446]. This method was also
modified to include the effects of the anisotropy of grain boundary energy and the
lattice distortion caused by a solute and its release at the interface [447–450]. In this
modification, the interfacial concentrationXˆ

I of a solute I in a binary system M–I
can be expressed as

Xˆ
I D XICmCnCr ; (4.90)

where Cm is the configuration term

Cm D
h�
1 � Xˆ

I

�
=.1 �XI /

iqM

; (4.91)

Cn is the dangling bond term

Cn D exp



qM˛

0
IG

a
I � ˛0

MG
a
M

RT

�
D exp

"�
�0

I � �0
M

	
A0

M

RT

#
; (4.92)

and Cr is the real mixture term

Cr D exp



qM
�

E
I .m/�
�E

M .m/

RT

�
; (4.93)

where


�E
i .m/ D �˛�Eˆ

i Xˆ
i C .1� 2˛/

h
�E

i .Xi / � �Eˆ
i

�
Xˆ

i

�i
: (4.94)



4.3 Langmuir–McLean Types of Segregation Isotherm 91

In (4.91)–(4.94), qM is the molar internal free energy of atomisation, and ˛0
i and

˛ are the parts of Ga
i related to the neighbours missing in the interface, and of �E

i

related to the interactions of the atoms above and below the interface, respectively.
The values of individual parameters in the above expressions can be estimated on
basis of corresponding values of interfacial energy and molar enthalpy of mixing.

As mentioned above, this method was primarily used for description of sur-
face segregation, especially for determination of the anisotropy of platinum surface
segregation on nickel [448–450].

4.3.5.2 Model of Luthra and Briant

Another expression for segregation isotherm was proposed by Luthra and Bri-
ant [315],

Xˆ
I

Xbulk
I

D �
�bulk

I

	1�f1 exp



.�Mf2 � �I /A

0
I

RT

�
; (4.95)

where �bulk
I is the activity coefficient of the solute I in bulk, f1 and f2 are the

parameters reflecting the ratio of the Gibbs energies of the grain boundary and of
the bulk, and the ratio of the partial molar surface area of component I in a solution
and in pure substance, respectively. �M and �I are the grain boundary interfacial
energies of the matrix element M and of the segregating element I , respectively,
and A0

I is the standard molar grain boundary area of the component I [315]. Simi-
larly to the Guttmann model, this approach tries to correlate the non-ideal behaviour
of the segregating system by considering the activity coefficients of the components.
However, the values of some of the above parameters are not known and therefore,
are used as fitting parameters. In fact, it is an analogous approach to that used in the
Guttmann model [313], where the non-ideal behaviour of the system is correlated
by the regular (quasichemical) approximation. Guttmann model allows simple pre-
diction of both segregation enthalpy and entropy as the fundamental characteristics
of interfacial segregation, together with the ternary interaction coefficients that are
clearly defined [375]. In fact, the interaction parameters in Guttmann approach on
one hand and �i and fi in Luthra and Briant model are not known and represent
exclusively the correlation of the non-measurable parameter 
GE

I , that is from this
point of view, both models are very similar. The main drawback of the approach
of Luthra and Briant [315] is the physically incorrect basic assumption �bulk

I D�ˆ
I

([310], see above), in which the presence of the matrix element in segregating sys-
tem is completely ignored. This assumption should have a strict consequence that
the grain boundary enrichment ratio ˇˆ (4.19) is independent of the nature of the
matrix element. However, the measured values of ˇˆ for a solute in different matri-
ces exhibit large differences, for example in case of phosphorus, ˇˆ

P � 3 � 104 in
tungsten while ˇˆ

P � 200 in bcc iron [168] and in case of boron, ˇˆ
B � 5 � 103

in bcc iron [138] while ˇˆ
B � 10 in Ni3Al [425]. Proper derivation based on

realistic starting conditions should result in more realistic formulae, which can
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be used to describe grain boundary segregation in multicomponent alloys. Equa-
tion (4.95) could be applied, however, for dilute systems with negligible bulk as
well as interfacial concentration of the solute I .

4.3.6 Models for Different Segregation Sites

As it was mentioned in Chap. 2, different grain boundaries possess different struc-
tures as characterised by the structural units of individual interfaces. Each structural
unit consists of several atoms with different binding energies [275]. In consequence,
the Gibbs energy of segregation will also differ for various grain boundary positions
of the solute atoms. Similarly, different values of 
G0

I will be found for differ-
ent grain boundaries. In polycrystalline materials, a spectrum of the segregation
Gibbs energies thus exists determining the equilibrium composition of individual
grain boundaries. However, only a single value of 
G0

I is involved in the segrega-
tion isotherms mentioned above. The only physically meaningful value of 
G0

I is
that corresponding to the solute segregation at a particular position of a given grain
boundary [451]. Such localised segregation, however, is hardly experimentally mea-
surable at present state-of-art of the detection methods (cf. Chap. 3) and therefore,
there is a lack of information about the local environment of the segregated atom
[44]. The above given segregation isotherms can thus correctly be applied only to
the determination of characteristic thermodynamic parameters of segregation of an
element at a chosen grain boundary in bicrystal from the temperature dependence
of its chemical composition providing low-grain boundary concentrations. Only in
this case, one may expect that the solute atoms segregate at identical grain bound-
ary sites (causing the highest reduction of the Gibbs energy of the system) [20]. An
application of the above-outlined segregation isotherms for description of the grain
boundary segregation in polycrystals only provides the values of the characteristic
parameters averaged over the large spectrum of grain boundaries and grain bound-
ary sites with little physical meaning [342]. On the other hand, there were developed
several models for describing the segregation at different grain boundary sites.

4.3.6.1 BET Isotherm

In case of free surfaces, there is a well-known BET theory [452] describing mul-
tilayer surface gas adsorption accounting for different energetic states of atoms in
individual layers. Let us assume that the surface is filled by solute atoms as shown in
Fig. 4.10. There are n1 sites on the surface occupied by one atom of solute, n2 sites
occupied by two atoms, etc. It is assumed that the Gibbs energy of adsorption in
the first layer, 
G1

I , has a particular value while its value in higher layers, 
Gi
I , is

equal to the Gibbs energy of condensation [453]. In case of interfacial segregation,
we can consider it as two (or more) different values of the Gibbs energy of segrega-
tion. It is also supposed that the adsorption/desorption processes occur exclusively
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Fig. 4.10 Schematic depiction of formation of multilayer segregation in BET model

between the interface and the bulk, and the atoms are not allowed to move from one
layer to another. In equilibrium, the rates of adsorption and desorption for each layer
must be identical. Based on these assumptions, the BET isotherm is formulated as

�ˆ D XI exp
���
Gi

I �
G1
I

	ı
RT


.1 �XI /
˚
1 � XI CXI exp

���
Gi
I �
G1

I

	ı
RT
� : (4.96)

It is apparent that for low bulk concentrations XI , the Langmuir-McLean isotherm
(4.61) is obtained [452]. Principally, (4.96) can be extended to involve several differ-
ent values of
Gi

I and be thus able to describe the segregation to different interfacial
positions.

BET approach was applied to describe the grain boundary segregation of tin in
bcc iron [306, 307], and to interpret sulphur, phosphorus and antimony segregation
in iron and nickel [454]. Multilayer segregation was also detected in other systems
such as tellurium and selenium in bcc iron, phosphorus in tungsten and bismuth in
copper (cf. [92]).

4.3.6.2 Individual Site Models

Assuming a grain boundary containing N distinct sites of different values of the
standard Gibbs energy of segregation, 
GI;k

0.k D 1; : : : ; N /, White et al.
extended McLean treatment for a binary M–I system [455, 456]. In their model,
the interfacial concentration of the solute I , Xˆ

I;k
, at position k is given by

Xˆ
I;k D

XI exp
�
�
G0

I;k
=RT

�
1CXI

h
exp

�
�
G0

I;k
=RT

�
� 1

i : (4.97)

The total experimentally observable atom fraction of the solute at the interface,Xˆ
I ,

would then be a weighted average summed over all interfacial sites with the fraction
Fk of the total sites at the interface having the same value of the standard Gibbs
energy of segregation,
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Xˆ
I D

NX
k

FkX
ˆ
I;k: (4.98)

Nowicki and Biscondi [457, 458] modified this approach by normalisation of the
parameters per unit area,

Fk D Qk

P 0 ; (4.99)

where P 0 is the mean surface atomic density of the solvent in the volume andQk is
the number of sites of type k per unit area. According to this model, it is possible to
compare the results of the calculated values of the Gibbs energy of segregation with
the measurements of the grain boundary concentration at different temperatures and
different grain boundaries [458]. In this way, similar values 
H 0

O � 232 kJ=mol
were determined for oxygen segregation at different sites of the 32ıŒ100�, f027g
symmetrical tilt grain boundary in molybdenum [457] although such value seems to
be unexpectedly high. Similar approach was also used by Rittner [219], Udler and
Seidman [332] and Kirchheim [459, 460]. Equations (4.97)–(4.99) can be applied
for dilute binary systems. In more concentrated systems, it is necessary to consider
the solute–solute interaction and to approximate them, for example according to a
simple mean field or quasichemical approach. The Fowler interaction term will then
additionally appear in (4.97).

On the other hand, Suzuki [461] supposes that the average amount of the segre-
gated species, Xˆ

av , must reflect the structural effect of the distribution of the Gibbs
energy of segregation,

Xˆ
av D

1Z
0

Xˆ
I .
GI /f .
GI /d
GI ; (4.100)

where f .
GI / is the distribution function of the Gibbs energy of segregation and
Xˆ

I .
GI / is the concentration of solute I at a grain boundary with the Gibbs energy
of segregation
GI . In the simplest case, the Gaussian distribution can be taken to
represent the distribution function f .
GI /. A comparison of the model calculations
of phosphorus segregation in ’-iron with experimental data of Erhart and Grabke
[328] documented the difference of the thermodynamic parameters characterised
mainly by an underestimation of the segregation enthalpy in the experiments being
performed on polycrystals.

4.4 Models for Thermodynamic Functions of Interfacial
Segregation

The phenomenological theories presented above can provide us with the values of
thermodynamic and/or interaction parameters of the grain boundary segregation by
fitting the experimental data. Knowledge of the values of
HI and
SI is, however,



4.4 Models for Thermodynamic Functions of Interfacial Segregation 95

essential for an estimate of the segregation behaviour of a chosen system. There-
fore, considerable effort has been spent to develop methods, which could enable
assessing the values of these functions on basis of the state of atomic bonding and
structural factors at individual interfaces. Since the structure and bonding are sim-
pler for free surfaces than for grain boundaries, the majority of the theories to predict
thermodynamic parameters of solute segregation were originally developed for free
surfaces. Because of similarity of the nature of free surfaces and internal interfaces
and analogous description of their segregation behaviour, the theoretical models
developed for free surfaces can be modified to describe the grain boundary segre-
gation. However, their application requires further assumptions to be made, mainly
with respect to structural details of the grain boundaries. Although these models
have been used only rarely to evaluate the thermodynamic parameters of the grain
boundary segregation, a brief description of some models is given here.

4.4.1 Model of Wynblatt and Ku

Wynblatt and Ku [324,325] modified the so-called bond-breaking model of Williams
and Nanson [462] based on the enthalpies of formation and mixing to calculate
the enthalpy and entropy of interfacial segregation. The model considers the con-
tribution of two different terms, the bond alteration at the interface or “chemical”
contribution, 
H chem

I [463], and the elastic strain energy relief, 
H el
I [19, 464],

which may be modified by the electronic density relaxation [465]. The total enthalpy
of interfacial segregation is then


HI D �
H el
I C
H chem

I : (4.101)

The elastic enthalpy term arises from the mismatch between the atoms of solute I
and solventM and is generally expressed as [19, 138, 324, 466]


H el
I D 24�B�rI rM .rI � rM /2

3BrI C 4�rM
; (4.102)

where B is the bulk modulus of solute I , � is the shear modulus of solvent M and
rI and rM are the effective radii of the solute and solvent, respectively. The term

H chem

I is defined by the energy change if an atom M is replaced by an atom I at
the interface. In the regular solution approximation,


H chem
I D .�I � �M /A

ˆ � 2
mH

ZXIXM



ZL

�
Xˆ

I � XM

�
CZP

�
XI � 1

2

��
:

(4.103)

Here �i are the interfacial energies of pure components .i D I;M/, Aˆ is the inter-
face area per atom, 
mH is the enthalpy of mixing of the M�I alloy, Z is the
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co-ordination number of mixing in bulk, and ZL and ZP are the lateral and the
perpendicular co-ordination numbers, respectively, of an atom in the interface layer.

This combined model reflects three principal contributions to the interfacial
segregation in metallic systems (a) the chemical driving force represented by the
difference of the interfacial energy of pure components M and I (cf. (4.103)); (b)
interatomic driving force depending on the regular solution constant (4.103) which
vanishes in the case of ideal solution (
mH D 0) and (c) elastic driving force
represented by the strain energy contribution reflecting the degree of the misfit of
the solute in a solution (4.102) that also vanishes in ideal system [303]. 
HI thus
involves both the ideal contribution of the grain boundary energy to the segregation
enthalpy and the excess term and thus differs from the standard enthalpy of grain
boundary segregation. It follows from (4.101)–(4.103) that the standard enthalpy of
segregation is 
H 0

I D .�I � �M /A
ˆ [113,303] although the enthalpy contribution

to interfacial Gibbs energies �i should only be taken into account,


H 0
I D

�
hˆ

I � hˆ
M

�
Aˆ: (4.104)

Correspondingly, the entropy of segregation, 
SI , is also composed of one elastic
and two chemical contributions [325],


SI D .sI � sM /A
ˆ � 2
mS

ZXIXM



ZL

�
Xˆ

I � XM

�
CZP

�
XI � 1

2

��

C d

dT



24�B�rI rM .rI � rM /2

3BrI C 4�rM

�
; (4.105)

where 
mS D is the excess entropy of mixing of the alloy M�I , and sI and sM
are the specific interfacial entropies of the pure components. These three terms can
either be of the same sign to reinforce each other or have different signs to partially
cancel out. Generally, j
SI j will be large when j
HI j possesses large value [303].
This is compatible with the compensation effect (see Chap. 5). Similarly to 
H 0

I ,
the standard entropy of grain boundary segregation should be given as


S0
I D

�
sˆ

I � sˆ
M

�
Aˆ: (4.106)

In metals, the grain boundary energy is relatively small and the difference
�I � �M is less important than for free surfaces [467]. Therefore, the term 
mH

has comparatively larger influence. If 
mH < 0, the segregation enthalpy is low-
ered, the system tends to ordering and oscillations of the concentration in deeper
layers are predicted [324, 467]. If 
mH > 0, the binary system has the properties
representative of a miscibility gap [303] and the segregation is enhanced, which can
lead to clustering, that is to multilayer segregation [467]. Later, the theory of Ku and
Wynblatt was extended to ternary alloys M�I � J by extending the right side of
(4.103) by the term [468]
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1

Z




mHIJ

XIXJ

� 
mHIM

XI .1 � XI �XJ /
� 
mHJM

XJ .1 � XI � XJ /

�

�
h
ZL

�
Xˆ

I �XI

�
CZPXI

i
: (4.107)

In contrast to metallic materials, the following driving forces controlling grain
boundary segregation in ceramic materials can be distinguished (a) elastic; (b)
electrostatic and (c) dipole interactions [468,469]. The elastic term arises from inter-
actions between solutes and the ceramic interface due to the space charge and can
be expressed as


elHI D �6B�rM .rI � rM /
2

1C 3B=4�
: (4.108)

The electrostatic term arises from interactions between solutes and the ceramic
interface due to the space charge and can be written as


eHI D �1
2
�uˆ: (4.109)

where � is the charge density and uˆ is the potential distribution in the interface.
The third contribution stems from the tendency of the charged solutes to combine
with the defects of the opposite charge in a ceramics, and to form electrically neutral
complex with a dipole moment. It is given by


dHI D �1
2
Ep; (4.110)

where E is the electric field and p is the dipole moment [469].

4.4.2 Model of Seah

According to Seah [13, 371], 
S0
I generally consists of three contributions that

are associated with changes of vibrational
�

Svib

I

	
, anharmonic

�

S an

I

	
and site

multiplicity
�

Smult

I

	
entropies. In general, 
S an

I and 
Smult
I can be neglected in

comparison to 
Svib
I , which is expressed as the change of the Debye temperature

for a solute in the matrix and at the interface [13, 371, 470]


Svib
I D 3R



1C ln

�
kT

hvI

��
; (4.111)

where kT � hvI , vI is the Einstein frequency and hvI may be rewritten as k�E;J or
0:775k�D;J where �E;J and �D;J are Einstein and Debye temperatures, respectively,
so that


Svib
I D 3R ln

 
�D;J

��
D;J

!
; (4.112)
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where ��
D;J is the Debye temperature for the solute atom at the distorted site of

the interface. Often, it is supposed that the entropy is controlled by the vibrational
term and that j
Svib

I j < 3:3RT [13, 299, 300, 371]. However, much higher values
of segregation entropy were reported in literature, for example 
S0

P � 5:4R was
found for the f013g grain boundary in bcc iron [111] and 
S0

C � 5:2R for carbon
segregation in polycrystalline bcc iron [355]. High values of segregation entropy
were also determined theoretically (
S0

Sn � 5:4R for T � 1;184 K and (
S0
Sn �

6:4R for T 
 1;184 K) [371]. The origin of the high values of segregation entropy
conveys with the compensation effect discussed in Chap. 5.

4.4.3 Model of Miedema

Solute segregation in alloys of transition metals can be determined considering the
effects of (a) the heat of solution, (b) the differences in interfacial energy of pure
metals and (c) the elastic size mismatch energy [465]. Miedema established the
basic expression for interfacial segregation in binaryM�I alloy,

Xˆ
I

XI

D exp
n h
f
solHMI � g

�
Hˆ

I �Hˆ
M

�
V

2=3
I

i
=RT

o
; (4.113)

where 
solHMI is the enthalpy of solution of I in M , Hˆ
M;I is the interfacial

enthalpy of M and I and f and g are constants. The interfacial enthalpies are
obtained from an empirical theory considering two basic parameters: the electro-
chemical parameter, u� and the charge parameter, �1=3. 
u� serves as the measure
of the charge transfer between metals I and M , and 
�1=3 reflects the difference
in interfacial tension between the elemental metals. The difference of the interfacial
energies of the two pure metals is generally controlling the segregation behaviour
[465]. This easy method offers a very realistic view on surface segregation in many
systems [471].

4.4.4 Model of Kumar

Kumar [472] used the bond-breaking model to extend a quasichemical formulation
for chemical composition at the surfaces of non-regular solid solutions. Consider-
ing only the nearest-neighbour interactions, different behaviour of individual layers
parallel to the interface and the equal relaxations for all bonds, the enthalpy of
segregation,
HI , in the interface layer in a IxMy binary alloy can be expressed as


HI D "II � "MM

2
ŒZ � .ZL CZP/.1C ˛/� ; (4.114)
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where "ii are the bond enthalpies for the ii-type nearest neighbour pair. Z, ZL and
ZP are the total, interlayer and intralayer numbers of the nearest neighbours of an
atom in the interfacial layer, respectively, and ˛ is the relaxation parameter. The
segregation entropy can be expressed in a similar way. A good agreement between
the results obtained according to this model and experimental data was found for
surface segregation in silver–gold and copper–nickel systems.

4.4.5 Model of Mukherjee and Morán-López

According to this model based on a simple tight-binding theory of the surface
segregation in alloys of transition metals [473, 474], the equilibrium interface
composition of an IXMY alloy can be determined by minimising the total free
energy

F.X0; X1; : : : ; XN / D
X

�

ŒE� C kT .X� lnX� C Y� lnY�/� � �N
X

�

X�

(4.115)
with

E D �1
2
Wn.1 � n/C n"0; (4.116)

W 2
MI D 12

�
XY."I � "M /

2 C .XWI C YWM /
2=Z


(4.117)

and

�
W ˆ

MI

�2 D 12ŒX0Y0

�
"ˆ

I � "ˆ
M

�2 CZL.X0WI C Y0WM /
2=Z2

CZP.X0WI C Y0WM /.XWI C YWM /=Z
2�: (4.118)

In (4.115)–(4.118),X and Y denote the bulk composition of the alloy IXMY and Y�

are the compositions of individual surface (� D 0) and subsurface layers (1, : : :),
W is the bandwidth centred at the energy "0, and n is the fractional occupation
number. WMI and W ˆ

MI are the effective bandwidths in the bulk and at the surface,
respectively, "ˆ

i and "i are the centres of the surface and the bulk d -bands of the
pure metals i (i D I , M ), respectively. Z, ZL and ZP are the bulk, intralayer and
interlayer coordination numbers, respectively. Mukherjee and Morán-López used a
rectangular shape of the d -band density of states with the bandwidth, band centre
and band filling as only input parameters and predicted the surface segregation for
any binary alloy of transition metals. In contrast to the model of Miedema [465,470],
the equilibrium surface concentration can be calculated for any bulk composition as
a function of temperature [473].
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4.4.6 BFS Model

Bozzolo, Ferrante and Smith developed a technique for calculating the alloy prop-
erties such as the heat of formation [475], the surface energy of binary alloys [476]
and the heat of segregation of substitution impurities [477,478]. Based on their BFS
model, the energy of segregation, 
Eseg

I , is defined as the difference between the
heat of formation of a semi-infinite crystal M with an impurity I located at a lat-
tice site on a plane parallel to the surface and the heat of formation of the same
structure but with the atom I located in a lattice site in the bulk. In this way, 
Eseg

I

can be expressed (analogously to the model of Wynblatt and Ku) as a sum of two
contributions, the strain term,
Estrain

I , and the chemical term,
Echem
I ,


E
seg
I D 
Echem

I C
Estrain
I ; (4.119)

where


Estrain
I D e

strain;ˆ
I � e

strain;bulk
I � e

strain;ˆ
M (4.120)

and


Echem
I D

X
q

gMq

h
f ˆ

q e
0 chem
Mq C gˆ

q e
00 chem
Mq

i
�N1e

0 chem
Mb

�N2e
00chem
Mb C gIˆe

chem;ˆ
I � gIbe

chem;b
I (4.121)

In (4.120) and (4.121), estrain
i and echem

i are the strain and chemical energies, respec-
tively, of atoms i (i D I , M ) at the interfaceˆ and in the bulk. Gi are the coupling
terms of i at the interface and in the bulk b and e0 chem

Mq and e00 chem
Mq are the chemical

energies between atoms for the nearest and the next-nearest neighbours, respec-
tively, at the qth layer. N1 and N2 are the total numbers of the nearest and the
next-nearest neighbours, respectively, and f ˆ

q and gˆ
q are the numbers of the near-

est and the next-nearest neighbours, respectively, in layer q in respect to the atom
located in layer ˆ. Equations (4.119)–(4.121) were derived for the unrelaxed ther-
modynamic state. Monte Carlo calculations at zero temperature enable selected
atoms to undergo relaxation and provide relaxed configurations and, thus, the segre-
gation energies. Individual parameters of the BFS theory are determined from pure
elemental data and from only two-alloy properties [478].

BFS model has successfully been tested for surface segregation [477] but can be
extended to the grain boundaries after appropriate modification. The main advan-
tage of this model is that it allows the derivation of simple approximate expressions
describing the trends in segregation as well as the elucidation of driving mechanisms
for these phenomena.
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4.4.7 SMA–TBIM Approach

To study interfacial segregation, a tight-binding Ising model (TBIM) used for
studies of the surface segregation [479, 480] was extended to the grain bound-
ary segregation assuming that the energetic parameters of the Ising model are
determined by atomistic simulations utilising atomic potentials derived from the
second-moment approximation (SMA) of the tight-binding scheme [481, 482].
Using the tight-binding Hamiltonian and generalised perturbation method, an effec-
tive Ising Hamiltonian can be obtained. By means of this Hamiltonian, the part of
the energy that depends on chemical configuration can be calculated. Supposing
the simplest case, the index of the possible sublattices is omitted. Then, the con-
centration Xp

I of solute I in pth plane parallel to the grain boundary plane can be
determined according to [481, 482] as

X
p
I

1 �Xp
I

D X

1 �X exp

�
�
GI;p

RT

�
: (4.122)

In (4.122),
GI;p is the Gibbs energy of segregation of I at pth plane. The enthalpy
part,
HI;p , consists of two contributions – the standard and the excess enthalpies,


HI;p D 
H 0
I;p C
H E

I;p; (4.123)

where the concentration-dependent excess contribution takes into account for the
interaction between the segregating atoms,


H E
I;p D 2

X
R

0
@p0DCqX

p0D�q

Z
p;pCp0

R V
p;pCp0

R XI;pCp0 �ZRVRXI

1
A: (4.124)

In (4.124), VR D �
V AA

R C V BB
R � 2V AB

R

	
=2 is the effective pair interaction energy

between Rth neighbours, ZR is the bulk co-ordination number for the Rth shell of
neighbours,ZpCp0

R is the number of Rth neighbours between planes p and p0. The
index q defines the number of planes that have to be considered (2q C 1 in bulk)
consistently with the spatial extension of VR. The effective pair interactions can
vary at the interface. This explains the occurrence of the exponent in V p;pCp0

R in the
term depending on XI;pCp0 [482]. The term 
H 0

I;p consists of three contributions
[479, 481],


H 0
I;p D 
H size

I;p C
H site
I;p C
H EPI

I;p ; (4.125)

that is (a) of the size mismatch between solute I and matrixM , (b) of the difference
of sites on the pth plane between the pure constituents and (c) of the effective pair
interaction, respectively [482]. The latter term is related to VR
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H EPI
I;p D

X
R

VR

0
@ZR �

p0DCqX
p0D�q

Z
p;pCp0

R

1
A: (4.126)

The most important result of the SMA-TBIM model is the determination of the
energetic parameters of (4.123)–(4.126) on basis of realistic simulations [481,483].
N -body atomic potentials may be derived from the SMA of the tight-binding
scheme [482, 484]. Minimisation of the enthalpy with respect to atomic positions
done by quenched molecular dynamics algorithm results in the value of 
H site

I;p. To

calculate
H size
I;p , the atomic potentials are the same for the I–I, M–M and I–M inter-

actions except that fixing the lattice parameter for each metal. Thus, the size effect
is separated from the site and effective pair interaction effects. VR can be obtained
by considering the difference of the enthalpy of a relaxed system,
HR, containing
two isolated solute atoms (initial state) and of two solute atoms in Rth neighbour
positions (final state), VR D 
HR=2 [483].

The vibrational part of the segregation entropy which is involved in 
GI;p

and 
SI;p can be estimated by a recursion method [485] using the relaxed val-
ues of the atomic positions and the force constants obtained on the basis of SMA
potential [482].



Chapter 5
Effect of Variables on Equilibrium Grain
Boundary Segregation

There are many examples of both experimental and theoretical evidence of the effect
of various thermodynamic and structural variables on the grain boundary segrega-
tion [20]. We did already see the complex effect of presence of several segregating
elements (Chap. 4). Accepting its thermodynamic description in the sense of the
thermodynamic approach [(4.32) and (4.33)], we can understand that the influ-
ence of individual parameters such as magnetic field, grain boundary structure and
character of both segregating and matrix elements on grain boundary segregation
is primarily involved in variations of the values of 
H 0

I and 
S0
I . Additionally,

temperature affects the values of the whole exponential term in (4.32). Let us
also mention that all the above-mentioned effects as well as pressure, and bulk
and grain boundary concentrations contribute to variations of the values of 
GE

I .
Among the intensive thermodynamic parameters affecting the segregation behaviour
of individual systems, we can consider temperature, pressure, magnetic field and
grain boundary energy. Grain size is an additional parameter affecting interfacial
segregation.

5.1 Temperature and Bulk Composition

In a binary system, the value of the argument of the exponential term of segrega-
tion isotherm (4.32) approaches to negative infinity at low temperatures supposing

H 0

I ¤ 0, and thus the exponent is equal to zero at T D 0K. With increasing tem-
perature, the absolute value of the exponent reduces causing that the grain boundary
concentration decreases, as it is apparent from Fig. 5.1.

It is also seen from Fig. 5.1 that the course of this concentration decay depends
on the values of both, the enthalpy and entropy of segregation, and the bulk con-
centration of the solute. Because practically the equilibrium is hardly reached at
temperatures below 650 K, complete saturation of the boundary by the segregat-
ing element is not reached. In case of the solute with low absolute value of 
H 0

I

(Fig. 5.1b), the equilibrium concentration at such temperatures is so low that we
speak in such case about less segregating element although theoretically, it should
completely cover the boundary at very low temperatures. In case of the element with

103
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Fig. 5.1 Temperature dependence of grain boundary concentration in model binary sys-
tems characterised by (a) 
H0

I D �50 kJ/mol, 
S0I D 0, and (b) 
H0
I D �10 kJ/mol,


S0I D C40 J/(mol K), for three different bulk concentration levels, 0.1, 0.01 and 0.001at.%

rather high absolute value of 
H 0
I , the monolayer segregation can also be reached

at real temperatures. It is also worth noting that solute segregation does not depend
on the melting point: The segregation isotherm (cf. (4.32)) is identical for all ele-
ments and the melting temperature is not included there. Therefore, in the case of
the matrix elements with low melting point (such as aluminium or indium), we may
expect to observe large segregation effects just below the melting point, while in
case of the matrix elements with high melting point, the segregation effects below
the melting temperature are very weak.

In case of a multi-component alloy, the segregation behaviour depends on mutual
interaction of the segregating elements. Assuming the segregation of the same
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solutes in identical matrix as shown, for example in Fig. 5.1, we can distinguish
principally four different cases:

(a) Non-interactive segregation on different sites
(b) Site competitive segregation at the same sites
(c) Segregation with repulsive interaction
(d) Segregation with attractive interaction

All these cases are documented in Figs. 5.2 and 5.3. It is apparent that the charac-
ter of the temperature dependence of the grain boundary concentration is different
in individual cases. In case of non-interactive segregation at different sites at the

Fig. 5.2 Temperature dependence of the grain boundary concentration in model ternary systems
characterised by 
H0

I D �50 kJ/mol, 
S0I D 0, 
H0
J D �10 kJ/mol, 
S0J D C40 J/(mol K),

XI D 0:0001, XJ D 0:001. (a) Non-interactive segregation to different sites (XI D 0:6, XJ D
0:4); (b) site competitive segregation at identical sites. Dotted lines represent the behaviour of the
solutes in binary alloys (cf. Fig. 5.1)
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Fig. 5.3 Temperature dependence of the grain boundary concentration in model ternary systems
characterised by 
H0

I D �50 kJ/mol, 
S0I D 0, 
H0
J D �10 kJ/mol, 
S0J D C40 J/(mol K),

XI D 0:0001, XJ D 0:001. (a) Segregation with repulsive interaction, ˛0

IJ D C20 kJ/mol; (b)
segregation with attractive interaction, ˛0

IJ D �20 kJ/mol. Dotted lines represent the behaviour of
the solutes in non-interacting ternary alloys (cf. Fig. 5.2b)

interface (Fig. 5.2a), the segregation of both elements is similar to that found for a
binary system, that is independent of the grain boundary concentration of the other
element. In this case, we speak about the segregation in a pseudobinary system.
The only difference is that the grain boundary concentrations of both solutes do not
approach 1 at 0 K, but they approach the doles of the sites of corresponding type at
the interface.

When both solutes segregate at the same sites, a site competition occurs (cf.
Chap. 4). At low temperatures, it is characterised by complete occupation of the
interface by the solute I with a higher segregation tendency (higher

ˇ̌

H 0

I

ˇ̌
), while

the less segregating solute J (lower
ˇ̌

H 0

J

ˇ̌
) is completely repelled from the grain



5.2 Pressure 107

boundary. At higher temperatures, the concentration of J increases but it is still
Xˆ

J < XJ : this situation is understood as the grain boundary depletion from J . With
increasing temperature, Xˆ

I decreases similarly as it does in the binary alloy (dot-
ted line in Fig. 5.2b) and therefore, more grain boundary sites become available
for segregation of J . Xˆ

J then increases with increasing T , reaches maximum and
decreases thus approaching the concentrations comparable to its equilibrium value
of the grain boundary segregation in a binary alloy (dotted line in Fig. 5.2b) at the
same temperature. When the solutes interact with each other, the courses of the tem-
perature dependence of their grain boundary concentrations change quantitatively
depending on the character of the interaction (Fig. 5.3). In case of the repulsive
interactions (Fig. 5.3a), the segregation of the more surface-active element I dom-
inates at lower temperatures again but the decrease of its interfacial concentration
at intermediate temperatures is more sharp than in a non-interacting system, that is
the derivation of the temperature dependence in the inflection point is more nega-
tive under repulsive interaction. The absolute value of the slope of the temperature
dependence of the grain boundary segregation of the more active solute increases
with increasing value of the ternary interaction coefficient ˛0

IJ and at high values,
it may cause an abrupt change from a very high concentration to a very low one.
The segregation of the less surface-active element J is reduced due to repulsive
interaction and is shifted to higher temperatures.

In case of the attractive interaction between segregating solutes, the more surface-
active solute also possesses higher interfacial concentration, however, due to an
attractive interaction, the less surface-active solute starts to segregate at much lower
temperatures than in a non-interactive system. The slopes of the curves are much
lower than in system with repulsive interaction as well as in non-interacting systems.

In fact, the repulsive interaction means that both elements repeal each other from
the grain boundary, while in case of the attractive interaction both elements tend to
segregate more strongly compared to the non-interactive case. It can be understood
in terms of the grain boundary concentration of the matrix element: At a given tem-
perature, its interfacial concentration is higher when both solutes mutually repeal,
and lower when they attract (Fig. 5.4).

The character of the temperature dependence of the grain boundary segrega-
tion in a ternary alloy also changes with changing values of the thermodynamic
parameters of interfacial segregation and the bulk concentration: Under some cir-
cumstances, a qualitative change of the temperature dependence of the grain bound-
ary segregation may even occur (e.g. a dominating segregation of the solute with
lower

ˇ̌

H 0

I

ˇ̌
when its bulk concentration is large enough) [327].

5.2 Pressure

It follows from (4.49) and (4.51) that 
G0
I , 
H 0

I and
S0
I are principally indepen-

dent of pressure. However, the studies – although only rarely described in literature –
show a pronounced effect of pressure on interfacial segregation. Lee and Chiang
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Fig. 5.4 Temperature dependence of the grain boundary concentration of the matrix element in
model ternary systems characterised by 
H0

I D �50 kJ/mol, 
S0I D 0, 
H0
J D �10 kJ/mol,


S0J D C40 J/(mol K), XI D 0:0001, XJ D 0:001 and by the values of the ternary interaction
parameter, ˛0

IJ D C20 kJ/mol, 0 and �20 kJ/mol

found that the grain boundaries of ZnO are saturated by bismuth at ambient pres-
sure (0.1 MPa) while its segregation at 1 GPa is completely suppressed [486]. Since

G0

I is independent of pressure, all changes in the chemical composition of grain
boundaries are involved in the pressure dependence of the excess Gibbs energy of
segregation, �

@
GI

@P

�
T;ni

D
�
@
GE

I

@P

�
T;ni

(5.1)

and, thus, in the pressure dependence of corresponding activity coefficients. This
effect is so high to reduce the Gibbs energy of segregation from �65 kJ=mol at
0.1 MPa to zero at 1 GPa.

This finding is in agreement with expectations that high pressure will prevent
grain boundary segregation [487]. The reason for it might also be connected with
the pressure effect on the phase diagrams by shifting the solvus-line, that is by
increasing the solid solubility limit at a given temperature with increased pressure.

5.3 Magnetic Effects

Similarly to the effect of pressure, magnetism affects segregation behaviour of indi-
vidual solutes. Here, we should recognise two effects (a) the effect of the magnetic
state of the material and (b) the effect of external magnetic field on grain boundary
segregation.

The Gibbs energy of segregation,
GI , in (4.65) is characteristic for segregation
in paramagnetic state. When the matrix is ferromagnetic, the total Gibbs energy of
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segregation, 
GT
I , used in exponent of the segregation isotherm will additionally

contain a ferromagnetic term 
GF
I [488],


GT
I D 
GI C
GF

I : (5.2)

The ferromagnetic term
GF
I is temperature dependent and can be approximated by


GF
I .T / D .1 � mXI /

�
Tc=T

0
c

	

GF

M .Tr /; (5.3)

where
GF
M is the ferromagnetic term of the Gibbs energy for ferromagnetic matrix

element M , T 0
c and Tc are the Curie temperatures of pure matrix M and M –I

solid solution, Tr is the temperature term defined as Tr D TT0
c=Tc. m is the factor

representing the effect of the solute element I on the size of ferromagnetic term
approximated by m D 1 for nonmagnetic solutes and m D 0 for magnetic solutes
[488]. It follows from this treatment that


H F
I .T / D .1 � mXI /

�
Tc=T

0
c

	

H F

M .Tr/ (5.4)

and

SF

I .T / D .1 � mXI /
S
F
M .Tr/; (5.5)

where the meaning of the enthalpy,
H F
M , and entropy,
SF

M , corresponds to that of
Gibbs energy, 
GF

M . It means in fact, that the dependence of Gˆ in ferromagnetic
region of the concentration dependence of the Gibbs energy (Fig. 4.1) is shifted to
higher values. The equilibrium concentration, Xˆ

I , corresponding to the parallel
tangents of the shifted curve will also be higher as compared to the paramag-
netic state. Detailed study of sulphur and antimony segregation in CoNi resulted
in the values of 
H 0

Sb D �5 kJ=mol, 
S0
Sb D 38 J=.mol K/, 
S0

S D �32 kJ=mol
and 
S0

S D 47 J=.mol K/ [488]. An analysis of the data on phosphorus segre-
gation in bcc iron from the viewpoint of the magnetic effect provided us with
the values of 
HP D �15 kJ=mol and 
SP D 33 J=.mol K/ [488]. In fact,
the correlation of experimental data on phosphorus grain boundary concentration
[328] in the ferromagnetic region fully corresponds with that using the values
of 
H 0

P D �34:3 kJ=mol and 
S0
P D 21:5 J=.mol K/ [328] but differs slightly in

paramagnetic region. In fact, the data on solute segregation at grain boundaries
given in Appendix A should be considered as corresponding to ferromagnetic state.
Further conclusion about the effect of ferromagnetism is that it strengthens the
segregation effects.

External magnetic field may affect the grain boundary segregation of both
magnetic and surprisingly even non-magnetic materials. An increase of the grain
boundary energy in the Fe–0.8at.%Sn alloy by 15 rel.% with increasing external
magnetic field from 0 to 6 T was found during annealing the samples at 973 K
[489, 490]. Based on findings of Seah and Hondros [307], it suggests that tin grain
boundary concentration decreases with increasing effect of external magnetic field.
This deduction was proved by direct measurement of grain boundary chemistry after
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Fig. 5.5 Concentration of tin at grain boundaries of iron in depth d under the grain boundary after
annealing at 973 K for 6 h without application of magnetic field (empty circles) and after annealing
in magnetic field of 3 T (solid squares) (according to [490])

“magnetic annealing” at 973 K: While tin enrichment of the grain boundaries by
factor 1.5 was found after annealing without application of magnetic field, no seg-
regation was detected after annealing in magnetic field of 3 T [489] (Fig. 5.5). In
fact, annealing of the samples in magnetic field is known for nearly 100 years as
providing finer and more homogeneous structures of materials than conventional
annealing without magnetic field [490].

Tsurekawa et al. [491] consider two sources for the effect of magnetic field
on interfacial segregation (a) magnetic Gibbs energy and (b) grain boundary mag-
netism.

Magnetic Gibbs energy in ferromagnetic materials related to unit volume is
generally given as [491]


GF
I D ��0

�
H � NMs

2

�
Ms; (5.6)

where �0 is the magnetic permeability of vacuum,Ms is the saturation magnetism,
H is the strength of magnetic field and N is the demagnetising factor. In dia- and
paramagnetic materials, the magnetic Gibbs energy per unit volume is


GD
I D 
GP

I D �1
2
�0�.1 � �N/H 2; (5.7)

where � is the susceptibility. Paramagnetic tin atoms segregated at the grain bound-
aries of iron may be considered as “clouds,” thus enhancing 
GF

I of the system
in applied magnetic field despite the fact that these “clouds” do not affect the
Curie temperature [492]. The reason for this enhancement is much higher magnetic



5.4 Grain Boundary Energy 111

free energy of the system at the “cloud” than in the grain volume in magnetic
field, that is 
GP

I � 
GF
I due to extremely low susceptibility of tin (2:7 � 10�8

[491]). An estimate of the energy difference 
GI D 
GF
I �
GP

I according to
(5.6) and (5.7) assuming N D 0 gives �6 � 106 J=m3 for H D 6T. Comparing
this value with 
GSn D �6:5 � 105 J=m3 reported by Seah and Lea for tin seg-
regation in ’-iron at 973 K [371], one can conclude that the magnetic Gibbs
energy is one order of magnitude lower than the Gibbs energy of grain bound-
ary segregation. As a consequence, application of a magnetic field will repeal
tin atoms from the grain boundaries, because this process results in lowering the
magnetic Gibbs energy and, thus, the Gibbs energy of the system [491]. It can
also be assumed that the demagnetisation factor for the “cloud” depends on the
direction of the magnetic field. It will be much lower for magnetic field being par-
allel to the grain boundary compared to the perpendicular case. Thus, the series

GP

I .?/>
GP
I .jj/�
GF

I or
GD
I .?/>
GP

I .jj/�
GF
I should be valid for seg-

regated elements in paramagnetic state (e.g. tin) or diamagnetic state (e.g. copper),
respectively.

Increased grain boundary magnetism is another possible explanation of the effect
of magnetic field on grain boundary segregation. It was shown experimentally
[493, 494] as well as theoretically [495] that the magnetic moment at the grain
boundary is different from that of the grain volume and that it increases with
decreasing atomic density. In case of tin in ’-iron it can be well assumed that both
the magnetisation and the Curie temperature are lower for segregated grain bound-
ary than for the volume. Simultaneously, it can be expected that the difference in
magnetisation of the grain boundary and the volume in a sample annealed at a tem-
perature close to the Curie point will intensify the grain boundary segregation of tin.
An external magnetic field will then evoke the field-induced magnetisation result-
ing in decrease of the difference in magnetisation of the grain boundary and the
volume thus suppressing the grain boundary segregation caused by the magnetic
effect [491].

5.4 Grain Boundary Energy

Changes in grain boundary energy affect the values of the chemical potentials of
the solute and matrix elements at the grain boundary and thus the standard molar
Gibbs energy of segregation (cf. Chap. 4, (4.30)). It results in anisotropy of grain
boundary segregation.

Grain boundary energy exhibits a more-or-less pronounced dependence on the
structure of the interface. Such dependence is shown, for example in Fig. 5.6. Due
to the fact that grain boundary energy substantially contributes to the value of the
chemical potentials (4.23) and according to the definition of thermodynamic quan-
tities of grain boundary segregation as combination of chemical potentials (4.28)
and (4.30), anisotropy of the thermodynamic quantities of grain boundary segre-
gation must exist. Similarly, anisotropy of grain boundary composition may also
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Fig. 5.6 Dependence of energy of symmetrical tilt grain boundaries, �ˆ, on [110] misorientation
angle � in Ni–4at.%Pd alloy at 0 K (according to [341])

appear, however, due to its additional dependence on temperature, pressure and bulk
composition of the alloy, it is not so straightforward as the anisotropy of the standard
thermodynamic quantities.

Anisotropy of grain boundary segregation was experimentally detected for the
first time from a scatter of data on chemical composition of individual “facets” on
intergranular fracture surfaces, that is opened grain boundaries in polycrystalline
materials albeit crystallographically unspecified. For example, variations of about
˙15 rel.% were found for tin and sulphur segregation in ’-iron [307] and ˙45 rel.%
for phosphorus segregation in a Cr–Mo low-alloy steel [173]. Grain boundaries in
bismuth-doped copper were either fully decorated by bismuth or completely free of
it [496]. Indications of non-homogeneous grain boundary segregation with scatters
ranging from ˙30 to ˙60 rel.% were also reported in many other systems: for seg-
regation of phosphorus [67, 166, 349, 497, 498], carbon [166, 430, 499], antimony
[67,419,424,500,501], nickel [428,500], manganese [67,498], tin [500], molybde-
num [426, 497], and chromium and oxygen [166, 428] in ’-iron, and ferrite-based
iron alloys and steels. Other examples are grain boundary segregation of antimony,
sulphur and phosphorus in nickel [374,454], of boron in Ni3Al [502], of phosphorus
in tungsten [370] or of iron in magnesia [192]. Generally, the majority of the liter-
ature data are confined in a broad region limited by the Maxwell distribution with
scatter ˙60 rel.% for 50% of the Maxwell curve [20].

Experimental data on chemistry of a single grain boundary measured by methods
of surface analysis on fracture surfaces can exhibit a scatter. This scatter up to about
˙10 rel.% can be caused by deviations of the fracture path from the interface, inho-
mogeneities of bulk chemical composition and lack of equilibrium. A larger scatter
then reflects anisotropy of grain boundary segregation [67, 503]. Theoretical analy-
sis of the bond strength suggests that intergranular fracture passes through a metallic
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material by breaking the weakened metal–metal bonds in the neighbourhood of
the strong metal–metalloid bonds [503–505]. The fracture path zigzags along the
boundary and the segregated species are distributed between the two newly created
fracture surfaces. It is usually supposed that this distribution is homogeneous, that is
that on average, there is always one-half of the amounts of the segregated element(s)
on each fracture surface. Some measurements of grain boundary composition on
both matching fracture surfaces support this idea, e.g. phosphorus concentration
on fracture surfaces of polycrystalline tungsten [372], Cr–Ni ferrite steel [67] and
’-iron [343, 354]. Careful studies of composition of both matching fracture sur-
faces of well-characterised single grain boundaries in bicrystals brought progress in
understanding this distribution. Markedly different phosphorus concentrations were
found on both sides of a separated symmetrical f013g tilt grain boundary in a Fe–Si
alloy [139]. Model calculations suggested that the fracture did not zigzag through
the grain boundary core but passed parallel to the grain boundary at a distance of
one atomic layer from the core over a relatively large area. After meeting, a defect
at the grain boundary such as deformation twin occurring in front of the crack
during breaking the bicrystal, the fracture can jump onto the corresponding path
on the other side of this boundary. However, once the equilibrium grain boundary
segregation is established, the fracture runs just in the grain boundary core and dis-
tributes the segregated species homogeneously to both fracture surfaces in the case
of this grain boundary and in the case of other symmetrical interfaces [111]. On the
other hand, systematic differences of composition between the two fracture surfaces
found for asymmetrical grain boundaries suggest that fracture unevenly distributes
the segregated species between the fracture surfaces [111]. The difference between
chemical composition of both fracture surfaces can reach as much as ˙30 rel.%
[94, 506, 507].

Li and Williams [508] studied phosphorus segregation at individual grain bound-
aries in rapidly solidified Fe–0.6mass%P alloy. Despite a strong non-equilibrium
character of such interfaces, they found heterogeneous distribution of phosphorus
at the grain boundaries ranging from 0.05 to 0.4 monolayer with significantly lower
segregation level at low-angle and low-˙ grain boundaries comparing to high-angle
and high-˙ ones. During this AEM study, different phosphorus concentrations were
detected on matching planes of the grain boundary.

To elucidate the relationship between the structure and chemical composition of
individual grain boundaries, the measurements of interfacial segregation should be
performed on well-characterised grain boundaries in bicrystals. Numerous experi-
ments of this kind were performed in the past decades. Very low segregation has
usually been observed at coherent twin grain boundaries, for example in case of
copper in lead [509], phosphorus in an Fe–Si alloy [134, 510], bismuth in copper
[511] and silicon and titanium in alumina [512]. It is worth noting that coherent twin
boundaries are often found free of segregation [511]. Other grain boundaries exhibit
higher or lower levels of segregation. Lower segregation was measured for anti-
mony at 15ı[110] and 100ı[110] symmetrical tilt grain boundaries of copper than
at 54ı[110] and 67ı[110] ones. Highly coincident grain boundaries did not show
any segregation of antimony. Variation of antimony concentration along facetted
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grain boundaries indicates that grain boundary plane orientation plays an important
role in impurity segregation [511]. This conclusion is supported by the finding of
weak silicon and titanium segregation at grain boundaries parallel to at least one
dense lattice plane of alumina such as (0001) [512]. Three times higher sulphur
concentration was detected at the 20ı[100] tilt grain boundary in nickel as com-
pared to the 40ı[100] one [513]. Low levels of carbon and oxygen segregation were
detected at the 5ı[100] low-angle grain boundary in tungsten than at the 50ı[100]
and 48ı[110] high-angle grain boundaries [514]. These findings may suggest that
the tendency to grain boundary segregation increases with increasing misorienta-
tion angle of the two adjoining grains. Slightly higher segregation of calcium and
silicon was detected at the ˙ D 17; 28:5ı[001] twist grain boundary in magnesia
than at the˙ D 5; 36:9ı[001] one: much higher levels of segregation were detected
at general grain boundaries [515]. In Mn–Zn ferrites, low calcium segregation was
detected at highly coincident grain boundaries such as˙ D 13, f015g and asymmet-
rical grain boundaries having one of the boundary planes close to a low-index one,
for example (110) and (111) in comparison to low-coincidence grain boundaries.
Segregation of calcium was accompanied by a depletion of Fe2C ions relatively to
Fe3C ions [516]. Similarly, highly coincident [100] grain boundaries (˙ D 3; 5

and 13) in tetragonal YBa2Cu3O7�• structure were found free of segregation while
general grain boundaries often contained vitreous phase indicating strong segre-
gation effects [517]. Low-angle [518] and low-˙ [519, 520] grain boundaries in
YBa2Cu3O7�ı exhibit identical composition as the grain interior. On the other hand,
molybdenum, zirconium and strontium were found to segregate at less coincident
grain boundaries [518].

Grain boundary structure also seems to have an effect on character of segregation
in multi-component alloys. For example, silicon was found to segregate at both,
˙ D 9, (011) twist grain boundary [241] and˙ D 9, [011] tilt grain boundary [521],
whereas boron segregates at general grain boundaries in an Fe–Si alloy [240,521]. In
both cases, carbon segregation at the same level was measured at the grain boundary
fracture surfaces [240, 521], however, it is not clear whether its presence is due to
segregation or surface contamination. A comparison of solute segregation at tilt and
twist interfaces showed larger absorptive capacity of twist interfaces [522, 523].

Grain boundary concentration of a solute is affected by many factors discussed
above, such as temperature, bulk concentration of segregating element and pres-
ence of other components in the system. For general description, the values of
the enthalpy and entropy of segregation are necessary. There are several attempts
to evaluate the values of the thermodynamic functions of segregation for indi-
vidual grain boundaries. Surprisingly high values of 
HI were determined for
niobium and iron segregation to stacking faults (i.e. twin grain boundary) in cobalt,

HNb D �60 kJ/mol, 
HFe D �30 kJ/mol [522, 523]. This may result from inade-
quate application of the regular solution model to evaluate the thermodynamic data,
because the driving force for segregation originates from third nearest neighbours
and higher interactions [523]. The values
H 0

In D �38 kJ/mol and
S0
In D �0:05 J/

(mol K), and
H 0
In D �39 kJ/mol and
S0

In D �0:05 J/(mol K) were determined for
indium segregation at f115g and f1 1 10g grain boundaries of nickel, respectively,
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Fig. 5.7 Dependence of relative concentration of polonium at [100] symmetrical tilt grain
boundaries of lead [525]

using the Langmuir–McLean segregation isotherm (4.61) [524]. Since the entropy
term has only a very small effect on
G0

In, we may accept
G0
In � 
H 0

In. The value

G0

In � �40 kJ/mol is lower than �50 kJ/mol measured for general grain bound-
aries in polycrystalline material. Thus, the above mentioned well-characterised grain
boundaries cannot be considered as general [524] but rather as vicinal.

To disclose characteristic differences in behaviour of individual interfaces, the
detail systematic measurements of orientation dependence of solute segregation on
a set of grain boundaries is necessary. Due to large variety of grain boundaries
(5 DOFs, cf. Chap. 2), such systematic study is very complicated. Usually, a cut
of the 6-dimensional space is used, where only one DOF is changing or that cut
is well characterised. The dependence of solute segregation on the misorientation
angle � for symmetrical tilt grain boundaries can serve, for example of the last-
mentioned case [20]. The first systematic study of structural dependence of this type
was reported for polonium segregation at [100] symmetrical tilt grain boundaries of
lead by autoradiography [525]. It showed an increase of grain boundary segrega-
tion with increasing misorientation angle. An abrupt rise of polonium concentration
appears for grain boundaries above � D 15ı (Fig. 5.7). This change of the slope
of the orientation dependence is very probably caused by the change of the grain
boundary structure from low-angle dislocation one to that formed by structural units
in case of the high-angle grain boundaries.

The dependence of the Auger peak-to-peak heights ratios rI (which is a mea-
sure of the grain boundary concentration) on the misorientation angle of tilt grain
boundaries without specifying the other DOFs was constructed for tin and silicon
grain boundary segregation in bcc iron [526,527] (Fig. 5.8). The data were fitted by
a monotonic dependence (full lines in Fig. 5.8) and concluded that no increase of
silicon concentration exists for low-angle grain boundaries � < 15ı, while a very
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Fig. 5.8 Dependence of relative Auger peak-to-peak height ratios, rI , of silicon (triangles) [527]
and tin (circles) [526] on tilt angle of rotation as presented by Watanabe et al. (full lines). Dotted
line shows an alternative interpretation of the data taking into account possible low segregation at
special (highly coincident) grain boundaries [20]

slight increase can be deduced for high-angle ones .15ı > � > 60ı/. On the other
hand, tin segregation is more pronounced and exhibits steep increase for low-angle
grain boundaries and “saturation” of high-angle grain boundaries [526]. No sys-
tematic trend was observed in silicon segregation at twist grain boundaries [527]
while a week increase of tin concentration was apparent for tin segregation at twist
grain boundaries characterised by � < 4ı [526]. These studies of anisotropy of
grain boundary segregation are pioneering and very instructive. Nevertheless, the
studied systems were not fully characterised [526, 527]. First, not all DOFs of indi-
vidual grain boundaries were fully characterised, which does not enable to construct
an unambiguous structural dependence of grain boundary segregation. Second, the
samples were slowly (furnace) cooled after annealing at high temperatures (1,523 K
for an Fe–Si alloy and 1,670 K for an Fe–Sn alloy): It may induce an apparent solute
segregation at lower temperatures so that the segregation cannot be considered as
equilibrium. Third, there were other trace elements (carbon, phosphorus, sulphur)
present in particular binary alloys that are able to segregate at the interfaces. These
elements then affect the amount of silicon and tin at the grain boundaries and, in
addition, the fracture of the samples necessary to open the grain boundaries for the
AES analysis. Additionally, the fracturing was performed on air which certainly
caused an intensive contamination of the fracture surfaces by oxygen and carbon.
Supposing that lower segregation occurs at special grain boundaries, which may
be – for simplicity – characterised by low values of ˙ as compared to general ones
[527], the experimental data [526, 527] allow such a construction (dashed line in
Fig. 5.8) [20]. However, no significant dependence of oxygen, nitrogen and carbon
segregation was observed in molybdenum [528].
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Fig. 5.9 Relation between Auger peak-to-peak height of phosphorus rP measured on the grain
boundary fracture surface of iron, and the tilt misorientation angle � [343]

Fig. 5.10 Dependence of grain boundary concentration of silicon �Si on the twist misorientation
angle in bcc iron [241]

Phosphorus segregation in iron was found to increase with increasing tilt mis-
orientation angle [343] (Fig. 5.9). Additionally, the level of silicon segregation at
high-angle grain boundaries of bcc iron was interpreted to be completely indepen-
dent of misorientation angle [241] (Fig. 5.10). These results qualitatively fit with
the above-mentioned findings on silicon and tin segregation in bcc iron [526, 527]
(Fig. 5.8). In case of silicon segregation in bcc iron [241] (Fig. 5.10), the sum-
mary dependence of grain boundary composition was plotted regardless the rotation
axis and the grain boundary characteristics. In addition, the tendency of silicon
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to segregate at grain boundaries of bcc iron is low, so, no large variations of its
concentration can be expected at different grain boundaries [20]. Small amount of
phosphorus was observed at low-angle and twin grain boundaries of fcc Fe–Ni–Cr
alloy in comparison with general grain boundaries [529]. In case of general grain
boundaries, phosphorus was found to segregate less to those oriented closely to
low-index planes of one of the grains. Such boundaries were also found straight and
non-facetted [529]. Similar results were also reported for phosphorus segregation in
bcc iron [530].

The above-mentioned examples of orientation dependence of grain boundary
segregation only qualitatively show an increase of grain boundary concentration
of a solute with increasing misorientation angle of two adjacent grains. However,
they say nothing instructive about the character of the anisotropy of grain boundary
segregation. Increasing oxygen segregation with increasing misorientation angle of
low-angle grain boundaries and its saturation was also reported for high-angle grain
boundaries in molybdenum [100] tilt bicrystals [528] (Fig. 5.11a). Similarly to tin
segregation in iron (Fig. 5.8), oxygen segregation was interpreted as independent
of the structure of grain boundaries (full line in Fig. 5.11a). However, very few
measured data only do not exclude existence of anisotropy of oxygen segregation
with minima at special grain boundaries (dotted line in Fig. 5.11a) [20]. In case of
[110] grain boundaries, however, cusps were already measured corresponding to the
50:5ı[110], f113g and 70:5ı[110], f112g grain boundaries (Fig. 5.11b).

Two maxima of bismuth segregation were found at [100] symmetrical tilt grain
boundaries in copper, one at about 30ı[100], the other at about 60ıŒ100� [531].
It can also be interpreted as the dependence with a single broad minimum at
about 45ıŒ100� (Fig. 5.12). However, a detail analysis of this quite large amount
of experimental data provided two sharp minima at about 37ıŒ100� and 50ıŒ100�
misorientation angles (dotted line in Fig. 5.12) [20]. This fit could also be correlated
to the orientation dependence of grain boundary energy of copper [36]. In contrast
to these results, interfacial segregation of antimony in copper exhibits minima at
28:1ıŒ100�, f015g, 36:9ıŒ100�, f013g, 53:1ıŒ100�, f012g and 61:9ıŒ100�, f023g sym-
metrical tilt grain boundaries. These grain boundaries are also more resistant to the
brittle fracture compared to the other interfaces [532].

A surprisingly reversed course of orientation dependence of the grain bound-
ary concentration was observed in case of silicon segregation at [100] symmetrical
tilt grain boundaries in 17Cr–13Ni austenitic stainless steel [533]. As shown in
Fig. 5.13, the highest levels of silicon segregation were found at 36:9ıŒ100� (˙D5),
53:1ıŒ100� (˙ D 5) and 67:4ıŒ100� (˙ D 13) grain boundaries although – with
respect to the atomic structure of these low-periodicity interfaces – an opposite
result should be expected. Although this result seems to be strange, it may represent
an exemplar consequence of the compensation effect (see Sect. 5.5.3).

Another important effect on the segregation properties is the orientation of the
grain boundary plane. Symmetrical f111g and f112g facets of the twin grain bound-
ary (˙ D 3) in nickel were found to be free of any segregation, while sulphur
segregation was unambiguously detected at asymmetrical facets of this bound-
ary [534, 535]. Similarly, the symmetrical f113g grain boundary does not exhibit
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Fig. 5.11 Orientation dependence of oxygen grain boundary segregation. (a) [100] grain bound-
aries; (b) [110] grain boundaries [528]. The dotted line in (a) represents an alternative possible
course of the dependence [20]

segregation, while the asymmetrical grain boundaries oriented closely (up to 2ı)
to (112)/(117), (112)/(115), (225)/(114), (113)/(114) and (116)/(112) were found
enriched by sulphur [536]. In contrast to the f113g grain boundary, the other
˙ D 11, f233g symmetrical tilt grain boundary in nickel was found to be very
unstable and no bicrystal with this boundary could be produced. During the growth
of the bicrystal with this boundary, the boundary curving occurred with the asym-
metrical parts highly segregated by sulphur [537, 538]. In YBa2Cu3O7�• , oxygen
depletion is observed at the (230)/(209) grain boundary while no change of chemical
composition exists at the (010)/(001) grain boundary [520].
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Fig. 5.12 Orientation dependence of grain boundary concentration of bismuth at [100] symmetri-
cal tilt grain boundaries in copper at 773 K. The points DF represent ductile fracture indicating no
segregation [531]. The dotted line suggests another interpretation of the data [20]

Fig. 5.13 Orientation dependence of grain boundary concentration of silicon at [100] symmetrical
tilt grain boundaries in 17Cr–13Ni austenitic stainless steel containing 0.3 mass.%Si (solid circles)
and 0.8 mass.%Si (empty circles) at 923 K [533]

Suzuki et al. [539] studied phosphorus segregation at grain boundaries of known
orientation in polycrystalline bcc iron. In this case, phosphorus enrichment was
found to be predominantly dependent on crystallographic orientation of the bound-
ary plane albeit not on misorientation angle (Fig. 5.14). As it is indicated in
Fig. 5.14, the degree of segregation was found to be large on a high-index boundary
plane and low on a low-index plane, independently of the orientation of the other
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Fig. 5.14 Phosphorus segregation on grain boundaries of bcc iron [539]. (a) Relation between
Auger peak-to-peak ratios rP and the crystallographic orientation of grain boundary planes (empty
circles: rP < 0.4, empty triangles: 0.4 < rP < 0.5, solid circles: 0.5 < rP < 0.6, solid trian-
gles: rP > 0.6); (b) combinations of grain boundary planes with low and high index (dark marks
schematically depict amount of segregated phosphorus)

matching boundary plane. In fact, this model is in agreement with the hypothesis of
occurrence of solute segregation in different grain boundary positions [540].

Pang and Wynblatt [541] found that the strongest segregation of niobium in
tetragonal rutile (TiO2) occurs at the grain boundary planes laying along the (001)–
(011)–(010) edge of the stereographic triangle, while the weakest segregation is
observed for grain boundary planes close to the (110)–(010) edge.

The best way how to represent the anisotropy of grain boundary segregation
precisely and independently, is an establishment of orientation dependence of its
thermodynamic parameters – standard enthalpy and entropy of grain boundary seg-
regation. Orientation dependence of the standard enthalpy of segregation of silicon,
phosphorus and carbon in bcc iron can serve for an example [542]. As is seen in
Fig. 5.15, this dependence for [100] symmetrical tilt grain boundaries is qualita-
tively similar for all three elements and is characterised by pronounced minima
of �
H 0

I at the 22:6ıŒ100�, f015g, 36:9ıŒ100�, f013g and 53:1ıŒ100�, f012g grain
boundaries. This result is in good agreement with classification of grain boundaries
by means of the CSL model, because the above-mentioned grain boundaries are all
characterised by low values of˙ (13, 5 and 5, respectively). However, the CSL char-
acterisation fails when the asymmetrical grain boundaries are considered, as was
already mentioned in Chap. 2. For example, the ˙ D 5; 36:9ıŒ100� tilt orientation
relationship covers all types of the grain boundaries – special, vicinal and general –
according to their inclination from the f013g symmetrical orientation (Fig. 5.16)
[86]. The lowest tendency to segregation represented by the lowest absolute value
of 
H 0

I , was found – besides both symmetrical f013g and f012g grain bound-
aries – also for the asymmetrical (011)/(017) grain boundary. All these interfaces
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Fig. 5.15 Dependence of absolute value of the standard enthalpy of segregation of silicon (circles),
phosphorus (triangles) and carbon (squares) on misorientation angle of [100] symmetrical tilt grain
boundaries in bcc iron [542]

Fig. 5.16 Dependence of the absolute value of the standard enthalpy of segregation of silicon
(circles), phosphorus (triangles) and carbon (squares) of 36:9ı[100] tilt grain boundaries on
inclination angle � from symmetrical orientation f013g in bcc iron [86]

are considered as special. The (001)/(034) grain boundary exhibits vicinal-like
behaviour, and the (018)/(047) and (0 3 11)/(097) grain boundaries are general
(Fig. 5.16) [86, 94].

The differences in segregation behaviour were also found in case of two tilt
grain boundaries characterised by the same non-coincidence .˙ ! 1/ 45ı[100]
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Fig. 5.17 Dependence of the absolute value of the standard enthalpy of segregation of silicon (cir-
cles), phosphorus (triangles) and carbon (squares) of 45ı[100] tilt grain boundaries on deviation
angle � from symmetrical orientation f0klg in bcc iron [94]

orientation relationship – symmetrical f0klg1 and asymmetrical (001)/(011) ones.
While f0klg behaves as typical general grain boundary, the asymmetrical grain
boundary exhibits very low absolute values of the segregation enthalpy compara-
ble with those of the f013g and f012g grain boundaries (Fig. 5.17) and, therefore,
can be classified as special [87, 94, 506].

An interesting anisotropy of grain boundary segregation was also observed
for asymmetrical tilt grain boundaries formed by the (001) grain boundary plane
(Fig. 5.18) and the (011) grain boundary plane (Fig. 5.19). In the former case, a
low tendency to segregation was indicated for the (001)/(011) and the (001)/(013)
grain boundaries, while the other interfaces of this kind exhibit “transitive” values
of segregation enthalpy between the level of general grain boundaries and special
grain boundaries. From this point of view, they might be considered as “vicinal”
[94,98,100]. In case of the latter interfaces, all high-angle grain boundaries possess
low-absolute values of segregation enthalpy and are special [94, 98, 100]. Obtained
results are in agreement with the statement of Pang and Wynblatt [541] that a
boundary can exhibit strong segregation only if its matching halves also exhibit
strong segregation. The results obtained for impurity segregation in bcc iron were
summarised in classification of individual grain boundaries as shown in Fig. 2.9.

1 The 45ı[100] grain boundary is incommensurate and the rate k=l is irrational. Therefore, no
integer Miller symbols can be found for the symmetrical interface.
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Fig. 5.18 Dependence of absolute value of the standard enthalpy of segregation of silicon (cir-
cles), phosphorus (triangles) and carbon (squares) of (001) asymmetrical tilt grain boundaries on
misorientation angle � of both adjoining grains in bcc iron [94]

Fig. 5.19 Dependence of absolute value of the standard enthalpy of segregation of silicon (cir-
cles), phosphorus (triangles) and carbon (squares) of (011) asymmetrical tilt grain boundaries on
misorientation angle � of both adjoining grains in bcc iron [94]
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Fig. 5.20 Dependence of the enrichment factor ˇRe for (011) twist grain boundaries on misorien-
tation angle � of both adjoining grains in a W–25at.%Re alloy [309]

The studies of anisotropy of solute segregation at high-angle twist grain bound-
aries are rather limited but the differences in segregation behaviour were detected as
well. A minimum of rhenium segregation in tungsten at the 70:5ı(011) twin grain
boundary (˙ D 3) was only found in the whole misorientation range [309, 543]
(Fig. 5.20) albeit not for the interface corresponding to the ˙ D 11 relationship,
where minims of segregation were detected for some tilt grain boundaries [309,544].
This disproportion can arise from probably larger ability of twist interfaces to grain
boundary segregation as compared to tilt ones [543].

Anisotropy of solute segregation was also detected in computer simulations of
the grain boundary structure and energy in binary systems. One of the first calcu-
lations of the grain boundary segregation was performed at 53:1ı[100]f012g and
61:9ı[100]f035g symmetrical tilt grain boundaries in Cu–Bi, Cu–Ag and Au–Ag
dilute binary systems using molecular statics method [545]. The variations of the
segregation energyEseg (which is nearly equal to the
HI ) exist for different bound-
ary sites (Table 5.1). Although both, positive and negative values ofEseg were found,
solute segregation can only occur at those positions characterised by negative val-
ues of Eseg that are associated with hydrostatic tension. This suggests that bismuth
segregation in copper is governed by the size effect (the atomic volume of bismuth
is three times larger than that of copper). These results comply with the early model
predictions of McLean [19].

The sequence of segregation of solute atoms at individual sites at a grain bound-
ary can be documented, for example of bismuth segregation at 36:9ı[100]f013g
symmetrical tilt grain boundary in copper [546]. Individual grain boundary sites are
shown in Fig. 5.21 and the values of Eseg are listed in Table 5.1. The first bismuth
atom segregates at the site of type “2” (Fig. 5.21) due to the highest negative value
of Eseg. After filling all these positions at the whole boundary, bismuth segregation
proceeds at the site of type “5”. After all sites “2” and “5” are occupied by bismuth,
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Table 5.1 Energy (in kJ/mol) of segregation of bismuth and silver in copper, and of silver in
gold at individual sites of 53:1ı[100]f012g and 61:9ı[100]f035g symmetrical tilt grain boundaries
[545] and of segregation of bismuth in copper at 36:9ı[100]f013g grain boundary [546]

System Boundary Boundary site
1 2 3 4 5 6

Cu(Ag) f035g C61 C82 C55 C33 C56
f012g C17 C27

Cu(Bi) f035g �33 C208 C43 �17 C222
f012g �106 C147
f013g C78 �195 C34 C68 �195 �176

Au(Ag) f035g �41 �40 �63 �35 �43
f012g �51 �65

Fig. 5.21 Individual sites at the 36:9ı[100]f013g grain boundary of copper [546]

a 2-D ordered structure can be distinguished in the boundary layer, where each bis-
muth atom is surrounded by copper atom and vice versa [546]. Similar behaviour
was detected at other grain boundaries [547, 548].

A thorough theoretical study of phosphorus and boron segregation at 36:9ı[100]
f013g and 38:9ı[110]f114g symmetrical tilt grain boundaries in bcc iron were
performed by molecular dynamics calculations [281, 549, 550]. The most advan-
tageous sites for segregation of both elements were found in the central positions of
corresponding structural units – capped trigonal prism and pentagonal bipyramid,
respectively. These sites are not occupied by iron atoms in the structure of pure grain
boundaries and represent interstitial grain boundary positions. The local atomic
arrangement at the respective boundaries is close to Fe9P and Fe7P and structurally
very similar to the Fe3P compound [551]. The values of the segregation energy
[281] show high site sensitivity; however, its highest absolute value (217 kJ/mol)
(Table 5.2) suggesting the most probable segregation positions for phosphorus at
these grain boundaries are by about one order of magnitude higher than those
of the segregation enthalpy determined experimentally not only for special f013g
grain boundary (13 kJ/mol) [350] but also for general interfaces in polycrystals
(21–38 kJ/mol) [328, 339, 343, 346, 552].

A rather simple method – tight-binding type electronic theory of s-, p- and d-basis
orbitals – was used to study segregation of sp-valence impurities Mg, Al, Si, P and
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Table 5.2 Energy (in kJ/mol) of segregation of boron and phosphorus in bcc iron at individual
sites of 36:9ı[100]f013g and 38:9ı[110]f114g symmetrical tilt grain boundaries [281, 549, 550]

System Boundary Boundary site
1 2 3 4

Fe(P) f013g �208 �217 C2 �78
f114g �207 �190 C93 �3

Fe(B) f013g �236 C54 �102 �100
f114g �195 C20 �116 �116

Cl at the f013g grain boundary in bcc iron [270]. Calculated segregation energies
for the sites at the exact boundary plane seem to depend on filling the sp-band:
Maximum values of Eseg, suggesting the weakest segregation tendency, were found
for silicon with the half-filled sp-bands. In contrast to the extremely high absolute
values of the segregation enthalpy found above, the values of Eseg for phosphorus
(�14:6 kJ/mol) and silicon (�9:8 kJ/mol) calculated in this simple way are in an
excellent agreement with the values of segregation enthalpy measured experimen-
tally for the same elements at this boundary [350] (�13:3 kJ/mol and �8:5 kJ/mol,
respectively).

Similar level of the grain boundary segregation of platinum in gold represented
by �Pt was observed at corresponding ˙ D 5 interfaces, 53:13ı[100] f012g sym-
metrical tilt grain boundary and 53:13ı(100) twist grain boundary at 850 K. On the
other hand, five times higher segregation of platinum was surprisingly found at the
above tilt grain boundary compared to the twist one in the system Ni–Pt [294].

The variations of the degree of copper segregation at various (001) twist grain
boundaries of nickel using Monte Carlo simulations at 800 K showed surprisingly
the strongest segregation tendency for the low-˙ misorientation in the series˙ D 5,
13 and 61 orientation relationships. The grain boundary with ˙ D 61 misori-
entation exhibited the weakest segregation among all these boundaries [70, 553].
However, variations of chemical composition are extended in more planes parallel
to the grain boundary. In case of equiatomic alloy, an oscillatory depth distribu-
tion of copper occurs, which is similar to that found for free surfaces [289, 554].
This result was confirmed using a simulation method based upon a point approx-
imation for the configuration entropy, Einstein model for vibrational contributions
to the free energy with respect to atomic co-ordinates and composition of each site
[295, 555]. In addition, the segregation was found to increase with increasing (001)
twist rotation angle [296].

The value of the segregation enthalpy of gold segregation at (001) twist grain
boundaries of platinum were calculated as decreasing from �1:1 kJ/mol for 5ı(001)
grain boundary to �11:7 kJ/mol for 36:9ı(001) grain boundary [70, 284]. The
average enrichment ratio ˇAu was found to depend on both temperature and mis-
orientation angle as

ˇAu D 1Cm.T / sin.�=2/ (5.8)

with the slope m.T / depending only on temperature. These Monte Carlo simu-
lations indicate that segregation primarily occurs in cores of the grain boundary
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Fig. 5.22 Orientation dependence of the grain boundary concentration of gold, �Au, at (001) twist
grain boundaries on misorientation angle � of both adjoining grains in Pt–1at.%Au alloy at 900 K
(empty circles), 1,000 K (empty squares), 1,300 K (empty triangles), 1,500 K (solid circles) and
1,900 K (solid squares) (according to [284])

dislocations that comprise the (001) twist grain boundaries. The density of the
grain boundary dislocations increases with increasing misorientation angle up to the
value of about 35ı: if such misorientation is exceeded, saturation establishes [284].
However, a question arises why the temperature dependence of gold segregation
was theoretically found as non-monotonous in some cases (Fig. 5.22). Solute atom
enrichment was also determined by Monte Carlo simulations for (001) low-angle
twist grain boundaries in the Ni–Pt system. A saturation of the grain boundaries was
detected at about 22ı(001) grain boundary: The enrichment of the nickel boundaries
by platinum is about twice higher than the nickel enrichment of platinum interfaces
[285]. In contrast to this system, only gold segregation was determined by the same
method at (001) low-angle twist grain boundaries in Au–Pt system on both sides of
the concentration range [286].

Monte Carlo and molecular statics simulations were used to determine detail
anisotropy of palladium segregation at different boundary positions of numerous
special and general [110] symmetrical tilt grain boundaries in nickel [341]. The val-
ues of the segregation energy and entropy of individual sites at 23 grain boundaries
were calculated. The orientation dependence of minimum average grain bound-
ary concentration of palladium, �Pd, is shown in Fig. 5.23. It is apparent that no
segregation was calculated for the 109:47ı[110] f111g symmetrical tilt grain bound-
ary, which represents the coherent twin grain boundary. This corresponds very
well with the zero-value of the energy of this grain boundary [341]. The orien-
tation dependence of palladium grain boundary concentration copies well that of
grain boundary energy except the range 50:48ı–109:47ı, where the increase of the
grain boundary energy is not followed by appropriate increase of the palladium grain
boundary concentration. Although the values of the free energy of segregation at
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Fig. 5.23 Grain boundary concentration of palladium, �Pd, at numerous [110] symmetrical tilt
grain boundaries in Ni–4at.%Pd alloy at 800 K (according to [341])

enhanced temperature were calculated for individual grain boundary sites for the
first time, no clear correlation between their values and grain boundary structure
were found [341].

To elucidate the relationship between the structure and solute segregation to
particular grain boundaries, high-angle grain boundaries were modelled as pla-
nar defects characterised by the thickness and the atomic density [556]. Model
calculations showed that the grain boundary enrichment strongly depends on the
atomic density of grain boundaries albeit not on grain boundary thickness. There-
fore, a special grain boundary with the near-bulk density in simple metal will show
low electronic binding energy and an important elastic binding energy. It suggests
that segregation may occur at such boundaries although at low levels. Addition-
ally, grain boundaries with small extra volume may show high adsorptive capacity.
Although a change of the grain boundary density represents only one of the possi-
ble contributions to segregation, the grain boundary atomic density is considered as
the most important physical parameter for segregation at periodic high-angle grain
boundaries [557].

5.5 Nature of Segregating Element

5.5.1 Truncated BET Isotherm

The grain boundary energy and consequently, the Gibbs energy of segregation
are also affected by the nature of the solute and the matrix element. This results
in pronounced difference in segregation extent. For example, the grain boundary
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enrichment ratio (4.19) of silicon in ’-iron at temperatures 700–900 K was found to
range between 101 and 100, while the grain boundaries of copper may accumulate
106 times higher amount of bismuth as compared to grain interior [307].

Seah and Hondros [307] formulated the truncated BET theory (cf. Chap. 4) for
interfacial segregation in a dilute binary system as

Xˆ
I

X0 � Xˆ
I

D XI

X�
I

exp

�
�
G

0
I

RT

�
(5.9)

with

G0

I D 
G0
I �
Gsol

I ; (5.10)

whereX�
I is the solid solubility limit of solute I in bulk matrixM , and
Gsol

I is the
Gibbs energy of solution. As it is apparent from (5.9) and (5.10) where the excess
Gibbs energy term is missing, that this model assumes a non-interactive segregation
in an ideal solid solution.

The truncated BET isotherm offers an interesting consequence. For low interfa-
cial enrichment .Xˆ

I �X0ˆ/, it transforms into

ˇˆ
I D Xˆ

I

X0ˆ

1

X�
I

D exp.�
G0=RT/

X�
I

: (5.11)

The analysis of numerous experimental data on grain boundary segregation in vari-
ous binary and pseudobinary systems showed that 
G0 possesses relatively low but
similar values ranging between �20 and 0 kJ/mol for all systems. Equation (5.11)
can thus be simplified as

ˇˆ
I D K

X�
I

(5.12)

withK D exp.�
G0=RT/ ranging from 1.8 to 10.8, i.e. within one order of magni-
tude for a wide variety of systems [13,20,307]. Equation (5.12) can thus be used to
predict the grain boundary enrichment ratio of a solute in a matrix knowing only its
bulk solid solubility (Fig. 5.24).

There are objections against the close relationship between the grain bound-
ary segregation and the solid solubility as expressed by (5.12) and represented in
Fig. 5.24. One of the most serious arguments for this disagreement results from com-
parison of experimental data on phosphorus and antimony segregation in bcc iron
and can be summarised as follows (a) the amount of antimony segregation is much
less than that of phosphorus and (b) the segregation of antimony increases with
increasing bulk concentration up to the solubility limit and remains constant after
reaching the solid solubility limit by bulk concentration while phosphorus enrich-
ment of the boundary reaches its maximum for bulk concentrations below the solid
solubility limit and then remains constant when the majority of primary segregation
sites are occupied [336]. Another argument contra this relationship is the relatively
low tendency of antimony to segregate to grain boundaries (
H 0

Sb D �19 kJ/mol)
in comparison with phosphorus (
H 0

P D �34 kJ/mol) or tin (
H 0
Sn D �23 kJ/mol)
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Fig. 5.24 Dependence between the experimental values of the grain boundary enrichment ratio
ˇI and the solid solubility X�

I for numerous binary systems. The solid solubility of the solutes in
the system given in the right column of the figure is unknown [20]

although both these elements exhibit similar solid solubility [124]. This argument is
based on incorrect interpretation of the data for antimony segregation [338] as dis-
cussed in detail in Chap. 4. It is clear that (5.12) provides us with a rough estimate
of the grain boundary segregation only, which does reflect neither the temperature
of the grain boundary segregation nor the grain boundary structure and energy of
individual sites at the grain boundary. These effects are covered by relatively large
limits of the above model (within one order of magnitude as marked by solid lines
in Fig. 5.24) [338]. As was shown above, the value of
H 0

Sb D �19 kJ/mol showing
“the low tendency to segregation” was determined under the simplified assumption
X0 D 1, which does not correlate the experimental data well (cf. Fig. 4.6a). When
the limited saturation level is considered, a more reliable value
H 0

Sb D �23 kJ/mol
is obtained [338], which is identical with the segregation enthalpy of tin.

BET isotherm was also applied to correlate experimental data on sulphur and
antimony segregation in iron alloys, while the correlation according to both the site
competition and the Guttmann model failed [503].

5.5.2 Grain Boundary Segregation Diagram

The main drawback of the truncated BET approach is that it does not take into
account the dependence of the grain boundary segregation on two main factors,
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Fig. 5.25 Schematic depiction of a grain boundary segregation diagram proposed by Watanabe
et al. (according to [526])

interface structure and temperature, which can alter the grain boundary concen-
tration [20]. All these changes are supposed to be included in the scatter of K
in (5.12).

Watanabe et al. [526] tried to overcome this drawback and suggested to extend
the dependence between ˇˆ

I and the solid solubility by new dimension – the grain
boundary orientation. In this sense, they proposed the construction of so-called grain
boundary segregation diagrams (Fig. 5.25).

Thermodynamic analysis of the dependence between the standard Gibbs energy
of interfacial segregation, 
G0

I , and the solid solubility of an element in a cho-
sen matrix, X�

I , was done with respect to different structure of the grain boundary,
ˆ [17, 337, 375]. Chemical potential, ��

I , of the solute I in saturated bulk solid
solution is

��
I D �0

I C RT ln a�
I ; (5.13)

where a�
I is its activity in the system M–I at the solubility limit X�

I .T / [337]. We
can then express the segregation free energy of the solute I; 
G�

I , as
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It can be simply shown that
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Fig. 5.26 Plot of the values of activity vs. atomic concentration of a solute at its solubility limit in
’-iron [337] (data from [558])

The plot of numerous pairs of the values of activities and corresponding concentra-
tions at the solid solubility level in various systems found in [558] revealed a simple
power relationship between these two values for different systems and temperatures
(Fig. 5.26),

a�
I D �

X�
I

	v
; (5.16)

where the parameter v depends on matrix elementM but not on nature of the solute
element I [337]. Using condition (5.15), (5.16) may be written as


S�
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I � vR

�
@ŒT lnX�

I �

@T

�
P;Xi

: (5.17)

The product on the right-hand side of (5.17), T lnX�
I D 
Gsol

I =R, was proved to
be nearly independent of temperature for various systems [337, 559] (Fig. 5.27).
Thus, the term in brackets in (5.17) is equal to zero and consequently, we can write
(5.14) as


H�
I D 
H 0

I � RT ln a�
I : (5.18)

As a result, the grain boundary segregation diagram can be represented by a depen-
dence of
H 0

I on both the grain boundary orientation and the product of temperature
and logarithm of bulk solid solubility, i.e.


H 0
I .ˆ;X

�
I / D 
H�.ˆ;X� D 1/C vRŒT lnX�

I .T /�; (5.19)
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Fig. 5.27 Temperature dependence of the product of temperature and logarithm of solid solubility
of various solutes in ’-iron [337] (data from [560])

Fig. 5.28 Grain boundary segregation diagram for [100] symmetrical tilt grain boundaries in
’-iron [337]

where 
H�.ˆ;X� D 1/ is the enthalpy of segregation of a completely soluble
element at grain boundaryˆ. The first experimental grain boundary segregation dia-
gram was constructed in 1991 from the well-defined data also listed in Appendix A
[337, 559].

The grain boundary segregation diagram is shown in Fig. 5.28. It is apparent that
individual connecting lines (the dependence of 
H 0

I on the solubility term for the
same grain boundary) are parallel suggesting that the two terms of the right-hand
side of (5.19) are mutually independent and the slope of the dependence is the same
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Table 5.3 Parameters of grain boundary segregation diagrams (5.19) for ’-iron [337, 375]

Grain boundary type 
H� (kJ/mol) v

General �8 to �4 0.77
Vicinal �2 to C2 0.77
Special C5 to C8 0.77

for all grain boundaries. In fact, (5.19) represents an extension of the model of Seah
and Hondros [307] by considering (a) the anisotropy of grain boundary segregation
(
H 0

I .ˆ/ ¤ const.) and (b) non-ideal behaviour of the solid solutions at the solu-
bility limit .� ¤ 1/ [337]. The characteristic values of 
H� for special, vicinal and
general grain boundaries and the values of � (5.19) in ’-iron-based binary alloys
[94] are listed in Table 5.3.

There are some interesting consequences of the grain boundary segregation dia-
grams. First, for segregation of highly soluble elements, positive values of
H 0

I may
appear at special grain boundaries according to the prediction. Such values have no
physical meaning and therefore, it is supposed that 
H 0

I D 0 describes such segre-
gation most realistically [337]. Second, let us notice that the values of 
H� range
between �8 and C8 kJ/mol for all grain boundaries (Table 5.3). This implies maxi-
mum scatter of the values of
H 0

I due to segregation anisotropy to be of ˙8 kJ/mol
at all grain boundaries despite the character of the segregated element. It is clear
because this scatter represents structural variations of the grain boundaries in the
chosen matrix element.

5.5.3 Enthalpy–Entropy Compensation Effect

The enthalpy–entropy compensation effect is the linear dependence between the
characteristic enthalpy,
H ch, and entropy,
S ch, of a process or equilibrium state,


S ch D a
H ch C b; (5.20)

where a and b are constants. Frequently, the compensation effect is also expressed
as the linear dependence between the characteristic enthalpy and the logarithm of
the pre-exponential factor of an Arrhenius relationship. The compensation effect
is a general phenomenon detected for many processes and states in chemistry,
physics, material science, biology and other fields (e.g. [12, 48, 561, 562]). Nev-
ertheless, it is one of the concepts that cause considerable confusion and divide
the scientific community to “enthusiasts” and “sceptics.” The enthusiasts accept the
linear enthalpy–entropy correlation and apply it in order to generalise a particu-
lar behaviour to groups of systems and propose models to explain these effects for
selected phenomena mainly on basis of atomic binding (c.f. [561]). The sceptics
consider it as an empirical relationship generated by statistical treatment of data
[563] or as a purely mathematical consequence of the formulae employed [564]
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and point out the sensitivity of the obtained data to procedure variables. Obviously,
the problem in understanding arises from inappropriate application of incorrect
enthalpy–entropy pairs employed in construction of the compensation graph.

The principles of the compensation effect can be elucidated by a thermodynamic
analysis [48,561]. Let us assume that a “process” (chemical reaction, diffusion, : : :)
or an equilibrium “state” (interfacial segregation, solubility: : :) is controlled by a
change of its characteristic Gibbs energy,
Gch. In case of the process, 
Gch is an
activation Gibbs energy, in case of the equilibrium state, 
Gch is a non-zero part
of the total Gibbs energy .
G D 0/, that controls the equilibrium state. In gen-
eral, 
Gch depends on N intensive variables (potentials), �j , such as electric and
magnetic fields, specific defect energy, solubility and bond strength. The total dif-
ferential of
Gch in respect to the variables�j at constant temperature and pressure
can be, thus, expressed as [561]

d
Gch D
NX

j D1

�
@
Gch

@�j

�
T;P;�i¤�j

d�j : (5.21)

Analogously,

d
H ch D
NX

j D1

�
@
H ch

@�j

�
T;P;�i¤�j

d�j ; d
S ch D
NX

j D1

�
@
S ch

@�j

�
T;P;�i¤�j

d�j :

(5.22)
Evidently, d
H ch.�j / and d
S ch.�j / are general, non-zero real numbers and there-
fore, a range of the changes of the variables �j must exist for that the constant
temperature TCE is defined as [561]

TCE D d
H ch

d
S ch
D

NP
j D1

�
@�H ch

@�j

�
T;P;�i¤�j

d�j

NP
j D1

�
@�Sch

@�j

�
T;P;�i¤�j

d�j

: (5.23)

It follows from (5.21) and (5.23) with (4.42) that

d
Gch.TCE/ D
NX

j D1

�
@
Gch.TCE/

@�j

�
T DTCE;P;�i ¤�j

d�j D 0: (5.24)

This provides us with a very important consequence: at temperature TCE; 
G
ch

does not change with changing variables �i in their specific ranges although the
values of 
H ch and 
S ch may vary significantly. Notice that at TCE; 
G

ch may
possess any value and is not a priori equal to zero.

Integration of (5.23) results in 
H ch D TCE.
S
ch C 
S 0/ with the integration

constant 
S 0, and thus,
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S ch.�j / D 
H ch.�j /

TCE
� 
Gch.�j ; TCE/

TCE
: (5.25)

Equation (5.25), which is in its form identical with empirical (5.20), represents the
mathematical form of the compensation effect. It suggests that the change of the
characteristic enthalpy d
H ch of the process caused by the change of the variable(s)
�j is compensated by the corresponding change of the characteristic entropy d
S ch.
TCE is the compensation temperature.

As we did not specify the process or state until now, the compensation effect is
general and applicable to both the dynamic processes and the equilibrium states.
Therefore, it is not surprising that it is observed in many fields of science as
mentioned above [561]. The presented thermodynamic treatment concerning the
compensation effect is also general and does not need any assumption about its
mechanism, bonding, etc. Let us stress out that the true compensation effect can
exist exclusively for a well-defined single process or state and is related to unam-
biguously defined state conditions. In this case, the characteristic enthalpy, 
H ch,
and entropy,
S ch, must be well-defined and have clear physical meaning. In interfa-
cial segregation, the only functions applicable for the compensation effect are
H 0

I

and 
S0
I . Here, the intensive variables �j provide constancy of the segregation

mechanism. For example, the interfacial energy varies with the interface orienta-
tion but also with the nature of the segregating element. The integration constant

S 0 D �
G0

I .TCE/=TCE is related to the configurational entropy of the system at
TCE [322, 561]. Any overlapping process such as species interactions have to be
avoided because it may provide an additional complex contribution to the values of

H ch and 
S ch and therefore, it may result in a mechanism differing from that for
which the compensation effect is considered.

This can be documented in Fig. 5.29 by comparing the plots of the values of

S0

C vs. 
H 0
C of carbon segregation at symmetrical tilt grain boundaries of ’-

iron [94] with the values of the segregation enthalpy and entropy, 
SI vs. 
HI

[113]. Since the values of both 
S0
I and 
H 0

I are principally independent of tem-
perature (and concentration), there is no indication of temperature. It is apparent
that this plot exhibits a pronounced linear dependence between 
S0

C and 
H 0
C

(Fig. 5.29a) albeit not between 
SI and 
HI for carbon at 923 K (Fig. 5.29b).
This is because the latter thermodynamic functions involve two contributions to
the actual segregation of carbon (a) the tendency of carbon to segregate at grain
boundaries of iron in infinitesimally diluted (ideal) solid solution and (b) the interac-
tion of carbon with other segregating elements, phosphorus and silicon. Figure 5.29
clearly demonstrates the above mentioned necessary condition of the linear depen-
dence between characteristic enthalpy and entropy – its exclusivity for a single,
well-defined mechanism of the process or state [561].

The range of existence of the compensation effect (i.e. TCE D const) for grain
boundary segregation in ’-iron, represented by correlated pairs of 
H 0

I and 
S0
I ,

is quite large covering very different grain boundaries and also different seg-
regating elements (Fig. 5.30) [561]. As is clearly seen in Fig. 5.30, the linear
dependence between 
H 0

I and 
S0
I is very well fulfilled not only for individual
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Fig. 5.29 Interdependence of characteristic entropy and enthalpy of segregation of carbon at well-
characterised symmetrical tilt grain boundaries in ’-iron. (a) Standard entropy and enthalpy of
carbon segregation, 
S0C and 
H0

C, and (b) entropy and enthalpy of carbon segregation, 
SC and

HC, at 923 K (according to [113])

grain boundaries (sites) in case of carbon, phosphorus and silicon segregation in
’-iron (solid symbols) [98, 565] but also for various other solutes segregating pref-
erentially at general interfaces in polycrystals [561]. The compensation effect for
interfacial segregation splits into two branches reflecting, thus, two different atomic
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Fig. 5.30 Dependence of the standard molar entropy, 
S0I , and the standard molar enthalpy, 
H0
I ,

of grain boundary segregation in ’-iron. Full symbols depict segregation of carbon (squares), phos-
phorus (triangles) and silicon (circles) at individual grain boundaries, the empty symbols represent
the data measured in polycrystalline iron (“average” grain boundaries) that were found in litera-
ture. The upper and lower branches of the dependence represent the best fits of the data on solute
segregation at interstitial sites and in substitutional positions, respectively [97, 565]

mechanisms of grain boundary segregation – interstitial (upper branch) and substitu-
tional (lower branch) [98]. This proves the sensitivity of the compensation effect to
the character of the single process for which the compensation effect can exist. The
value of TCE D 930K remains, however, identical for both branches of the compen-
sation effect suggesting that the compensation temperature is a characteristic of the
matrix element (
G0

I .TCE/=TCE D �56 J/(mol K) and �5 J/(mol K) were deduced
for interstitial segregation and for substitutional segregation, respectively). Due to
wide existence of the compensation effect it can also be used to predict the values
of 
H 0

I and 
S0
I for many grain boundaries and many segregating elements (see

Sect. 5.7.1) [375].
Although the nature and physical meaning of the compensation temperature is

still open for discussion at present, its existence is well established and has a very
interesting and important consequence. According to (5.24), 
G0

I .TCE/ D const
for all interfaces (and also for different solutes segregating at the interfaces sup-
posing identical mechanism of segregation – substitutional or interstitial). It means
that there exists a joint cross-section of 
G0

I on its temperature dependence for
different grain boundaries as indicated in Fig. 5.31. It means that for two inter-
faces (sites), A and B, for which A
G0

I .T1/ <
B
G0

I .T1/ at T1 < TCE, the reverse
relationship is valid at T2 > TCE, A
G0

I .T2/ <
B
G0

I .T2/. This is obvious from
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Fig. 5.31 Temperature dependence of the standard molar Gibbs energy of phosphorus segregation,

G0

P, in ’-iron at various grain boundaries (data from [94])

Fig. 5.32 for phosphorus segregation at grain boundaries in an Fe–Si–P–C alloy
[94]. This is also supported by much higher silicon segregation at f013g, f012g
and f023g special grain boundaries in austenitic stainless steel as compared to gen-
eral ones [533] (Fig. 5.13). We may well deduce that these measurements were
performed at T > TCE. Existence of the compensation effect confirms the impor-
tance of the segregation entropy in interfacial segregation that cannot be neglected
in any case.

A clear enthalpy–entropy compensation effect was also detected for palladium
segregation at different sites in different grain boundaries of nickel obtained from
computer simulations [341]. However, the type of their enthalpy and entropy terms
is not completely clear: Because it is assumed in [341] that both functions are inde-
pendent of temperature, one should suppose that these data represent the effective

H eff

seg and
S eff
seg. Only when
GI .T / deviates negligibly from a linear dependence

on temperature these values could be considered as equivalent to 
H 0
I and 
S0

I .
However, this information is not known. The results suggest that in the above case
of Ni–Pt, (a) the averaging over a temperature range does not play important role and
(b) the segregation mechanism is considered identical for all grain boundaries (grain
boundary sites). Therefore, the necessary conditions of the compensation effect are
fulfilled. The compensation effect was also reported for gold segregation at nickel
surface [567].

It should be emphasised that special care is necessary in selecting appropriate
data to verify the compensation effect. All fundamentals have to be well understood
before making general conclusions, particularly in constructing arguments against
the importance of the compensation effect.
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Fig. 5.32 Dependence of phosphorus concentration at [100] symmetrical tilt grain bound-
aries in an Fe–3.55at.%Si–0.0089at.%P–0.014at.%C alloy on misorientation angle at various
temperatures [566]

5.6 Grain Size

The size of individual grains in a polycrystalline material does not belong among
intensive thermodynamic parameters affecting interfacial segregation of solutes. In
a wide range of the coarse grain size, it also does not affect the interfacial seg-
regation. It is because the total number of the interfacial positions available for
segregation in coarse-grained materials is negligible compared to the amount of
the solute atoms in grain volume [568]. However, the grain size becomes important
for the segregation effects if it reaches the nanometer range. In this case, the frac-
tion of the grain boundary sites substantially increases and consequently, the grain
boundaries become strongly curved. As shown by Siegel [569], the volume fraction
of the grain boundaries is approximately 25% for the material with the grain size of
10 nm and approximately 50% for the grain size of 5 nm supposing the thickness
of the grain boundary being 1 nm. Thus the amount of the grain boundary positions
available for segregation is comparable with the volume sites. As a consequence,
segregation of the solute atoms at the grain boundaries evokes reduction of the bulk
concentration to one-half. This implies that the solute segregation is strongly sup-
pressed in nanocrystalline materials. It also means that the solubility of a solute in
nanocrystalline materials will be enhanced comparing to the classical fine-grained
polycrystals [569, 570]. This was confirmed by the finite element simulations of
the kinetics of sulphur segregation at grain boundaries of nickel. This simulation
showed that the saturation level of more than 80 at.% of sulphur is reached in nickel
with bulk concentration of sulphur of 20 ppm at 800 K if the grain size is 1 mm or
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0.1 mm. However, if the grain size is lowered to 10�m, maximum sulphur segrega-
tion reaches 30 at.% and in case of the grain size of 1�m, the sulphur segregation
reaches only less than 5 at.% [571].

The total concentration of the solute atoms in a polycrystalline material, Xp
I , is

given as [568]
X

p
I D XIf CXˆ

I .1 � f /; (5.26)

where f is the volume fraction of the grain boundaries. In conventional materials
(bicrystals, general grain boundaries in polycrystals, see Chap. 4), the number of
available positions for segregation is negligible comparing to that of the amount of
the solute atoms and therefore, the bulk concentration XI does not change during
the segregation process so that Xp

I Š XI . Rigorously, the volume fraction of the
grain boundaries can be expressed as [568]

f D ı

2
� 4� Nr2

4
3
� Nr3

D 3ı

2 Nr ; (5.27)

where ı is the grain boundary thickness and Nr is the average grain radius. Introduc-
ing (5.27) into the Langmuir–McLean segregation isotherm, (4.61), we obtain

Xˆ
I

1� Xˆ
I

D X
p
I � 3ı

2 NrXI

1 �Xp
I � 3ı

2 Nr .1 �XI /
exp

�
�
GI

RT

�
: (5.28)

In conventional materials, 3ı=2 Nr � 1, (5.28) is identical to (4.38). Using this
model, Ishida [568] showed that the extent of variations in the grain boundary seg-
regation is negligible for the grains larger than 300�m. However, the critical value
will be different for particular segregation systems. On the other hand, a clear size
dependence of calcium segregation was found at grain boundaries of synthesised
rutile below the critical size of 150–350 nm. In case of larger grain size, the grain
boundaries were found to be saturated by calcium at the level of about one-half of a
monolayer [570]. Theoretical calculations suggest that there is no practical change
in grain boundary segregation of sulphur in nickel polycrystals with the grain size
larger than 100�m; however, it is about three times lower when the grain size is
reduced to 10�m and about 20 times lower in case of 1�m grain size [182, 572].

Solute diffusion of silver in nanocrystalline ”-Fe–40mass%Ni alloy revealed its
strong segregation characterised by 
HAg D �47 kJ/mol. This value is comparable
with that found for coarse-grained polycrystals [573].

At lower temperatures and small grain sizes, there exists a critical concentra-
tion, X c

I ,

X c
I D X

p
I

2 Nr
3ı

(5.29)

representing the state when all solute atoms segregate at the grain boundaries.
Corresponding relationships can be derived for multi-component systems [568].

Cerium, calcium and strontium effectively segregate at the grain boundaries
of AZ91 magnesium-based alloy and suppress the grain growth in this material.
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Alloying with pure cerium causes reduction of the grain size from 107 to 36�m in
as-cast material. After a suitable mechanical and thermal treatment, the grain size
was further reduced to 20 and 30�m using combination of cerium with calcium and
with strontium, respectively [574].

Thermodynamic analysis performed by Weissmüller [575] revealed a very impor-
tant feature in the field of nanocrystalline materials – an existence of a state where
the alloy is stable with respect to the variation of the total grain boundary area. For a
nanocrystalline material, the Langmuir–McLean segregation isotherm was extended
to yield the total Gibbs energy of an alloy nanocrystal, Gnx, as function of pres-
sure P , temperature T , concentrations of solvent M and solute I , and of the total
grain boundary area A. Supposing random substitutional solid solution with crystal
volume and the grain boundaries with fixed numbers of sites N D NI CNM and
Nˆ D Nˆ

I CNˆ
M , the Gibbs energy of the system is given as

Gnx D
�
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I

�
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(5.30)

where �0 is the grain boundary energy in pure solvent, both at chosen temperature
and pressure. Stirling formula was applied to the logarithms of Ni -factorials.

Supposing, for simplicity, spherical grains in a polycrystal, the grain boundary
area A can be related to the crystal volume V as A � 3V=2 Nr. The detail treatment
of the problem shows that Gnx reduces with decreasing Nr , because the increase of
the grain boundary energy connected with the decrease of the grain size is less than
the decrease of the Gibbs energy connected with the solute segregation. At very
low grain sizes, however, Gnx increases again because the majority of the solute
atoms are already present at the grain boundary and the grain boundary area further
increases. Thus the boundary energy then prevails over the gain in reduction of the
Gibbs energy due to segregation. As a result, there exists a minimum of Gnx for a
grain size Nr in nanometer range [575].

The existence of a minimum of the Gibbs energy suggests the segregation-
induced stability of nanosized materials, for example stopping the grain growth
when this “equilibrium” size is reached [576]. This inhibition and, thus, stabilisa-
tion of the grain size in the nanometer range is of high importance for advantageous
applicability of nanocrystalline materials. According to (4.15) the grain boundary
adsorption is related to the change of the grain boundary energy with the change
of the chemical potential. Supposing an ideal solid solution and Henry law for the
solvent, we can rewrite (4.15) as [577]

�
@�

@XI

�
T;P

D ��
ˆ

I;M RT

XI

: (5.31)
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Integration of (5.31) results in

� � �0 D �RTı�X0ˆ



1C 1

exp.��G0
I

=RT/�1

�
� ln



1�XI CXI exp

�
� �G0

I

RT

��
;

(5.32)
where � is the density and ı is the thickness of the grain boundary. In (5.32) the
Langmuir–McLean segregation isotherm (4.61) was also applied. Assuming for
simplicity

ˇ̌

G0

I

ˇ̌ � RT, (5.32) may be written as

� D �0 � � 0ˆ
�
RT lnXI �
G0

I


: (5.33)

In (5.33) � 0ˆ D X0ˆı� is the Gibbs adsorption in saturation. The main message
of (5.32) is that � decreases from the value of �0, because the Gibbs energy of grain
boundary segregation, 
G0

I , is essentially negative. In a real system, a segregation
isotherm should be used accounting for interaction in the system, e.g. the Fowler
isotherm ((4.32) and (4.79) for a binary system).

To relate XI to the grain boundary area A or to the grain size, we can again
suppose for simplicity the spherical grains with an average radius Nr . Then

XI D X
p
I � 3V� ˆ

I;M

2 Nr (5.34)

with V being the molar volume of the alloy [577]. According to (5.34), the changes
in grain size represented by Nr evoke changes in volume concentration of solute
I as already proposed above. According to (5.33) and (5.34), the grain size 2 Nr�
corresponding to the metastable state is

Nr� D 3V� ˆ
I;M

2
h
XI � exp

�
�0C	 0ˆ�GI

RT	 0ˆ

�i : (5.35)

Under the conditions of (5.35), the grain boundary energy is equal to zero [577].
Such a boundary is then intact and thus rather stable. Indeed, any change of external
conditions (temperature, pressure, magnetic field: : :) causes a disturbance of this
state and further process leading either to reaching another metastable state or the
equilibrium one [578]. Knowledge on the relationship between the level of grain
boundary segregation, grain size and thermal condition may be successfully used to
predict the metastable grain size of a nanocrystal [567, 579, 580].

Stabilization of nanocrystalline grain sizes up to the temperatures close to the
melting points was reported for Pd–Zr [581], Fe–Zr [582] and Cu–Nb [583] alloys.
In case of the grain size stabilization in Pd–Zr and Fe–Zr alloys, the thermody-
namic reasons for the stabilization seem to be important [584]. The behaviour of
the Cu–10 at.% Nb alloy is more complex because of presence of niobium second
phase particles in metastable solid solution of niobium in copper. Nevertheless, the
50 nm size of the grains did not change even after annealing at 1;000 ıC, i.e. at
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0.94Tm [583] proving that nanocrystalline grain structures can be stabilised up to
the temperatures near the melting point [584].

Shvindlerman and Gottstein considered the relationship between the grain size
and the grain boundary volume [585]. The Gibbs–Duhem expressions for an inter-
face can be written at constant temperature as

d� D �
kX
i

� ˆ
i d�i ; (5.36)

i.e.
d� D �� ˆ

0 ˝dP; (5.37)

where � F
0 is the auto-adsorption in one-component system and ˝ is the atomic

volume. Evidentially,
d�

dP
D �� ˆ

0 ˝: (5.38)

The grain boundary volume,
V ˆ, can be written as


V ˆ D 3

2 Nr �
ˆ

0 ˝: (5.39)

The force F�V ˆ on the grain boundary is

F�V ˆ D 3

2 Nr P�
ˆ

0 ˝: (5.40)

Analogously to (5.26) the Gibbs energy of the polycrystal is


G D .V0 � Atı/
Gsol.XI /C �.XI /At; (5.41)

where
Gsol.XI / is the formation Gibbs energy of the system with the concentration
XI ; V0 is the sample volume, At is the total grain boundary area and ı is the grain
boundary thickness. Actual impurity concentration of I in the grain is

XI D V0X
p
I �Xˆ

I Atı

V0 �Atı
; (5.42)

where XP
I is the concentration of I in the sample. When At increases due to reduc-

tion of Nr , V0 becomes comparable to the product Atı and the term of 
Gsol.XI /

approaches to zero [585]. Then

d
G

dAt

� �.XI /: (5.43)
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If the grain boundary segregation could substantially reduce the grain boundary
energy so that �.XI / � 0; 
G reaches minimum in respect toAt and corresponding
grain size is equilibrium. This case could be considered as grain size stabilization by
segregation. However, this situation has not been observed till now and the driving
force for grain growth always exists.

Recently, an analytical model was proposed by Trelewicz and Schuh [586] which
is based on statistical mechanical approach to a regular solution model for a binary
polycrystalline system supposing grain size is a state variable. According to this
model, the energetics of the system is strongly affected by solute segregation in
such an extent that it should control the equilibrium grain size. Enhanced bulk con-
centration of the solute results in increased segregation, which should further reduce
the grain size of the polycrystal [586].

In connection with the nanocrystalline materials, one has to think about the struc-
ture of grain boundaries connecting small grains. Such interfaces are in no means
planar and will cover wide ranges of orientations [569]. Many experimental stud-
ies disclosed that atomic structures of these grain boundaries may be considered
as random and do not possess any order normally found in grain boundaries of
conventional coarse-grained polycrystals [569, 584].

5.7 Prediction of Grain Boundary Segregation

Knowledge on grain boundary segregation in a variety of systems including multi-
component alloys is important for many applications, for example to disclose detri-
mental effects of rarely used alloying elements on brittleness, corrosion resistance
or electric conductance in technological materials. Therefore, appropriate measure-
ments of grain boundary segregation are necessary to elucidate these aspects. In
cases when the measurement of grain boundary concentration may become impos-
sible from technical reasons (cf. Chap. 3), any estimate of the grain boundary
segregation is welcome.

5.7.1 Model of Lejček and Hofmann

Obviously, the values of the enthalpy and entropy for each involved solute and for
each grain boundary (or boundary site) are necessary to completely describe the
grain boundary segregation. In the diluted (ideal) limit, the values of
H 0

I and
S0
I

are satisfactory. Their values for segregation of any solute at any grain boundary can
be predicted on basis of the above-mentioned grain boundary segregation diagrams�

H 0

I

	
and using the compensation effect

�

S0

I

	
.

The prediction procedure is very simple: From a phase diagram (e.g. [560]), the
solubility of a solute in the matrix element can be read at any temperature. Knowing
the values of v and
H� (for ’-iron these values are given in Table 5.3), the values of
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H 0
I can be completely determined according to (5.19). Knowing the value of TCE

and of 
G0
I .TCE/=TCE depending on the type of solute segregation (interstitial or

substitutional), the values of
S0
I can be obtained using (5.25) (for above-mentioned

case of ’-iron, TCE D 930K and 
G0
I .TCE/=TCE D �56 J/(mol K) for interstitial

segregation and 
G0
I .TCE/=TCE D �5 J/(mol K) for substitutional segregation, cf.

Sect. 5.5.3). According to (4.42) and (4.66) we can then estimate the values of the
concentration of this solute at chosen grain boundaries for any temperature and bulk
concentration (within the range of existence of the solid solution) [375].

The values of
H 0
I and
S0

I for segregation of numerous solutes at chosen grain
boundaries in ’-iron are listed in Appendix B.

For more concentrated (real) solid solutions, a correction to mutual interaction
has to be made resulting in the values of 
HI and 
SI .

The predicted interfacial segregation can be compared with the experimental data
using the values of 
G0

I ; 
H
0
I and 
S0

I , or with Xˆ
I of some solutes in ’-iron-

based binary systems published in literature. Usually, such data were most often
obtained by AES measurements on polycrystalline samples. Because the segrega-
tion enthalpy and entropy data listed in some publications are not well specified and
obviously possess non-standard character, it is necessary to correct for interactions
or site limitations in order to obtain values that really represent the standard Gibbs
energy or enthalpy and entropy of segregation required for a meaningful compari-
son. The predicted values are not compared to computer simulations as these results
frequently represent the values for 
GI ; 
HI and 
SI .

As regards the solutes segregated in substitutional sites, Table 5.4 shows an excel-
lent agreement between prediction and experiment for aluminium and silicon, and
fairly good agreement for chromium and molybdenum. The differences between the
predicted and the experimental values of 
H 0

Cr and 
S0
Cr are within the experimen-

tal error (˙5 kJ/mol and ˙5 J/(mol K)), the predicted and experimental values of

G0

Cr differ only by 1 kJ/mol. The value 
G0
Mo D �20 kJ/mol differs substantially

from the prediction; however, this value was determined from the measurements of
the grain boundary composition in a (Mo,P)-low alloy steel with rather weak tem-
perature dependence that may introduce a large error. From this point of view, the
agreement of these data within the above scatters is remarkable. The experimental
and predicted values for nickel differ substantially. In this case too, the value of
G0

Ni
was determined from measurements of the composition of the grain boundaries
in a complex ternary Fe–Ni–Sb alloy, which exhibits strong attractive interaction
between nickel and antimony and thus, it is questionable whether the experimental
value really represents 
G0

Ni.
Among the interstitially segregating elements, an excellent agreement between

the predicted and experimental values was often achieved namely for boron, phos-
phorus, sulphur and tin. The value of 
H 0

P D �50 kJ/mol determined assuming

S0

P D 0 also represents de facto the value of 
G0
P . Some values of the enthalpy

and entropy of phosphorus segregation given in Table 5.4, which differ substantially
from the prediction, were determined from AES measurements in polycrystalline
’-iron and ferritic steels and – as seen from Fig. 5.30 – they fit very well with
the linear dependence between 
H 0

P and 
S0
P . It is highly probable that the sets of
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Table 5.4 Predicted and experimental characteristics of grain boundary segregation in various
’-iron-based binary systems

I Prediction Experiment Ref.

H0

I 
S0I T 
G0
I XI Xˆ

I Xˆ
I 
G0

I 
H0
I 
S0I

Al �13 �9 1;073 �3.3 �3.4 �12 �8 [587]
B �76 �26 673 �58:5 0:04 5.4 4 [227]
C �50 C2 (�80 0) [588]

(�37.7 C43.2) [354]
(�57 C21.5) [589]
(�79 �13) [396]

Cr �13 �9 773 �6.0 �4.9 �8 �4 [587]
Mo �28 �25 773 �8.7 �12 to �8.8 [497]

853 �6.7 �20.0 [590]
Ni �20 �16 823 �6.8 �14.4 [418]
P �32 C22 �34.3 C21.5 [328]

�32 C22 [552]
(�50 0) [588]
�21.2 C37.3 [355]
�22 C28 [329]
(�38 0) [343]

773 �48.8 �44 to �33.5 [497]
853 �50.6 �50 [590]

S �68 �17 823 �54.0 0:0035 8.6 6.1 �51.5 [381]
Sb �30 C24 (�19 C28) [335]

�23 C37 [338]
(�13 �) [396]

823 �49.8 �32.7 [397]
Si �16 �12 823 �7.0 3 7.0 10.3 �9.0 [395]

873 �8.2 4 8.0 8.0 �5.3 [591]
Sn �24 C30 823 �48.8 �44.0 �13.0 C45 [592]

�50.0 �22.5 C26.1 [593]
�45.3 �13.1 C39.1 [593]

Concentrations in at.%, temperature in K. 
G0
I and 
H0

I in kJ/mol, 
S0I in J/(mol K). The data
in bold are to be compared [375]. The data in bracket evidently represent the values of 
GI , 
HI

and 
SI and cannot be directly compared with the values of 
G0
I , 
H0

I and 
S0I

thermodynamic functions [329,355] can be attributed to “less general” grain bound-
aries characterised by lower absolute values of the segregation enthalpy and higher
entropy values. Only the values 
HP D �38 kJ/mol and 
SP D 0 [343] do not fit
with the linear dependence although the value of 
HP is quite close to the pre-
dicted one. This is probably due to a specific way of determination of 
H 0

P (the
authors used only the maximum values of Xˆ

I at each temperature for determina-
tion of the thermodynamic parameters of segregation [343]) that can be misleading,
as discussed elsewhere [342]. The predicted and experimental values of 
H 0

Sb and

S0

Sb fit well with the compensation effect although a larger difference is appar-
ent between these sets of the data. Similarly to phosphorus, this difference can
be explained by measuring “less general” grain boundaries on the fracture surface
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of polycrystals. The value 
G0
Sb.823K/ D �32:7 kJ/mol was determined from the

measurements in a ternary Fe–Ni–Sb system by correcting for the excess contri-
bution caused by attractive interaction between nickel and antimony according to
the Guttmann procedure [416]. It is remarkable that this value is rather close to the
predicted segregation enthalpy,
H 0

Sb D �30 kJ/mol.
Comparison of the predicted and experimental data marginally differs in case of

carbon. As mentioned in Chap. 3, the determination of the thermodynamic func-
tions from AES measurements of carbon grain boundary concentration is very
complicated for several reasons. First, due to the ductilising effect of carbon on
grain boundary brittle fracture, its interfacial segregation is often studied in a
multi-component system containing an embrittling element and – similarly to the
Fe–Ni–Sb system – the interaction effects between carbon and other solutes should
be then considered. Second, carbide precipitation may occur in the bulk causing a
substantial reduction of the concentrations of the solved carbon and other elements
in ’-iron solid solution. Last but not least, progressing contamination of the frac-
ture surface by carbon from the residual gas atmosphere in the apparatus during the
study may increase the carbon peak height measured by AES [594]. Probably, a
combined effect of all these sources affects the quantification of AES spectra and is
the origin of the discrepancies between predicted and experimental data for carbon
(Table 5.4). Let us stress one important fact: There are clear differences of more than
40 kJ/mol in the experimental values of the enthalpy and of more than 50 J/(mol K)
in the entropy reported by individual sources [354, 395, 588, 589] (Table 5.4). We
can well assume that the analysed in situ fractured grain boundaries were gen-
eral. In this case, very similar experimental values of 
H 0

C and 
S0
C should be

expected [94], as evident from the measurements on individual grain boundaries of
different character, i.e. special, vicinal and general in model bicrystals [94]: The
respective differences are 20 kJ/mol in enthalpy and 17 J/(mol K) in entropy for all
grain boundaries while only 6 kJ/mol and 7 J/(mol K), respectively, for the general
grain boundaries (cf. Fig. 5.30 and Appendix A). This suggests that the values of the
thermodynamic functions [354, 395, 588, 589] represent a kind of 
H eff

seg and 
S eff
seg

albeit not 
H 0
C and
S0

C.
In majority of cases, there is a very good agreement within ˙5 kJ/mol and

˙5 J/(mol K) for 
H 0
I and 
S0

I , respectively: these limits are comparable with
experimental uncertainties of measured values of segregation of any solute at gen-
eral grain boundaries in ’-iron and ferritic steels. Some discrepancies can be well
explained on basis of complexity of the measurements of grain boundary segre-
gation and of the systems studied. The above-mentioned remarkable agreement
strongly supports the proposed prediction method, which is easy and straightfor-
ward. It was also shown that this method can predict chemical composition of
low-alloy steels [375] as well as cast irons [17, 595] with fairly high precision. Let
us mention that the equilibrium composition of ferrite solid solution has to be con-
sidered in case of these complex iron systems instead the nominal composition of
the alloy: The solutes bound in precipitates are not allowable for segregation. This
is very important mainly in case of carbon, whose concentration in solid solution is
substantially reduced by precipitation [17, 375, 595].
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5.7.2 Model of Wynblatt and Shi

Another approach to predict grain boundary segregation was proposed by Wynblatt
and Shi [596]. Their model is based on the regular solution formalism of interfacial
segregation [313, 324, 325]. The energy of the two adjoining crystals is described
in terms of the nearest neighbour bonds. Each crystal consists of atoms located on
the lattice points of (hkl) plane which terminates at the grain boundary so that no
structural relaxations are permitted. In general, different (hkl) planes can meet at
the grain boundary. They can be distinguished as (hkl)1 and (hkl)2 in respect to the
two grains. The grains will be mutually rotated by a twist angle, �, about the grain
boundary normal. The five grain boundary DOFs are then used to define each of the
two terminating (hkl) planes and the twist angle. Let us choose the description in
which the indices of the terminating planes are h 
 k 
 l . The (hkl) planes in each
crystal are denoted by index i , where i D 1 for the grain boundary plane. The second
index, j , identifies the distance of the plane from plane i . The maximum value of j
is denoted as Jmax, which represents the farthest plane containing nearest neighbours
of the atoms in the i th plane. In fcc crystals Jmax D ı.hC k/, where ı D 1=2 if all
h, k, l , are odd, and ı D 1 for mixed h, k, l . The arrangement and the indices i
and j are schematically shown in Fig. 5.33. Let us assume a fcc binary substitution
solid solution A–B in which the solute is the component B. The composition of the
i th atomic plane on one side of the grain boundary is given by (4.38). If the value
of the segregation entropy is neglected, the Gibbs energy of segregation, 
Gi

B, is
replaced by the enthalpy of segregation,
H i

B [596].
H i
B includes both the nearest

neighbour bond as well as the elastic strain energy terms. In context of a nearest
neighbour bond model, the relative locations of atoms across a grain boundary are

Fig. 5.33 Grain boundary between two crystals terminated by crystallographic planes (hkl)1 and
(hkl)2 , which are twisted by an angle � about the grain boundary normal. The indices i number
the planes away from the grain boundary plane. The indices j are illustrated here for the planes
i D 2. A dangling bond from an atom in plane i D 2 is shown as a dashed line. Dangling bonds
are reconnected to the other side of the grain boundary with probability P (see text) (according
to [596])
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not compatible with the nearest neighbour distances. Certain fraction of the dangling
bonds of the atoms on one side of the grain boundary will be reconnected to the
atoms on its other side. The fraction of the bonds reconnected to the other side of
the grain boundary is given by a parameter, P , which depends on the Miller indices
of the both boundary planes and on the twist angle � [596].

The segregation enthalpy of the i th atom plane .i � Jmax/ is given by


H i
B D 2!

2
6664

ZX � ZiXi �
JmaxP
j D1

ZjX iCj �
i�1P
j D1

ZjX i�j

�P
JmaxP
j D1

ZjX 0 � 1

2
.1 � P/

JmaxP
j D1

Zj

3
7775

�1
2
.1 � P/."BB � "AA/

JmaxX
j D1

Zj �
E i
el (5.44)

and


H i
B D 2!

2
4ZX � ZiXi �

JmaxX
j D1

Zj .X iCj CX i�j /

3
5 �
E i

el (5.45)

Fig. 5.34 Prediction of gold concentration at selected twist grain boundaries, terminated by a
(311) plane on one side, as a function of the twist angle � for a Pt–1at%Au alloy at 1,000 K
(according to [597])
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X 0 D PJmax
i;j D1Z

jX i
ıPJmax

i;j D1Z
j : The equation for the determination of the com-

position of a plane i according to (5.44) or (5.45) in combination with (4.38) must
be solved by iterative numerical methods [597].

Model of Wynblatt and Shi was applied to predict the composition of individual
grain boundaries formed by the (311) plane on one side and by different (hkl) planes
on the other side in a Pt–1at.%Au system at 1,000 K. In addition, the twist rotation
by angle � about the grain boundary normal was considered (Fig. 5.34). The results
exhibit anisotropy of the gold segregation at the grain boundaries that is charac-
terised by variations of the gold concentration approximately by factor three. A more
pronounced anisotropy could be expected at lower temperatures or by considering
a wider spectrum of the grain boundaries. The model also predicts the composition
profiles across the interface. In an ideal solution, the composition on one side of the
grain boundary depends only on its orientation and is independent of the orientation
of the other side at the interface because no interaction occurs. In a real system, the
degree of interaction will increase with increasing concentration and therefore, the
interaction across the grain boundary is more effective [596, 597].



Chapter 6
Principles of Non-equilibrium Segregation

Although the basic goal of this book is to review fundamental aspects of equilib-
rium grain boundary segregation, it can also be reasonable to give brief information
about the principles of non-equilibrium segregation, which occurs in many practi-
cal applications and plays an important role in mechanical properties of materials.
In principle, this problem can be divided into two parts (a) kinetics of reaching
equilibrium grain boundary segregation and (b) non-equilibrium segregation.

6.1 Kinetics of Grain Boundary Segregation

By annealing the sample containing grain boundaries, the diffusion processes run
in the material thus redistributing the components to reduce the Gibbs energy of the
system. This redistribution is time dependent and represents kinetics of reaching the
final state – equilibrium redistribution of the solutes, that is equilibrium segregation.
In principle, kinetics of grain boundary segregation can be considered from the point
of view of semi-infinite solution of Fick equation applied to the system containing
a grain boundary [19, 598]. In the following, we will use the description given by
duPlessis and van Wyk [311].

6.1.1 Semi-infinite Solution of Fick Equation

Let us suppose an ideal binary system containing a grain boundary between two
semi-infinite bulk crystals in which the solute atoms diffuse towards the grain
boundary. Such diffusion of solute I represented by the changes of its concentration
XI can be described by the second Fick law [311]

�
@XI

@t

�
D DI

�
@2XI

@x2

�
; (6.1)
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where DI is the diffusion coefficient of solute I . The driving force of the diffusion
is the concentration gradient, that is the flux of the atoms into the grain boundary
region .x D 0/,

DI

�
@XI

@x

�
xD0

D ıˆ

 
@Xˆ

I

@t

!
xD0

: (6.2)

In (6.2), ıˆ is the thickness of the segregated layer. The grain boundary con-
centration Xˆ

I is time-dependent and reaches the values Xˆ;1
I at t ! 1 while

Xˆ
I D X

ˆ;0
I at t D 0. According to McLean [19],

X
ˆ;0
I D Xˆ

I

ˇˆ
I

; (6.3)

where ˇˆ
I is the grain boundary enrichment factor (cf. (4.19)). The initial conditions

for solution of (6.1) areXI .x > 0; t D 0/ D X
ˆ;0
I . The boundary condition is given

by (6.3).
The diffusion equation (6.1) can be solved taking Laplace transform as [311]

NXI D M exp.�qx/C X
ˆ;0
I

p
; (6.4)

where q2 D p=D: M is the constant, which can be determined as

M D
�
1 � ˇˆ

I

	
X

ˆ;0
I ıˆ

DI q
�
ˇˆ

I qı
ˆ C 1

	 (6.5)

assuming the boundary condition

DI

 
@ NXI

@x

!
xD0

D ˇˆ
I ı

ˆ

 
p NXI � X

ˆ;0
I

p

!
: (6.6)

Finally, we obtain an error function solution

XI .x/ D X
ˆ;0
I

(
1 �

�
1 � 1

ˇˆI

�
exp

 
x

ˇˆI ı
C DI t

ˇˆ
2

I ı
ˆ2

!
erfc



x

2
p
DI t

C
p
DI t

ˇˆI ı
ˆ

�)
(6.7)

which transforms for ˇˆ
I � 1 to

Xˆ
I D ˇˆ

I XI

"
1� exp

 
DI t

ˇˆ2

I ıˆ2

!
erfc

 p
DI t

ˇˆ
I ı

ˆ

!#
(6.8)
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Fig. 6.1 Time dependence of the kinetics of grain boundary segregation determined according to
(6.8). According to [47]

or
Xˆ

I;t �Xˆ
I;tD0

Xˆ
I;t!1 �Xˆ

I;tD0

D 1 � exp

 
DI t

ˇˆ2

I ıˆ2

!
erfc

 p
DI t

ˇˆ
I ı

ˆ

!
: (6.9)

For short time t , a parabolic law is obeyed [311] (Fig. 6.1). It is supposed that
the bulk concentration remains unchanged during the segregation process: As was
shown above, this is valid for bicrystals and for polycrystalline materials of a wide
spectrum of grain sizes albeit not for nanosized materials. Analytical solution of
(6.9) assumes that the parameter ˇˆ

I does not change with the grain boundary con-
centration. This assumption is well fulfilled for low values of the grain boundary
concentration.

The kinetics of the grain boundary segregation described above using the
Langmuir–McLean segregation isotherm may be modified by application of more
complex models of equilibrium grain boundary segregation such as Guttmann mod-
els (cf. Chap. 4). In this way, Seah [599] predicted the grain boundary segregation
of impurities in steels for different times of annealing at various temperatures sup-
posing mutual interaction between nickel and phosphorus. Theory of segregation
kinetics in ternary systems including site competition and mutual interactions is
shown in detail in [600] as well as other variations such as non-homogeneous initial
distribution of solutes [601] or existence of surface phase transformations [415,602].

A rather complex and unexpected behaviour was observed in case of sulphur
segregation at (100) surfaces in an Fe–6at%Si alloy showing the influence of the
sample history on the kinetics of the process [603]. These results evoked to mod-
ify the kinetic equations for accounting sulphide formation and pipe diffusion along
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dislocations, and possible surface phase transitions for the case of higher coverage
effects. Considering all these effects, the interfacial concentration of the segregated
element represents the result of three contributions (a) bulk diffusion, (b) pipe diffu-
sion along extended defects in the material (dislocations, grain boundaries) and (c)
dislocation enrichment and precipitation. Thus,

Xˆ
I;t D Xˆ

I;tD0 CXI;t CXd
I;t CX

pv
I;t ; (6.10)

where Xˆ
I;tD0 is the interfacial concentration of I at beginning of the process, XI;t

is the contribution following from bulk diffusion, Xd
I;t is the contribution of pipe

diffusion and Xpv
I;t is the additional contribution to interfacial segregation due to the

solute enrichment of dislocations. The complete kinetics of surface segregation is
then expressed as

Xˆ
I;t �Xˆ

I;tD0 D 2XI;tD0

ıˆXˆ
I;t!1

r
DI t

�
C 2ddX

d
I;tD0

ıˆXˆ
I;t!1

s
Dd

I t

�

C4dd�
�
XI;tD0 � X�

I

	
3ıˆXˆ

I;t!1

Dd
I t

a2 ln.L=a/

s
Dd

I t

�
; (6.11)

where dd is the dislocation density related to the total amount of the atomic sites,
2L is the average distance between precipitates at the dislocations, 2a is the inner
width of the dislocation core, and X�

I is the solubility limit of the solute. Despite
some simplification, this model was successfully used to interpret the kinetics of
surface segregation in the above mentioned Fe–6at%Si alloy [603].

6.1.2 Layer-by-Layer Model (Model of Hofmann and Erlewein)

Hofmann and Erlewein [604] supposed that the course of the potential (Gibbs)
energy in direction perpendicular to the interface is periodic with the barrier
GD in
the bulk. In the interface layer 1, the minimum is lower by
G.ˆ/ (Fig. 6.2). During
diffusion, the atoms jump from layer to layer and overcome the barriers. Supposing
the fluxes between the layers, Ji;j , with j D i ˙ 1, we can solve the Fick laws. The
first Fick law

Jx D �DI;x

@XI

@x
(6.12)

describes the flux through the plane in distance x from the interface .x D 0/ in
one-dimensional case. For small changes in concentration, we can approximate for
cubic structure @x D a, where a is the lattice parameter and @XI D XI.iC1/ �XI.i/

is the difference in concentrations of two neighbour atomic layers,
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Fig. 6.2 Schematic depiction of the layer-by-layer course of the potential Gibbs energy in direc-
tion x perpendicular to the interface ˆ. According to [604]

JiC1;i D �DI;iC1;i

XIC1 �XI;i

a
: (6.13)

Supposing

DI D D0;I exp

�
� Q

RT

�
D a2v exp

�
� Q

RT

�
; (6.14)

the evaluation of (6.13) for individual layers provides us with

J12 D XI;1W12v1

a2
exp

�
�
GD C
G.ˆ/

RT

�
; (6.15)

J21 D XI;2W21v2

a2
exp

�
�
GD

RT

�
; (6.16)

and

Ji;iC1 D XI;iWi;iC1vi

a2
exp

�
�
GD

RT

�
; (6.17)

etc., where vi is the frequency of atomic jumps in layer i and Wi;iC1 is the jump
probability. In the bulk, the probability of the jumps is

Wi;iC1 D 1 �XI;i˙1; (6.18)

while in vicinity of the interface layer

W21 D
 
1 � XI;1

Xˆ
I

!Xˆ
I

; (6.19)

where Xˆ
I is the equilibrium interfacial concentration at this temperature.
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The rate of the concentration changes can be expressed using the second Fick
law

dXI;1

dt
D a2.J21 � J12/: (6.20)

Thus [604]

dXI;1

dt
D DI

a2



W21XI;2 �W12XI;1exp

�
�
G.ˆ/

RT

��
(6.21)

and

dXI;i

dt
D a2.Ji�1;i C JiC1;i � Ji;i�1 � Ji;iC1/

D DI

a2
ŒWi�1;iXI;i�1 CWiC1;iXiC1 �Wi;i�1XI;i �Wi;iC1XI;i � : (6.22)

Numerical solution of the above equations for high values of 
G.ˆ/ results in
parabolic dependence [604]. Model of Hofmann and Erlewein was extended for
ternary alloys by Boudjemaa and Moser [605].

6.1.3 Model of Limited Reaction Rates

In cases when the bulk diffusion is faster than that at interface (e.g. in case of dif-
fusion of carbon in tungsten [606]) the flow of solutes to the interface is constant
and the rate of segregation is controlled by concentration difference at the interface
between the equilibrium and actual concentrations,Xˆ

I;eq and Xˆ
I .t/, respectively,

dXI

dt
D k

�
Xˆ

I;eq � Xˆ
I .t/

�
; (6.23)

where k is the reaction rate constant. Integration of (6.23) results in

Xˆ
I .t/ D Xˆ

I;eq Œ1 � exp.�kt/� : (6.24)

6.2 Non-equilibrium Segregation

During some processes in which the non-equilibrium character prevails, addi-
tional (non-equilibrium) point defects may be introduced into the materials con-
taining the grain boundaries. As a result of the interaction of the solute atoms
with these point defects the chemical composition of grain boundaries may be sub-
stantially changed as compared to equilibrium segregation. This effect is called
non-equilibrium segregation. The mechanism of the non-equilibrium segregation
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Fig. 6.3 Schematic depiction of thermal treatment needed to produce non-equilibrium segrega-
tion. According to [18]

consists in formation of impurity–vacancy complexes in the volume [18, 47]. There
are three basic types of non-equilibrium segregation (a) thermally induced segre-
gation, (b) radiation-induced segregation and (c) stress-induced segregation [47].
Additionally, we may also consider the segregation at moving grain boundaries as
non-equilibrium segregation.

6.2.1 Thermally Induced Segregation

One of the processes producing additional point defects is quenching after a heat
treatment. In this way, the vacancy supersaturation occurs. During subsequent
heating at moderate temperatures, (Fig. 6.3) the concentration of non-equilibrium
vacancies changes and redistributes region-to-region in the microstructure. Because
the interfaces are efficient sinks for vacancies, their concentration in vicinity of the
grain boundaries is quickly reduced while their supersaturation in the matrix pre-
serves. Consequently, a concentration gradient of vacancies establishes between the
crystal volume and the grain boundaries and the vacancies should move towards
the grain boundaries. However, the vacancies in matrix – mainly in case when a
substantial misfit between solute and solvent atoms exists – form the impurity–
vacancy complexes, which drag this movement but help to bring the impurity atoms
close to the boundary. Consequently, an enrichment of the regions in vicinity of the
grain boundaries occurs on the scale of several nanometres. This is not an equilib-
rium state. Indeed, a prolonged tempering can erase the effect of non-equilibrium
segregation [18, 47]. Such processes were firstly observed about 50 years ago
[607, 608].

According to Bercovichi et al. [609], the number of complexes Nc reaching the
grain boundary during quenching is

Nc D
tfZ

0

x.t/
�

dXc � dXˆ
c

�
; (6.25)
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where x.t/ is the distance of impurity diffusion in time t , Xˆ
c and Xc are the con-

centrations of the complexes at the grain boundary and in the grains, respectively,
and tf is the time of quenching. This model is physically realistic but is limited to
numerical solution of the integral.

In the model of Doig and Flewitt [610], the error function solution of the Fick
equation was used to analyse the vacancy concentration profile in the grain boundary
region for a series of small time intervals of quenching,
t , as

XV;x � Xˆ
V;�t

Xˆ
V;tD0 �Xˆ

V;�t

D erfc

�
x

2
p
DV
t

�
; (6.26)

where XV;x is the vacancy concentration at a distance x from the boundary, Xˆ
V;�t

is the vacancy concentration at the grain boundary at the quenching temperature for
the quenching time
t , Xˆ

V;�tD0 is the vacancy concentration at the grain boundary
at the quenching temperature at zero time (D volume concentration of vacancies)
and DV is the vacancy self-diffusivity in matrix [18]. The temperature Tn reached
during the cooling over a period
t , can be estimated according to

Tn D Ts exp.�'n
t/ (6.27)

with Ts and �n being the starting temperature and the number of the time step. For
each temperature and time interval, a series of vacancy concentration profiles can be
obtained. The spatial extent of the vacancy concentration profile, xn, is expressed as

xn D 2
p
Dv.n/
t: (6.28)

The final situation is then represented by an envelope of the curves [18, 47, 610].
A general and simple model of non-equilibrium segregation was also developed

by Faulkner [611]. The non-equilibrium grain boundary enrichment ratio ˇˆ
I (4.19)

is predicted as

ˇˆ
I D Xˆ

I

XI

D exp

�
Eb

c � E f
V

kTi

� Eb
c � E f

V

kT0:5Tm

�
Eb

c

E f
V

: (6.29)

In (6.29),Eb
c andE f

V are the binding energy of the complex and the vacancy forma-
tion energy, respectively, and Ti and Tm are the absolute starting temperature and
absolute melting temperature of the material. For simplicity, all calculation is done
at Ti . An effective time of quenching is then

t D K�kT 2
i

'Ea
; (6.30)

where Ea is the effective activation energy for bulk self-diffusion and impurity
diffusion and K� � 0:01 is a constant. This model additionally admits existence
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Fig. 6.4 Time dependence of the ratio L/L0 of an Fe–30%Ni(B) alloy hold at 1;050ıC after
isothermal annealing at 1;250ıC for 0.5 h followed by quenching to ice-water. L0 is the total length
of the grain boundaries in a unit cross-section area and L is the length of the grain boundaries in
the same area. According to [613]

of the critical time tc of slow quenching or fast heating after that the equilibrium
segregation establishes. The critical time is given by

tc D d 2 ln.Dc=DI/

4ı.Dc �DI/
; (6.31)

where d is the grain size, Dc and DI are the complex and the impurity bulk
diffusivities, respectively, and ı � 0:05 is a constant [18, 47, 611, 612]. Exis-
tence of tc was first experimentally confirmed in case of boron segregation in an
Fe–30%Ni base alloy [613] (Fig. 6.4) and further observed for boron segregation in
a Mn–Mo–B steel [614] and in Fe–40%Al intermetallics [128]. Due to the tempera-
ture dependence of the diffusion coefficients, the rate of grain boundary segregation
increases with increasing temperature and the critical time is shorter [615]. As a
result, a temperature should exist at which the non-equilibrium segregation reaches
maximum for an alloy quenched from a chosen annealing temperature (Fig. 6.5)
[374, 615, 616].

Maier and Faulkner [617] point out that the final segregation level at the grain
boundary may also be affected by the history of the sample. They document this
statement, for example of the weld chemistry in phosphorus-containing Mn–C
steel. The final segregation amount is the sum of each single step. Phosphorus
segregation, which is primarily controlled by equilibrium segregation, depends on
concentration of alloying elements and on temperature, but is independent of the
microstructure and the thermal history. In fact, its segregation is governed by the
final annealing conditions. On the other hand, manganese segregation is dependent
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Fig. 6.5 Grain boundary concentrations of phosphorus in steel aged at 600, 620, 640, 660, and
680ıC for 70 h after quenching from a temperature of 1;050ıC. According to [615]

on the microstructure (grain size) and the welding temperature, but independent
of presence of the additional elements and only slightly dependent on the service
temperature.

6.2.2 Radiation-Induced Segregation

Another source of production of point defects is an irradiation of the sample,
usually by neutrons. The major difference between this source and production of
non-equilibrium point defects by thermal shocks is that interstitials also affect the
segregation process. In the irradiated materials, a stronger binding occurs between
interstitials and impurity atoms than with vacancies [18,47]. Besides the interstitial–
impurity binding energy, the other main factors controlling the magnitude of the
radiation-induced segregation are the relative diffusion rates of the free impurities
and the impurities forming complexes in the matrix. Let us note that strong inter-
action between the interstitial and impurity atoms only occurs in case of a negative
misfit, that is when the impurity atom is smaller than the matrix atom. This con-
trasts with interaction of vacancies with impurity atoms that form complexes despite
of the character of the misfit [18, 47]. Typical concentration profiles of individual
mechanisms of non-equilibrium segregation are schematically depicted in Fig. 6.6.

To describe the radiation-induced segregation, the rate theory has also been
applied. Generally, the total concentrations of vacancies, XV, interstitials, Xint, and
solute atoms, XI , are given as
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Fig. 6.6 Schematic representation of concentration profiles of a solute in cases of thermally
and radiation-induced non-equilibrium segregation. For comparison, the same representation
for the equilibrium segregation is also shown. ES equilibrium segregation, TI-NES thermally
induced non-equilibrium segregation, RI-NES radiation-induced non-equilibrium segregation,
u-sized undersized, o-sized oversized solutes I , V and int vacancies and interstitials, respectively

�
@XV

@t

�
D K � ˛XintXV �LV � rIV; (6.32)�

@Xint

@t

�
D K � ˛XintXV �Lint � rIint; (6.33)�

@XI

@t

�
D �rII ; (6.34)

where IV, Iint and II are the fluxes of vacancies, interstitials and solute atoms,
respectively,K is the production rate for vacancies and interstitials, r is the recom-
bination coefficient and LV and Lint are the respective dose rates for vacancies and
interstitials to dislocations and/or grain boundary sinks. Taking into account that
some of the point defects can disappear within the material, the boundary condition
IV D Iint D II should be fulfilled at the grain boundary, the thickness of the bound-
ary is spread to about ten atomic spacings, the fluxes of the point defects (pd D V ,
int) from the surface to the material are given as

Ipd D Deff
pd

�
Xpd � X s

pd

�
=�pd CNpdv; (6.35)

where X s
pd is the equilibrium concentration of pd at the surface, �pd is the rate lim-

iting parameter for the absorption of point defects pd and v is the velocity of the
receding surface due to the sputtering.

In another approach, the variables such as the diffusivities of the solute and the
interstitial–solute complex, grain size, dislocation density, neutron dose, dose rate,
interstitial formation, binding energies of the guest atoms with either the solute or
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the impurity atoms and temperature are considered. The maximum grain boundary
segregation,Xˆ

I;max, is given as [47, 618–620]

Xˆ
I;max D XI

Eb
I

E f
I

h
1C BRG�

KDintk
2
d

exp
�

E f
I

kT

�i
; (6.36)

where Eb
I and E f

I are the solute–interstitial binding energy and the interstitial for-
mation energy, respectively, Dint is the interstitial diffusivity, K is a geometrical
constant, G� is the production rate of the point defects that is proportional to the
neutron dose rate, BR is the dose rate correction factor and kd is the sink strength of
the grain volume for interstitials,

kd D p
KZ�disl �

r
6
.
d Cp

KZ�disl: (6.37)

In (6.37), �disl is the dislocation density, KZ is a bias parameter defining preferred
interaction between interstitials and dislocations compared with vacancies and dis-
locations and d is the grain size [47]. Similarly to the thermally induced segregation
(6.31), there exists a critical time tc of the slow quenching or fast heating after that
the equilibrium segregation establishes. The critical time is given by [47]

tc D ıd 2 ln.Dint=DI /

4.Dint �DI /
: (6.38)

Frequently, the radiation-induced segregation is explained on basis of the inverse
Kirkendall mechanism (e.g. [621–623]). Similarly to equilibrium segregation,
anisotropy of non-equilibrium segregation is also observed. For example, the˙ D 3

twin grain boundaries in 304 grade stainless steel were found to be resistant to solute
segregation, while the level of chromium segregation increases with increasing value
of ˙ [622]. Generally, the oversized solute atoms suppress the radiation-induced
segregation at grain boundaries in austenitic stainless steels. The mechanisms of this
effect may be different. Platinum reduces the diffusion rates of the point defects and
influences subsequent defects aggregation, while hafnium increases the recombina-
tion rate of point defects possibly through formation of additive-vacancy complexes
[624]. The flow of the undersized nickel solute toward the grain boundary may by
facilitated by the grain boundary migration [625]. In nickel, however, the segre-
gation of oversized atoms – manganese, palladium and niobium – is enhanced by
interaction with interstitials [626].

A model of radiation-induced segregation and migration based on diffusion and
reaction rate equations was proposed by Sakaguchi et al. [627]. The model consid-
ers the rearrangement of the grain boundary plane during its migration induced by
radiation. The non-equilibrium point defects induced by this process, their recom-
bination, annihilation and rearrangement are taken into account. The calculations
indicate a progressive expansion of the chromium-depleted zone along the grain
boundary during its migration. The results of the calculations are in good agreement
with experimental data on the behaviour of an austenitic stainless steel obtained
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by the same authors. It was also shown that presence of third elements and their
segregation suppresses the chromium segregation level and width [628].

A possible mechanism of the chromium segregation depends on whether it is
oversized or undersized relatively to other solutes and in dependence on its con-
centration and electronic and/or magnetic effects. If it is undersized, the complexes
chromium–self-interstitial iron may be preferentially formed and chromium atoms
will be solute dragged towards grain boundaries. The oversized chromium atoms will
drift away from grain boundaries due to a negative binding solute-drag mechanism
[629]. Chromium segregates, therefore, during radiation of Fe–13Cr–1Si, HT–9,
12CrMoVNb, HCM12A and T91 steels, while it is depleted from the boundaries in
high chromium ferritic/martensitic and austentic steels F82H, E911, 13Cr2MoVNbB,
13Cr2MoCTiO, Fe–5Cr, Fe–13Cr–1Ti [623]. Similar effect in suppressing inter-
granular stress corrosion cracking have zirconium and – in some extent – also
hafnium [630], platinum and titanium [631]. Irradiation of 304 austenitic stainless
steel evokes the grain boundary segregation of nickel and the depletion of the grain
boundaries by chromium and manganese. This results in reduction of intergranular
cohesion of this material [632].

6.2.3 Stress-Induced Segregation

Plastic deformation induces formation of non-equilibrium vacancies in alloys. The
supersaturated vacancies can interact with solute atoms and create supersaturated
vacancy–solute complexes thus inducing non-equilibrium grain boundary segrega-
tion of a solute via complex diffusion to the grain boundary [633]. However, the
number of studies of grain boundary segregation during plastic deformation has
been rare till now.

Annihilation of vacancies at grain boundaries results in reduction of their concen-
tration and in its approaching to the equilibrium value. As the vacancy concentration
in the grain volume remains non-equilibrium since there are no vacancy sinks,
the vacancy concentration gradient is formed between the grain interior and the
boundary. As a consequence, there also exists the concentration gradient of the
vacancy–solute complexes, and these complexes diffuse to the grain boundary.

It is assumed that during high temperature plastic deformation, the annihilation
of vacancies within the grains is diffusion controlled and takes place predominantly
at dislocations that are the sinks of vacancies. The concentration of non-equilibrium
vacancies in the steady-state,Xse, at a given strain rate, P", can be expressed as [620]

Xse D �2�2˝0

DV
A1=nexp

�
�Qdef

nkT

�

�


�b2

QV
f

P".1�1=n/ C 	Xj

4b
A1=nexp

�
�Qdef

nkT

�
P".1�2=n/

�
; (6.39)

where � is the structural parameter describing the distribution of dislocations, (for
homogeneous distribution, � D 1),� is the shear modulus,˝0 is the atomic volume,
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DV is the vacancy diffusivity, QV
f is the energy of vacancy formation, A and n are

constants, Qdef is the apparent activation energy for deformation, b is the Burgers
vector of the dislocations, Xj is the concentration of thermal jogs, � is the constant
associated with the mechanical production of jogs, and 	 is the parameter depicting
the neutralisation effect produced by the presence of vacancy emitting and vacancy
absorbing jogs. Xj can be expressed as

Xj D exp

�
�Ej

kT

�
; (6.40)

where Ej is the energy of jog formation. The vacancy diffusivity in pure metals is
given by

DV D DV0 exp

�
�Q

V
m

kT

�
(6.41)

whereQV
m andDV0 are the vacancy migration energy and the pre-exponential factor

for vacancy diffusion, respectively. In case of alloys the vacancy may migrate by
exchanging the position either with the host atom or with the solute atom. Therefore,
(6.41) only represents an estimate which is reasonable for dilute alloys where the
vacancy migration preferentially realises via exchange with the host atoms [634].

The concentration of vacancies in the matrix in a steady state,XVs, is equal to the
sum of the concentrations of non-equilibrium vacancies, Xse, and the equilibrium
vacancy concentration,Xth, which can be expressed for a pure metal as

Xth D B exp

�
�Q

V
f

kT

�
; (6.42)

where B is a constant. In case of an alloy, (6.42) is again only an estimate, although
well acceptable for dilute alloys as discussed above for (6.41).

The concentration of vacancy–solute complexes, XI V, is given by [633, 634]

XI V D mXIXV exp

�
QI V

kT

�
; (6.43)

where m is a constant, XV is the vacancy concentration, and QI V is the binding
energy between a vacancy and a solute atom. In the regions far away from the grain
boundary, XV D XVI . Assuming that XI is invariable, XV D Xth in vicinity of
the grain boundaries, maximum grain boundary concentration of solute I , Xˆ

I;max,
is [634]
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(6.44)



6.2 Non-equilibrium Segregation 167

Xˆ
I;max can be obtained from the expressions for the kinetics of segregation (6.38)

and (6.39).
A significant amount of vacancies can also be produced during creeping a mate-

rial at temperatures above 0.4Tm. In such processes, the dimension of the material
is changed to accommodate the stresses by the emission of vacancies from grain
boundaries in a transverse direction to the direction of the stress. Simultaneously,
there can move the over- or undersized solute or impurity atoms. As considered
previously, vacancy–solute complexes may occur and if their binding energy is
advantageous, they may drag the solute atoms moving to grain boundaries [47].
The effect of applied stress can be divided into two mechanisms (a) the reduction of
grain boundary segregation due to modified diffusion rate of solute atoms in grain
volume, and (b) the reduction of the absorption ability of grain boundaries for the
solute atoms due to change of the grain boundary free energy [620]. Another model
proposes production of non-equilibrium vacancies by non-conservative motion of
jogs on screw dislocations at low temperatures [635]. Solute segregation is closely
connected with growth of the cracks under stress and many models in this field were
developed to describe the cracking of the material [47]. This consideration is out of
scope of this book.

6.2.4 Grain Boundary Segregation and Migration

The dragging effect of segregated solutes on the grain boundary migration is noto-
riously known (cf. [48]). The atmosphere of the solute atoms tends to move with
migrating grain boundary, however, the velocity of its diffusion is substantially
lower than the rate of the grain boundary migration as the latter process is diffu-
sionless. The interaction of the slowly diffusing solutes with the boundary results in
a dragging force. The rate v of the boundary motion is slowed down

v D m.P � Pv.v//; (6.45)

where P and Pv.v/ are the driving force of the grain boundary migration and the
dragging term, respectively. Increasing bulk concentration of the solute has a more
pronounced effect to the general grain boundaries as compared to the special ones
[636]. The strongest effect of the solute segregation to the anisotropy of grain bound-
ary migration is probably observed in case of very pure materials. In absolutely pure
metals, it is supposed that special grain boundaries will migrate hardly because there
is a high activation barrier to change their orientation by curving, which is neces-
sary for the boundary migration. On the other hand, general boundaries should move
rather simply in pure metals. Due to increasing concentration of impurities, the gen-
eral grain boundaries are more strongly segregated than the special grain boundaries,
and therefore, the rate of their motion decreases. At a suitable bulk concentration
of impurities, the rate of migration of all boundaries is nearly the same. If the
bulk concentration of impurities further increases, a reversed effect appears: Special
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grain boundaries can migrate more quickly than general ones. After saturation of
the grain boundaries by the segregated impurities, the migration of all boundaries is
again equalised [48].

It is obvious that during the grain boundary migration, the concentration dis-
tribution of the solute atoms becomes asymmetrical. Supposing migration of a
planar grain boundary in x-direction with constant velocity v, the grain boundary
concentration of solute I , Xˆ

I , can be described as a unidirectional case [48]

@XI .x; t/

@t
D DI

@2XI .x; t/

@x2
C @

@x

�
DIXI .x; t/

kT

dU

dx

�
; (6.46)

where DI is the volume diffusivity and XI .x; t/ D XI for x ! ˙1. The co-
ordinate system is supposed to have its origin located in the boundary plane, so
moving with the grain boundary. The solute distribution across the migrating grain
boundary can reach a steady state so that @XI .x; t/=@t D 0. To simplify the
problem, Gottstein and Shvindlerman [48] assume

U.x/ D 0 for jxj 
 a and U.x/ �H0 for jxj � a: (6.47)

Therefore, dU=dx D 0 except the discontinuities at x D ˙a. Supposing the Galilei
transformation x D x0 �vt, the diffusion equation in the moving co-ordinate system
reduces to

@XI .x; t/

@t
D DI

@2XI .x; t/

@x2
C v

@XI .x; t/

@x
(6.48)

for x ¤ ˙a. The solution of this equation provides

XI .x; t/ D XI CXI .a/ exp

�
� vx

DI

�
: (6.49)

The concentration behind the grain boundary is XI .x; t/ D XI for x ! �1. The
concentration of the solute in front of the boundary is

.XI /F D XI C .XI .a/ �XI / exp

�
� vx

DI

�
: (6.50)

Let us repeat that the potential U is discontinuous for x D ˙a. Therefore, the
constantXˆ

I as well as the concentration distribution cannot be determined in closed
form [48]. Supposing the steady state is reached during the migration, the diffusion
flux is constant at any x, that is JX D vXI . Assuming the thickness of the grain
boundary is comparable to a single atomic layer in the bulk, the flux through the
interface plane between the grain boundary ˆ and the bulk in front of the grain
boundary .x D Ca/ is

Xˆ
I

DI

b
exp

�
�H0

kT

�
� XI .a/

DI

b
� vXI .a/ D �vXI ; (6.51)
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Fig. 6.7 Model of a concentration distribution of the solutes in the vicinity of a grain boundary
migrating in a steady state. According to [48]

where b is the atom diameter. The flux through the interface plane between the
boundaryˆ and the bulk .x D �a/ is (Fig. 6.7)

XI

DI

b
� Xˆ

I

DI

b
exp

�
�H0

kT

�
� vXˆ

I D �vXI : (6.52)

Since the first two terms of (6.51) describe the diffusion fluxes through the men-
tioned interface plane, we can write them as

Xˆ
I v exp

�
�H0 CHD

kT

�
�XI .a/v exp

�
�HD

kT

�
(6.53)

with HD representing the activation enthalpy of volume diffusion. Equation (6.52)
can be treated similarly. Then

Xˆ
I D XI

DI C bv

DI exp .�H0=kT /C bv

 XI (6.54)

and

XI D 1 � DIbv.1 � exp.�H0=kT //

.DI C bv/.DI exp.H0=kT /C bv/
: (6.55)

Corresponding concentration profile is shown in Fig. 6.7.
Similar result was obtained by the phase field model of Cha et al. [637]. They

constructed a movable abstract boundary between two grains with rapid diffusion
within it while the diffusion in the grain is neglected. Considering two variables, the
solute concentration and the phase field, f (f D 1 for one grain and f D 0 in the
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Fig. 6.8 Concentration profiles for various velocities: equilibrium segregation (no migration,
v D 0): full line, low velocity: dashed line, velocity of the maximum drag: dotted line, the inflection
in the drag–velocity curve: dashed-dotted line, high velocity: dashed-dotted-dotted line. According
to [637]

other grain). The interfacial region is a mixture of the grain and the grain boundary
with different concentrations but with the same chemical potential. The concen-
tration profile across the grain boundary in dependence on its migration velocity is
shown in Fig. 6.8. Similar concentration distribution of the solute around the migrat-
ing grain boundary was found in simulations of kinetics of grain boundary migration
and prediction of solute-drag-effect induced abnormal grain growth [638].

Simulations performed on basis of the phase field model showed that particularly
in strongly segregating systems the concentration of a solute at the moving grain
boundary can increase with increasing the migration velocity to such an extent that
the level of segregation can be higher than that in equilibrium. The drag force of the
solute segregation also causes deviations of the relationship between the migration
rate and the curvature from linearity [639].

Similar results were obtained by means of a self-consistent continuum model of
grain boundary segregation and segregation transition based on gradient thermody-
namics and its relations to the discrete lattice model. This model stresses out the role
of some distinctive terms that were ignored in previous models such as concentra-
tion gradient, spatial variation of the gradient-energy coefficient and concentration
dependence of solute–grain boundary interactions and can predict the segregation
transition (i.e. the transition from low to high segregation) that takes place with
changing temperature, bulk composition and/or grain boundary velocity. This tran-
sition, which is first-order with a hysteresis, is responsible for the observed sharp
transition of grain boundary mobility with temperature and its dependence on bulk
composition observed experimentally [640].

In contrast to the solute drag of the migrating boundary discussed above, only lit-
tle is known about the reverse effect – the non-equilibrium segregation of solutes at
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the moving grain boundaries, for example during recrystallisation and grain growth.
This is despite the fact that the solute enrichment can be stronger than that of equi-
librium segregation. For example, 1.6 times higher concentration of boron than its
bulk concentration was detected on moving grain boundaries of an Fe–3mass.%Si
alloy while no boron was found at static grain boundary [641]. Boron segregation
is intensified with continuing recrystallization. If the velocity of the grain boundary
migration decreases, boron grain boundary segregation also decreases and eventu-
ally disappears. The cause of these changes in the segregation behaviour is obviously
the change of the width of the grain boundary during its migration. The broadening
of the boundary results from its interaction with volume dislocations disappearing
during grain boundary migration. The width ı of the moving grain boundary can be
expressed as

ı D ı0 C v�ı

�; (6.56)

where ı0 is the width of the equilibrium grain boundary, v is the boundary velocity,
� is the relaxation time for dislocation annihilation by moving grain boundary, ı


is the increment of the average width of unit area of the boundary during � and

� is the difference of the dislocation density in deformed and new grains. The
enrichment ratio of the solute at moving grain boundaries is then

ˇˆ
I D 1C ı

v
exp

�
U0

RT
� 1

�
: (6.57)

In (6.57),U0 is the potential of the solute atoms near the grain boundary. According
to (6.56) and (6.57), the value ˇˆ

B D 1:7 was determined for boron segregation at
moving grain boundaries in an Fe–3mass.%Si alloy during its recrystallization at
1,273 K after 20% deformation [642].



Chapter 7
Grain Boundary Segregation and Related
Phenomena

Grain boundary segregation affects various physical and chemical properties of the
materials, which further control material behaviour. It is mainly the consequence of
the close relationship between the grain boundary segregation on the one hand and
the grain boundary energy and bonding state on the other hand. The chart listing
some metallurgical phenomena affected by grain boundary segregation is shown in
Fig. 7.1.

In this chapter, we will present some examples of the effect of grain boundary
segregation on material behaviour.

7.1 Grain Boundary Cohesion

Historically, the widely manifested consequence of the grain boundary segregation
is its effects on grain boundary cohesion as expressed in a number of well-known
forms of intergranular fragility. This continues to provide much of the focus for
work in this field. The central problem is the role of solute atoms on atomic
cohesion at the interface. As shown in Fig. 7.1, the embrittlement can be of
different nature, for example temper embrittlement, hydrogen embrittlement and
liquid–metal embrittlement.

7.1.1 Grain Boundary Cohesion and Temper Embrittlement

The majority of the work on grain boundary cohesion has been connected with the
effect of additions in iron because of the technological importance of this material
[643]. It is now well established that the elements such as copper, zinc, silicon, ger-
manium, tin, phosphorus, arsenic, antimony, bismuth, sulphur, selenium, tellurium,
oxygen and manganese all cause intergranular weakness in iron. Similar solutes
also weaken copper and nickel. We now consider the two questions (1) why do cer-
tain elements weaken the grain boundaries? and (2) what is the relative embrittling
potency of these elements? [13].

173
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Fig. 7.1 Some materials phenomena influenced by grain boundary segregation (according to [13])

A number of theories have been proposed to account for the role of the solute
atoms on grain boundary cohesion. All have a common approach but differ in their
interpretation of the way to carry out the numerical calculations. As first, McLean
[19] proposed in 1957 that the total work of fracture in low temperature intergranular
fracture is the sum of the ideal work of fracture, � , and the irreversible plastic work
of deformation, �p. � is the energy to open the bonds across the interface, and �p

remains absorbed in the crystal as dislocations and phonons over a region well away
from the boundary. �p is principally much larger than � , however, if � increases, the
forces at a crack tip must also be enhanced to propagate the fracture and therefore,
�p will increase. For a given grain boundary, � and �p are thus directly related. The
precise relation will depend on the micro-structure and also on the orientations of
the two grains and the grain boundary. The analyses showed that �p / �n where n D
2–5 [644, 645]. To be able to answer the above questions the effects of segregated
solutes on the ideal work of the grain boundary fracture must be understood.

The ideal work of fracture of a non-segregated grain boundary with the energy
�ˆ;0 is [19]

�0 D 2� s;0 � �ˆ;0; (7.1)

where � s;0 is the surface energy of the pure material because by opening the grain
boundary two free surfaces are created. An analysis of the values of � s;0 and �ˆ;0 for
many metals shows that typically, �ˆ;0 � � s;0=3 [371]. Accordingly, the ideal work
of fracture of the pure grain boundaries is only slightly lower than that of an average
plane in the crystal (approximately 5/6 of it). It does not mean automatically that
the grain boundaries will always fail in preference to cleavage. The fracture manner
will also depend on the orientation of the slip planes and the surface energy of the
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Fig. 7.2 Schematic
representation of the increase
of the DBTT as a result of
reduced grain boundary
cohesion due to solute
segregation in a 0.2% carbon
steel (according to [13, 647])

low-index cleavage planes makes cleavage generally more likely than intergranular
failure in clean bcc metals [646].

Let us comment now the balance between brittle and ductile failure. For example,
the fracture behaviour of a 0.2% carbon steel is shown schematically in Fig. 7.2 in
dependence on the test temperature [13,647]. At high temperatures, the dislocations
move easily and the yield stress is low. Therefore, the steel fails in a ductile manner.
At lower temperatures, the dislocation movement becomes more difficult and the
material eventually fails in a brittle manner. The highest temperature at which this
occurs is the ductile–brittle transition temperature (DBTT). Sometimes, DBTT is
also called as the fracture appearance transition temperature (FATT) or the onset of
the upper shelf transition (OUST) [47]. The temperature dependence of the fracture
energy is schematically depicted in Fig. 7.3. The DBTT corresponds to the inflection
point of this dependence.

Solute segregation at the grain boundaries may lead to a sufficient reduction of
the grain boundary cohesion and therefore, DBTT is increased so that the otherwise
ductile material becomes brittle.

A thorough thermodynamic analysis of the ideal work of fracture of segregated
grain boundaries, � , has been made by Hirth and Rice [648]. According to their
theory, the reduction of the ideal work of fracture if there is no redistribution of the



176 7 Grain Boundary Segregation and Related Phenomena

Fig. 7.3 Schematic course of the temperature dependence of fracture energy defining the DBTT

segregated species is given by
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where �ˆ
I and �s

I are the grain boundary and surface chemical potentials of solute I
in equilibrium with a level of the grain boundary adsorption, � ˆ

I . This expression
can be written as
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where � ˆ
I;max and � s

I;max are the maximum adsorption levels at the boundary and sur-

face, respectively.
Gs
I and 
Gˆ

I are the Gibbs energies of segregation of solute I
at the surface and at the grain boundary, respectively [649]. In the dilute limit, the
last term on the right-hand side of (7.3) equals to �RT ln2 and usually, it can
be neglected (RT ln2 D 5.76 kJ/mol at 1,000 K). The ideal work of fracture thus
decreases linearly with the level of segregation, and those elements that segregate
more strongly to free surfaces than to grain boundaries reduce the ideal work of
fracture and vice versa. Equation (7.3) also suggests the change of the DBTT with
segregation, @DBTT=@� ˆ

I / �

Gs

I �
Gˆ
I

	
[366]. Measurements of
H s

I , 
Hˆ
I

and � ˆ
I in Ni3Al bicrystals containing the artificial cavities at the grain boundary

performed by Otterbein et al. showed the decrease of the grain boundary cohesion
caused by sulphur segregation [650]. Similarly, the reduction of the cohesion energy
of the f013g symmetrical tilt grain boundary by 56.4 mJ/m2 (i.e. by 1.5 rel.%) was
caused by complex segregation of silicon, phosphorus and sulphur in an Fe�Si
alloy [651].
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An alternative approach of Seah [652] giving the same result in the quasi-
chemical pair bonding approximation is based on evaluation of the actual bond
energies across the boundary before and after fracture,
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where˝ D Hmix=ŒZXI .1�Xc/�with the mixing enthalpy,Hmix.Zg is co-ordination
number at the grain boundary,Z is the bulk co-ordination number andH sub;�

I;M are the

sublimation enthalpies of solute I and matrix element M: � ˆ;0
I is the value of � ˆ

I

at one monolayer and aI is the atomic diameter of the segregated solute atom. In the
regular solution approximation when˝ is neglected, the lower the value of H sub;�

I ,
comparing to that of the matrix element, the more will a segregated solute embrit-
tle its grain boundaries. Figure 7.4 summarises the values of H sub;�

I for numerous
elements and clearly indicates that the solutes such as antimony, tin, sulphur, phos-
phorus, manganese, silicon and copper, with the values ofH sub;�

I <H
sub;�
Fe below the

limit represented by the dashed horizontal line, will all embrittle iron. On the other
hand, the solutes with higher values ofH sub;�

I such as molybdenum and carbon, will
improve the cohesion as was also confirmed experimentally [13].

There is numerous experimental evidence that the chart in Fig. 7.4 is generally
valid for other materials than iron. For example, carbon increases the grain bound-
ary cohesion of molybdenum and tungsten, but the effect of oxygen is quite opposite
[653, 654], segregations of silicon and thorium reduce the grain boundary cohe-
sion of iridium [389], lithium reduces the cohesion of aluminium [655] but boron
segregation strengthens grain boundaries of Ni3Al [656] and copper [657].

Fig. 7.4 The plot of the
sublimation enthalpy, H sub;�

I ,
vs. lattice parameter of the
corresponding solute, aI . The
elements having the value of
H

sub;�
I higher than any

chosen matrix element (for
example iron as suggested by
the dashed horizontal line)
increase its ductility while
those with lower value of
H

sub;�
I embrittle the matrix

(according to [19, 652])
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However, exclusive consideration of the effect of segregated solutes on the ideal
work of fracture is not sufficient. One must keep in mind that there is a choice
between dislocation emission and bond breaking at a crack tip that decides whether
ductile cleavage or brittle fracture occurs. It can be shown that the segregated
solutes causing the embrittlement increase the ease of dislocation emission at the
crack tip, so offsetting the total embrittling effect discussed above. The correction
is small but allows the correct prediction of the absolute embrittlement of cooper by
bismuth [658].

A thorough study of the structure and solute effects on grain boundary fracture
was performed on molybdenum [659]. It was shown that low angle and twist grain
boundaries are strong but the majority of the interfaces are weak. It indicates an
intrinsic brittleness of the grain boundaries due to the interatomic bonding of molyb-
denum. The weak grain boundaries can be strengthened by segregation of interstitial
impurities such as carbon or nitrogen. In the latter case, a weak strengthening effect
is due to precipitation of grain boundary nitride [659].

The aspects of chemical bonding in grain boundary segregation can be eluci-
dated by ab initio calculations of chemical bonding in clusters with the same atomic
arrangements as these in the structural units of a grain boundary (polyhedral struc-
tures). Application of the molecular orbital method on tetrahedral Me4I clusters to
segregation of sulphur and boron at grain boundaries of nickel and iron as well
as of segregation of carbon in iron revealed a redistribution of electron charge
density in the grain boundary [503, 660, 661]. In case of electronegative sulphur,
the charge is drawn from the surrounding metal atoms to that of sulphur and –
consequently – the adjacent metal–metal bonds are weakened [660,662]. The bond-
ing parallel to the boundary is stronger than perpendicular one, and therefore, the
cohesion across the boundary is reduced and grain boundary embrittlement results
[663]. Qualitatively similar charge transfer was calculated for the case of phos-
phorus in bcc iron [664]. Strong bonding orbitals are formed between Fe(3d) and
P(3p) orbitals in FexP clusters at the grain boundaries, and thus, the metallic bonds
between FexP clusters and surrounding Fe atoms are weakened, which give rise
to embrittlement [258]. The average d-band energy is higher with phosphorus (and
also sulphur) than in pure metal. Then, more antibonding states are filled and cohe-
sion is reduced [665]. In case of the less electronegative atoms of boron and carbon,
relatively strong covalent-like bonds form with metal in direction perpendicular to
the boundary, whereas much weaker bonding occurs in parallel direction. This kind
of bonding enhances grain boundary cohesion [257,258,260,662,664]. In contrast,
boron atoms occupy positions in the centre of compact polyhedra of iron atoms with
little change in the structure of iron grain boundary. Therefore, the stress field is not
changed by boron segregation [546], but weaker bonds in the iron grain boundary
are strengthened due to the interaction of bulk dislocations with segregated atoms at
the boundary [666]. Addition of boron to iron containing phosphorus evokes a site
competition at the grain boundaries and phosphorus atoms are replaced by boron
ones. Consequently, the material exhibits improved grain boundary ductility due to
this “cleansing” effect of site competition [276]. Boron and carbon reduce the aver-
age d-band energy for the neighbouring iron atoms, fewer antibonding states are
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thus filled and cohesion increases [665]. Other elements such as nitrogen exhibit
the bonds with some ionic character. This may be an important reason of nitro-
gen behaving differently from phosphorus [667]. In case of a more complex system
with the grain boundary segregation of titanium, boron and oxygen, co-segregation
of titanium and boron, both of which enhance grain boundary cohesion of iron,
increases the cohesion. If titanium co-segregates with oxygen, the embrittling effect
of the latter solute is completely reduced [668].

Similar situation occurs in Ni�S system [661]. As sulphur segregates at the
grain boundaries of nickel, both the cohesive strength in vicinity of the segregated
atom and the shear strength are reduced. Overcoming a critical grain boundary
concentration, the network of S�S bonds within a grain boundary is formed. As
a consequence, the shear stress begins to increase but the cohesive strength con-
tinues to reduce so that the conditions for brittle fracture are fulfilled. If a different
solute such as boron segregates, no apparent decrease of the cohesive strength occurs
[669]. Boron forms similarly strong bonds with nickel as sulphur, however, the
valence orbitals of boron are compact because large ion core is absent in contrast to
those of sulphur that are more extended. As a result, boron forms bonds at smaller
hole sites with less intrinsic strain comparing to sulphur. Consequently, the metal–
metal bond is weakened in vicinity of sulphur atoms in contrast to the case of boron,
which needs less additional strain [668].

The effect of sulphur on reduced cohesion can also be explained by repul-
sive interaction between sulphur atoms in nickel resulting in prolongation of S�S
bonds and to a consequent interfacial decohesion [670]. Another explanation for
the sulphur-induced decohesion of nickel is based on consideration of directional
change of chemical bonding [671]: The question of the true mechanism of the deco-
hesion remains still open [672]. Similarly to sulphur, other metalloids are reported
to reduce usually the grain boundary cohesion except beryllium, boron, carbon
and silicon while aluminium and phosphorus are indicated as indifferent to nickel
embrittlement [673]. This result seems not to agree completely with the results of
Seah and Hondros [13, 652] (Fig. 7.4) according to which beryllium and silicon as
well as phosphorus and aluminium should also be grain boundary embrittlers. This
discrepancy may be affected by the fact that the calculations were performed for the
˙ D 5, f012g special grain boundary with principally low segregation energy.

The charge changes induced by solute segregation are probably the reason
for grain boundary embrittlement of aluminium by gallium. First-principles pseu-
dopotential calculations showed that gallium at the grain boundary in aluminium
draws charge from the surrounding matrix atoms as a result of the difference in
electronegativity between these two elements. As a result, the charge density is
reduced between gallium and aluminium atoms as well as between aluminium atoms
along the grain boundary [255].

Besides the case of sulphur embrittlement of nickel [670–672], a heavy dis-
cussion concerns the effect of bismuth on intergranular embrittlement of copper.
A redistribution of the charge density due to grain boundary segregation of bis-
muth in copper was described to directly weaken the bonds between dissimilar
atoms in Cu6Bi grain boundary clusters [674]. There exist three models for bismuth
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embrittlement of copper. Two models are based on changing electronic structure
(a) the strengthening of the bonds of the surrounding metal by bismuth and thereby
inhibiting the bond mobility that is a necessary condition for plasticity [675], and
(b) the weakening of the bonds across the GB by bismuth [668]. These models
assume that the weakening is an electronic effect, where the more electronega-
tive segregated atom withdraws electrons from the metal d-bands thus reducing
the bond strength. This interpretation is based on electron microscopic observa-
tion of the “white lines” in the inelastic electron scattering intensity observed at
bismuth segregated grain boundaries of copper. Recently, the role of the electronic
effect was supported when almost no expansion was found at the 36:9ıŒ001�, f310g
symmetrical tilt grain boundary segregated by bismuth [674]. The embrittlement
was attributed to an electronic effect: the Cu d-band retreats below the Fermi level,
reducing sd hybridisation. However, it is not clear whether the grain boundary was
embrittled either in the calculations or in the measurements. In addition, the grain
boundary concentration of bismuth observed in this case 2.9 at/nm2 is about 5 times
lower than measured at grain boundaries [676]. The electronic effect is rather small
in this case and cannot account for the reduction of fracture toughness. Let us add
that sodium should also be a good embrittler of copper albeit silver acts as a modest
cohesion enhancer [677].

The third model for embrittlement of copper due to the grain boundary segre-
gation of bismuth is a size effect suggested by Sutton and Vitek [545]. This model
is based on two necessary conditions for copper embrittlement due to grain bound-
ary segregation: The solute is virtually insoluble and has much larger atomic radius
than the matrix element. The solute then segregates to the boundary thus pushing
apart copper atoms across the interface and weakening the interatomic bonding.
The first-principles quantum-mechanical calculations [261] support the latter model.
In addition, the size effect seems also to be responsible for copper embrittlement
induced by lead and mercury segregation: The latter two solutes are practically
indistinguishable in the properties contrary to the expectations following from the
models of changing electronic structure [678].

The results of computer simulations proved that the grain boundary structure
also plays an important role in the fracture properties of brittle materials [679].
For example, low energy fracture was observed at room temperature for the high-
angle grain boundaries of molybdenum containing traces of oxygen and carbon.
This behaviour was observed for the [100] symmetrical tilt grain boundaries with
the misorientation angles 20ı; 30ı; 50ı; 52ı and 70ı. On the other hand, high energy
is necessary to fracture the boundaries misoriented by 5ı;10ı and 88ı [680]. This
behaviour very probably reflects the level of carbon and oxygen segregation at high
angle grain boundaries [653]. Similar results were observed for tungsten [654].

The structure of the grain boundaries in conjunction with corresponding solute
segregation also affects strongly the fracture characteristics. Recently, the role of
the grain boundary plane orientation in the segregation-induced embrittlement was
studied in case of bismuth segregation in copper [681]. Both experimental and theo-
retical studies of the asymmetrical tilt grain boundaries in the ˙ D 9 [110] showed
that highly segregated general grain boundaries exhibit brittle intergranular fracture
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while in case of the special ones containing low level of bismuth segregation, the
transgranular ductile fracture is observed. It is interesting to note that the special
grain boundaries are characterised by f111g, f112g and f114g planes on one side of
the grain boundary [681].

Another approach to the problem of grain boundary embrittlement is based on
direct consideration of impurity–impurity bonds [682]. Particularly, the effect of
formation of covalent I–M–I bonds on material embrittlement depends on the type
and valence of impurity I . For example, sulphur needs two electrons to complete
its 3p-subshell so that it will form two bonds at a nickel boundary. One of these
bonds is parallel and the other perpendicular to the boundary. The redistribution
of the metal charge will then occur preferentially into bonds parallel to the grain
boundary. The energy difference between the two types of the bonds then deter-
mines the embrittling potency of the segregated elements: in the case of sulphur an
embrittlement occurs. On the other hand, boron with only one p-electron forms only
bonds across the interface so that the charge flow exists in this direction: in this case,
no embrittlement occurs.

7.1.2 Hydrogen Embrittlement

Another effect, which reduces the grain boundary cohesion, is hydrogen embrittle-
ment. This effect has received a considerable interest during past decades, because
hydrogen is present in the environment [683]. Absorbed hydrogen atoms preferen-
tially segregate at the micro-crack surface along the grain boundaries thus increasing
the stress ahead its tip. It is possible that some hydrogen atoms also recombine to
molecules and the stress at the micro-crack tip is further enhanced although this
effect is probably not so large. As a result of these stresses, micro-cracks grow
and form micro-cavities. Segregated hydrogen can possibly cause two different
situations, dislocation-screened tips and dislocation-assisted crack tips [638].

The microscopic model of hydrogen embrittlement starts from a hydrogenated
elastic–plastic material with a crack embedded along the grain boundary. The crack
tip is screened by dislocations. Under stressing this body, the crack is loaded in
the direction perpendicular to the crack plane by a remote applied stress. The
dislocation-screened crack preserves a local stress in the dislocation-free zone and
produces a stress intensity. The crack tip can maintain a local equilibrium expressed
as [638]

' D cos�1

�
�ˆ

2� s

�
; (7.5)

where � is the half crack-tip angle, �ˆ and � s are the grain boundary and the crack
surface energy, respectively. At the grain boundaries, the equilibrium hydrogen seg-
regation should then occur. Since this segregation at the crack surfaces and grain
boundaries affects both �ˆ and � s, the crack tip profile, the local stress and the ideal
work change. Eventually, the relationship for theoretical stress-intensity factor,Kc

th,
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can be derived from the local energy balance,
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where n is the work hardening coefficient, the index 0 indicates the quantities in the
absence of hydrogen segregation. The dependence of Kc

th on the bulk concentration
of hydrogen is the function of the energy of the hydrogen binding at the crack sur-
faces and the grain boundaries as well as plastic deformation characterised by the
parameter n and the yield stress [638].

Latanision and Opperhauser [684] showed that the segregated solutes at the grain
boundary reduce the recombination of hydrogen atoms and promote penetration
of hydrogen along the grain boundaries. These solutes, such as phosphorus, sul-
phur, arsenic and antimony, which have a strong tendency to segregate to grain
boundaries in steel, have also a stronger intrinsic binding to hydrogen than iron
[685, 686]. Hydrogen atoms, which dissociated from molecules adsorbed from the
vapour or from solution, bond strongly with the segregated atoms and reside at the
grain boundary sites much longer than at the single ones. Consequently, there is
a greater chance for hydrogen to be absorbed into the lattice. Therefore, the role
of these segregated solutes consists in increasing the amount of hydrogen trapped
in the grain boundary core. If the mechanism of hydrogen-embrittlement requires
the concentration of hydrogen in the metal just ahead of the crack tip, the above
solutes segregated at the grain boundary should therefore aid this embrittlement
[13]. Kameda and McMahon detected the first intergranular micro-cracks induced
by hydrogen in antimony doped Ni�Cr steel using acoustic emission and obtained
corresponding threshold stress for its onset. This stress depends on the grain bound-
ary segregation of antimony. Once the threshold stress is reached, the crack spreads
and the decohesion occurs [687]. Similarly, grain boundary segregation of phos-
phorus and sulphur assists to hydrogen embrittlement of an X–750 nickel-based
superalloy. Occurred micro-cracks can then facilitate stress corrosion cracking in
water environment [688].

As expected, hydrogen serves at the grain boundaries of iron as electron acceptor
and the H�Fe bonding is rather ion-like than covalent but strong. Presence of hydro-
gen thus leads to a similar reduction of the charge density in the region between
iron atoms across the grain boundary as in case of other metalloid impurities. The
charge transfer from Fe to H at both the grain boundary and free surface seems to
be the key mechanism for hydrogen embrittlement [689]. In fact, hydrogen atoms
are extremely mobile and their segregation is not expected to be too large. The main
role of hydrogen in intergranular embrittlement consists in nucleation of the cracks
rather than in their spreading [690] due to its dynamic effect occurring in course of
loading the sample.

The reduced cohesion of the grain boundaries resulting from hydrogen segrega-
tion (hydrogen embrittlement) is sometimes used to facilitate intergranular fracture
of less segregated or less brittle grain boundaries for studies of grain boundary seg-
regation by the techniques of surface analysis such as AES [683]. In case of a 7050
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aluminium-based alloy, magnesium segregation reduces the cohesion of the grain
boundaries, while the opposite effect is observed for segregation of copper [691].

Recent study of the hydrogen-induced cracking in high-purity high-strength 4340
type steel showed that elimination of embrittling impurities does not eliminate the
susceptibility of this material to hydrogen embrittlement under high yield strength
if the strain rate is small enough [692].

7.1.3 Other Types of Non-reactive Environmental Decohesion

Hydrogen is typical example of intergranular decohesion of polycrystalline materials
caused by the impurity atoms localised at the grain boundaries. Similar effect was
observed when liquid metal penetrates along the grain boundaries into the material
volume (liquid metal embrittlement (LME)) or by penetration of the atoms adsorbed
at the surface (either from the environment or from the material volume) to the free
surface in the grain boundary micro-cracks (dynamic embrittlement). Let us briefly
touch both these effects.

7.1.3.1 Liquid Metal Embrittlement

Presence of a liquid metal on the surface of a polycrystalline material may be
dangerous for its integrity because the liquid metal may penetrate along the grain
boundaries and reduce substantially their cohesion. Classical example of this LME
is the grain boundary penetration of mercury to “-brass at room temperature [7].
Other examples are listed in Table 7.1.

LME can have very dangerous consequences for service of some metallic parts of
the machines. Quite frequently, this problem is observed in case of rotating parts of
the gas turbines. A wide intergranular degradation was observed in case of a turbine
rotor bolt made of IN 718, UNS N07718 after its service operation at about 540ıC.
High level of cadmium at the fracture surfaces indicated that this element present in
cadmium-rich smear on the treated flank was melted (melting point of cadmium is
321ıC) and penetrated quickly along the grain boundaries into the rotor bolt [693].

Table 7.1 Metals exhibiting LME. According to [47]

Matrix Embrittling solute

Fe Bi, Pb, Sn, Zn
Zn Bi, Cd, Ga, Hg, In, Sn
Cu Bi, Cd, Hg, In, Pb
Al Cd, Ga, Hg, In, Na, Sn, Zn,
Ag Ga, Hg
Cd Ga, In, Sn
“-brass Hg
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Similarly to other interfacial phenomena, LME is anisotropic, that is its velocity
depends on the grain boundary structure. Kargol and Albright [694] showed that the
˙ D 3; 70ıŒ110� and ˙ D 11; 130ıŒ110� grain boundaries in aluminium are highly
resistant to LME compared to other [110] characterised interfaces. Detailed study
of structural dependence of fracture stress of zinc bicrystals deformed under effect
of liquid gallium showed maximum resistance of the ˙ D 9; 56:6ıŒ10N10� grain
boundary [695]. In polycrystalline bcc “-brass, the cracks of LME were nucleated
and propagated preferentially at general grain boundaries [696].

Grain boundary segregation of some impurities can significantly enhance the sus-
ceptibility of the material to LME. For example, tin and antimony segregation in
steel increase the LME by lead while it is reduced under phosphorus and arsenic
segregation [47, 697]. Increased phosphorus segregation also reduces intergranular
embrittlement of Monel 400 LME by mercury [698] and tin segregation at cop-
per grain boundaries – although it does not cause materials embrittlement itself –
increases susceptibility of copper to LME by mercury [699].

A special case of the LME is the grain boundary wetting resulting in grain
boundary phase transitions (e.g. [72]). In this case the liquid metal may penetrate
very quickly along the grain boundaries causing their “melting” and thus loss of
cohesion. As examples of this effect, we can mention the grain boundary wetting
in systems Al�Sn [700], Zn�Sn [701], Cu�In [702] or (Fe�Si)–Zn [703]. Here,
we will not discuss this problem, but we refer to special publications in this field
(e.g. [72]).

7.1.3.2 Dynamic Embrittlement

In contrast to the low-temperature intergranular damage caused by equilibrium seg-
regation and sudden brittle fracture, a relatively slow, stepwise brittle intergranular
decohesion process can occur at enhanced temperatures in some materials under
stress or when they are stressed in a specific environment. This process is called
stress-relief cracking or dynamic embrittlement [704–706]. The mechanism of this
process is controlled by adsorption of specific atoms at the free surface of the crack
tip under external loading. Thus, the cohesion of the grain boundary changes and
may result in cracking of the grain boundary bond closest to the surface in the crack
tip. The atoms then adsorb again at the surface of the crack tip and the process
of decohesion continues. The diffusive nature of this penetration controls the pro-
cess, and therefore, the crack propagation is relatively slow [707]. The source of
the embrittling element can be either external (adsorption from the environment) or
internal (surface segregation from the material volume) [708].

The dynamic embrittlement can be described on basis of combined diffusion and
straining processes. The unidirectional flux of atoms I along the grain boundary,
JI , due to the stress-induced potential gradient under diffusion is [709]
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where the gradient of the chemical potential, r�ˆ
I D ˝ˆ

I r� , ˝ˆ
I is the atom vol-

ume of I and r� is the relevant stress gradient,Dˆ
I andXˆ

I are the grain boundary
diffusivity and the concentration of I , respectively, ı is the grain boundary thick-
ness and �J .J D I; M/ are the interfacial “cohesive functions” of pure I and M
interfaces. The continuity equation with constantDˆ

I provides [709]
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where suffix ˆ relates the variable/parameter to the grain boundary [709]. The
kinetic parameter relating the diffusion and deformation rate, <, is under bulk
diffusion control

< D td

tr
D Paı2

c

DI .ıc � ı0/
(7.9)

where td and tr are the characteristic diffusion time and the time to rupture, ıc and ı
are the critical and equilibrium separation distances, respectively, and Pa is the
separation rate [707].

The dynamic embrittlement was observed in numerous systems, for example in
bicrystals of Cu�Sn alloys in vacuum [710], polycrystalline IN 718 nickel-based
superalloy [711], MnMoNiCr steel [712], Ni3Al [713] and Cu�Be alloy [714] in air.

Similarly to other examples of material embrittlement, dynamic embrittlement is
also sensitive to grain boundary structure. As a result, the resistance of the mate-
rial against dynamic embrittlement increases with increasing frequency of special
grain boundaries (cf. Sect. 7.4). Oxygen-induced dynamic embrittlement of IN 718
nickel-based superalloy showed that general and/or the less coincident grain bound-
aries crack easily than the ˙ D 3 and ˙ D 5 grain boundaries although neither
this boundary nor the low-angle interfaces are completely immune from cracking
[708, 715].

7.2 Grain Boundary Corrosion

Since the grain boundaries are regions of enhanced energy, they are prone to
localised corrosion. This is the basis for visualisation of the grain structure by
chemical etching of polycrystalline samples in specific agents or by thermal etching
during vacuum annealing. The corrosion attack can be accelerated or sometimes
completely induced by stressing the material in aggressive environment result-
ing in intergranular brittle degradation of the material. In such case, the stress-
corrosion cracking occurs. In the present part, we will discuss the pure corrosion
and stress-corrosion cracking of the materials.
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7.2.1 Corrosion

During chemical or thermal etching, the grain boundaries are attacked and the
grooves are formed. If the period of the attack is long enough, polycrystalline
material can be completely separated along the grain boundaries in the absence of
applied stress. The mechanism of this environmentally assisted cracking is prefer-
ential attack of grain boundaries outcoming to a non-protected surface. The crack
then propagates into the material along the grain boundaries due to electrochemi-
cal processes (e.g. anodic dissolution) [47]. Grain boundary segregation can play
an important role in promoting this process in various ways. Either, a less noble
layer is formed at the segregated grain boundary which is more prone to the above-
mentioned dissolution (e.g. copper in silver, see below), or a segregated element can
react with another one and change the anticorrosive ability of the grain boundary
such as carbon with chromium in austenitic stainless steels [47].

Due to the anisotropy of grain boundary energy and segregation, there also exists
the orientation dependence of intergranular corrosion. For example, minima of the
penetration depth or the width of the etched boundary groove corresponding to the
minima of the measured boundary energy were found at certain [100] tilt grain
boundaries in aluminium [57, 716], Cr�Ni austenitic stainless steel [717], niobium
[718] and copper and ’-Cu�Al alloy [719]. Low values of the etch groove depth
were also found at the low-˙ grain boundaries in a polycrystalline Fe�Ni�Cr alloy
[529, 720]. It was shown that a special etching agent containing picric acid as an
active component attacks only the austenitic grain boundaries in a Ni�Cr steel that
were segregated by phosphorus [721]. The treatment of polycrystalline stabilised
310 stainless steel in boiling nitric acid revealed the highest corrosion resistance of
the˙ D 3,˙ D 11 and˙ D 13 grain boundaries [722]. Surprisingly, the maxima of
the penetration depth were reported for the low energy f013g, f012g and f023g sym-
metrical tilt grain boundaries in a 17Cr�13Ni austenitic stainless steel containing
silicon [533]. The orientation dependence of the penetration depth copies analogous
dependence of the level of silicon segregation at individual grain boundaries for both
0.3 and 0.8mass.% of silicon in the bulk. The differences in corrosion behaviour of
both symmetrical and asymmetrical tilt grain boundaries in one sample were studied
on curved grain boundaries corresponding to 36:9ı[100] and 45ı[100] orientation
relationships [87, 723]. As it is apparent in Fig. 7.5a, the width, w, of the etched
groove changes with the grain boundary inclination. There exist two minima of w
at the inclinations 18:5ı and 26:5ı from original f013g grain boundary correspond-
ing to the (001)/(034) and (011)/(017) asymmetrical grain boundaries, respectively
(Fig. 7.5b) [723]. This finding is in very good agreement with the orientation depen-
dence of the standard enthalpy of solute segregation (Fig. 5.16), and with the finding
that the (011)/(017) asymmetrical grain boundary is special and the (001)/(034) one
exhibits vicinal behaviour [94, 95]. Similarly, a single minimum of w was found at
the curved 45ı[100] grain boundary corresponding to the special (001)/(011) grain
boundary [87, 94, 95].

Another interesting example of anisotropic interfacial corrosion can be shown
in case of the archaeological buried objects. The necklace of a Ag�1mass%Cu�
0.3mass.%Au alloy, excavated from a grave and dated to the tenth century, exhibited



7.2 Grain Boundary Corrosion 187

Fig. 7.5 Corrosion of the curved 36:9ıŒ100� grain boundary (a) micro-structure of the etched
grove in Nomarski interference contrast (conical objects on the grain surfaces are dislocation etch
pits); (b) orientation dependence of its width, w, normalised by the maximum value of the width,
wm (according to [723])

an extended intergranular brittle failure [724]. The analysis of the parts of this
necklace proved that this failure is caused by intergranular corrosion of less noble
copper-segregated grain boundary regions under the conditions of decomposing
human body. A thorough crystallographic investigation proved that all failed grain
boundaries were non-coincidence and no separation was observed along the low-˙
grain boundary. In addition, about 20% of non-coincidence grain boundaries were
also found to be resistant to the corrosion attack. Some of these boundaries were
surrounded exclusively by special twin boundaries preventing penetration of the
electrolyte to them. However, some non-coincidence grain boundaries were found
to be resistant to the corrosion although they were in contact to the strongly corroded
interfaces. This is the case of the grain boundaries with the surface traces charac-
terised by the h126i=h011i and h112i=h237i directions measured in respect to the
adjoined grains parallel to the two respective grain boundaries (Fig. 7.6). These
interfaces are joined with another non-coincidence grain boundaries characterised
as h115i=h035i, and h116i=h023i directions, that are heavily corroded.

We may deduce the character of these grain boundaries by accounting for the ori-
entations of the planes belonging to the crystallographic zones of these directions.
The crystallographic zones corresponding to at least one of the measured directions
of both resistant grain boundaries, h011i and h112i, can lay in the densest plane of
the f111g type. On the other hand, the h115i; h035i; h116i and h023i directions of
the corroded grain boundaries cannot lay in the f111g type plane. It is highly prob-
able from energetic reasons that the untouched h126i=h011i and h112i=h237i grain
boundaries in Fig. 7.6 are formed by the planes of the f111g type. This deduction fol-
lows our model of classification of grain boundaries in bcc iron according to which
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Fig. 7.6 Example of resistant
and corroded
non-coincidence grain
boundaries. The Miller
symbols give the directions
parallel to the grain boundary
plane in respect to both
adjoining grains [724]

there exists special asymmetrical tilt grain boundaries formed by the bcc densest
f110g plane on one side [91, 94]. It is highly probable that the grain boundaries
formed by the f111g fcc densest planes are special [94, 724].

7.2.2 Stress Corrosion Cracking

Simultaneous effect of corrosive environment and stressing the sample with a
susceptible micro-structure can often result in brittle fracture also in case of the
materials ductile under acting these effects separately. This phenomenon is called
stress corrosion cracking. Stress corrosion cracking can pass transgranularly as well
as intergranularly. Intergranular stress corrosion cracking is more frequent and also
more dangerous for the behaviour of the parts in service [725], mainly in case
of austenitic stainless steels in commercial boiling water reactor nuclear power
plants [726].

Grain boundaries play an important role in localised corrosion as mentioned in
the previous part. It is obvious that – similarly to simple corrosion – the grain bound-
ary structure and dominantly its chemistry will also affect the course of intergranular
stress corrosion cracking [725]. The initiation of the cracks during the stress cor-
rosion is closely related to (a) the activated dislocation slip system, (b) the grain
misorientation, (c) the misorientation of the Burgers vectors of the primary slip sys-
tems and the grain boundary plane and (d) the deformation behaviour in vicinity of
the grain boundary [727]. Room-temperature intergranular stress corrosion crack-
ing studied thoroughly in bicrystals of an ’-Cu�9at.%Al alloy containing specific
[100] and [110] tilt grain boundaries in solution of NH4OH and NaOH under con-
stant stresses in range of 0.8–2 related to the yield stress of the material was found
to exhibit a pronounced anisotropy. The susceptibility minima of the interfaces to
stress corrosion cracking (i.e. inverse time-to-fracture) were found for the f122g,
f111g and f113g, [110] symmetrical tilt grain boundaries, and for f015g, f013g,
f012g, f025g and f037g, [100] symmetrical tilt grain boundaries [725, 728]. From
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the point of view of the stress corrosion cracking, these grain boundaries are special.
Note that the susceptibility cusps found for the [100] fit well with the minima of
absolute values of the standard enthalpy of solute segregation for the symmetrical
[100] tilt grain boundaries in bcc Fe�Si alloys [542] and this anisotropy well
correlates with the structural dependence of the grain boundary energy [725].

Intergranular stress corrosion cracking of polycrystalline 304 austenitic stain-
less steel containing a distribution of general, low-energy and twin boundaries
showed that ˙ D 3 are more crack-resistant interfaces compared to other special
grain boundaries (˙D9 and ˙D27) [726]. The main reason for this degradation
is chromium depletion of the grain boundaries of sensitised steels [729]. 3D char-
acterisation of polycrystalline austenitic stainless steel enabling to determine the
orientation of the grain boundary planes showed that the majority of the grain
boundaries found on the fracture surface were characterised by high fhklg index
planes: If there was present a low-index grain boundary, it failed in a ductile manner.
This is direct proof of the resistance of individual grain boundaries to intergranular
stress corrosion cracking and their role in crack-bridge development [730].

Classical experiments of Gleiter et al. [731, 732] with the corrosion remove
of small single-crystalline spheres produced of copper or silver containing either
10�1% of bismuth or units of percents of gold, from the single-crystalline plate
under ultrasonic irradiation in a bath of demineralised water can also be considered
as example of the stress corrosion cracking. These experiments revealed that only
the grain boundaries between the spheres and the plate exhibiting special orientation
relationship remained untouched by corrosion while the spheres arranged in a gen-
eral relationship were removed under the above treatment. The results well prove
the close relationship between the strength of the grain boundaries and the level of
bismuth segregation [731, 732].

The effect of the grain boundary structure in intergranular stress corrosion
cracking was also documented for example of a pipeline steel. Low-angle and spe-
cial grain boundaries are more crack-resistant than general grain boundaries and
the crack initiation and propagation of intergranular stress corrosion cracking is
suppressed in material with large portion of special and low-angle grain bound-
aries. It also means that the strength of the texture of the material enhances its
cohesion [733].

The intergranular stress corrosion cracking was found to propagate predomi-
nantly along general grain boundaries of 304L type austenitic stainless steels. If
the portion of the general grain boundaries was reduced by thermomechanical treat-
ment, the initiation and propagation of the intergranular stress corrosion cracking
was substantially suppressed [734]. Although stress corrosion cracking of this alloy
can be promoted by grain boundary segregation of phosphorus, it seems that this
segregation alone is not sufficient to cause intergranular stress corrosion cracking
[735]. The effects of decarburisation on the grain boundary segregation of phos-
phorus and primary water stress corrosion cracking have been investigated in a
low-alloy steel. After decarburisation at 900ıC, the low-alloy steel showed inter-
granular brittleness, arising from phosphorus segregation at grain boundaries. A
drastic decrease in intergranular fracture strength was observed with increasing
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grain boundary concentration of phosphorus, e.g. 610 MPa after decarburisation
alone and 320 MPa after subsequent holding at 490ıC for 10 days. Oxide films to the
depths of about 80�m were formed along the grain boundaries of the decarburised
surface region and, at slower strain rate, these acted as pre-cracks for intergranular
stress corrosion cracking in a primary water environment [736].

High-resolution analytical electron microscopy study of stress corrosion cracking
of 316 austenitic stainless steel and nickel-based alloy 600 revealed that active seg-
regation and precipitation play a major role in this process. This is documented by
presence of deeply attacked grain boundaries outside the main crack. The attacked
grain boundaries contained layers of oxides maximum 10-nm thick indicating the
role of the grain boundary character and water chemistry. Impurities (lead) were
found in a nanometre wide layer along the grain boundaries are involved in the
stress corrosion cracking process [214]. The stress corrosion cracking of nickel-
based superalloys is also promoted by phosphorus segregation at and chromium
depletion from the grain boundaries [737]. Austenitic stainless steels and nickel-
based alloys exhibit generally greater susceptibility for intergranular stress corrosion
cracking than ferritic/martensitic alloys [738]. Decarburisation of a low-alloy steel
results in enhanced grain boundary segregation of phosphorus and consequently, in
increased intergranular stress corrosion cracking in water. Under such conditions,
the strength of the material was reduced by factor approximately 2, that is from 610
to 320 MPa after decarburisation. As a result of the corrosion attack, the oxide films
were found along the grain boundaries [736].

Intergranular stress corrosion cracking can be also promoted by the segregation
effects at the grain boundaries induced by irradiation, such as enrichment of nickel
or depletion of chromium. However, quantitative relationship between radiation-
induced segregation and intergranular stress corrosion cracking of the materials has
not been derived till now [739].

7.3 Grain Boundary Diffusion

Grain boundary diffusion is the movement of atoms along the grain boundaries
under a driving force, which is mainly the difference in chemical potentials. In
case of different solute and matrix atoms, it induces concentration changes at the
grain boundary and therefore, is in close relationship to the grain boundary segre-
gation. Let us now give the brief description of this phenomenon with focus to its
relationship to grain boundary segregation.

7.3.1 Fundamentals of Grain Boundary Diffusion

The description of grain boundary diffusion is usually based on classical Fisher
model [740, 741]. The grain boundary ˆ is represented by a uniform and isotropic
slab of the thickness, ı, characterised by high diffusivity, Dˆ

I , that is embedded
in an isotropic crystal perpendicular to its surface with low diffusivity,DI � DI

ˆ
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(Fig. 7.7a). Before the diffusion measurements, a layer of the solute or of the isotope
of the same material is put at the surface. During annealing of such system at a con-
stant temperature T for a time t , the atoms diffuse from the surface into the material.
This diffusion occurs in two ways (a) via the volume diffusion into the grains and
(b) via the grain boundary diffusion along the interfaces. SinceDI � Dˆ

I , the grain
boundary diffusion is much faster. The atoms moving along the grain boundary may
either continue in the grain boundary diffusion or to diffuse perpendicularly to the
interface into the grain regions adjacent to the boundary. As a result, a zone of the
volume diffusion occurs in vicinity of the boundary. Mathematically, this complex
diffusion is described by a set of two coupled equations,

@XI

@t
D DI

�
@2XI

@x2
C @2XI

@y2

�
; (7.10)

if jxj > ı=2, and
@Xˆ

I

@t
D Dˆ

I

@2Xˆ
I

@y2
C 2DI

ı

�
@2XI

@x2

�
(7.11)

for x D ı=2. In (7.10) and (7.11),XI .x; y; t/ is the bulk concentration of the solute
and Xˆ

I .y; t/ is its grain boundary concentration. The solution of (7.10) and (7.11)
should fulfil certain surface conditions specified below and natural initial and bound-
ary conditions at x and y ! 1. A simple condition is keeping the constant source
at the surface [740],

XI .x; 0; t/ D XI;0 D const: (7.12)

This condition can be established by depositing a thick surface layer of the solute,
the thickness h of which exceeds the diffusion path, h � .Dt/1=2. Presently, more
frequently used experiments are performed with h � .Dt/1=2. Therefore, another
condition of so-called instantaneous source or thin layer should be applied,

XI .x; y; 0/ D MıD.y/ and .@XI=@y/yD0 D 0: (7.13)

In (7.13) M is the amount of the solute per unit area deposited at the surface, and
ıD is the Dirac delta-function. This condition suggests that the initial layer of the
solute is completely consumed by the specimen during the diffusion experiment.

The relationship between functions XI .x; y; t/ and Xˆ
I .y; t/ depends on both

the character of the diffusing species (self-diffusion or impurity diffusion) and the
type of the matrix material (pure metal or alloy). In case of the impurity diffusion
in a pure metal, which is interesting from the point of view of the grain boundary
segregation, the condition involves the equilibrium segregation factor s1

Xˆ
I .y; t/ D sXI .y; t/ (7.14)

1 Let us note that he segregation factor s is identical to the grain boundary enrichment ratio ˇˆI
defined by (4.19).
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which is independent of both, y and t . This equation reflects two assumptions (a) the
impurity atoms in the grain boundary are in local thermodynamic equilibrium with
the atoms in the lattice adjacent to the boundary, that is the grain boundary segre-
gation is locally at equilibrium at any depth; and (b) the grain boundary segregation
follows the relationshipXˆ

I D sXI supposing s is the function of temperature only.
Indeed, this relationship only holds when bothXˆ

I andXI are small enough, so that
the thermodynamic activities of the solute in the grain boundary and in the bulk are
proportional to the respective concentrations (Henry law). Another interesting sit-
uation is the grain boundary self-diffusion in concentrated alloys [742, 743]. If the
grain boundary diffusion of the tracer B� in a binary A–B alloy occurs, (7.14) can
be applied supposing (a) an equilibrium grain boundary segregation of B establishes
before and persists during the diffusion annealing; (b) the amount of B� diffused into
the sample is very small and does not affect the distribution of component B in the
sample; and (c) the isotope equilibrium with respect to B is established between the
grain boundary and the adjacent lattice at any depth. The factor s in (7.14) equals
to the ratio Xˆ

B =XB of the corresponding net concentrations of B. This ratio charac-
terises the equilibrium grain boundary segregation in the alloy. Let us mention that
the concentrations of B do not need to be small and the grain boundary segregation
can be either in the linear (Henry) type or in the saturation regime.

Let us now focus to the measurements of the grain boundary diffusion. The
majority of these experiments are carried out using radiotracers and the serial sec-
tioning technique [743]. After the deposition and the diffusion annealing, the con-
centration of the isotope is measured in removed thin layers of the material parallel
to the surface (e.g. mechanically) using a crystalline � -detector or a liquid scintil-
lation counter. In this way, the average layered concentration of the diffusant, Nc,
is measured in dependence on the penetration depth y (Fig. 7.7b). If the concentra-
tion profile calculated using the exact analytical solution [744] is plotted as log Nc vs.
yn, it results in an almost straight line for n D 6=5 [745, 746]. Further, the linear

Fig. 7.7 Schematic representation of the grain boundary diffusion (a) geometry; (b) penetration
profile. If a � 1 and ˇ � 1 (cf. (7.17) and (7.18)), the tail of the profile is a straight line in the
coordinates log Nc vs. y6=5 (according to [740])
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part of the profile varies with the reduced depth !,

! D yq
sıDˆ

I

�
4DI

t

�1=4

(7.15)

with approximately constant slope �@ ln Nc=@y6=5 � 0:78. Knowing the slope of the
linear part of the profile, one can thus calculate the product sıDˆ

I as

sıDˆ
I D 1:322

r
DI

t

�
@ ln Nc
@y6=5

��5=3

(7.16)

for constant source. The volume diffusion coefficient DI is supposed to be known
from independent measurements. The application of (7.16) is only possible if the
following conditions are fulfilled (a) the parameter ˇ (here the Le Claire parameter)
[747] defined as

ˇ D sıDˆ
I

2DI

p
DI t

(7.17)

must be large, ˇ > 10; and (b) the parameter ˛ defined as

˛ D sı

2
p
DI t

(7.18)

must be small, ˛ < 0:1.
The product sıDˆ

I can be also determined from the linear part of the plot log Nc
vs. yn, in case of an instantaneous source where �@ ln Nc=@y6=5 � 0:775, and for
˛ < 0:1 and ˇ > 104

sıDˆ
I D 1:308

r
DI

t

�
@ ln Nc
@y6=5

��5=3

: (7.19)

The numerical constant in (7.19) should be slightly modified for ˇ < 104 [748].
Only one part of the profile dominated by the grain boundary diffusion is con-

sidered in these relations although the penetration profile has two parts as shown
schematically in Fig. 7.7b. In the surface region, the volume diffusion runs from
the surface. This part can be used for evaluation of the coefficient of volume diffu-
sion. On the other hand, the region far from the surface involves simultaneous grain
boundary and lateral volume diffusion from the boundary to the adjacent grains.
This profile should become a straight line of the log Nc vs. y6=5 dependence and its
slope can be then used to determine the grain boundary diffusivity.

Equations (7.16) and (7.19) are used to correlate the results of the grain boundary
diffusion measurements and provide us with the product sıDˆ

I . Individual values of
s, ı and Dˆ

I remain unknown. The assumption that ı D 0:5 nm is a good approx-
imation [740]. In the diffusion studies under the condition of the dilute limit, it is
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Fig. 7.8 Schematic representation of regimes A, B and C of the diffusion kinetics in system
containing grain and grain boundaries (according to [740])

possible to distinguish so-called A, B and C kinetic regimes of the diffusion process
as measured on identical polycrystalline material [746] (Fig. 7.8).

The A regime is observed in the limiting case combining the conditions of
high temperatures, very long annealing periods and small grain sizes d . In such
conditions, the volume diffusion length, .DI t/

1=2 � d , and the volume diffusion
dominates, although the grain boundary diffusion also occurs, which affects the total
measured concentrations in different depths beneath the surface thus providing an
effective diffusion coefficientDeff

I according to the Fick law (Fig. 7.8).
At lower temperatures, shorter annealing periods and/or larger grain size than that

applied in A regime, the diffusion exhibits so-called B regime. In this regime, the
diffusion length should fulfil the condition sı � .DI t/

1=2 � d . It means that the
grain boundary diffusion takes place simultaneously with the volume diffusion but
in contrast to A regime individual grain boundaries are far from each other so that
the expressions derived for an isolated grain boundary are valid. The condition for B
regime implies ˛ � 1 and ˇ � 1 supposing much deeper penetration of the solute
along the grain boundaries compared to the volume [746]. Then, the penetration
profile has a two-step shape shown schematically in Fig. 7.8b. The part of the profile
related to the grain boundary diffusion depends on the dimensionless variable !
only defined by (7.15) suggesting the quasi-steady character of the grain boundary
diffusion [748]. The triple product sıDˆ

I is the only quantity that can be determined
in B regime according to (7.16) and (7.19). B regime is the most commonly used
for the measurements of grain boundary diffusion.

Much lower temperatures and/or shorter annealing times than applied in regime
B result in almost “freezing” of the volume diffusion and in domination of the
grain boundary diffusion without any essential leakage to the volume (Fig. 7.8c).
This regime is called C regime and it is controlled by the condition .DI t/

1=2 � sı.
Consequently, a � 1 (practically starting from ˛ > 10). The concentration profile
in this regime is either a Gaussian function (instantaneous source) or an error func-
tion (constant source) with the diffusion coefficient Dˆ

I . If the profile is measured
experimentally,Dˆ

I can be determined separately from s and ı [740].
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7.3.2 Relationship Between Grain Boundary Diffusion
and Segregation

Because there appears the segregation factor s, which is nearly identical with
the grain boundary enrichment ratio ˇˆ (4.19) in the expressions describing grain
boundary diffusion, the thermodynamic parameters of the grain boundary segrega-
tion can also be obtained from the diffusion experiments.

As was mentioned above, the studies of the grain boundary diffusion are most
frequently performed in B regime and for determination of the diffusion parameters,
(7.16) and (7.19) are applied. For impurity diffusion, this method only provides the
triple product sıDˆ

I . While the grain boundary width, ı, can be approximated by a
constant value ı D 0:5 nm, the grain boundary segregation factor s and the grain
boundary diffusion coefficient Dˆ

I are still to be determined. Parameters s and Dˆ
I

can be separated on basis of the measurements of the grain boundary diffusion in
a wide temperature range under conditions of both B and C regimes, because C
regime can directly determineDˆ

I . Knowing the values ofDˆ
I , s can be determined

from the values of the product sıDˆ
I measured in B regime measurements as sı D�

sıDI
ˆ
	
=DI

ˆ [740].
The product sıDˆ

I fulfils the Arrhenius law,
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where Qapp
I is the apparent activation energy. Similarly, s is dependent on tempera-

ture. In the infinitesimal dilution limit when XI � Xˆ
I � 1,

s D s0exp
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where 
H 0
I is the standard enthalpy of segregation. As Dˆ

I also follows the
Arrhenius law, Dˆ

I D Dˆ
I;0 exp

��Hˆ
I =RT

	
,

Q
app
I D Hˆ

I C
H 0
I : (7.22)

If Qapp
I and Hˆ

I are determined from the diffusion measurements in B and C
regimes, respectively, 
H 0

I can be obtained [740]. From the temperature depen-
dence ofDˆ

I , the entropic contributions can also be obtained and similarly to
H 0
I ,


S0
I can also be evaluated
S0

I D R ln s0.
The possibility to determine the thermodynamic parameters of segregation from

the measurements of grain boundary diffusion is very interesting. Despite the fact
that two phenomena and thus their interaction can be studied simultaneously, it is
possible to determine the thermodynamic parameters of the grain boundary segrega-
tion also for systems where other methods of interfacial analysis fail, such as AES
or ESCA. This is especially important for non-brittle and less-segregating solutes.
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Main problem is that the measurements in the C regime are extremely difficult and,
therefore, they have been performed only rarely. Only recently, reliable and sys-
tematic measurements in the C regime have been facilitated by using of both the
carrier-free radioisotope layers and the extremely sensitive detectors with a large
counting efficiency and low background [749]. Up to now, combined measurements
in B and C regime were realised in the systems such as tellurium [750], selenium
[751] and nickel [752] in silver and gold [753], selenium [754] and silver [755] in
copper.

In some systems at low temperatures, the grain boundary segregation is quite
strong and the grain boundaries may reach their saturation with the solute. In this
case, a non-linear relation between Xˆ

I and XI is observed, that is s ¤ const. It
means that Xˆ

I changes with the changes of the depth y. The dependence of Xˆ
I

on y may alter the shape of the profile. In this case, Langmuir–McLean segregation
isotherm (4.61) should be used instead of the linear relationship between Xˆ

I and
XI , that is the conditions of the Henry law is no more fulfilled. This replacement
causes slight changes of the concentration profiles. Just below the surface, a satura-
tion region of the grain boundary exists in which Nc rapidly decreases with ! and the
profile has a strong upward curvature because Xˆ

I � 1 while XI rapidly reduces.
Under the saturation layer, the region of linear segregation region .! > 1/ exists
where the profile is linear with ! because bothXˆ

I and XI are small and the Henry
isotherm is a good approximation. This part of kinetics can be used for determina-
tion of sıDˆ

I [740]. For example, this situation arises in case of silver segregation in
copper [754,755]. From this type of measurement, the segregation energy (enthalpy)
of silver in copper was determined to be �29 ˙ 13 kJ=mol. This value is in good
agreement with the AES data, 
HAg 
 �40 kJ=mol [756].

To obtain reliable results on grain boundary diffusion, appropriate measurements
have to be performed at relatively high temperatures. In case of very pure polycrys-
talline metals with soluble solutes, recrystallisation or grain growth can occur during
annealing the samples. Then the effect of moving grain boundaries must be taken
into account. Non-linear segregation of poorly soluble elements like silver or iron in
copper leads to strong curving the diffusion profiles which can be effectively used
as a tool to measure segregation enthalpies in grain boundaries. Even in these cases,
however, quantitative analysis of heterodiffusion profiles shows that grain bound-
ary diffusion remains one of the best ways to obtain information on grain boundary
chemistry [743].

The values of the standard enthalpy and entropy of grain boundary segregation
determined on basis of the diffusion experiments are also included in Appendix A.

7.4 Grain Boundary Engineering

The knowledge of structural dependence of various grain boundary phenomena
including solute segregation can also be used in practice for production of polycrys-
talline materials with optimum properties. As shown for many examples throughout
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Fig. 7.9 Schematic representation of the fracture in a polycrystalline material. The continuous
path of general grain boundaries (left side) facilitates an easy fracture. On the other hand, the
fracture along the path containing special grain boundaries interrupting the network of general
interfaces (right side) is more difficult and needs larger stress and/or the material fractures in
transcrystalline manner (According to [32])

this book, the behaviour of special and general grain boundaries differs substantially
in many cases. One very important property is brittle fracture.

As mentioned above, the highly segregated general grain boundaries are more
prone to intergranular brittle fracture than the special interfaces [757]. It means that
the brittle separation of a polycrystalline material under stress will proceed preferen-
tially along the general interfaces. If the general grain boundaries form a continuous
path throughout the material (left side of Fig. 7.9), relatively low applied stress can
cause this separation. If however, the path of the general grain boundaries is inter-
rupted by special grain boundaries (right side of Fig. 7.9), the brittle fracture is not
so easy as in previous case. To crack such material it is necessary to increase the
stress and then, the fracture will also proceed in transrystalline manner. It follows
from this consideration that the properties of a polycrystal will depend on the char-
acter and distribution of individual grain boundaries in the polycrystal. Watanabe
[32] formulated the concept of the Grain Boundary Design of polycrystalline mate-
rials, the basic idea of which is to design and produce the polycrystalline material
through controlling the distribution of the types of the grain boundaries in order
to obtain polycrystalline materials with desirable properties and performance. At
present, this concept is widely known as grain boundary engineering (GBE).

Successful GBE is based on detail knowledge of the properties of individual
grain boundaries. However, a polycrystalline material contains huge number of grain
boundaries interconnected with each other. A small piece of polycrystal of the size
of 1 cm3 with the average grain size of 0.1 mm in diameter contains 106 grains,
each of them surrounded by 8–12 grain boundaries! It is clear that the design of the
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Table 7.2 Grain boundary control applicable to grain boundary engineering [759]

Phenomenon Controlling parameter Application

Grain boundary density Grain size, grain boundary
volume

Enhancement of strength and
ductility, new properties

Grain boundary geometry Grain boundary inclination,
dihedral angle

Enhancement of creep
ductility and
superconductivity

Grain boundary morphology Precipitate shape, size and
density

Enhancement of corrosion
resistance and ductility

Grain boundary chemistry Segregation level, width of
precipitate-free zone

Reduction of embrittlement,
enhancement of corrosion
resistance

Grain boundary structure Grain boundary type and
character distribution

Enhancement of strength and
ductility, new properties

polycrystalline material and the manipulation with the grain boundaries is extremely
complicated even in such a small piece of material. We must take into account that
the grain boundaries are buried in the material and adjustment of a grain boundary
to a desirable orientation may mean simultaneous change of the character of other
boundaries of this single grain. In addition to structural parameters of grain bound-
aries, such as their character, structure and connectivity, there are many possible
parameters that have to be considered for successful GBE. Geometrical parameters
(grain size and shape, boundary area, boundary junctions), morphological param-
eters (boundary inclination and faceting, grain boundary phases, grain boundary
width), composition parameters (grain boundary segregation and precipitation) and
energetic parameters (grain boundary energy, electronic charge and magnetic state)
belong among them [758]. In Table 7.2, the types of the grain boundary phe-
nomena, controlling parameters and applications for the improvement of material
performance are listed.

Besides all above-mentioned phenomena and parameters affecting the structure
of the planned polycrystal, it is also necessary to consider formation of new recrys-
tallised grain boundaries and their migration. In this way, the initially formed grain
boundaries may change their structure and thus energy and migration characteristics.
These processes can substantially control the micro-structure of the polycrystal
during recrystallisation and following grain growth [758, 760].

One of the most important features necessary for successful GBE is the grain
boundary classification, that is the specification of the grain boundary type, because
the portion of the special grain boundaries is decisive for the properties of optimised
polycrystal. As the low value of ˙ is the simplest geometric characteristics for the
special grain boundaries, the CSL concept is widely used for characterisation of the
grain boundaries and increased portion of low-˙ grain boundaries is a measure of
improved polycrystal [759–761]. The low-˙ grain boundaries can also well mul-
tiply at the triple junctions. If the frequency of ˙ D 3 grain boundaries is high,
their meeting in the grain boundary triple junctions, namely results in the so-called
multiple twinning, which seems to be a key factor of GBE in materials with low
value of stacking fault energy. Such multiple twinning can be represented either by
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joining or by dissociation [762],

˙AC˙B ! ˙.A � B/ or ˙AC˙B ! ˙.A=B/: (7.23)

The relationship on the right-hand side of (7.23) is valid if A/B is an integer and
A>B. Therefore, if two ˙ D 3 grain boundaries meet at the triple junction, a
˙ D 9 grain boundary occurs, and if ˙ D 3 and ˙ D 9 grain boundaries meet
there, the resulting one is either another˙ D 3 or ˙ D 27 [762].

Anisotropy of grain boundary segregation affects strongly many properties and
processes occurring in polycrystals, for example grain boundary energy and mobil-
ity. In this way, the grain boundary character distribution will also be affected by
presence of solutes and impurities. For example, increased bulk concentration of
sulphur in pure nickel from 3 � 10�1 ppm to 10 ppm reduces the portion of the
˙ D 3 grain boundaries from more than 90% to about 55% (Fig. 7.10) [757].
Similarly, increasing bulk concentration of sulphur in ’-iron reduces the fraction
of special grain boundaries. Sulphur is active in this sense only in the absence of
carbon: Under presence of carbon, the frequency of appearance of special grain
boundaries remains similar to that observed in pure iron [763]. The existence of
the compensation effect (cf. Chap. 5) and its consequence in reversing the type of
anisotropy of grain boundary properties (e.g., the mobility [48] and solute segrega-
tion [566]) can also strongly affect the mechanism of formation of the structure and
the final distribution of the grain boundaries.

Fig. 7.10 Dependence of the portion of ˙ D 3 grain boundaries in pure nickel on the bulk
concentration of sulphur (according to [757])
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Fig. 7.11 Dependence of the rate of grain boundary corrosion in a nickel-based alloy on the
frequency of ˙ < 29 grain boundaries. According to [768]

In many cases, a correlation between the density of low-˙ grain boundaries
and improved properties of materials are reported. For example, the ductility of
an Fe�6.5mass.%Si alloy [764] and boron-free Ni3Al [765] was enhanced when
the portion of low-˙ grain boundaries was substantially increased. Optimisation
of the grain boundary character distribution can improve the superplasticity in an
Al�Li alloy [766] or magnetostriction-induced strain and shape memory effect
in an Fe�Pd alloy [574]. Increased frequency of low-˙ grain boundaries in 304
austenitic stainless steel suppressed boron segregation and carbide precipitation at
grain boundaries [767] and suppressed grain boundary corrosion in a nickel-based
alloy [762, 768] as is shown in Fig. 7.11. Corrosion and growth resistance of posi-
tive grids used in lead-acid batteries was increased by 20 and 75%, respectively, by
increasing the portion of the CSL grain boundaries from 12 to more than 65% [769].

As was already mentioned in Chap. 2, the CSL approach reflects only the three
DOFs related to the misorientation of the two adjoined grains but does not specify
directly the crystallography of the boundary plane itself [769, 770]. It was already
shown for many examples that the grain boundary plane orientation plays an impor-
tant role in grain boundary classification. As mentioned above, the study of solute
segregation at individual grain boundaries in a carefully chosen set of bicrystals of
an Fe�Si alloy suggests that there should exist at least one special grain boundary
for any misorientation of the two grains that is characterised by low-index plane
[94, 100, 762, 771]. In case of pure nickel, it was shown that only 2/3 of ˙ D 3 and
˙ D 9 grain boundaries possessed “special” orientation in a polycrystal [772]. This
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Fig. 7.12 Model ensemble of four grains, A, B, C and D, with mutual orientation relationships
A–B: 45ıŒ100�, B–C: 22:6ıŒ100�, and C–D: 36:9ı[100]. Two alternative fracture paths (occur-
ring under stress � ) along grain boundaries are depicted (a) 1–2–3, formed by general interfaces
f0kslsg, (023)/(015) and (0 1 14)/(0 20 23) (full-line path), and (b) 10–20–30 formed by special
interfaces (001)/(011), f015g and f013g (dashed-line path). Two configurations are inclined by
22:5ıŒ100�. According to [94]

idea modifies the approaches to the technologies of production of polycrystals with
optimum properties in GBE: It is not necessary to consider exclusively the reorien-
tation of the grains constrained in the material during recrystallisation or to locally
deform the lattice but additionally, also to take into account the grain boundary
reorientation during grain growth when the interface inclines into an energetically
advantageous special orientation [94,100,773,774]. This is schematically shown in
Fig. 7.12 [94,100]. It is obvious that the grain boundary inclination is much easier to
be realised compared to the rotation of individual grains buried in a polycrystalline
material.

Let us mention for completeness that in the GBE one has to deal not only with
grain boundaries alone. They are constrained in triple junctions of three interfaces
or quadruple points of four grain boundaries. The chemistry of these features as
well as their migration ability is presently under intensive investigation. Similarly
to grain boundaries, the triple junctions exhibit the segregation effects [195]. The
importance of the triple junctions led to formulation of an alternative approach to
the GBE: the grain boundary junction engineering [774, 775].



Appendix A
Parameters of Grain Boundary Segregation

A.1 Enthalpy, Entropy and Gibbs Energy of Segregation

Matrix: ’-Fe

Element 
H 0
I 
S0

I (
SI / Ref. Comments
(
HI / (J/(mol K))
(kJ/mol)

P �34:3 C21:5 [328] Polycrystal
�15 C33 [488] Polycrystal, paramagnetic state
.�38/ .�/ [343] Polycrystal

�

Geff

I

	
�50 0 [340] Polycrystal
�21:2 C37:3 [354] Polycrystal
�32 C22 [551] Polycrystal
.�13:3/ (?) [776] Polycrystal, 12Cr�Mo�V steel.

�

Geff

I

	
�22 C28 [329] Polycrystal, low-alloy steel
.�57/ .�12:4/ [400] Polycrystal, Cr�Mo�V steel
�7:9 C42:7 [271] Bicrystal Fe�Si f112g
�13:3 C45:2 [350] Bicrystal Fe�Si f013g
�10:9 C42:5 [111] Bicrystal Fe�Si f012g
�31 C17 [111] Bicrystal Fe�Si f016g
�16 C38 [111] Bicrystal Fe�Si f015g
�35 C19 [111] Bicrystal Fe�Si f014g
�37 C18 [111] Bicrystal Fe�Si f0klg 45ı[100]
�31 C25 [111] Bicrystal Fe�Si f0 7 15g
�34 C20 [111] Bicrystal Fe�Si f059g
�37 C16 [111] Bicrystal Fe�Si f058g
�32 C19 [86] Bicrystal Fe�Si (018)/(047)
�25 C29 [86] Bicrystal Fe�Si (001)/(034)
�14:5 C39:3 [86] Bicrystal Fe�Si (017)/(011)
�32 C21 [86] Bicrystal Fe�Si (0 3 11)/(097)

(continued)
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Element 
H 0
I 
S0

I (
SI / Ref. Comments
(
HI / (J/(mol K))
(kJ/mol)

�19 C38 [87] Bicrystal Fe�Si (001)/(011) 45ı[100]
�14 C25 [507] Bicrystal Fe�Si (001)/(011) 90ı[110]
�22 C32 [94] Bicrystal Fe�Si (001)/(015)
�19 C35 [94] Bicrystal Fe�Si (001)/(013)
�26 C28 [94] Bicrystal Fe�Si (001)/(012)
�18 C37 [94] Bicrystal Fe�Si (011)/(015)
�17 C37 [94] Bicrystal Fe�Si (011)/(013)
�17 C36 [94] Bicrystal Fe�Si (011)/(012)

C .�80/ (0) [339] Polycrystal
.�37:7/ .C43:2/ [355] Polycrystal
.�57/ .C21:5/ [589] Polycrystal
.�79/ .�13/ [395] Polycrystal
�40 C12 [271] Bicrystal Fe�Si f013g
�35:0 C12 [271] Bicrystal Fe�Si f012g
�49 C1 [111] Bicrystal Fe�Si f016g
�43 C7 [111] Bicrystal Fe�Si f015g
�50 C2 [111] Bicrystal Fe�Si f014g
�51 C6 [111] Bicrystal Fe�Si f0klg 45ı[100]
�45 C6 [111] Bicrystal Fe�Si f0 7 15g
�48 C4 [111] Bicrystal Fe�Si f059g
�53 �1 [111] Bicrystal Fe�Si f058g
�50 C3 [86] Bicrystal Fe�Si (018)/(047)
�44 C6 [86] Bicrystal Fe�Si (001)/(034)
�36 C14 [86] Bicrystal Fe�Si (017)/(011)
�48 C3 [86] Bicrystal Fe�Si (0 3 11)/(097)
�39 C11 [87] Bicrystal Fe�Si (001)/(011) 45ı[100]
�33 C8 [507] Bicrystal Fe�Si (001)/(011) 90ı[110]
�41 C10 [94] Bicrystal Fe�Si (001)/(015)
�38 C14 [94] Bicrystal Fe�Si (001)/(013)
�47 C4 [94] Bicrystal Fe�Si (001)/(012)
�40 C9 [94] Bicrystal Fe�Si (011)/(015)
�36 C14 [94] Bicrystal Fe�Si (011)/(013)
�34 C16 [94] Bicrystal Fe�Si (011)/(012)

S �51 0 [381] Polycrystal

Sn �13 C45 [371] Polycrystal
�22:5 C26:1 [592] Polycrystal
�13:1 C39:1 [371] Polycrystal, low-alloy steel

(continued)
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Element 
H 0
I 
S0

I (
SI / Ref. Comments
(
HI / (J/(mol K))
(kJ/mol)

Sb .�13/ .�/ [396] Polycrystal
�

Geff

I

	
.�19/ .C28/ [335] Polycrystal
�23 C37 [338] Polycrystal

Si �4 �4 [331] Bicrystal Fe�13%Si f112g
�6:1 �6:9 [331] Bicrystal Fe�13%Si f013g
�3 �3:8 [271] Bicrystal Fe�Si f112g
�8:5 �3 [111] Bicrystal Fe�Si f013g
�4:1 C0:2 [111] Bicrystal Fe�Si f012g
�16 �15 [111] Bicrystal Fe�Si f016g
�12 �9 [111] Bicrystal Fe�Si f015g
�14 �9 [111] Bicrystal Fe�Si f014g
�17 �13 [111] Bicrystal Fe�Si f0klg 45ı[100]
�12 �3 [111] Bicrystal Fe�Si f0 7 15g
�12 �5 [111] Bicrystal Fe�Si f059g
�16 �11 [111] Bicrystal Fe�Si f058g
�10 �8 [86] Bicrystal Fe�Si (018)/(047)
�9 �3 [86] Bicrystal Fe�Si (001)/(034)
�6:1 �2:2 [86] Bicrystal Fe�Si (017)/(011)
�11 �5 [86] Bicrystal Fe�Si (0 3 11)/(097)
�6 C2 [87] Bicrystal Fe�Si (001)/(011) 45ı[100]
�7 C2 [507] Bicrystal Fe�Si (001)/(011) 90ı[110]
�8 �3 [94] Bicrystal Fe�Si (001)/(015)
�7 �2 [94] Bicrystal Fe�Si (001)/(013)
�10 �5 [94] Bicrystal Fe�Si (001)/(012)
�7 �2 [94] Bicrystal Fe�Si (011)/(015)
�6 �1 [94] Bicrystal Fe�Si (011)/(013)
�6 �2 [94] Bicrystal Fe�Si (011)/(012)

Al �12 �8 [587] Polycrystal Fe3AlCCr

Cr �8 �4 [587] Polycrystal Fe3AlCCr

Element (
GI / T (K) Ref. Comments
(kJ/mol)

P .�50/ 853 [590] Polycrystal, Mo�Cr low-alloy steel
(�44 to �33:5) 773 [497] Polycrystal, Fe�Mo�P
.�53:1/ 873 [402] Polycrystal, low-alloy steel
.�55:2/ 973 [402] Polycrystal, low-alloy steel
.�55:5/ ? [552] Polycrystal, low-alloy steel.

�

Geff

I

	
(continued)
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Element (
GI / T (K) Ref. Comments
(kJ/mol)

.�43:1/ 873 [777]

.�46:6˙ 2/ 823 [778]

.�47/ 723–1,173 [360] Polycrystal.
�

Geff

I

	
Si .�17/ 1,073 [340] Polycrystal Fe�Si

.�15:1/ 823 [437, 779] Polycrystal Fe�Si

.�17/ 823 [779] Polycrystal Fe�Si

S .�51:5/ 823 [381] (Polycrystal)
.�141:1/ 873 [393] Polycrystal, low-alloy steel
.�163:9/ 973 [393] Polycrystal, low-alloy steel
.�75/ 1,143 [370] Polycrystal, Fe�S�C

Sb .�32:7/ 823 [416] Polycrystal Fe�Ni�Sb
.�13/ 723–923 [320] Polycrystal, Sb-doped

C�Mn steel.
�

Geff

I

	
Sn .�44/ 823 [123] Polycrystal Fe�Sn

.�45:3/ 823 [306] Polycrystal Fe�Sn

.�103/ 1,693 [371] Polycrystal Fe�Sn

Ni .�14:4/ 823 [416] Polycrystal Fe�Ni�Sb
.�3˙ 3/ 823 [552] Polycrystal, low-alloy steel

Mn �8˙ 4 823 [780] Polycrystal, low-alloy steel
.�5:4/ 723–923 [320] Polycrystal, Sb-doped

C�Mn steel.
�

Geff

I

	
Mo (�11:8 to �8:8) 773 [497] Polycrystal, Fe�Mo�P

(0) 823 [780] Polycrystal, low-alloy steel
.�50/ ? [328] Polycrystal, Fe�Cr�P.

�

Geff

I

	
.�28/ 1,073 [234] Polycrystal, low-alloy steel

Cr (0) 823 [780] Polycrystal, low-alloy steel
.�20/ 853 [590] Polycrystal, Mo�Cr

low-alloy steel

Nb .�38/ 1,073 [233] Polycrystal, low-alloy steel

B .�39/ 673 [781] Polycrystal Fe�40Al
.�44/ 673 [347] Polycrystal Fe�40Al
(�30 to �34) 673 [128] Polycrystal Fe�40Al
.�49/ 673 [347] Polycrystal Fe�40Al
.�100/ 1,073 [781]

(continued)
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Element (
GI / T (K) Ref. Comments
(kJ/mol)

C .�75/ 873 [429]
.�92:4/ ? [780] Polycrystal, low-alloy steel.

�

Geff

I

	
.�76/ 873 [328] Polycrystal Fe�P�C

Te .�80/ 1,023 [308] Polycrystal Fe�Te, data from [439]

Se .�67/ 1,023 [308] Polycrystal Fe�Se, data from [439]

Si .�9/ 823 [591] Twist boundaries, Fe�3at.%Si

H .�59/ ? [406]
�

Geff

I

	
Matrix: Mo

Element (
HI / (kJ/mol) (
SI / (J/(mol K)) Ref. Comments

C .�69:5/ .C20:6/ [782]

O .�118:6/ .C0:08/ [782]
.�37:6/ [776]

Matrix: W

Element 
GI (kJ/mol) T (K) Ref. Comments

Fe .�53/ 1,400 [783] Polycrystal

Matrix: Cr

Element 
GI (kJ/mol) T (K) Ref. Comments

Fe .�11/ 973 [784] Polycrystal

Matrix: Nb

Element 
GI (kJ/mol) T (K) Ref. Comments

C .�49:9/ 800–950 [785] Diffusion measurements.
�

Geff

I

	
Matrix: Ir

Element 
GI T (K) Ref. Comments
(kJ/mol)

Lu .�118/ 1,573–2,073 [778] Polycrystal Ir�W (3 mass%).
�

Geff

I

	
Y .�150/ 1,573–2,073 [778] Polycrystal Ir�W (3 mass%).

�

Geff

I

	
Th .�121/ [786]

�

Geff

I
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Matrix: ”-Fe

Element (
HI / (kJ/mol) (
SI / (J/(mol K)) Ref. Comments

P .�32/ .C17/ [787] Polycrystal Fe�P�C�X
(X D Mn,Ni,Cr)

.�19:9/ .C22:8/ [377] Polycrystal Fe�P

.�14:1/ .C15:0/ [379] Polycrystal 17Cr12Ni SS

Sn .C0:7/ .C56:9/ [371]

Element .
GI / T (K) Ref. Comments
(kJ/mol)

P .�49:8/ 1,273 [788] Polycrystal, Ni�Cr SS
.�51:9/ 1,173 [377] Polycrystal, Fe�P�X

(X D C,Cr,Mn,Ni)
.�53/ 1,273 [377] Polycrystal, Fe�P�X

(X D C,Cr,Mn,Ni,V)
.�50:5/ 1,273 [411] Polycrystal, Mn�Cr steel
.�47/ 1,173–1,373 [344] Polycrystal, Fe�P�C.

�

Geff

I

	
1,023–1,073 [428]

C .�30/ 1,173–1,373 [344] Polycrystal, Fe�P�C.
�

Geff

I

	
B .�57/ ? [789] Polycrystal, low-alloy steel

.�63/ ? [410] Polycrystal, SS,
�

Geff

I

	
.�97/ 1,023–1,373 [378] Polycrystal, Fe�10Mn�P�B.

�

Geff

I

	
.�100/ 1,273 [123]

S .�88:4/ 1,393 [790] Polycrystal, low-alloy steel

Matrix: Ni

Element 
H 0
I .
HI / 
S0

I .
SI / Ref. Comments
(kJ/mol) (J/(mol K))

In �38 �0:05 [524] Bicrystal Ni�In f115g
�39 �0:05 [524] Bicrystal Ni�In f1110g

S .�98/ .�/ [791] Polycrystal
�

Geff

I

	
.�70/ .�/ [792] Polycrystal

�

Geff

I

	
.�72/ .�/ [793] Polycrystal

�

Geff

I

	
�88 �10 [794] Bicrystal Ni�Sb f133g
�70 C12 [131] Polycrystal Ni�Sb
.�120/ [795] Polycrystal

�

Geff

I

	
Sb �4 C32 [794] Bicrystal Ni�Sb f133g

�63 �20 [131] Polycrystal Ni�Sb

B .�10/ .C9/ [127] Polycrystal Ni3Al C 0:48%B
(continued)
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Matrix: Ni

Element 
H 0
I .
HI / 
S0

I .
SI / Ref. Comments
(kJ/mol) (J/(mol K))

.�11/ .C22/ [127] Polycrystal Ni3Al C 0:048%B
�30 C1:3 [347] Polycrystal Ni3Al
�19 C39 [347] Polycrystal Ni3Al

Element 
GI (kJ/mol) T (K) Ref. Comments

S .�72:8/ 1,100 [793] Polycrystal
.�51:5/ 823 [451] Polycrystal

In .�50/ 970 [524] Polycrystal

B .�32/ 1,323 [347] Polycrystal Ni3Al
.�71/ 1,323 [347] Polycrystal Ni3Al

Matrix: Co

Element 
H 0
I .
HI / 
S0

I .
SI / Ref. Comments
(kJ/mol) (J/(mol K))

Sb .�5/ .C38/ [488] Polycrystal Co�Ni50(para)
S .�32/ .C47/ [488] Polycrystal Co�Ni50(para)

Matrix: Cu

Element 
H 0
I (
HI ) 
S0

I (
SI ) Ref. Comments
(kJ/mol) (J/(mol K))

S .�65/ (?) [752] Polycrystal
�

Geff

I

	
Au �9:7 0 [754] Polycrystal

Ag .�39:5/ .�34:2/ [755] Polycrystal, diffusion measurements
.�25:7/ .C8:6/ [753] Polycrystal, diffusion measurements

Bi .�53:4/ .C8:8/ [796] Polycrystal, diffusion measurements
.�53:4/ .�24:1/ [797] Polycrystal, diffusion measurements

Element (
GI ) (kJ/mol) T (K) Ref. Comments

Bi .�66:2/ 723–973 [750] Polycrystal
�

Geff

I

	
Ag .�39/ 670 [798] Polycrystal
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Matrix: Ag

Element 
H 0
I (
HI ) 
S0

I (
SI ) Ref. Comments
(kJ/mol) (J/(mol K))

Te .�43:3/ .�25:6/ [799] Polycrystal, diffusion measurements

Se .�21:4/ .�13:4/ [751] Polycrystal, diffusion measurements

Ni .�39:7/ .C3:3/ [750] Polycrystal, diffusion measurements

Matrix: Pt

Element (
GI ) (kJ/mol) T (K) Ref. Comments

Au (�40 to �48) 1,373–1,673 [380] Polycrystal Pt�Rh�Pd�Au�

Geff

I

	
Matrix: Al

Element (
GI ) (kJ/mol) T (K) Ref. Comments

Ga (�11 to �18) ? [800]
�

Geff

I

	
Matrix: Zr

Element 
H 0
I .
HI / 
S0

I .
SI / Ref. Comments
(kJ/mol) (J/(mol K))

Cr .�12/ (?) [801] Polycrystal, diffusion
measurements.

�

Geff

I

	

A.2 Interaction Coefficients

Matrix: ’-Fe

Elements ˛I QI;J
a T (K) Ref. Comments

(kJ/mol) (kJ/mol)

C �5 [111] Bicrystals
33.4 [802]

P 8.9 [802]
�4:4 [552] Polycrystal, low-alloy steel
�2:2 [777]

B 110–160 673 [128] Polycrystal Fe�40Al

Sb 10.8 823 [393] Polycrystal Fe�Ni�Sb

(continued)
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Elements ˛I QI;J
a T (K) Ref. Comments

(kJ/mol) (kJ/mol)

P�S 78.5 773 [393] Polycrystal, low-alloy steel
60.5 873 [393] Polycrystal, low-alloy steel
53.6 973 [393] Polycrystal, low-alloy steel

P�Si 92.4 [350] Bicrystals

P�C 7 [350] Bicrystals
18 [802]
9 [777]

Si�C �3 [350] Bicrystals

P�Cr �5 to �2 [402] Polycrystal, low-alloy steel
�102:6 [803]
�100:3 [313]
�17 ˙ 2.4 [777]
�34 ˙ 5 [551] Polycrystal, low-alloy steel

P�Mo �24 to �22 [402] Polycrystal, low-alloy steel
�75 ˙ 13 [589] Polycrystal, low-alloy steel
�25 to �17 [498]
�184:0 [313]
�180:5 [803]
�37:5 ˙ 6.5 [777]

P�Mn �21 ˙ 6 [551] Polycrystal, low-alloy steel
�66:9 [313]
�10:5 ˙ 3 [777]

P�Ni �21 ˙ 4 [552] Polycrystal, low-alloy steel
�26 [364] Polycrystal
�75:2 [320]
�30:1 [320, 803]
�10:5 ˙ 2 [777]

P�V �12 to �11 [402] Polycrystal, low-alloy steel
�143:8 [313]

P�W �170:7 [313]

P�Ti �221:0 [313]

P�Zr �256:4 [313]

Mn�Sb �81:9 [320]
�80:3 [320]

Cr�Sb �33:5 [803]
�33:6 [313]

(continued)
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Elements ˛I (kJ/mol) QI;J
a (kJ/mol) T (K) Ref. Comments

Ni�Sb �113:7 [320]
�19:6 [416]
�56:9 [803]
�56:8 [313]
�24 [313]

Ni�Se C66:9 [320]

Ni�Te C59:4 [320]

Mn�S �67 [803]
�220 [313]

Mn�N �150 [313]
aFor the meaning of QIJ, see Table 4.3
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Predicted Values of Enthalpy
and Entropy of Segregation

Solute Solubility [551] Site �H 0
I (kJ/mol)/�S0

I (J/(mol K))

X� T (K) 36:9ıŒ100�
36:9ıŒ100� (001)/(034) 45ıŒ100� f0klg
f013g (special) (vicinal) (general)
�H� D �H� D �H� D
C6 kJ=mol C2 kJ=mol �6 kJ=mol

Ag 0:000002 1;185 S �94=�96 �98=�100 �106=�108
Al 0:2 718 S �1=C 4 �5=�1 �13=�9
As 0:095 1;173 I �12=C 43 �16=C 39 �24=C 31

Au 0:01 1;141 S �28=�25 �32=�32 �40=�38
B 0:00005 1;185 I �69=�20 �73=�24 �81=�33
Be 0:12 973 I �7=C 48 �11=C 44 �9=C 36

C 0:001013 1;000 I �38=C 15 �42=C 11 �50=C 2

Ca 0:000003 1;115 S? �85=�86? �89=�90? �97=�99?
Ce 0:0003 1;195 S �56=�55 �60=�60 �68=�68
Co 0:75 1;008 S 0=C 5 0=C 5 �8=�4
Cr 0:37 1;073 S �1=C 4 �5=0 �13=�9
Cu 0:018 1;130 S �23=�20 �27=�24 �35=�33
Er 0:00015 1;183 S �61=�61 �65=�65 �73=�73
Ga 0:206 861 S �3=C 2 �7=�2 �15=�11
Gd 0:007 1;205 S �32=�29 �36=�34 �44=�42
Ge 0:15 1;100 I �7=C 48 �11=C 44 �19=C 35

H 0:0001 995 I �53=�1 �57=�5 �65=�14
Hf 0:00196 1;173 S �41=�39 �45=�43 �53=�52
In 0:0037 873 I �25=C 29 �29=C 25 �37=C 16

Ir 0:08 713 S �6=�1 �10=�5 �18=�14
La 0:001 1;053 S �41=�39 �45=�43 �53=�52

(continued)

213



214 Appendix B Predicted Values of Enthalpy and Entropy of Segregation

Solute Solubility [551] Site �H 0
I (kJ/mol)/�S0

I (J/(mol K))

X� T (K) 36:9ıŒ100�
36:9ıŒ100� (001)/(034) 45ıŒ100� f0klg
f013g (special) (vicinal) (general)
�H� D �H� D �H� D
C6 kJ=mol C2 kJ=mol �6 kJ=mol

Li 0:00063 1;185 I? �50=C 2‹ �54=�2? �62=�11?
Mg 0:0004 1;185 S �53=�53 �57=�57 �65=�65
Mn 0:03 873 S �14=�10 �18=�14 �26=�23
Mo 0:055 1;173 S �16=�12 �20=�16 �28=�25
N 0:004 864 I �25=C 30 �29=C 25 �37=C 17

Nb 0:007 1;234 S �33=�31 �37=�35 �45=�44
Nd 0:015 1;208 S �26=�23 �30=�28 �38=�36
Ni 0:058 748 S �8=�4 �12=�8 �20=�16
O 0:000008 1;185 I �83=�33 �87=�38 �95=�46
Os 0:027 893 S �15=�11 �19=�15 �27=�24
P 0:033 1;173 I �20=C 35 �24=C 31 �32=C 22

Pd 0:0353 1;088 S �17=�14 �21=�18 �29=�26
Pt 0:04 1;000 S �15=�11 �19=�15 �27=�24
Pu 0:0002 1;135 S �56=�55 �60=�59 �68=�68
Re 0:195 1;168 S �6=�1 �10=�6 �18=�14
Rh 0:53 1;000 S 0=C 5 �2=C 3 �10=�6
Ru 0:048 773 S �9=�5 �13=�9 �21=�18
S 0:00033 1;200 I �56=�4 �60=�8 �68=�17
Sb 0:0419 1;173 I �18=C 37 �22=C 33 �30=C 24

Sc 0:02 1;208 S �24=�21 �28=�25 �36=�34
Se 0:02 1;149 I �23=C 32 �27=C 27 �35=C 19

Si 0:305 1;313 S �4=C 1 �8=�4 �16=�12
Sn 0:095 1;183 I �12=C 43 �16=C 39 �24=C 30

Ta 0:0071 1;238 S �33=�31 �37=�35 �45=�44
Tc 0:01 1;153 S �28=�25 �32=�29 �40=�38
Ti 0:0308 1;173 S �20=�17 �24=�21 �32=�29
V 0:25 1;178 S �4=0 �8=�4 �16=�13
W 0:02 1;173 S �23=�20 �27=�24 �35=�33
Zn 0:21 920 S? �3=C 2‹ �7=�3? �15=�11?
Zr 0:0016 1;173 S �42=�41 �46=�45 �54=�53

Model of Lejček and Hofmann [98, 375]. S substitutional segregation, I interstitial
segregation. The mark “?” means that the segregation position and thus the value of
segregation entropy is not clear. Underlined symbols represent the experimentally
or theoretically proven segregation position at the grain boundaries
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76. G. Friedel, Leçons de Cristallographie (Berger Levrault, Paris, 1926)
77. V. Paidar, Czech. J. Phys. A 38, 131 (1988) (In Czech)
78. G. Palumbo, K.T. Aust,Special properties of † grain boundaries, in Materials Interfaces:

Atomic-Level Structure and Properties, ed. by D. Wolf, S. Yip (Chapman & Hall, London,
1992), pp. 191–211

79. M.W. Finnis, Phys. Stat. Sol. (a) 166, 397 (1998)
80. D.G. Brandon, B. Ralph, S. Ranganathan, M.S. Wald, Acta Metall. 12, 813 (1964)
81. Y. Ishida, M. McLean, Philos. Mag. 27, 1125 (1973)
82. M. Deschamps, F. Baribier, A. Marrouche, Acta Metall. 35, 101 (1987)
83. G. Palumbo, K.T. Aust, E.M. Lehockey, U. Erb, P. Lin, Scripta Mater. 38, 1985 (1998)
84. V. Paidar, Acta Metall. 35, 2035 (1987).
85. V. Randle, The Role of Coincidence Site Lattice in Grain Boundary Engineering (The Institute

of Materials, London, 1996)
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132. P. Lejček, M. Koutnı́k, J. Brádler, V. Paidar, A. Potměšilová, Appl. Surf. Sci. 44, 75 (1990)
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134. P. Lejček, J. Brádler, V. Paidar, M. Koutnı́k, J. Mater. Sci. 22, 3974 (1987)
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342. P. Lejček, Mater. Sci. Eng. A 185, 109 (1994)
343. K. Tatsumi, N. Okumura, S. Funaki, Trans. JIM. 27, 427 (1986) Suppl.
344. M. Paju, H. Viefhaus, H.J. Grabke, Steel. Res. 59, 336 (1988)
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510. P. Lejček, V. Paidar, M. Koutnı́k, Scripta Metall. 22, 1379 (1988)
511. C.R.M. Grovenor, C.M.F. Rae, Scripta Metall. 15, 1305 (1981)
512. W. Swiatnicki, S. Lartigue-Korinek, A. Dubon, J.Y. Laval, Mater. Sci. Forum 126–128,

193 (1993)
513. M. Pierantoni, B. Aufray, F. Cabané, J. Phys. France 46, C4–517 (1985)
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657. S. Lozano-Perez, M. Schröder, T. Yamada, T. Terachi, C.A. English, C.R.M. Grovenor, Appl.

Surf. Sci. 255, 1541 (2008)
658. M.P. Seah, E.D. Hondros, Atomistic mechanisms of intergranular embrittlement, in Atom-

istics of Fracture, ed. by R.M. Latanision (Plenum Press, New York, 1983) pp. 855–887.
659. H. Kurishita, H. Yoshinaga, Mater. Forum 13, 161 (1989)
660. C.L. Briant, R.P. Messmer, Acta Metall. 30, 1181 (1982)
661. R.P. Messmer, C.L. Briant, Acta Metall. 30, 457 (1982)
662. G.L. Krasko, G.B. Olson, Solid. State. Commun. 76, 247 (1990)
663. M.P. Seah, J. Vac. Sci. Technol. 17, 16 (1980)
664. R. Wu, A.J. Freeman, G.B. Olson, J. Mater. Res. 7, 2403 (1992)
665. P. Rez, J.R. Alvare, Acta Mater. 47, 2069 (1999)
666. Y. Ishida, M. Mori, J. Phys. France 46, C4–465 (1985)
667. Y.–Q. Fen, C.–Y. Wang, Comput. Mater. Sci. 20, 48 (2001)
668. Z.-Z. Chen, C.Y. Wang, J. Phys. Condens. Matter. 17, 6645 (2005)
669. M.E. Eberhart, K.H. Johnson, R.M. Latanision, Acta Metall. 32, 955 (1984)
670. M. Yamaguchi, M. Shiga, H. Kaburaki, Science 307, 393 (2005)
671. W.T. Geng, J.–S. Wang, G.B. Olson, Science 309, 1677c (2005)
672. M. Yamaguchi, M. Shiga, H. Kaburaki, Science 309, 1677d (2005)
673. M. Yamaguchi, M. Shiga, H. Kaburaki, J. Phys. Condens. Matter 16, 3933 (2004)
674. X.J. Wu, Q.Q. Zheng, B. Hu, Z. Zeng, F.X. Zhou, Z.Y. Chen, Effect of bismuth and silver on

chemical bonding of grain boundaries for fcc metal copper, in Strength of Metals and Alloys,
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