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Preface

In times of declining economic growth, companies have to control their costs more
than ever to save resources needed in the future. Regardless of the economic size
of the company, the processes of production and logistics play a decisive role
in stabilizing procedures and avoiding waste. Both are important cost drivers
in manufacturing companies and therefore they offer large potential savings.
Pervasive networking in the last years has contributed to a hitherto unknown
transparency of global markets. This harmonization opened up new possibilities
of entering foreign markets for procurement and sales to the companies. The
emerging global procurement strategy was understood as a chance to rethink
the relocation of existing production facilities to profit from existing differences
in price and performance as a resource-saving factor. Many companies tended
towards a reduction of their vertical integration by outsourcing sections of their
value chain. These contracted services of production result in higher transport
volumes, increased complexity of supply processes and new requirements on lo-
gistic networks. This trend of outsourcing has not stopped, but is slowing down
noticeably. Additionally, there is an increasing proportion of companies restoring
business units that were outsourced before. Reasons for turning back decisions
are often to be found in missed goals. It is not unusual that important cost fac-
tors were disregarded in the original basis of decision-making. In the meantime
many companies have realized that it is easier to achieve stability of processes
and therewith a control of costs by increasing their own contribution to pro-
duction. Especially in times of under-utilized capacities like in the current crisis,
insourcing can be a strategic option. Manufacturing and logistics undergo changes
incurred by the development and implementation of advanced information tech-
nologies. Network-wide cooperation is required in order to take advantage of
these shifting paradigms. Existing potentials such as intra-company knowledge,
which are inadequately used so far, can contribute to the development of sus-
tainable master-plans leading to new, learning companies. Corporate networks
are strengthened by the application of best practices and by sharing their experi-
ence with supply chain partners for achieving integral improvements. Ecological
awareness influences existing processes by the application of green principles to
logistics and supply chain management. Eventually, everyone will benefit from
the fact that the transfer of knowledge by practitioners and researchers is leading
to a new quality in cooperation, planning and control.

During April 21–22, the 8th International Heinz Nixdorf Symposium took
place in Paderborn. Under the title “Changing Paradigms: Advanced Manu-
facturing and Sustainable Logistics,” the Heinz Nixdorf Institute enabled the
discussion between researchers and practitioners about present challenges and
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possible solutions. On the first conference day, ten speeches were given by the
following keynote speakers:

W. Dangelmaier Heinz Nixdorf Institute
A. Köhler Knorr-Bremse AG
H. A. Flegel Daimler AG
E. Gericke Festo AG & Co. KG
S. Schwinning Miele & Cie. KG
W. Delfmann University of Cologne
W. Sihn Fraunhofer Austria
M. Schenk Fraunhofer IFF
W. Stölzle University of St. Gallen
G. Klink A.T. Kearney GmbH

On the beginning of the second day, six speeches of invited researchers gave in-
sight into the main topics of the symposium:

E. Müller Chemnitz University of Technology
D. Van Oudheusden Katholieke Universiteit Leuven
G. Zülch Karlsruhe Institute of Technology
J. Zak Poznan University of Technology
S. Wenzel University of Kassel
A. Blecken Heinz Nixdorf Institute

Subsequently, international authors presented their contributions in four parallel
tracks. Main topics were:

– Production Logistics
– Industrial Engineering
– Operations Research Techniques
– Simulation
– Humanitarian Logistics
– Supply Chain Management

The volume at hand contains the contributions to “Advanced Manufacturing
and Sustainable Logistics” presented at the 8th International Heinz Nixdorf
Symposium.

April 2010 Wilhelm Dangelmaier
Alexander Blecken

Robin Delius
Stefan Klöpfer
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Armin Fügenschuh, Pia Gausemeier, Günther Seliger, and
Semih Severengiz

Modelling Post-carriage Transport Costs in Groupage Networks . . . . . . . . 332
Nicholas Boone and Tim Quisbrock

Discrete Lot-Sizing and Scheduling Including Deterioration and
Perishability Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345

Julia Pahl and Stefan Voß

Humanitarian Logistics

Developing and Maintaining Trust in Post-disaster Hastily Formed
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 358

Peter Tatham and Gyöngyi Kovács
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A Concept for an Accurate and Closely Coordinated 
Production  

Wilhelm Dangelmaier 

Heinz Nixdorf Institute, University of Paderborn, Fuerstenallee 11, 
33102 Paderborn, Germany 

whd@hni.upb.de 

Abstract. Shorter delivery times can be utilized best, if the ordered goods are  
already in stock. With an increasing product range companies can no longer 
manage to guarantee the immediate availability of each product variation, which 
would solve any kind of supply problems. The remaining stocks have to be 
placed with utmost effectiveness and the available factors of production need to 
be applied efficiently time and again. This article presents methods of resolution 
by means of selected practical examples.  

Keywords: production planning, variant complexity, decomposition approach, 
online optimization. 

1   Introduction 

Shorter delivery times can be utilized best, if the ordered goods are already in stock. 
With an increasing product range companies can no longer manage to guarantee the 
immediate availability of each product variation, which would solve any kind of 
supply problems. The remaining stocks have to be placed with utmost effectiveness 
and the available factors of production need to be applied efficiently time and again. 
This article presents methods of resolution by means of selected practical examples. 

2   Reducing the Diversity of Variants in Production Networks 

Like many other sectors as well, consumer industry is facing the ever increasing re-
quirements in product differentiation. International manufacturers are attempting to 
meet the customer demands of the target markets by specially adapted products and 
packaging. The growing complexity of assortment has a great impact on the underly-
ing production and distribution system. With regard to the costs incurred, particularly 
the effects on production planning and inventory management have to be mentioned. 
A higher number of materials on all production and distribution stages create addi-
tional setup and scrap costs within the production process as well as higher inventory 
stocks. The need for higher security stocks can be explained due to the fact, that sales 
forecasts are becoming more difficult with increasing diversity of variants and the 
greater level of demand uncertainty. 
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Existing approaches for evaluating the cost effects may not reflect the fact, that a 
modification of the assortment at first affects the optimal configuration of the existing 
production and distribution processes. By standardizing the products as well as by 
extending the assortment, parameters like lot-sizes, production cycles, stock points 
and stock levels have to be readjusted to ensure the optimal configuration of the un-
derlying production and distribution network. Only if this configuration is known, the 
correct quantification of all costs caused by a certain assortment can be given. 

 
Fig. 1. Effects of Assortment Reduction in MTS Production Networks 

Based on this background, in cooperation with Freudenberg Household Products 
(FHP)1, the chair in Business Computing, especially CIM developed a new approach 
for evaluating the assortment complexity. This approach implies precise as well as 
heuristic optimization techniques with the goal to adapt several production parame-
ters, stock points as well as stock levels to an existing assortment [1]. This enhances 
the prerequisites for substantiated if-then analyses. 

A formal model of the assortment with its product structure and the associated  
production and distribution processes serves as a basis. With regard to the product 
portfolio, alternative scenarios can be defined in a second step. After applying the 
mentioned optimization techniques to the initial model and the several scenarios, a set 
of optimally configured networks is available which can be used for comparative cost 
analysis. 

The multilevel optimization problem includes the following decision variables: 

− Location of stocks for decoupling demands and production 
− Level of safety stock, based on the expected sales forecast and the striven ability to 

supply 
− Average lot-sizes or production cycles, resulting cycle stocks and predefined deli-

very times by the subsequent production stage 

The decision regarding these production parameters and stock levels has to be made 
on each production stage, so that costs for stock management, setup effort and scrap 
are minimal throughout the whole network. By doing so, the effects of in- or decreas-
ing assortment complexity can be precisely determined. The optimized models pro-
vide information on the expected cost effects as well as the necessary changes to the 
___________ 
1 FHP is a globally active company, distributing its products under the Vileda brand. 

Mat. 
4712

Mat. 
4711

Mat. 
4713

Stage 1

Stage 2 Transport

Decoupling

Q21

Q22

Sales Forecast

Lead TimeLead Time

Line 1
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network configuration. For example, it is possible to make a statement whether a 
change from decentralized to centralized warehousing will be rewarding after stan-
dardizing the products. 

This concept has been prototypically implemented and is currently tested as a pilot 
project at Freudenberg Household Products. Here, the arrangement of the global 
supply and production network is significantly defined by the product portfolio and 
particularly the local product and packaging variants. It is analyzed how changes in 
the assortment of cleaning cloths are affecting the stocking strategies and the produc-
tion processes at the manufacturing facility. 

3   Planning of Multilevel Flow Production – System Structures in 
Bordered Workstations 

When planning flow production lines, two questions arise: 

− Where to separate the line usefully into pre- and final-assembly? 
− How to distribute the production quantity to the parallel production lines and how 

to equip the lines? 

These decisions have an impact on the structuring and assignment of staff, resources 
and space. The chosen production structure has to meet as well the process variety, 
induced by the production program by avoiding redundancy of the personnel and 
technical resources. 

 

Fig. 2. Dimension of decision in production structuring 

Horizontal Separation. The production cycle is determined, when assigning produc-
tion quantity to a production line: 
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The number of stations is obtained by the variant’s working time, which is the highest 
in a potential section. For balancing the line, this describes the lower bound of sta-
tions in the corresponding section; exceeding the production cycle in bordered 
workstations is excluded. The total number of stations and the number of assigned 
personnel can be determined as follows: 

 

The example in Figure 3 is given for clarification: operations 1 to 3 and 4 to 6 can be 
combined to sections. 
 

 

Fig. 3. Assembly line balancing for two product variants 

The sections’ processing times result from the sum of the contained operations. 

 

Fig. 4. Assembly times for sections in an example for two product variants 

Precedence Graph 

Variant V1 V2 V1 V2 V1 V2 V1 V2 V1 V2 V1 V2

Processing Time [TU] 1.2 1 0.5 1 1.9 0 1 1 0.5 0 2 2

Required Resources R1 R2 R3 R4 R5 R6

Op. 1 Op. 2 Op. 3 Op. 4 Op. 5 Op. 6

Section 1 Section 2 Resources

Product Variant 1 3.6 3.5 Section 1 Op. 1 Op. 2 Op. 3 R1, R2, R3

Product Variant 2 2 3 Section 2 Op. 4 Op. 5 Op. 6 R4, R5, R6

Processing Times in Section [TU]

Operations
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The minimum number of required stations at a tact time of 2 TU results from: 
   3.6 3.5 2 7.12 4 
 

The maximum number of stations on the production area can be determined together 
with specifications on the size of the production area and the station size. The maxi-
mum number of parallel corridors for assembly lines is calculated depending on the 
width of the production area, the required width of the aisles, the width of the stating 
area between assembly lines, as well as the stations’ width. Accordingly, the maxi-
mum number of work stations can be inferred from the production area’s and station’s 
lengths. 

Now, a model with a cost based target function (mixed integer programming mod-
el; cf. [3]) can be formulated and solved using a branch-and-bound method. 

Simultaneous planning of vertical and horizontal division. The assembly system is 
subdivided into two areas for pre-assembly and final assembly by vertical division. 
The degree of parallelization is to be determined for both areas independently.  The 
choice of parallelization or horizontal division, respectively, is depicted in Figure 5 
and shows possible separation points. For a given number n of assembly sections,  
2n-1 optimization runs must be made. 

 

Fig. 5. Example of possible combinations for pre-assembly and final-assembly for four assem-
bly sections 

In order to identify the best separation point, all combinations have to be examined 
to determine the solution with the least total costs [3]. 

4   Reconfiguration of Conveyor Belt Coordination with Open Station 
Boundaries 

Definition of the AIA key indicator. A useful shift of work content reduces the high 
utilization of the source workplace and results in an increase of low utilization of the 
target workplace. The AIA key indicator of an operation on a workplace ,  is 
the relation of average processing time of all work pieces, which are processed by that 
operation, and the capacity of the workplace: 

AS 1 AS 2 AS 3 AS 4

Possible combination 1 PA

Possible combination 2

Possible combination 3 FA

Possible combination 4
PA: Pre-Assembly Area, FA: Final Assembly Area, AS: Assembly Section

Assembly Sections

no division

PA

PA FA

FA



6 W. Dangelmaier 

,
1| | ∑ ,  

 

with: 
 Set of all work pieces , which 

require operation  ,  Processing time of work piece  
on workplace  in time units 

 Capacity of workplace  in 
time units 

Selection process to calculate the shift by using the AIA key indicator. If the value 
of AIA is less than 1, the processing times of the work pieces, which require operation 

, are in average lesser on workplace  than the capacity limit of that workplace. If 
AIA is greater than 1the processing times are greater. The intention is to identify 
operations with a great AIA (>1) on workplace  but with a low AIA (<1) on 
another workplace . By the shift of these operations, the high processing times on 

are reduced. At the same time mainly low processing times are build up on . 

 

Fig. 6. Identification of a shift by using AIA key indicator 

AIA is calculated for all operations of interest on the current workplace wp and all 
alternative workplaces. The resulting list of possible shifts is sorted by the effect of 
AIA-reduction. 

Optimization approach for creating shift combinations. In the following optimiza-
tion approach is added to the procedure. It is able to evaluate a sequence of shift com-
binations. Based on an existing solution a local search method is employed and a set 
of alternative solutions is generated [2]. This algorithm searches in a limited area 
defined by the user and presents the best solutions found. The following parameters 
allow the control of the search process: 

 

A

Workplace 1 Workplace 2

A A

Production Sequence

Normal Work Load

Variant dependent 
Work Load

A A

A

AIAA,1 = 1,2 AIAA,2 = 0,9

A
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− Definition of target value Δ  or Δ  
− Desired number of solutions generated 
− Allowed length of the sequence of shifts 
− Number of pursued solution for each shift level. Defines the precision of the  

algorithm. 
− Upper limit of mean utilization for each workplace 
− Lower limit of mean utilization for each workplace 
− Fixing of operations on specific workplaces 
− After evaluating the initial solution, the algorithm evaluates the complete neigh-

borhood reached by the shift of an operation. Some shifts are invalid, defined by 
the following restrictions: 

− Precedence restriction: Each operation can have one or more predecessors which 
have to be finished before this operation can start. 

− Limits of load for workplaces: Upper and lower limits for mean utilization of 
workplaces can be defined. 

− Work piece position: Each process has a list with allowed work piece positions. All 
other shifts are invalid. 

− Fixed Operations: Some operations must remain on specific workplaces because 
they require special assets or special personnel available at these workplaces. 
These operations are fixed on these workplaces. 

− Grouping of operations: The user is able to define groups of operations, which have 
to be shifted together. These groups are treated as a cumulated combined operation. 
 

The best solution in a neighborhood is saved. Each of these solutions differs only in 
one single shift from the initial solution. Every saved solution is the basis of another 
neighborhood analysis on the next level of the search tree. After this, the best solu-
tions are saved again and are used as initial solutions for the next analyzed shifts. This 
procedure is repeated until the defined maximal level in the search tree is reached.  

Finally the β best solutions are selected. Identical solutions, only differing in  
the order of shifts, are ignored. Based on these solutions further solutions can be gen-
erated by using visual decision support, the AIA key indicator or the approach of 
optimization. 

5   Two Level Multi - criteria Lotsizing 

A supplier of the automotive industry which produces on the stages press shop2, sur-
face, assembly and distribution is at the centre of consideration. Demand data is avail-
able on a short term only. The press shop is brought into focus here. 

Target hierarchy. Supply availability is of top priority. Allowances for current order 
procedures and related delivery terms and fluctuations in production have to be made. 
Capacity utilization of machines and workers are on second and third priority of the 
target hierarchy. The production of a machine is continued until the end of the setup 
of the machine which is the antecessor within the setup cycle. The design of the setup 
___________ 
2 In the examined practical case, compound and transfer dies are used so that produced parts 

normally only have to be topically treated. 
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cycle guarantees that only one setup team is required at a time and a minimal number 
of shifts per week are necessary.  

Lots are an integer multiple of the steel coils as the exchange of steel coils impe-
riled workers and due to technical reasons, detached steel coils cannot be used any 
more. On the fifth rank of this target hierarchy is the consideration of maintenance 
intervals of dies3. A larger life time and constant part quality is guaranteed. Not till 
then other technological aspects as well as the minimization of capital commitment 
are kept in mind. 

Decomposition Approach. It does not make any sense to use complex models if data 
changes permanently. Therefore the planning horizon is subdivided into two sections: 
 

Day 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Method DLSP CLSP 

 
DLSP Discrete Lotsizing Problem 
CLSP Capacitated Lotsizing Problem 
 

Every day the planning horizon is shift one day and a new plan is generated with 
additional or updated demand data. In order to minimize the probability to obtain 
infeasibilities because of updated demands, an inventory level at the end of the plan-
ning horizon is calculated and set for each part. The calculated inventory level should 
not be mistaken for security inventory levels which have to be kept in the inventory 
during all the time. The inventory for each part is rather adapted dynamically at each 
planning process in accordance with last demand dates. Missing availability and the 
related “nervousness” which are caused exclusively by the planning system can then 
be reduced. 

Gross Planning as CLSP. The planning horizon between day 4 and 14 is modeled 
with an adapted CLSP. Production plans are calculated on a big bucket basis using 
optimization software daily. Demands are extracted directly from the ERP and then 
reallocated within days 4 and 14. Date dependent production capacities, the produc-
tion of full steel coils as well as maximum die life, which can be seen as lot-size lim-
its, are considered. Setup and adjustment times, coil change times and maintenance 
times are generalized and subtracted from available capacity. 

Scheduling with DLSP. The first three days past Tnow are modeled by a small bucket 
model derived from the DSLP. Planning is done in time units of half an hour length. 
The stock keeping costs and the production costs are to be minimized. Tools which 
can produce different parts simultaneously are considered. Setup costs are very im-
portant, because setup times can last from one hour up to a whole shift, dependant on 
the sequence of tools. Additionally the personnel required for setup is kept to the 
minimum by avoiding simultaneous setups on different machines. Lots are defined as 

___________ 
3  Dies are maintained after each setup in the present situation. In future, dies are only main-

tained after exceeding half of the rest of the die life in order to reduce maintenance costs at 
equal quality of parts. An alternative method could be to await the culmination of the maxi-
mum die life. But this would limit lot sizes and is contrary to the presented target hierarchy. 
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n-folds of raw material units. The necessary coil changes are planned. The maximal 
lot size, defined by tool life, is included in the model. 

Plan Update / Feedback. Because of the daily planning update, only one day can be 
set as fixed – as a production task. The rest of the planning period is fixed for day 2 
and 3, not taking backlog and total disaster into account. Days 4 to 14 are the best 
possible forecast of the future. But the monitoring of production is simplified by the 
daily planning update: There is a feedback of the number of produced pieces for each 
part number and day4. Taking the outflow to customers additionally into account, the 
total amount of pieces in the production chain of the considered company can be 
calculated precisely5. This stock level is considered the actual stock for the CLSP or 
DLSP. Thus, no backlog must be monitored and no precarriage must be considered.  

First Results. Especially the comparison of the scheduling with the planning methods 
used before show significant improvement: Total availability is guaranteed under 
excessive concentration on machine uptime and personnel employment in normal 
working times. 

6   Rolling Horizon and Online Optimization 

The production system. We consider a production system for producing a certain set 
of products. The products are known in advance and can therefore be produced prior 
to an order. 

Orders are only given for a certain time horizon. By the course of time new orders 
are revealed. No possible plan can take all orders in consideration, because only a 
certain, restricted part of the future is known in advance, the planning horizon.  Al-
though a scheduling strategy cannot provide an optimal solution, due to a lack of 
complete knowledge about future orders, it should still avoid circumstances that will 
handicap future production processes. Hence, our basic rule: Independent of what the 
future will bring, the performance of the production, respectively the scheduling strat-
egy is not allowed to fall below a certain bound. Of course, this bound should depend 
on the value of an optimal solution. Unfortunately this bound can only be determined 
as soon as all orders are known- and that is in retrospect. We are facing the challenge: 
How should a company produce today, even though only orders for the near future are 
known, or even worse, only the next order? Problems like this are handled within the 
framework of online optimizing [5]. Here, in contrast to classical offline optimization 
the input is revealed piece by piece and hence the optimal solution is unknown in 
advance, but still certain bounds are guaranteed to be kept independent of future 
events. The considered production system works under the assumptions of the Dis-
crete Lot sizing and Scheduling Problems; the production of a product covers always 
complete time segments. 
___________ 
4  After setup and adjustment of a machine the first produced parts are checked and it is waited 

until the clearance for serial production is given. In the given example we assume that the 
clearance is given for all parts. Semi-finished punched parts are counted directly after the 
punching station. A blocking or charge of faulty single parts is done in a retrograde manner. 

5  If one piece is part of more than one end product this is also considered a customer. The 
definition of stock delimitation is not considered in this paper. 
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A schedule covers several periods with several time segments each. It is updated 
periodically. At any one time the first period is considered to be the schedule imple-
mented. The realization of a schedule is therefore the sustained implementation of 
respective first periods. Updates to the schedule only occur at proper points of time 
that are previously fixed for scheduling. Those are beyond the calendar (that is e.g. 
not during the week if a weekly planning cycle is considered). The scheduled de-
mands (reduction in inventory) are already known "today” and can be postponed or 
changed in value until their final fixation (latest by the time they are scheduled in the 
first scheduling period). 

Approach for on-line scheduling. Online the following approach is chosen [4]: 

− Optimization of the first period + optimization of the remaining periods of the 
planning horizon, considering the joint inventory at the end of the first period. 

− Schedule DLSP1 has to guarantee a (minimum) profit 
− Weighting the two (partial) solutions 
− Dependent on the chosen weighting, a cost minimal solution for the corresponding 

planning horizon is chosen. 
 

 

Fig. 7. Partition in two subtasks; an example where DLSP solutions differ 

For instance, Figure 7 displays a weekly continued planning, where always one 
week is fixed respectively. This week is divided for instance in days or shifts (4 week 
horizon, the schedule is repeated weekly, each week consists of 10 shifts). 

At point of time T0 the schedules DLSP1 and DLSP1, are calculated. The schedule 
that maximizes (profit) respectively minimizes (costs) with α DLSP 1 αDLSP min with 0 1  is chosen. This way 

− at the end of the first period disprofit is avoided, respectively a (minimum) profit is 
realized 

− a feasible schedule for the planning horizon is created 
− due to the DLSP, a mathematical formulation of the problem is enabled 

Of course, the solution for the DLSP over the (total-) horizon and the solutions to the 
two DLSP partial problems that are coupled by the inventory need not to be identical-
ly, because each partial solution has to guarantee a positive value. 
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Competitiveness of the online-approach. The best case for the off-line inventory, 
concerning a complete balancing of capacity from one period into another one, is the 
case where there are z empty and cheap time segments at the end of a period followed 
by a period with z expensive time segments that are covered. Here an off-line algo-
rithm can completely balance its capacity, but at the price of additional inventory 
costs. For the on-line algorithm holds: In order to shift all expensive time segments to 
a previous period, the factor of the minimal profit has to be set to "zero". Then the on-
line algorithm aligns with the offline algorithm (for this case). If the factor of the 
minimal profit is set to "1" no shifting to the previous period is possible and the whole 
costs for the expensive time segments have to be applied.  

Therefore, we chose the following approach: We use the "pull ahead" of the re-
spective off-line solution in the current period, unless there is cumulated profit larger 
than zero. In this case only a certain fraction is used. That means: once there is a cu-
mulated profit, it is not completely spend anymore. If there is no profit so far, we 
balance and try to keep the costs as low as possible: 

− We shift to the front, if the off-line algorithm was unable to make any profit in the 
past 

− We shift to the front, if the off-line algorithm made a "large" profit in the past 

For that purpose an off-line solution for the entire past is calculated. The current pe-
riod is integrated in this off-line solution and is accounted the average value of shift-
ing forward in the past (average use of capacity in periods that were balanced). Then 
we have for the shifting forward of x periods:   

2 1 1     

       

From the first derivate to x /   2     

follows: The savings are maximal for  / 2     

 is the best possible horizon for shifting to the front with maximal savings 
“ ”. 

On the other hand, the on-line algorithm cannot avoid the expensive periods:        

 

This leads to the ratio ( / ). In general holds: 

− Best possible shifting: / 2  

− Maximal savings*=  
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− Ratio on-line/off-line  

− Example 
(cost for producing in an expensive period) : (inventory costs per period) = 10:1 
normal period= 1/2 expensive period 
Savings:  ∑ 2 1 1   1; 0,5; 0,1; 2,5 1,25 0,625 0,625 2,5 1,52 0,5 2,5 6,25 0,1 3,753,125 1,2 

7   Sequencing of Production Orders / Open Station Boundaries 

By rearranging the job steps in a reconfiguration a reduction in the utilization variance 
can be achieved, but not eliminated completely. However, to ensure a most efficient 
and smooth production process, the sequence planning has to balance the utilization 
of the workstations. Vehicles with high production time must be mixed with vehicles 
with lower production time in the way that the overload for the workers at all stations 
is minimized. 

 

Fig. 8. Example for a poor sequence despite of Car – Sequencing 

The common approach which is also used in practice is the so called Car-
Sequencing-Approach and is based on density criteria. “One of two” sunroofs would 
signify, that at maximum every second car could have the option “sunroof”. However, 
practice shows that this approach is not sufficient for balancing the utilization of 
workers. The biggest criticism here is the fact that within a rule, only one option can 



 A Concept for an Accurate and Closely Coordinated Production 13 

be controlled but the combination of several options is neglected. Figure 8 demon-
strates how the overload, which is caused by the first vehicle, remains and cannot be 
reduced until the sixth vehicle.  

The method discussed here [2] is based on the idea of Mixed Model Sequencing 
[6] and provides as uniform as possible load of workmen without neglecting all rele-
vant practical constraints. In particular, the dependences between workers are consi-
dered, since downtime occurs, if a worker is still on the vehicle and the subsequent 
worker can not begin. (see Figure 9) 

 

Fig. 9. Example for a production sequence with minimal stress 

For this purpose a scoring system was developed in the first step to assess respec-
tively simulate an assembly line setup with a certain production sequence realistically. 
Key result figures are particularly the average drift and the number and duration of 
necessary support operations [7]. The average drift defines the position of the worker 
caused by the overloading vehicles relative to the original starting point position. 

In the second step this assessment system is used in a two-step procedure to form a 
production sequence with minimal stress. Here, the drift curves of the individual jobs 
are used to form an aggregate curve that allows a statement about which positions with-
in the sequence caused high drift positions and / or supporting operations. The corres-
ponding positions are marked and exchanged with those, which are leading to idle time. 

Based on the new drift curves, the simulation is now being re-launched and identi-
fies the vehicles for exchange. This process is repeated until no significant changes in 
the objective function value can be achieved anymore. 

The method is tested in prototype software using real data in cooperation with a 
practice partner. 
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Abstract. This paper presents a mesoscopic simulation approach in
addition to the prevailing continuous and discrete event simulation ap-
proaches used for logistics systems. In terms of level of detail, the meso-
scopic approach falls between these two approaches. Mesoscopic models
represent logistics flow processes through piecewise constant flow rates.
The resulting linearity of the cumulative flows allows for event schedul-
ing and the use of mathematical formulas for recalculating the system‘s
state variables at every simulation time step. The simulation time step
is variable and the step size depends on the occurrence of scheduled
events. This leads to a high computational performance. The mesoscopic
approach distinguishes between different parallel product types. The
modeling components are multichannel funnels, delays, assemblies and
disassemblies.

Keywords: modeling, simulation, mesoscopic, logistics systems.

1 Introduction

Enterprises have to be able to react dynamically to changing market environ-
ments, disturbances and unforeseen events. This necessitates suitable tools that
immediately show the effects of changing conditions on the time-dependent be-
havior of the observed system so that qualified measures such as modification of
a control strategy can be devised and implemented. Simulation models are the
best solution to such problems (cf. [1], [2]).

Two classes of simulation models exist, namely continuous and discrete. Con-
tinuous models are based on differential equations and most frequently applied
as system dynamics models to reproduce manufacturing and logistics processes
[3], [4], [5], [6], [7]. Since these models typically work with aggregated data on a
strategic level, they are also referred to as macroscopic models (cf. [2], [3], [8]).
Their level of aggregation renders them incapable of accurately representing
the numerous logistics objects (products, resources, etc.) and control strategies,
which demand consideration when resolving tactical or operational problems (cf.
[3], [8]).

The principles and tools of discrete event simulation [9], [10], [11], [12] are
utilized to implement discrete models. Since event-oriented models are able to

W. Dangelmaier et al. (Eds.): IHNS 2010, LNBIP 46, pp. 15–25, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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represent workstations, technical resources, carriers and units of goods as in-
dividual objects, they are also referred to as microscopic models (cf. [2], [3]).
Models in this class can be very complicated and slow and their creation and
implementation can be time and labor consuming (cf. [3], [11], [12], [13], [14]).

The mesoscopic simulation approach is situated between continuous and dis-
crete event approaches in terms of level of modeling detail. It supports quick and
effective execution of analysis and planning tasks related to manufacturing and
logistics networks. The mesoscopic approach is consistent with the principles of
the discrete rate simulation paradigm implemented in the simulation software
ExtendSim [15], [16] and resembles the principles of hybrid simulation described
by Kouikoglou and Phillis [17]. Piecewise constant flow rates and the result-
ing linear cumulative flows facilitate event scheduling and high computational
performance.

Even when the term mesoscopic is not explicitly applied, a mesoscopic view
often already exists from the start of flow system modeling and simulation. Many
practical analysis and planning problems describe performance requirements,
resources and performance results in an aggregated form that corresponds to a
mesoscopic view (cf. [15], [18]). Mesoscopic models are particularly suited for the
analysis of large-scale logistics networks and processes with a homogenous flow of
a large number of objects. In most cases, an item-based discrete event simulation
would be overly complex for these applications because of the disproportionate
amount of computation required. The principles of mesoscopic simulation of
processes in logistics networks described here have been derived from the actual
development of several mesoscopic models [18], [19], [20], [21], [22], [23].

2 Forms of Flow Process Representation

A comparison of mesoscopic flow modeling with the two conventional types of
modeling elucidates its distinctive features [24] (Fig. 1). A system dynamics
model reproduces continuously changing processes and advances the simulation
time in constant time steps. The state variables of the observed processes are
recalculated at each time step. For the sake of accuracy, the time steps must be
relatively small. Since one single variable reproduces the flow between two nodes
of a network structure, a flow’s individual segments are neither identifiable nor
traceable. Discrete event modeling on the other hand represents a discrete flow
as a sequence of events. Every event is distinctly identifiable by the time of its
occurrence and the objects involved in it. Mesoscopic models represent material
flows as:

– piecewise constant flow rates and
– sequences of timeless events (impulse-like flows).

Piecewise constant flow rates have been adopted in order to apply event schedul-
ing (see section 3).

Planners often define piecewise constant processes, e.g. performance require-
ments (input flows and system load) or resource capacities, without explicitly
labeling them as such. Typical statements furnish examples:
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Fig. 1. Different types of flow process modeling

– An average of 12 trucks arrives at the warehouse premises per hour from 8
a.m. to 12 p.m. and approximately 8 trucks per hour from 12 to 4 p.m.

– Forklifts transport pallets from the ramp to the storeroom from 8 a.m. to
12 p.m., every forklift moving an average of 35 pallets per hour; stock is
retrieved from 12 to 4 p.m., every forklift being able to transport an average
of 25 pallets to the ramp per hour.

A timeless event is defined when, for example, only the total quantity of goods a
truck delivers to receiving is represented and unloading time is not factored in.

3 Event Scheduling

Event scheduling in mesoscopic models is based on the calculation of a linear
time function’s future development [25]. Fig. 2 presents an example of event
scheduling for continuous processes in a funnel. Event 1 and 2 are assumed to be
independent of the system’s current state. Specific conditions are specified for
all other events:
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– Event 3: The funnel’s output flow can only start when its stock has reached
the critical level 2.

– Event 4: The funnel’s input flow is terminated when the entire quantity of
products in the flow has reached the critical level 1.

– Event 5: The funnel’s output flow is terminated when its stock has reached
the critical level 3.

Times t3, t4 and t5 can be calculated precisely and entered into the simulator’s
chain of future events. Ultimately, only five events must be processed when a
variable time step is used. In terms of performance and accuracy, the advantage
of this type of time advance over a constant time step is obvious.

input flow as intensity Cin input flow as cumulative quantity

event 4: stop of input
flow

event 1: arrival of a
product portion

critical level 1

in

T t0

out

T t0t1 t2

t t fl i t it t t fl l ti tit

t1 t2t4

s

Coutoutput flow as intensity output flow as cumulative quantityCout

T t0 t3 t5 T t0

contentfunnel as basic model
B event 3: of

output flow
thestart content

content

in out
funnel

B

t3 t4 t5 T t0 t1 t2

event 2: start of input
flow

critical level 2

event 5: stop of the
output flow

critical level 3

Fig. 2. Event scheduling

4 Mesoscopic Product Model

Mesoscopic models call the objects of material flows, e.g. goods, materials or
persons, products. A mesoscopic model may employ different product types [25]
in parallel in order to differentiate between flow objects with different charac-
teristics. Physical properties or other relevant features distinguish the individual



A Mesoscopic Approach to the Simulation of Logistics Systems 19

product types from one another. Every product type is assigned to its own
channel at a model component (Fig. 3).

Furthermore, so-called product portions [25] are introduced in order to sequen-
tially differentiate a flow of a product type. Their number is specified during the
conceptual modeling phase. Certain quantities of products, e.g. lot size, cargo
size, number of goods in a shipment or number of people in a group, may be
modeled as product portions. Thus, the path from individual product portions
that may be spatially distributed throughout the network can be tracked and
relevant events that may occur along this path can be captured.

5 Multichannel Funnels as Main Components of a
Mesoscopic Model

A mesoscopic model may employ the basic components of source, sink, funnel and
delay to represent a material flow structure (Fig. 4). Flows may be additionally
modified with the components of assembly and disassembly.
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Fig. 3. Mathematical model of the multichannel funnel

Multichannel funnels [26], [27] (Fig. 3) are a mesoscopic model‘s main com-
ponent because they properly represent the processes of parallel or sequential
processing and storage of several product types and product portions in a real
area of operations.

The variables λin
i and λout

i are the intensities of incoming and outgoing flows
of a funnel’s channel i (i = 1, . . . , m). Bi denotes the content of a funnel‘s chan-
nel i. The model‘s control block determines the current value of each channel‘s
maximum throughput μi . These values are normally the results of the allocation
of different resources available to the entire area of operations represented by the
funnel. Standard rules of resource allocation are described below. Fig. 3 presents
the mathematical model for calculating λout

i .
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Fig. 4. Mesoscopic model layout

6 Standard Models for Allocation of Resources at a
Funnel

Resource allocation algorithms are activated in the mesoscopic model’s control
block (Fig. 4) at the beginning of every new simulation time step. The simulation
time advance in mesoscopic models is controlled by events. A change in flow rates,
a change in the quantity of available resources or the occurrence of a predefined
condition such as crossing a threshold can cause events.

Rigid resource allocation algorithms only incorporate the current time but not
the current status of individual components, e.g. when shift data or other prede-
fined time intervals determine the quantity of available resources. Furthermore,
standard solutions that incorporate the current state of a funnel’s channel (λin

i

and Bi) may be applied to flexibly allocate resources among a funnel’s channels.
A multichannel funnel represents a homogeneous resource1 of the modeled

system and has n resource holders at its disposal. Every resource holder k (k =
1, . . . , n) has a potential performance plk. Three standard potential performances
plk may be distinguished in terms of units of measurement:

– Case 1: plk [unit of quantity/unit of time]
– Case 2: plk [operating time/unit of time]
– Case 3: plk [operations/unit of time].

The total potential performance PL is the sum of all resource holders’ potential
performances:

PL =
n∑

k=1

plk (1)

1 Here, a homogeneous resource refers to identical types of resources that may be
arbitrarily allocated among a funnel’s different channels.
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The coefficient of consumption vki converts fluxes and maximum throughputs
measured in [unit of quantity/unit of time] into the variables of resource con-
sumption and back. In Case 1, a coefficient of consumption is obviously not
necessary: vki = 1. In Case 2, the coefficient of consumption vki [operating
time/unit of quantity] specifies the operating time required to generate one unit
of quantity for the output flow λout

i of a funnel’s channel. In Case 3, the coef-
ficient of consumption vki [operations/unit of quantity] specifies the number of
operations required to generate one unit of quantity for the output flow λout

i of
a funnel’s channel.

The demand for resources bdi [unit of resource/unit of time] for all types of
products is calculated with the coefficient of consumption vki :

bdi = vki · λin
i (2)

The total demand BD is the sum of the demands for all product types:

BD =
m∑

i=1

bdi (3)

The maximum throughput μi [unit of quantity/unit of time] of every channel
determines the allocated resources ri [unit of resource/unit of time] for every
channel:

ri = μi · vki (4)

The total amount of allocated resources R is the sum of the allocated resources
for every channel:

R =
m∑

i=1

ri =
m∑

i=1

(μi · vki) (5)

The maximum throughput μi of a channel may be calculated when ri is known:

μi =
ri

vki
(6)

The following examples show how μi is calculated at every time step for eight
different resource allocation rules. The following examples display the complete
calculation for rule 1, but only the results for the other rules. The different
resource allocation rules generate different development of channels’ contents
(see Fig. 5).

Resource allocation rule 1

The maximum throughput is identical for every product type: μi = μ.
The total potential performance is distributed among the channels. Therefore
R = PL applies.

R =
m∑

i=1

ri =
m∑

i=1

(μi · vki) = μ ·
m∑

i=1

vki = PL (7)
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μi = μ =
PL

m∑
i=1

vki

(8)

Resource allocation rule 2

The maximum throughput is proportional to the input flow: μi ∼ λin
i .

μi =
PL

BD
λin

i (9)

Resource allocation rule 3

The maximum throughput is proportional to the content of the channel: μi ∼ Bi.

μi =
PL

m∑
i=1

(Bi · vki)
Bi (10)

Resource allocation rule 4

The maximum throughput is proportional to the demand: μi ∼ bdi.

μi =
PL

m∑
i=1

(bdi · vki)
bdi (11)

Resource allocation rule 5

The rates of change of the contents of all the channels are the same: λin
i − μi =

const.
μi = λin

i − BD − PL
m∑

i=1
vki

(12)

Resource allocation rule 6

The content for all product types may not change: Bi = const.

μi = λin
i (13)

This rule is applicable only when the total potential performance is at least as
great as the total demand for resources: PL ≥ BD.

Resource allocation rule 7

The maximum throughput is proportional to the priorities of the product types:
μi ∼ pri.

μi =
PL

m∑
i=1

(pri · vki)
pri (14)
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Resource allocation rule 8

Top priority is assigned to one product type p. Demand will be completely
satisfied when bdp ≤ PL such that

μp =
bdp

vkp
(15)

with the remaining resources being allocated following one of the allocation rules
described above.

The demand for the product with top priority cannot be completely satisfied
when bdp ≥ PL such that

μp =
PL

vkp
(16)

with the other product types not receiving any resources.

Bi Bi Bi

)c)b)a

ttcurrent ttcurrent ttcurrent

BiBi Bi )f)e)d
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Fig. 5. Developments of content for different resource allocation rules. a) and b) possi-
ble behavior for rules 1, 2, 4, 7 and 8. c) possible behavior for rule 3. d) and e) possible
behavior for rule 5. f) possible behavior for rule 6.

7 Conclusion

The approach to mesoscopic simulation described here has two main advantages:

– Flow processes are modeled with a simple and universal form of represen-
tation (piecewise constant flow rates and impulse-like flows) that is suitable
for many real manufacturing and logistics processes.

– Models employing variable time steps perform significantly better and re-
quire less computing time than continuous or discrete event models.

This approach expands the present set of tools for logistics systems simulation.
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Abstract. Continuous cost pressure causes companies to move production sites 
to low cost countries. Although production costs decline, logistics costs are 
negatively affected. Individual companies with limited shipment volumes do 
not have access to cost efficient and highly productive transport networks.  
Multimodal, cross-company logistics models are one approach to open up the 
potentials of transport networks for companies. This paper deals with the con-
ceptual design and evaluation of cross-company logistics models. A new, holis-
tic simulation and evaluation model was designed for development support of 
multimodal logistics concepts and potentials are validated instancing an exam-
ple region. 

Keywords: Logistics, Simulation, Evaluation. 

1   Introduction 

Progressive globalization and rising cost pressure in the automotive industry are in-
creasingly forcing car manufacturers and component suppliers to set up new produc-
tion sites in or move existing locations to low-wage region [1], [2]. It is for this reason 
that Central and Eastern Europe (known as CEE) became a popular target for reloca-
tion. These new production sites often just assume the supplier and customer structures 
of the parent plants. Approximately two thirds of suppliers as well as customers of 
Eastern European Tier 1 suppliers are still situated in Western Europe (Figure 1), [3]. 

However, benefits tend to fall short of predicted cost advantages, due to rising 
wage costs (in particular in industrial regions). The automotive industry in particular 
is thus focusing on the costs of transport logistics arising from intense transportation 
between Eastern and Western Europe. 

The trend towards relocation has shown that the exchange of goods leads to new 
demands and challenges for transportation and logistics [4]. Business networking  
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Fig. 1. Demonstration of supplier and customer structure of suppliers in the CEE region1 

 

strategies and especially cross-company co-operation is one of the key factors to im-
prove in production issues as well as in logistics and hence to survive in competitive 
markets [1], [5]. 

Based on this situation, a new simulation and evaluation model, which supports the 
development and evaluation of new logistics concepts, was developed. It is used for 
the validation and evaluation of cross-company logistics models. Due to the new, 
holistic evaluation approach potentials for optimization in the areas emissions, costs 
and logistical competitiveness are targeted on developing new sustainable and energy-
efficient logistics models. 

2   Cross-Company Logistics Models 

The currently applied logistics processes, especially for the specific needs of individ-
ual enterprises in automotive industry do not appear optimal from a holistic point of 
view2. Deficits might emerge from direct transport running far beyond capacity, use 
of small transport carriers, less-than container load (LCL) with long running times or 
multiple handling steps as well as bad transportation tariffs due to small quantities. 
High stocks and capital tied up are results of this inefficiency. Since many companies 
have a similar source-target-behavior the potential of cross-company bundling to 
optimize transport efficiency is high. 

2.1   Logistics Networks 

There are various approaches for cross-company logistics models that conform to the 
general network model of logistics. These models represent networks transporting 
rights, goods, finance and information where spatial, quantitative, informational and 
temporal differences as well as company boundaries are crossed [6]. Parameters de-
fining the structure of a logistics network are paramount [7]: 

- Number, locations and functions of source points (= loading locations, making 
goods available), 

___________ 
1 EU 15: member countries of the European Union prior to May 2004, EU27: current member 

countries of the European Union. 
2 This is part of the result of a questionnaire of 7 automotive enterprises in the near region of 

Timis in Romania in the course of the research project Trans Austria.  
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- Number, locations and functions of target points (= unloading locations, points of 
reception), 

- Number, locations, functions of connections or nodes between sources and targets. 

The network nodes are called transshipment terminals. This implies that only trans-
shipment but not storage in general (no inventory) is foreseen at these locations. 
Transshipment terminals serve as consolidation terminals where the flows of goods 
are collected and/or as break-bulk terminals where the flows are in turn distributed 
[7]. The basic structure of transportation links can be represented either as direct 
connection ("point-to-point" transport) in its simplest form (single-stage, uninter-
rupted transport chain) or as a multi-stage system with preliminary leg, main leg and 
subsequent leg with transshipment terminals where the network nodes serve as con-
solidation terminals where the flows of goods are collected and/or as break-bulk ter-
minals where the flows are in turn distributed. 
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Fig. 2. Illustration of consolidation by means of transshipment points [8] 

 

The mixture of logistics systems made up from the given basic structures is de-
cided in the logistical network structure. The processes are designed when the logisti-
cal capacities are superimposed on this. The logistical capacity can be subdivided into 
transport capacity, warehousing capacity and information capacity. In addition to the 
basic structure of the systems, the speed of traffic flowing between the individual 
points in the system must be taken into account [9]. The network strategy is also 
based on geo-economic considerations such as the long-term development of cus-
tomer demand or the development of the required delivery time.  
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Summing up, the criteria logistics costs, supply service, adaptability, susceptibility 
to interference, transparency and time for planning and establishment of the system 
are important in the moment of developing and evaluation logistics models [9]. 

2.2   Consolidation of Shipments 

As described in the initial situation, optimization of transports for individual  
businesses does not appear ideal; therefore companies can align with partners to a 
logistical cooperation and bundle transport volumes. Bundling, also referred to as 
consolidation, happens when transport volumes are combined to form larger transport 
batches in order to allow more efficient and more frequent shipping by concentrating 
large flows onto relatively few links between terminals, thus lowering transport unit 
costs and the unit costs of incoming or outgoing goods at their starting or target 
points. The starting points for the scenarios for transport bundling are the individual 
parameters of the logistical network structure. The following forms may thus be used:  

- Source-point bundling often following the principle of the "milk run" (the ship-
ments intended for a particular destination are collected from several places of 
shipment, from neighboring places of shipment or from a shipment region and 
processed together) 

- Target-point bundling, where shipments from one place of shipment intended for 
several destinations or for a delivery region are processed jointly and transported 
together and  

- Transport bundling, where shipments are collected and delivered in one tour 

Further forms of bundling can be inventory bundling or temporal bundling, and vehi-
cle bundling and transshipment point or transit terminal bundling as forms of spatial 
bundling (Figure 2). The number of transports between sources and targets can be 
reduced by the setup of transshipment points from m x n to m + n, m and n being the 
number of source and target points [10], [11]. 

Bundled transport over the long run between 2 transshipment points can raise high 
potentials due to low transport costs and efficient use of transport capacities [12]. 
Logistics performance is improved by the raised frequency of transports. Overall 
every bundling type must meet the requirements of savings through consolidation of 
synergy effects to cover higher transport costs, operation costs of handling points or 
longer distances of time frames in comparison with direct relations. 

The goal to reduce logistics costs while keeping logistics quality at the same level 
or raising the quality (delivery times, adherence to delivery schedule) is the main 
focus when designing the transport network. An iterative method is needed to evalu-
ate the impacts of modifications in logistics models regarding ecology, economy or 
logistic competitiveness.  

Transport bundling or cross-company logistics networks are originally based on the 
idea of good distribution in urban centers. The different approaches can be summed 
up with the term city logistics [13]. Other known developments of transport bundling 
of different suppliers are area contract freight forwarders, bundling and delivering 
goods for one plant conjointly. Collaborative approaches and the logistics models in 
this case are mainly based on the following premises: 
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- Identification of route sections where transport volumes can be handled with effi-
cient transport carriers 

- Availability of adequate partner for transport bundling on route sections (legs) 
- Possibility of individual businesses to efficient usage of carriers 
- Distance from source to target of possible nodes considering impacts of variance 

from ideal path 
- Prioritization from transport volumes given limited capacities of one carrier in the 

main run as a result of different impacts on target categories 
- Possibility to change transport frequency 

 

 
 *similar to Milkrun but without 1:1 exchange of empty Cargo-Carriers 

Fig. 3. Overview of logistics models considered 

3   The Evaluation Model and the Simulation 

The control variables required to achieve the objectives (minimize emissions, reduce 
costs of logistics and increase logistical competitiveness) are the following: 

- Traffic avoidance: organize transport more efficiently (improve vehicle utilization, 
cut down on transport capacity) 

- Bundling of goods flows: consolidate in order to optimize the substitution relation-
ship between transport and inventory costs 

- Switching freight transport to other means of transport: inter-modal transport 

In the long run, it is also necessary to validate the results of the model's conceptual 
design. This should be performed in accordance with the main target dimensions - 
emissions, costs, and competitiveness. 
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It is in particular the intermodality aimed for in the models that plays an important 
role in the evaluation of this target dimension. In this point, only a selection of the 
most harmful emissions - CO2, NOX, and amounts of particulates - is analyzed; they 
are mainly accounted for in the dominant means of transport - road haulage. The 
emission levels are mainly dependent on the journey, i.e., distance covered by the 
predefined journey profile and on the allocated transport resource. Diesel or electrical 
power consumption also plays a decisive role in the output of emissions. 

The cost calculation model is somewhat more extensive and can be subdivided into 
three different categories (Transport costs, transshipment costs, and inventory costs). 
When it comes to transport costs, it is important that the model is based on the actual 
costs incurred, i.e., the overhead costs, road charges, customs clearance, and wage 
costs, and not on the transport tariffs charged by shipping companies. The road 
charges are particularly difficult to determine due to differing systems in the individ-
ual countries, and they play a considerable role in determining the route. 

CTotal = C Transport + C Handling + C Inventory (1)

CTransport = C Transport Truck + C Transport Train + C Transport Plane + C Transport Ship (2)

CHandling = ∑
n

1 i =

Quantities Change of Resource · C Transshipment (Change of Resource) (3)

CInventory = C Capital · C Warehousing (4)

 

The third criterion in evaluating optimization models is logistic competitiveness, 
which is made up of the ability to deliver (a measure of the extent to which the com-
pany can guarantee the logistical service requested by the customer - short delivery 
times compared to the competition are especially important for a high ability to de-
liver) and delivery reliability (delivery reliability rates the service provision of the 
logistics process - it indicates the proportion of the complete and punctual deliveries 
compared to all delivery orders) [14]. 

Against this background, it becomes apparent that the cooperative planning of mul-
timodal transport is affected by a multiplicity of factors. Numerous interdependencies 
between these parameters and the goal criteria such as costs, emissions, or flexibility 
exist. The evaluation model thus has to solve the conflict of goals like the trade-off 
between costs and guaranteeing competitiveness by applying stocks. 

Beyond that, the identified parameters are in reality very often afflicted with uncer-
tainty. These affects frequently influence the quality of material planning decisions 
and transport planning considerably. 

Owing to dynamic interactions and taking stochastic phenomena into account, a 
static estimation of the behavior is difficult or almost impossible. Simulation has 
satisfactorily demonstrated its ability to illustrate and evaluate systems with dynamic 
behavior. 

In order to provide a simulation model for logistics operators, the system-specific 
characteristics in a suitable simulation environment have to be illustrated. To achieve 
flexibility in planning regarding changes of logistics models or changes of the basic 
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conditions, it is useful to provide a generic and easily adaptable model. For this pur-
pose, the models of intermodal transport were illustrated within an application plat-
form for simulation. This simulation environment permits the illustration of various 
technical models in a modeling environment adaptable to the planning domain. Fur-
thermore, the environment permits an automatic derivation of simulation models and 
a return of the results to an economic or ecological level. In this section, the funda-
mental methods of the application platform simulation and the development of a 
simulation model for the planning of multimodal transport are described. 

3.1   Application Platform for Simulation 

Depending on which simulation tool is chosen from the set of tools with different 
universal validities and application references, the simulation expert can access more 
or less preconfigured building blocks. Special simulators contain solutions matched to 
the specific area of the domain of application, thus simplifying handling. The higher 
the degree of universality, the more varied the possibility of creating and depositing 
own functional building blocks becomes; however, the necessity of a simulation-
specified training increases as well. The application environment developed by V-
Research deals with simulation models in production and logistics. 

To execute a conventional simulation study, a substantial amount of time and 
money has to be invested, which still prevents small and medium-sized businesses to 
apply those. To prevent a planner, who is usually well trained in his respective sys-
tems domain, from dealing with the simulation expertise itself, it is helpful to develop 
an instrument that lets him answer upcoming questions without specific simulation 
know-how in an accessible amount of time. Thus, the planner is able to define plan-
ning tasks, generate models, analyze results, and optimize those results by comparing 
different scenarios. 

The core of the platform represent application related and technically oriented 
components that base on the utilization of open industry standards (.Net Framework 
2008) and reliable, well-tested simulation software. The concept embraces the idea 
that each simulation study needs certain key functions and procedures; contains cus-
tomer and project specific characteristics and requirements; should be expandable 
concerning detailing, functionality, and system boundaries; and lets other users (e.g. 
customers) enhance the model. 

The separation between task specific and resource specific components is reflected 
in the structure of the application environment. Task specific components summarize 
all aspects concerning process logic of an application that are illustratable by a (pro-
duction and/or logistic) system. Examples would be the definition of manufacturing 
technologies used for processing orders, process outcomes, product structure etc.; 
logistical sequencing strategies (push, pull, KANBAN, …); organizational classifica-
tions (employees assigned to department and resources, shift schedules, …); as well 
as an architecture for administering simulation runs, result data, and shift schedule 
data. 

These components signify the applied level. The technical level comprises the 
structure of a production and logistics system. The resources (machines, means of  
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transportation, tools, …) are systematically described in predefined components. In 
order to create a complete model, these project specific resources are substantiated 
and incorporated into a basic model. The entire architecture thus differentiates be-
tween technical components, application oriented components, and the actual business 
application. The business application represents the simulation study, which can be 
made up of a number of simulation experiments. The component model is well suited 
for customer specific simulation applications within a short period of time. 

3.2   Simulation Model for the Planning of Multimodal Transport 

By describing the behavior and the possibility of providing process cycle time fluc-
tuations using distribution functions, so-called confidence intervals can be determined 
through a number of replications (simulation runs with independent random variables) 
which allow a prediction to be made as to the bandwidths where the target dimensions 
are likely to be with a given level of probability. 

The basis for the simulation model is formed by individual logistical building 
classes (factory, transshipment centre, etc) that can be combined with one another to 
represent any desired logistics concept (point-to-point transportation, consolidation 
terminals, milk run). These building classes are created in the simulation environment 
Flexsim®. Structural, procedural, and resource-related data are required in order to 
model with the simulation system. By modeling with building classes, it is possible to 
describe both the structure and the behavior of individual resources independently, as 
well as their interaction with other building classes. This inherent knowledge con-
tained in the individual building classes is used and extended by configuring the 
building classes to form an overall model. 

The central technical construct in the domain transport planning is the route, which 
represents a given start-destination-relation, for example between a loader in Eastern 
Europe and a Western European production facility. This route is either being served 
by a direct relation or by intermodal transport, which is usually conducted through 
certain hubs. In any case, the chosen domain model displays the relations from start to 
destination between Eastern and Western production locations. The actual routes 
taken were tracked via GPS and then contributed into the system’s data. The informa-
tion includes not only kilometers driven for the running time calculation, but also 
other data such as altitude profiles. These profiles further refine the simulation model 
leading to consumption and emission data of the transport resources to be imple-
mented in the model. 

The system load of the simulation model is determined by the output of products 
on the loader’s side, which is being processed in form of a tabulated schedule. A pro-
file of each originating plant is defined therein, stating which products are being put 
out in which amount at what time. The running time of the simulation is thus supple-
mented with the corresponding number of product objects that later undergo the de-
fined transport process (stated below). 

Transport resources are active parts when it comes to bridging regional distances 
within the domain model. In the case of the afterwards presented application various 
types of trucks and trains are displayed in the model. Transport resources are matched 
with certain routes and characterized by a number of attributes. Besides loading and  
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unloading times for the transport resource, triggers have to be defined when a trans-
port resource leaves a location (e.g. every Monday 8 a.m.). Furthermore, additional 
data can be added to the model, such as cost, consumption, emissions, or any local- or 
time-specific data. Therefore, the model is formed in a way that specifies consump-
tion data for different types of trucks and diesel locomotives. In case of electrified 
railways, the proportionate emissions for the necessary power are included as ecolo-
gic target factors in the simulation for each country. 

In the domain model, a plant can serve as a starting point or as a destination, or 
even as a hub to add products to or discharge items from the transport. Product ob-
jects are created in the course of simulation, beginning at the starting plant with a 
time-amount-profile, and they are dissolved after reaching the destination. 

The handling point describes a special location along the route, with incoming 
transports being unloaded and leaving transports prepared for the next trigger with 
their inherent loading and idle times (see transport resource).  

In contrast to the handling point, no change of transport resource and no transship-
ping take place at a processing point. This simulation block simply represents a loca-
tion where the transport is halted for a certain handling time, calculated as a stochastic 
variable. This method enables the display and calculation of customs clearance at 
national borders. The handling itself is not directly calculated due to model simplifi-
cation, and it is thus represented by idle time. 

Beside of these simulation blocks, the transport process is an integral part of the 
simulation model. The later presented application includes a process that starts off 
with the production of products at a starting point and ends at the destination point, 
where the products are destroyed. On closer inspection, the transport starts, when a 
specified amount of products is available at a certain location and the starting trigger 
for a certain means of transportation is activated. Consecutively, the transport process 
is being planned according to the route; the products are loaded on the transport re-
source and then transported to the next stop on the route. If the next stop is a plant or 
handling point, the products are unloaded and, if needed, prepared for the next ship-
ment. In case of the next stop being a handling point, the idle time is applied and the 
transport continues. Upon arrival and unloading of the transport, the respective prod-
ucts are destroyed in the simulation environment and the simulation run is ended. 

Throughout this process, the running time and its contributing factors of each proc-
ess entity, such as time needed for loading procedures, handling activities, driving 
times, and emissions depending on the road profile (distance, incline, street condi-
tions), are logged. After the simulation, this logged data supplements the results 
analysis. A historiography of the granulated simulation data in a database enables 
detailed and flexible analyses and a deduction of key performance indicators. The 
(logistic) results drawn from the simulation can consequently be applied to calcula-
tions with data sources concerning emission behavior, for cost analyses, and for com-
parisons whether logistics targets have been met. The model structure simplifies 
changes made to the parameters (e.g. varied transport cycles, use of various traffic 
resources and carriers etc.), and a comparison of the effects on the three target areas 
economy, ecology, and competitiveness is enabled. Based on the opposed target di-
mensions, a decision can only be made through comparing different scenarios and 
considering the pros and cons of all compromises. 
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4   Application of the Modeling Approach to a Romanian 
Automotive Cluster 

In a research project funded by the Federal Ministry for Transport, Innovation and 
Technology (BMVIT) as well as the Austrian Research Promotion Agency (FFG) the 
developed logistics models are demonstrated by means of the region Timis in Roma-
nia. Focusing on 7 automotive companies volumes of outgoing transports were ana-
lyzed. Starting from the current state of individual transports, different scenarios were 
defined. The scenarios are aimed at cost reduction and sustainability in using modes 
of transport for high volumes like rail traffic. 

 

  
Quelle/Senke
Knotenpunkt  

Fig. 4. Scenarios 1 and 2 [15] 

Figure 4 shows 2 defined scenarios of transport bundling for the Timis Region. 
Scenarios 1 using block train with 3 stops and direct relations from the end of the 
train not considering locations in Poland and Italy that cannot profit from consolida-
tion with the block train. Scenario 2 limits the block train to one stop but bundles 
transports further leaving the train to their final destinations. Destinations not consid-
ered in the main leg bundling where consolidated as well. Shifting the main leg to 
railway and optimizing the collection and distribution of goods from and to trans-
shipment points logistics costs could be reduced by 15 % in the given case. The eco-
logical impact in reduction of CO2 emissions by 40 %, cutting fuel consumption in 
half, shows the success in more than one target dimension. The main deficit of the 
models is overcoming the doubled lead time coming from the ceteris paribus inspec-
tion of transports.  

In addition to the simulation and evaluation of scenarios a sensitivity analysis was 
executed to cover the ecological and economical results. Therefore the evaluated 
scenarios indicated were simulated with lower basic loads keeping all other factors 
stable. At a level of 70% of the load, block train concepts as well as the transfer of 
66% of transports to railroad could be maintained. Negative effects of the change in 
basic loads were determined in the capacity utilization of transport capacities and the 
flexibility especially for block trains. Nevertheless the developed transport concepts 
and cross-company models can stand up to the actual transport handling. Economic 
considerations show lower costs of scenarios compared to the actual situation. There-
fore the model indicated shows full functionality even with fluctuation of volumes 
and prices. 
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5   Concluding Remarks 

This paper visualized models to simulate and evaluate potentials of transport bundling 
for cross-company logistics networks to identify those potentials given a specific 
case. The research project Trans Austria demonstrated the similar source-sink-
behavior for companies and thus the potential of cross-company transport bundling. 

The empirical analysis showed the great complexity of the problem that was built 
in a simulation framework and therefore the challenge for possible implementations 
which constitute further research developments. Optimization of the given set of 
problems would be a possible expansion keeping in mind the time and cost needed to 
set up the base and ensuring the transferability of an optimization model. 
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Abstract. Global trends demand the design of adaptable production systems. 
The department of Factory Planning and Factory Management at Chemnitz 
University has proven its extensive competences in this field. On this basis the 
concept of Building Blocks for Adaptable Production Systems was developed. 
It is implemented in the existing Experimental and Digital Factory of the de-
partment. This includes an integrated design of product and production system. 
The approach is modular. In result, planning/visualization modules of the Digi-
tal Factory as well as modules for machining, material flow, information flow 
and energy flow are investigated. Fields of application are shown. 

Keywords: Adaptability, changeability, Digital Factory, Component-based 
Planning. 

1   Introduction 

Such trends as the reduction of product life cycles, individualization of customer de-
mands and globalization lead to increasingly dynamical and incalculable markets. In 
result, the design of adaptable production structures is required from factory planning. 

The department of Factory Planning and Factory Management at the institute of in-
dustrial sciences and factory systems of Chemnitz University of Technology has prov-
en its extensive competence in this field (e.g. Component-based Development [1], 
Component-based Planning [2], PLUG+PRODUCE [3], HIPER [4], Collaborative 
Research Center (CRC) 457 [5], Project Cluster 196 [6]). The results of this research 
are now consistently implemented in the project “Building Blocks for Adaptable  
Factory Systems”. Further basic research and a transfer to industrial practice will be 
realized at selected factory subsystems. The general target is to achieve an adaptability, 
which meets the requirements, by elaborating the so called change drivers universality, 
mobility, scalability, modularity and compatibility. 

Therefore, the mechanisms of the change drivers have to be understood and made 
assessable. Concepts and methods for the design of future adaptable production sys-
tems need to be developed. 

The main component of the building block is an assembly/production plant, which 
will be connected to the logistics system of an already existing Experimental and 
Digital Factory (EDF) through appropriate interfaces. 
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The adaptability of the system shall be supported amongst others by tools of the 
Digital Factory, innovative identification and positioning systems, concepts for the 
supply of material and autonomous control of logistical objects as well as man-machine 
interfaces. 

2   Basics, Problem, Scientific Questions and Need for Research 

2.1   Basics 

The process of adaptation results from the permanently changing production envi-
ronment. From a system theoretical point of view it is mainly driven by the three 
factory properties dynamics, complexity and cross linking, which catalyze adaptation. 
Adaptability can be understood as a meta-property which bundles these three system 
properties [7]. Change drivers are amongst others universality (neutrality of function 
and usage), mobility, scalability (extensibility and reducibility), modularity and com-
patibility (ability for networking, ability to (dis-)integrate) [7-9]. 

Different types and dimensions of adaptability are distinguished; spatial adaptabili-
ty, temporal adaptability, structural adaptability and technical adaptability. 

Adaptability can be also connected in an object oriented way to products and ser-
vices, technologies and processes as well as to production systems (man, technology, 
organization); 

− Adaptability with regard to products/services, which have to be generated 
− Adaptability with regard to functions and processes which can be realized 
− Adaptability with regard to elements and structures of the factory 

2.2   Problem, Scientific Questions and Need for Research 

The research on production plants and factory planning is lead by increasingly urgent 
requirements like flexibility and reactivity or adaptability, agility, handling of com-
plexity as well as orientation on the demands of customers/markets. Decisive driving 
factors for the satisfaction of such requirements are amongst others universality, 
modularity, mobility, compatibility/ability for networking, scalability and availability. 
(see e.g. [3, 10-22]) 

A study about adaptable production systems [9] identified the following demand 
for research and development; 

− Optimization of interfaces(robust, inexpensive and standardized interfaces, plug & 
produce strategies, and methods are needed to reduce complexity.) 

− Harmonization and holistic design of the value chain(methods for identifying the 
need for adaptability in the whole value chain and for the design and continuous 
optimization of adaptability are needed.) 

− Making adaptability assessable(Evaluation models , which enable every enterprise 
to execute a cost-benefit calculation for planned investments in adaptability, are 
needed.) 
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In addition to the expressed need for research, this study led to a publication of the 
Federal Ministry of Education and Research (BMBF) from March 30, 2009 to the 
topic “Safeguarding Competitiveness by adaptable production systems” [23]. 

Building blocks for adaptable production systems are meant to contribute to the 
answering of the scientific questions. 

In order to investigate adaptability, the factory building blocks are so designed that 

− The change drivers universality, mobility, scalability, modularity and compatibility 
as well as 

− The types and dimensions of adaptability can be comprehensibly and systematical-
ly researched, 

− A large scope of adaptable production systems can be provided by freely combin-
ing a selected number of components, 

− Conclusions about the design of factory systems, which meet the requirements and 
the current situation, can be drawn. 

3   Concept Building Blocks for Adaptable Production Systems 

Building blocks for adaptable production systems should make it possible, to investi-
gate almost any factory configuration (e.g. order driven, flexible layouts of machines 
(figure 1) in connection with production and logistics concepts for optimal lot sizes 
such as one-piece-flow) prototypically and emulate them close to reality. Conclusions 
about the behavior of the factory and its components shall be drawn in anticipation of 
an actual realization. Innovative concepts, technologies and solutions shall be eva-
luated with regard to their suitability for industrial practice. New and further devel-
opments of components of factories, such as energy-saving solutions for materials 
handling technology, and their interaction with other components, shall be tested. Last 
but not least the interaction and the behavior of humans in the factory as well as their 
acceptance of technical innovations will be researched. 

In addition to adaptability the following trends and research areas of industrial 
science will be covered with the factory building blocks; 

− Demography, group work and working environment 
− Information and communication, man-machine interfaces 
− Handling and supply concepts 
− Energy efficiency 
− Unity of planning and operation of a factory 
− Digital factory, further development of methods and tools for factory planning. 

According to the approach of the Digital Factory, the research will be carried out on 
one hand virtually at the computer and on the other hand real in a small model facto-
ry. In result, the factory building blocks, which enhance and complete the existing 
Experimental and Digital Factory (EDF), consist of the components Digital Center 
(DC) and Experimental Center (EC). The components can be combined via defined 
interfaces (figure 1). 

The following modules are planned to be integrated in the building blocks (figure 1); 



40 E. Müller 

− Components of the digital center (DC) 
− Modules for planning/visualization (component configurator, visualization (VR, 

interaction)) 
− Components of the experimental center (EC) 

− Machining modules (manufacturing/assembly modules (4+1), test module) 
− Material flow modules (handling module (gantry robot), transport module) 
− Information flow modules (control center, control, interface modules) 
− Energy flow modules (supply, energy management modules) 

Figure 1 illustrates the concept of the integration of building blocks for adaptable 
production systems in the EDF. 

The planning and visualization modules are integrated in the Digital Center (room 
D19). The machining modules as well as the material, information and energy flow 
modules are integrated in the experimental center (rooms D17 and D18). 

 

Fig. 1. Concept of the integration of building blocks for adaptable production systems in the 
EDF 
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3.1   Planning/Visualization Modules 

The planning and visualization modules component configurator and visualization 
base on such concepts as Component-based Development [1], PLUG+PRODUCE [3] 
as well as Component-based Planning [2, 5, 24, 25]. The modules ensure that the 
designed factory can be planned and displayed efficiently, rapidly and in high quality 
on a computer. 

The general idea of the method of Component-based Planning (figure 2) is that ca-
talogues of components are not only provided for the object domain/production 
process (object components) but also for the method domain/ planning process (plan-
ning components). A standardization of the planning process and the production 
process as well as a reduction of the complexity can be achieved by the stringent 
application of the building block principle. Hence, through the use of proven and 
tested components, a rationalization and acceleration of the planning process is tar-
geted, at the same time increasing quality. 

 

Fig. 2. Method of Component-based Planning (Principle) with component management 
processes [5] 

Components of the planning process (planning components) are standardized units 
of the process of transformation of information. These components mainly integrate 
the planning functions, the relevant planning methods and competences as well as 
input and output information. On the contrary components of the production process 
(object components) refer rather to physical objects as well as the necessary compe-
tences. There are predefined procedures for the identification, selection and coupling 
etc. of building blocks. On the base of these procedures generated building blocks can 
be used for the Component-based Planning of production plants. They can be com-
bined to obtain planning processes as well as production processes for production 
plants. The experiences from the application of the building blocks are used to im-
prove the building blocks. That leads to the optimization of the building blocks, which 
at the same time store the acquired knowledge. 

Therefore, not only the particular parts of factory equipment (object components of 
the Component-based Planning), but also the interdependent steps of the planning 
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process (planning components of Component-based Planning) itself are cataloged in 
the component configurator (figure 2). In addition, it must be possible to parameterize 
and modify both types of components in a comprehensive way. Components of lower 
order should be possibly joined to components of higher order. The configuration of 
the planning process should be done graphically. Its implementation should be guided 
by a planning manual. The visualization should provide a realistic mapping of the 
factory in an easy way. In addition to technical considerations, also issues of work 
science (e.g. working environments, interactions of humans) should be addressed. 

3.2   Machining Modules 

Four functionally universal manufacturing and assembly modules are the core of the 
building blocks for production systems. They can be placed arbitrarily in the layout 
and are meant to represent the machining equipment of a factory. Figure 1 illustrates 
one possible layout variant in the EDF. 

That way it becomes possible to produce different products (e.g. variants of a wing 
mirror as an automotive mechatronical product) with different process chains on la-
boratory scale. The vision is to copy the EDF as a factory model (e.g. with LEGO 
building blocks). 

In addition an automatic assembly machine, which has been already installed in the 
EDF (as fifth cell), should be integrated in the overall concept as well as an existing 
test station. The automatic assembly machine illustrates control, disassembly and 
packing processes, while the test station illustrates control and test processes. 

3.3   Material Flow Modules 

Material flow modules have to connect the manufacturing and assembly modules as 
well as already existing components such as the high-rack storage in the material flow 
technical aspect. Therefore, an automatic guided vehicle (AGV) and a gantry robot 
are integrated in the building blocks for adaptable production systems. By means of 
its controlling unit, the AGV can recognize the cells, which can be arbitrarily ar-
ranged in non central configurations, at their position and supply or collect material. 
The gantry robot can handle the material supply of the four cells in a central configu-
ration. It can as well be used for complex storage and commissioning assignments. 
Additional handling equipment supports amongst others the handling to manufactur-
ing and assembly modules as well as the implementation of supply concepts. 

3.4   Information Flow Modules 

The information flow modules ensure the interconnection of the manufactur-
ing/assembly, material and energy flow as well as the planning and visualization 
modules in the information aspect. This includes the architecture of the control center 
module, the installation of additional components as part of the control module as 
well as the incorporation of innovative identification systems (e.g. RFID) in the ma-
chining and material flow modules (amongst others definite identification and routing 
of the load units). 

The adaptability of products, processes and equipment, will be supported amongst 
others by information and data flows for; 
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− Factory planning (CAD (product) <-> process design <-> CAD (equipment)), 
− Automation (CAD (product) <-> process design <-> CAD (equipment) <-> 

NC/PLC/…), 
− Order Processing (CAD (product) <-> ERP <-> NC/PLC/…). 

3.5   Energy Flow Modules 

A supply module, which was designed as an overhead media line, has to assure the 
flexible discharging of energy by the mobile manufacturing and assembly cells. Espe-
cially the media electrical energy and compressed air should be provided area-wide. 

An energy management module provides the elicitation of energy-related informa-
tion from the machining, material flow and energy flow modules. Inversely a well-
directed simulation and regulation of energy-relevant parameters is enabled by the 
energy management module. The energy management control will be incorporated in 
the control module. It will help to investigate the interdependencies between adapta-
bility and energy efficiency as part of the building blocks for adaptable production 
systems. 

4   Fields of Application and Deployment 

The building blocks for adaptable production systems are primarily used for basic 
research about adaptability. At Chemnitz University of Technology the factory build-
ing blocks serve as research environment. 

Secondarily the factory building blocks shall however establish the transfer of re-
sults and technologies to industrial practice at an early stage. Hereby the factory 
building blocks serve as test environment for regional system producers, manufactur-
ers and service providers. 
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Abstract. During practical simulation projects, the required model data must be 
imported from existing data bases. The focus is to keep the amount of effort  
required to a minimum. The main issue is the provision of process data in par-
ticular concerning work operations that require timing and resources to be ac-
counted for. This task is comparatively easy in the field of parts manufacturing 
as the operations are sequential in nature. However, with assembly processes 
requiring interlinked operations, this task turns out to be considerably more 
complex. A detailed discussion of differences between the relevant process data 
and the relevant time data required for simulation is followed by the illustration 
of two examples showing how the interface problem can be solved for the ex-
port of sequential and interlinked process data to a simulation procedure. The 
difficulties which usually arise during such a project and future approaches to 
the problem are also discussed.  

Keywords: Time management, Process data, Simulation, Modelling, Virtual 
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1   Time Management Views on Production Processes 

1.1   The Need for Time Management Data 

The volume of time management data required for the tools used in the virtual plan-
ning of production systems is dependent on the complexity of the respective pro-
duction processes. This data is used to generate planned processes and resources 
which are modelled through simulation procedures as realistically as possible or to 
illustrate them in the form of animations using the tools of the virtual factory concept 
[1]. The requirements for providing the respective time management data increase 
with the complexity of resources to be modelled. If it is only required to simulate 
material movements or mechanical manufacturing processes, it is usually sufficient  
to use kinematically determined time data which can be defined through the use of 
formulae.  



 Challenges for the Provision of Process Data for the Virtual Factory 47 

This method cannot be used if the processes are carried out by people instead of 
machines, due to the fact that the cooperation between machinery and personnel re-
sources must be reflected within the time data [2]. Time data concerning the work 
object are often also required, for example when surfaces need drying time or when 
adhesive needs time to set. 

1.2   The REFA View Concept 

For decades, the concept of different views on production processes has been a well-
known part of the REFA methodology. REFA focuses mainly on the views on the 
person, the means of production and the specific work task or order ([3], pp. 20). 
REFA focuses to a lesser extent on the work object and only very little on work in-
formation ([4], p. 12).  

The process types resulting from the different views and the corresponding types of 
time data must be taken into consideration when virtual factory tools are used to 
model the complex interaction of all resources involved as well as mechanized or 
automated production processes. The REFA view concept states that only some proc-
ess types or types of time data can be used as input data required to simulate and ani-
mate processes ([5], p. 12-98) compared to other types of time data derived from the 
same resource that constitute output data in the form of simulated production process 
results (Fig. 1).  

One typical example can be seen in the transition of a manufacturing order between 
two machines (Fig. 2): when the first work process is completed, the order must first 
wait for transportation to the next step, where it will generally then be placed in the 
queue for the next machine. Although it is possible to determine in advance the  

 

 

Fig. 1. Input and output data of organisation-centred simulation (following [2], p. 14) 
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transportation time to a good level of accuracy with deterministic methods and use the 
data as an input value for the model, the two waiting periods are a result from simula-
tion of the dynamic production process with all its resource limitations. 

Consequently, the common approach to this problem, which consists of the simpli-
fication of material handling processes through the use of global values for the transi-
tion time data (see e.g. [6], p. 319), leads to simulation errors. However, the time 
decomposition described in this article, what REFA refers to as the ‘intermediate 
time’, has not yet become a standard of the REFA methodology ([7], pp. 8). 

 

Fig. 2. Decomposition of intermediate time (acc. to [7], p. 9; following [4], p. 17) 

1.3   Deterministic and Stochastic Modelling of Time Data 

The REFA methodology supports analysis and subsequent modelling of production 
processes under the assumption that the time data are deterministic, and therefore, are 
not subject to any fluctuations. With regards to work processes that must be per-
formed by people, this assumption implies a simplification which can lead to overly 
optimistic results. However, it is known that processes performed by people should be 
assumed to be stochastically distributed. This distribution is generally not symmetric 
with expectation values and measure of statistical dispersion such as in normal distri-
butions and uniform distributions but takes the form of skewed distributions such as 
gamma distributions or beta distributions.  

The assumption that human operation times are stochastically distributed is backed 
by the fact that the time data required for planning are often not available at all, or are 
of poor quality. The assumption of beta distributed operation times ([8], pp. 620; [9], 
pp. 814) linked to the PERT method (Program Evaluation and Review Technique) 
since the beginning of the network technique ([10], pp. 545) provides a solution that 
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is suitable for real life application. Especially projects within the service sector have 
shown that corporate partners involved in joint simulation projects find it relatively 
easy to estimate the parameters required for beta distributions, i.e. the optimal and 
pessimal values, the mean or the mode [11]. 

In manufacturing and logistics required time data often may be represented as sta-
tistical distributions, which simplifies process modelling as it is then not necessary to 
allocate a deterministic time value to every single process of an order. Experience 
shows that industry tends to consider this as a "band-aid solution" and is more in-
clined to change to a deterministically defined order programme. The latter also 
represents the only viable solution if the simulation model is to be examined for valid-
ity through the use of historical data ([12], pp. 111).  

2   Modelling Sequential and Interlinked Production Processes 

2.1   Provision of Time Management Data 

So far this article has been limited to stating the need for time modelling for indi-
vidual operations. It is also necessary to model the logical sequential interdependen-
cies between operations within a work order. This does not only raise the question of 
how these relationships between different operations are to be modelled, but also of 
how the resulting abundance of data can be imported from existing databases with 
minimum effort. 

This problem is discussed below and is illustrated by the example of incorporating 
sequential and interlinked processes from existing data bases into a simulation proce-
dure. As the target system, the FEMOS simulation procedure developed by the Insti-
tute of Human and Industrial Engineering (ifab) of Karlsruhe Institute of Technology 
(formerly University of Karlsruhe) is used (see [13]; alternatively see OSim [14]). 
This procedure resorts to the traditional graph-based modelling of processes. The 
import of time management data from existing data bases is illustrated using the ex-
ample of completed projects. In the case described, the data had to be imported in 
order to handle the abundance of data within the specified project timelines.  

2.2   The Export of Sequential Process Data to the FEMOS Simulation Procedure 

The example discussed in this chapter describes the export of sequential process data 
from a company’s proprietary enterprise resource management system (ERP) to the 
FEMOS simulation procedure (see also [15]). In practical projects of today, the prob-
lem is on how to create an interface between two data bases while keeping the re-
quired effort to a minimum (following [16], p. 54). The challenge involves importing 
existing data from a production planning and control system (PPC) or from a more 
comprehensive ERP system, to a simulation procedure in very little time. 

Applications from the virtual factory concept tend to be based on high-perform-
ance, decentralised applications combined with centralised data management. This 
approach reduces both the effort and the time required while avoiding the risk of 
information loss. However if there is no centralised data management, then there must 
be an interface between the different data bases. In order to facilitate this, some manu-
facturers have included an export data option. Siemens PLM Software simulation 
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tools, for example, offer interfaces in the form of text files, object files, excel sheets 
and data base interfaces as well as XML format interfaces that allow the import of 
data ([17], pp. 259). 

However, for the project discussed in this article this was not an option. The pro-
ject was initiated when the production of precision parts had to be relocated to a new 
building. In order for production logistical, staff-related and economic targets to be 
met, production had to be restructured. One of the main objectives included a reduc-
tion of the machinery by approximately one third and a significant production area 
reduction of approximately 50 % while retaining the permanent staff. Other objectives 
involved an increase in flexibility due to the expected batch size reduction and a ma-
jor reduction in manufacturing order lead times.  

Manufacturing was subdivided into sequential machining steps performed by cut-
ting processes such as turning, drilling, and grinding. Additional steps consisted of 
special machining processes, and the cleaning of the manufactured parts. The com-
plete machining cycle consisted of between 5 and more than 30 individual steps.  
Fig. 3 shows the production of two sample parts, including the machining steps, in the 
form of nodes of a sequential graph.  

 

Fig. 3. Operation sequence for manufacturing a precision part in FEMOS 

The layout of the operating equipment was previously based on technology re-
quirements instead of being targeted towards the process, i.e. the machining steps. 
Only rarely was it possible to machine a complete order at the same machining centre 
– an option which was meant to be utilised more following restructuring, i.e. after the 
reduction in production area and the intended reduction in lead times. 

As it was not possible to predict the target achievement rate of possible restructur-
ing measures by using conventional planning methods, a simulation project was initi-
ated to evaluate potential planning solutions. The evaluation should be based on the 
assumption of a new production programme stretching over several months. It soon 
became obvious that the manual entry of required model data would take longer than 
the intended duration of the project, meaning that an IT solution was required for data 
import.  

The FEMOS simulation procedure was used for the project. In addition to the 
evaluation of planning solutions through the use of common production logistics 
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indicators such as lead time and service ability, FEMOS offers other evaluation  
options. For example, staff-related indicators such as work load, and economic indi-
cators such as personnel costs, manufacturing costs and net present value can be  
determined from the results of a simulation study. 

The requirement that entries of the order-specific data needed to be highly detailed 
added complexity to the project. When the simulation model was validated against a 
real order programme from the existing production system, it became evident that the 
lower level of detail of the data caused excessive deviations between the simulation 
results and the actual situation. The reason for this was that during the specific period 
that was looked at, orders were often temporarily discontinued for order sequencing 
reasons because high-priority rush orders had to be completed first.  

The existing FEMOS text interface was used to export data from the company’s 
ERP system (Fig. 4). This interface was particularly suitable due to its ability to be 
easily adapted to the ERP system data format. Therefore, it was possible to link the 
ERP system and the simulation system within a week. 

 

Fig. 4. Concept for exporting sequential orders from the ERP system into the FEMOS simulator 
(fictive data) 

With the exception of some inconsistencies within the existing data, the export of 
the machining sequences was shown to be relatively easy, which resulted, in part, 
from the fact there were no fork nodes or join nodes to be modelled by the net graph. 
The following example describes such a case from a different project.  

2.3   Export of Interlinked Process Data to the FEMOS Simulation Procedure  

Problem Statement. The second project involved an order sequence simulation for 
an extensive production programme of one-of-a-kind products (for the operations 
research solution for this problem refer to [18]). The process data was available in the 
form of net graphs from the MS-Project 2003 procedure. The production programme 
encompassed a total of 41 products and approximately 4,500 operations. The produc-
tion system consisted of 30 different types of operating equipment with a total of 41 
machines and manual work stations. The initial solution provided a makespan for the 
whole production programme of approximately 1 year. The simulation-based  
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improvement of the sequence finally led to a makespan of approximately 8 months. 
For reasons of confidentiality, the details of this production programme cannot be 
disclosed. 

The intention was to achieve an automated export of net graphs from MS-Project 
to the FEMOS simulation procedure in order to reduce the modelling effort required. 
This data then needed to be completed with the project data that was either not mod-
elled in MS-Project, or that was not contained in the MS-Project representation. Fur-
thermore, the basic data regarding personnel and operating equipment also needed to 
be exported. Finally, the graphs had to be verified as the data basis could not be con-
sidered error-free according to the FEMOS modelling requirements.  

 

 

Fig. 5. Interface for exporting process data from MS-Project to FEMOS 

Following this approach, the interface problem was subdivided into the three sub-
aspects extraction of data from MS-Project, interface algorithm programming, and 
data import into FEMOS (Fig. 5). Three possible solutions were highlighted for the 
implementation of the required algorithm: 

- Implementation using a stand-alone programme which reads the data in the MS-
Project MPP file format, converts the data and then exports the data in the FEMOS 
FSM file format. 

- Implementation of an import filter for FEMOS which creates the database for the 
simulation procedure from the MPP file format. 

- Use of an add-in programme for MS-Project which exports the data in the FSM file 
format. 
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Given that the MS-Project file format is a proprietary binary file format that has yet 
to be disclosed, the implementation of the two scenarios using this format for the 
exchange of data would require considerable effort and the use of complex reverse 
engineering techniques. Consequently, an add-in programme for MS-Project was 
chosen, the so-called PROFEM converter. The original data is accessed via the com-
ponent object model interface (COM) of MS-Project, which means that the MPP file 
format can be evaded. 

Extraction and Completion of the Basic Data. The different approaches by MS-
Project and FEMOS for the modelling of a work system had to be considered for the 
extraction of the process and resource data. MS-Project follows a strictly resource-
oriented approach which means that every operation is allocated to the resource 
earmarked for it. Depending on the respective bottleneck, that resource could be 
either operating equipment or the personnel required to perform the operation. 
FEMOS in turn, breaks down the work system to be simulated into the element 
categories "operation", "personnel type" and "workplace type" which are interlinked 
via matrices. The relations between the element categories, i.e. "ability", "responsibil-
ity" and "feasibility" are modelled within these matrices (Fig. 6). 

 

 

Fig. 6. Concept for modelling qualifications and its representation in FEMOS 

In order to use the more generic approach of the FEMOS simulation procedure, the 
"resources" from MS-Project were integrated into the FEMOS personnel list and 
workplace list. The element categories were assigned to one another via a 0-1 alloca-
tion within the matrices. Subsequent examinations of the dynamic behaviour of the 
work system considering multiple qualifications or backup machines could only be 
performed through manual remodelling in FEMOS. Due to the missing subdivision in 
MS-Project, the time data of each operation had to be allocated to both the relevant 
operator (as order time) and to the operating equipment (as occupation time) in 
FEMOS, and had to be subsequently modified as required.  

Remodelling and Verification of the Net Graphs. Also, the basic data of the orders 
that had to be simulated was derived from the MS-Project database and was modelled 
in FEMOS. This aspect of the interface problem involved the export of the net graphs 
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of the individual production orders modelled as Gantt charts in MS-Project. Due to 
the FEMOS modelling approach it was required to arrange and link the individual 
operations in a planar way, i.e. two-dimensionally and without intersections. The 
operations were arranged through the use of a breadth-first-search algorithm [19] that 
runs through the graph breadthways. The nodes found are added to a two-dimensional 
grid, and nodes that have already been placed are moved around to comply with the 
requirement of having a non-intersecting graph. 

The data base was insufficient to ensure that all net graphs would allow for planar 
arrangement and would be error-free in accordance with the FEMOS modelling ap-
proach. Therefore, the model was subjected to a verification process which identified 
typical modelling errors and eliminated them by inserting additional dummy opera-
tions. The verification process also identified and highlighted graphs that were unsuit-
able for planar arrangement. These graphs were either remodelled manually or were 
modified in the MS-Project database in such a way that it would be possible for them 
to become planar through the use of the respective algorithm. 

Efficiency of the Export Procedure. The above-described software-based solution to 
the interface problem reduced the modelling effort considerably. The exemplarily 
performed manual modelling of parts of the production programme showed that 
without the interface, the complexity of the sequencing problem with all its 
operations, operating equipment, work stations and individual products would have 
required modelling times that would have been unacceptable for the project and 
would have required a qualified employee fulltime.  

The add-in programme for MS-Project reduced the time needed to create the re-
quired model data to just a few minutes. Only minor specific interference with the 
modelling process was required in the form of manual modifications of the output 
data. The reduction in modelling effort was the decisive factor that enabled the im-
plementation of a comprehensive design of simulation experiments against different 
scenarios within the specified project duration. 

Consistency of the Process Data. During the conception and implementation of the 
interface programme, several core challenges relating to automated modelling from an 
MS-Project database were identified. The most important aspect was data 
inconsistency in MS-Project. The lack of restrictions for a user who enters data into 
the programme often poses an obstacle to the automated export of data.  

Simple deficiencies such as typing errors can inadvertently lead to the creation of 
an additional operating resource requiring manual elimination from the database that 
would be time-consuming. Also, non-standardised designations in MS-Project made 
by different users can lead to the incorrect modelling of the work system. Therefore, it 
is indispensable to work according to a standardised and error-free designation system 
when entering and maintaining the original data and to thoroughly check the data 
prior to its export.  

3   The Need for Further Developments 

The interface programmes developed here for specific applications represent indi-
vidual solutions that are targeted towards specific data sources and to the FEMOS  
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Fig. 7. Concept for a standardized interface for exporting process data into simulation procedures 

simulation procedure as the target system. Therefore, no conclusions can be drawn 
concerning their portability to other applications. However, it can be stated that the 
modelling work required for complex problems is unacceptable without such an inter-
face, specifically if actual production programmes are to be simulated.  

The common approach of resorting to stochastically distributed times and arrival 
intervals for comprehensive process data, and of generating orders of a production 
programme stochastically even if they have a network-like structure (see e.g. [20], pp. 
67; [21], pp. 185; [22], pp. 531) is not always an appropriate solution, as can be seen 
from the example of sequencing for one-of-a-kind products. Furthermore, partners 
from industry often refuse to accept such an approach because they prefer to see the 
effects that structuring measures have on actual orders. 

The existing problem of importing process data from ERP and PPC systems will 
continue to exist in the future and will require the creation of individual solutions for 
interface programmes. As a future solution, the definition of standard interfaces is 
requested to allow for the provision of at least a basic pool of process data for simula-
tion applications through the use of IT (Fig. 7). The interoperability of applications is 
supported by the fact that the modelling principles of both application areas are often 
based on net graphs. Data interfaces like STEP (Standard for Exchange of Product 
Model Data; [23] [24]) show that such a solution is feasible in principle. There can be 
no doubt about the fact that this would increase the use of simulation procedures and 
would include a huge savings potential for project implementation.  
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Abstract. The paper presents the application of varies OR techniques to the re-
design of the distribution systems. Two real-world case studies are considered. 
In the first case study the optimization (mathematical programming) approach 
is discussed. In the second case study heuristic design of different variants of 
the distribution system supported by object oriented simulation combined with 
their multiple criteria evaluation is carried out. The following OR techniques 
and tools are applied: single and bi-criterion mathematical programming, object 
oriented simulation, multiple criteria ranking methods. The results of computa-
tional experiments are presented. 

Keywords: multiple criteria decision making/aiding, distribution systems,  
redesign. 

1   Introduction 

Operations Research (OR), also called Management Science (MS) is a quantitatively 
oriented field focused on: analyzing, mathematical modelling and solving various 
categories of decision problems that arise in organizations, processes and systems [1]. 
As its name implies OR involves “research on operations”. Thus, it is applied in many 
situations in which the decision maker (DM) faces a complex decision problem that 
involves planning, control and/ or coordination of various operations (activities) 
within a certain organization, process and/ or system. OR can be classified as an  
interdisciplinary field of knowledge located at the boundaries of such areas as: mathe-
matics, probability theory and statistics, computer science, economics and manage-
ment, engineering and physical sciences, behavioural sciences. The major features of 
OR are as follows [1]: 

− It uses scientific methods and rigid, systematic way of thinking to investigate the 
problem of concern; 

− It looks at the problem at stake from a broad perspective; it applies system  
approach to problem analysis and solution; thus, OR searches for solutions that  
attempt to resolve conflicts between different components of the organization / sys-
tem and satisfy its overall objectives; 

− It attempts to find the best/optimal solution for the problem under consideration; 
instead of improving the status quo OR is focused on identifying the best possible 
course of action; 

− It requires a variety of skills and competences and thus a team approach to carry 
out a complete study of a certain decision problem. 
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The beginnings of OR are associated with the analysis of military operations during 
World War II. The first British and US OR teams applied different scientific, analytical 
tools and methods to optimally allocate scarce resources to various military operations 
(activities). Thanks to their efforts many tactical and strategic military problems have 
been solved and complex military operations have been rationally planned. Some of 
their successes include: developing effective methods of using radar, improvement of 
convoy management and optimization of antisubmarine operations.  

Operations Research is a field that developed a spectrum of quantitative methods 
that support optimal decision making. The following techniques belong to traditional 
OR techniques [1]: linear and non-linear programming, integer programming, trans-
portation and assignment methods, network algorithms (shortest path and critical path 
methods; maximum flow and minimum spanning tree algorithms), dynamic pro-
gramming, game theory algorithms, decision analysis methods (decision trees and 
decision tables), Markov chains and Markov decision processes, queuing theory 
methods, inventory control methods and simulation algorithms.     

Operations Research also created background for the development of the 
neighbouring fields, such as: probability theory and statistics, multiple criteria deci-
sion making/ aiding, artificial intelligence, data mining, machine learning and many 
others. In this study the interface between traditional OR techniques and multiple 
criteria decision making/ aiding (MCDM/A) methods is presented.  

MCDM/A is a field which aims at giving the decision maker (DM) some tools in 
order to enable him/her to solve a complex decision problem where several points of 
view must be taken into account. MCDM/A concentrates on suggesting “compromise 
solutions”, taking into consideration the trade-offs between criteria and the DM’s 
preferences [2]. The decision processes based on multiple criteria analysis involve the 
following parties: the decision maker (DM), stakeholders and analyst. MCDM/A 
methods are computer based tools that assist DMs in solving multiple criteria decision 
problems. Those problems are the situations in which having defined a set of actions 
(decisions, alternatives) A and a consistent family of criteria F the DM tends to:  
define a subset of actions (decisions, alternatives) being the best on F (choice prob-
lematic), divide the set of actions (decisions, alternatives) into subsets according to 
certain norms (sorting problematic), rank the set of actions (decision, alternatives) 
from the best to the worst (ranking problematic). The classification of MCDM/A 
methods corresponds to the above classification of multiple criteria decision prob-
lems. Thus, one can distinguish MCDM/A choice (optimization) methods, MCDM/A 
sorting methods and MCDM/A ranking methods. Many MCDM/A specialists suggest 
also the division of MCDM/A methods based on their approach to aggregating global 
preferences of the DM [17]. Based on that division criterion one can distinguish two 
major streams of methods i.e.: the American school based on multiatribute utility 
theory and the European school based on the outranking relation. Well-known repre-
sentatives of those streams are: AHP [3] and UTA [4] methods versus ELECTRE 
[2][5], Oreste [6] and PROMETHEE [7] methods, respectively.  

The paper presents the application of OR techniques to the redesign of a certain dis-
tribution system. The distribution system is defined [8] as a set of such components as: 
infrastructure (roads, warehouses), human resources, fleet, business processes and 
organizational rules which are responsible for planning, implementing and controlling 
the physical flows of products from points of origin to points of destination. Those 
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components should match together to assure the efficiency and effectiveness of the 
whole distribution system. That is why its design and redesign is a very complex task 
[9][10]. The redesign process is connected with significant changes in the structure of 
the distribution system [11] i.e. changes in the location of warehouses, reassignment of 
tasks and redistribution of inventory between warehouses, reassignment of roles and 
responsibilities among supply chain points, changes in a transportation network etc. 

Based on the classical division of the decision problems [2][5] one can perceive the 
redesign of the distribution system as a choice (mathematical programming) problem 
or as a ranking problem. In the first case the decision maker (DM) is looking for the 
optimal structure (design) of the system and the decision problem is formulated as an 
optimization problem. In the second case different development scenarios (alternative 
solutions) are designed, evaluated and ranked from the best to the worst. In the design 
phase, different solutions concerning transportation, organizational rules, material and 
information flow, human resources, infrastructure etc. are proposed by the experts. In 
the evaluation phase the selection of the best candidate (distribution system) is carried 
out.  Both of the above approaches are presented in this study. 

2   Methodological Background 

In general, practically oriented OR studies usually involve the following phases [1]: 

− Definition and thorough recognition of the problem of interest combined with its 
precise, verbal description; 

− Formulation of the mathematical model representing the  problem and collection of 
the relevant data required to run the model; 

− Selection / customization and/or development of computer-based procedures capa-
ble to generate solutions to the problem considered; 

− Testing and adjusting the model, often called model validation; running a series of 
computational experiments to generate different samples of solutions; 

− Implementation of the selected, most desired (optimal) solution. 

This scheme has been applied in the below characterized case studies. Due to specific 
character of the decision problems considered in particular case studies the above 
mentioned generic phases of OR – oriented projects have been customized. In both 
cases the decision problems have been recognized and verbally described. Different 
decision models have been formulated to represent decision situations in case studies 
1 and 2, respectively. In case study 1 the decision problem has been formulated as a 
single and bi – criterion mathematical programming problem. It involved the defini-
tion of the decision variables and parameters, objective function(s) and constraints. In 
case study 2 a combination of two OR approaches has been utilized. The first model 
of the object oriented simulation has been applied to generate different variants of the 
distribution system, while the second one – of the multiple criteria ranking problem 
has been used to evaluate and rank the considered distribution systems. In both case 
studies appropriate computer – based procedures have been utilized to solve the re-
spective decision problems. In case study 1, computer implementations of simplex [1] 
and gradient methods [1] have been utilized to solve single criterion, linear and non-
linear formulations of the decision problem, respectively.  To this end a commercial 
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solver MS Excel Solver – Premium Solver Plus by Frontline Systems has been ap-
plied. In case study 2, stochastic simulation procedures implemented in the computer 
package ExtendSim have been applied to observe the operations of different variants 
of the distribution system. Those variants have been evaluated and ranked with the 
application of the multiple criteria ranking method – ELECTRE III and AHP (Ana-
lytical Hierarchy Process). 

3   Case Studies 

Case study 1 – Single and bi – criterion optimization of the distribution system. 
Application of mathematical programming [12]. The first case study focuses on the 
redesign of the distribution system for an international company based in Warsaw, 
Poland. The primary concern of the project is to define the number and the location of 
the warehouses as well as the service area of each warehouse. The considered distri-
bution system is managed by the manufacturer of cosmetics, detergents and washing 
articles. The annual turnover of the company is roughly 100 million Euro (400 million 
Polish zloty – PLN). 85% of the turnover is generated at the Polish local market and 
the remaining 15% is an export to Eastern European countries. At the Polish market 
the company’s products are mainly sold to wholesalers (60% of sales) and the chains 
of large retailers (hipermarkets, supermarkets) – 20% of sales. The company is con-
cerned about its costs, including distribution costs, which amount to 6.5% of sales. Its 
major focus, however, is the enhancement of the customer service level. The company 
would like to increase the market share and make the company’s products available at 
each retail shop. In the opinion of the company’s top management this goal can be 
obtained through the redesign of the distribution system, which should be more reli-
able and more flexible. The target for the distribution system is to fulfill each cus-
tomer’s order and deliver the required products within 24 hours. Delivery time should 
be further decreased in the next years. This should satisfy customers’ expectations and 
requirements and make the company’s slogan: “Our products in each Polish home”, 
rational. 

The existing distribution system is based on two production plants and two ware-
houses located in cities A and B, next to the production facilities. Due to the fact that 
the production profile and the product portfolio are different in the production plants 
in A and B trunking between warehouses is required. It amounts to 45% of the total 
number of tkm covered by the distribution system. Each warehouse has a certain area 
to cover, which corresponds to a concrete number of customers served. The total 
number of customers is about 400. The products are delivered by 24 tractor – semi 
trailer units with a capacity of 33 Europallets each. 

As far as delivery time is concerned, the existing distribution system guarantees a 
48 hour deliveries in the majority of cases and 72 hour deliveries to the most distant 
customers. The customer service level (defined as a product availability percentage) is 
95%. Customers are not satisfied with timeliness and frequency of deliveries. Thus, 
the first objective of the project is to minimize the total distribution costs, including 
the warehousing, transportation and capital in stock costs. The second objective is to 
minimize the delivery time, which may be reduced by many actions influencing dif-
ferent stages of the order fulfillment process. The actions considered in this study may 
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influence riding time. Thus, the minimization of the riding time is the second objec-
tive of the study. 

The decision problem is formulated in terms of multiple objective mathematical 
programming with binary and continuous variables. 

Data. The following data is used in the model: 

I - the number of potential locations of warehouses, 
J - the number of regions that have to be assigned to the warehouses, 
DAj - annual demand of region j for products of production plant A in [pallets], 

j = 1,...,J, 
DBj - annual demand of region j for products of production plant B in [pallets], 

j = 1,...,J, 
TCij - average transportation cost from warehouse at location i to region j in 

[PLN/pallet], i = 1,...,I,  j = 1,...,J, 
TCAj - average transportation cost from production plant A to warehouse at loca-

tion i in [PLN/pallet], i = 1,...,I, 
TCBj - average transportation cost from production plant B to warehouse at loca-

tion i in [PLN/pallet], i = 1,...,I, 
TTij - average travel time from warehouse at location i to the first customer in re-

gion j in [min], i = 1,...,I,  j = 1,...,J, 
PHCi – cost of pallet handling in warehouse at location i, i = 1,...,I, 
CRT - current average pallet rotation time in [days], i.e. the average number of 

days that a pallet spends in the current distribution system, 
CCA - average daily cost of capital in stock per pallet produced in production plant 

A in [PLN/day], 
CCB - average daily cost of capital in stock per pallet produced in production plant 

B in [PLN/day], 
MCCi - minimum annual cost of capital in stock in warehouse at location i related 

to the safety stock of pallets, 
ML - maximum load of vehicles used for transportation from production plants to 

warehouse, 
DY - average number of working days in a year. 

Decision variables. Two groups of decision variables are considered: 

yi ∈ {0, 1}, i = 1,...,I, equals to one if warehouse at location i is included in the 
plan, and 0 otherwise. 

xij ∈ {0, 1}, i = 1,...,I, j = 1,...,J, equals to one if region j is assigned to warehouse 
at location i, and 0 otherwise. 

Constraints. The first group of constraints assures that regions are assigned only to 
warehouses included in the plan: 

iij yx ≤ ,  i = 1,...,I, j = 1,...,J.  (1)

The second group of constraints assures that each region is assigned to exactly one 
warehouse: 
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Some additional constraints added to the model in order to obtain a linear model are 
described below.  

Objective functions. Two objectives are considered in the model: 

− TDC - total annual cost of distribution, 
− MRT - maximum riding time to the first customer on a route. 

Both objectives are minimized. 
The first objective is defined in the following way: 

TDC = TTC + TPHC + TCC,. (3)

where: TTC denotes total annual transportation cost, TPHC denotes total annual cost 
of pallets handling in the warehouses, and TCC denotes total annual cost of capital in 
stock. 

Total annual transportation cost takes into account transportation from production 
plants to warehouses and transportation from warehouses to the customers in the 
regions. It is defined in the following way: 
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Total annual cost of pallets handling in the warehouses is defined in the following 
way: 
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Total annual cost of capital in stock is defined in the following way: 
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where: DHAi and DHBi is an average headway of deliveries for production plants A 
and B, respectively, defined in the following way: 
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Total annual cost of capital in stock is not linear as it uses operator max. In order to 
obtain linear model we add I continuos variables cci interpreted as cost of capital in 
stock in warehouse at location i. Furthermore, we add two groups of constraints: 

ii MCCcc ≥ ,  i = 1,...,I, . (9)
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Total annual cost of capital in stock is defined as: 
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Maximum riding time to the first customer on a route is defined in the following way: 

{ }ijijTTxMRT max= .  (12)

Again, this objective is not linear. In order to obtain linear model we add a continuos 
variable mrt and the following group of constraints: 

ijijTTxmrt ≥ ,  i = 1,...,I, j = 1,...,J.  (13)

Maximum riding time to the first customer on a route is then equal to a new variable: 

MRT = mrt.  (14)

Finally, we obtain a mixed binary bi-objective mathematical programming problem 
with I × J + J binary variables and I + 1 continuous variables defined in the following 
way: 

minimize: ∑
=
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i
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minimize: MRT = mrt 
subject to: 
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xij ∈ {0, 1}, i = 1,...,I, j = 1,...,J 

 

 

(15) 

In the analyzed case J = 39, I = 49, thus the problem has 1900 binary variables and 50 
continuous variables. 

Case study II – heuristic redesign of the distribution system supported by object 
oriented simulation and multiple criteria evaluation of the variants of the distri-
bution system [14][15]. The problem considered in case study II focuses on the de-
sign and evaluation of alternative logistic solutions for the distribution system, which 
consists of 24 warehouses/ distribution centers (DCs) uniformly spread all over Po-
land. The system is owned and operated by a medium sized trade-distribution com-
pany generating an annual turnover of 55 mln Euro (210 mln PLN). The company, 
with a market share of 11% and the overall labor size of 160 employees belongs to 
major players at the Polish electrotechnical market. The analyzed distribution system 
can be divided into 5 echelons (Figure 1): a suppliers’ level (SL) – 75 manufacturers 
and distributers, a central level (CL) – 1 central warehouse (CW), a regional level 
(RL) – 12 DCs, a local level (LL) – 11 DCs and a customers’ level (CuL) – 400 cus-
tomers. It distributes and delivers for sales a full range of electrotechnical products 
from fuses and bulbs to pylons, and from sockets and switches to electrical wires, 
with a total number of 38,5 thousand units, divided into 56 groups. The DCs are dif-
ferentiated by their locations and areas to serve, building structures and equipment, 
warehousing capacity, inventory portfolio, crew size, etc. All the goods (products, 
materials) are moved in the distribution system by road transportation, which is par-
tially outsourced and partially carried out as in-company activity by a fleet of 55 ve-
hicles including 38 vans and trucks.  

From the OR perspective the analysis of case study II can be split into two major 
phases. In phase I the variants – development scenarios of the distribution system are 
designed / constructed and in phase II they are evaluated and ranked from the best to 
the worst. 

In phase I, based on the comprehensive diagnosis (SWOT analysis) of the above 
described existing distribution system (variant 1-AI) its strengths and weaknesses 
have been recognized. To reduce disadvantages of the distribution system its redesign 
has been proposed. The system is restructured heuristically, with the application of 
common sense and expert knowledge. In the redesign process major objectives of the 



 Application of Operations Research Techniques 65 

 

management team of the trade-distribution company, including: improvement of the 
customer service (minimizing delivery time) and enhancement of efficiency (maxi-
mizing rotation level of inventories and fleet, infrastructure utilization) are taken into 
account. The restructuring of the distribution system consists in the introduction of its 
certain improvements and changes, including: redefinition of the location and number 
of the DCs, reassignment of their customers and service areas, enhancement of the 
logistic infrastructure and equipment used in the DCs, redesign of the warehousing 
space and changes in warehousing capacities, changes in the organization of the 
transportation system, redefinition of the fleet composition, reshaping of the inventory 
portfolio and balancing the inventory levels, reconstruction and improvement of the 
information and material flows, reassignment of tasks and responsibilities in the dis-
tribution system, redefinition of duties for the employees, rationalization of the crew 
size. As a result of the proposed changes 6 alternative variants - development scenar-
ios of the distribution system (variant 2 - AII, variant 3 - AIII, variant 4 - AIV, variant 
5 - AV, variant 6 - AVI, variant 7 - AVII) have been constructed. The heuristic con-
struction of variants is supported by object-oriented simulation carried in the com-
puter-based tool ExtendSim. The operations of the designed variants are simulated 
and certain parameters characterizing them are generated. The structure of the simula-
tion model is presented in Figure 1. The model reflects the 5 echelon structure of the 
distribution system, with five levels: SL, CL, RL, LL and CuL, four of which include the 

hierarchical objects denominated by LL
i

RL
i

CL
i

SL
i GGGG ,,, . These objects are responsi-

ble for the generation of information characterizing the structure and the course of actions 
of the ordering process at particular levels. They are linked with another set of hierarchical 

objects LL
N

RL
N

CL
N

SL
N NNNN ,,, , CuL

NN , representing suppliers (SL), distribution centres 

(CL, RL and LL) and final customers CuL
NN , respectively. They are supplied with the 

information regarding the content and characteristics of the orders, e.g.: number of pallets 
ordered, type of the products ordered, name of the customer, distance between supplier / 
distribution centre and the customer. The physical flow of products is represented by the 

hierarchical objects denominated by LL
k

RL
k

CL
k

SL
k GGGG ,,, . The arrows present the 

connections between suppliers, distribution centers and customers. This generic structure 
of the simulation model is customized to specific features of variants AII, AIII, AIV, AV, A 

VI and A VII.  The designed and simulated variants represent different level of changes 
from superficial and evolutionary to very comprehensive and radical. They differ for 
example by the following features:  

− number of echelons (SL, CL, RL, LL and CuL) ranging from 3 to 5,  
− total number of warehouses in the distribution system ranging from 1 (supported 

by 49 retail shops) to 32; different locations of the warehouses; 
− number of warehouses at the central level ranging from 1 to 4;  
− share of the company owned and managed warehouses ranging from 0% (complete 

outsourcing) to 100% (full ownership); 
− share of transportation activities carried out at different echelons of the distribution 

system by the company, ranging from 0% to 100%; 
− number of  employees ranging from 120 to 250. 
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Fig. 1. The generic structure of the simulation model for the distribution system 

As a result the variants of the distribution system are characterized by different 
measures of performance/ evaluation criteria that represent the interests of different 
stakeholders, including: owners/managers of the distribution system, final customers, 
haulers, employees involved in the distribution process.  

In phase II, the evaluation process of the proposed variants is carried out. It is 
based on the application of MCDM/A methodology. Two MCDM/A methods: 
ELECTRE III [2][13] and Analytic Hierarchy Process - AHP [3] are used to rank the 
variants. Phase II involves the definition of criteria, construction of the evaluation 
matrix,  definition of the DM’s preferences and computational experiments resulting 
in the generation of final rankings.  

In the analyzed case the following evaluation criteria, constituting a so called con-
sistent family of criteria [2][13], are taken into account:  

− C1 – average delivery time [days], minimized criterion; 
− C2 – dispersion of warehouses [%], maximized criterion;  
− C3 – share of distribution costs in the total sales [%], minimized criterion;  
− C4 – average rotation level of inventories in a distribution system [days], mini-

mized criterion; 
− C5 – difference between the levels of investments and divestments [PLNx1000], 

minimized criterion;  
− C6 – the company’s ability to accept changes [%], maximized criterion; 
− C7 – turnover per employee [PLNx1000], maximized criterion; 
− C8 – MIRR (Modified Internal Rate of Return) [%], maximized criterion; 
− C9 – NPV (Net Present Value) [PLNx1000], maximized criterion; 
− C10 – market share [%], maximized criterion. 

The evaluations of alternatives on all criteria are presented in the matrix of perform-
ances (see Table 1). 
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Table 1. Matrix of performances for alternative distribution systems 

Criteria 
Alternative 
distribution 

systems 

C1 

[ds] 
C2 

[%] 
C3 

[%] 
C4 

[ds] 
C5 

[PLN 
x 103] 

C6 

[%] 
C7 

[PLN 
x 103] 

C8 

[%] 
C9 

[PLN 
x 103] 

C10 

[%] 

AI 

AII 

AIII 

AIV 

AV 

AVI 

AVII 

4 
2 
3 
2 
4 
3 
1 

33 
33 
27 
33 
33 
50 
60 

4.7 
5.5 
4.3 
5.2 
4.9 
4.4 
4.6 

32 
43 
31 
45 
46 
28 
33 

0 
4855 
-50 

2610 
10475 
10320 
-385 

52.7 
60.1 
61.6 
55.3 
58.8 
59.5 
83.0 

1313 
1528 
2148 
1838 
1989 
3049 
2064 

31 
15 

172 
9 

36 
11 
41 
65 

6750 
1188 
4321 
8940 
430 

28684 
21200 

11 
14 
11 
16 
14 
21 
24 

 
The phase of defining the DM’s preferences allows for taking into account specific 

and subjective aspirations and expectations of the DM. In general, the majority of the 
DM’s models of preferences include: the importance of criteria and the DM’s sensi-
tivity with respect to the changes of the values of criteria. The models of the DM’s 
preferences differ in both methods. In the ELECTRE III method it is determined by 
weights wj for each criterion and the indifference qj, preference pj, and veto vj thresh-
olds.  In the AHP method pairwise comparison judgements between criteria and  
variants are carried out. These pairwise comparisons are quantified by the standard 
“one – to – nine” measurement scale: 1 – equally  preferred; 3 –moderately preferred; 
5 – strongly preferred; 7 – very strongly preferred; 9 – extremely strongly preferred. 
The intermediate judgements like: 2, 4, 6, 8 can be used if necessary The model of the 
DM’s preferences for both methods is presented in Table 2. 

Table 2. Model of the DM’s preferences in ELECTRE III and AHP methods  

 ELECTRE III AHP 

Criteria Cri-

teria 
wj qj pj vj C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 

C1 

C2 

C3 

C4 

C5 

C6 

C7 

C8 

C9 

C10 

9.8 
8.1 
8.2 

10.0 
6.1 
6.0 
6.3 
6.7 
6.6 
7.6 

0.6 
8.9 
0.2 
2.0 

1964.3 
4.7 

142.9 
25.4 

2458.4 
2.1 

1.1 
16.1 
0.5 
4.7 

4071.5 
11.7 

303.6 
50.7 
5000 
5.2 

2.2 
30.4 
1.1 
8.3 

9785.7
23.1 

503.6 
98.6 

9833.4
10.2 

1 
1/2
1/2
1 

1/5
1/7
1/5
1/5
1/5
1/4

2 
1 
1 
3 

1/4
1/5
1/4
1/3
1/3
1/2

2 
1 
1 
3 

1/4
1/5
1/4
1/3
1/3
1/2

1 
1/3
1/3
1 

1/7
1/7
1/7
1/5
1/5
1/3

5 
4 
4 
7 
1 
1 
1 
2 
2 
4 

7 
5 
5 
7 
1 
1 
2 
2 
2 
4 

5 
4 
4 
7 
1 

1/2
1 
2 
2 
3 

5 
3 
3 
5 

1/2 
1/2 
1/2 
1 
1 
3 

5 
3 
3 
5 

1/2 
1/2 
1/2 
1 
1 
3 

4 
2 
2 
3 

1/4 
1/4 
1/3 
1/3 
1/3 
1 
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4   Computational Experiments 

Case study I. In case study I the optimization of the distribution system has been 
performed with the application of the extended version of MS Excel Solver – Pre-
mium Solver Plus by Frontline Systems. It solves linear problems composed of up to 
2000 variables and 400 constraints. The experiments have been divided into two 
steps: the first one, based on single objective optimization and the second one focused 
on bi-objective optimization. 

In the first step, only one objective - total distribution costs was used, to demon-
strate the comparison between the existing and the optimal distribution systems (see 
Table 3.). The optimal system is composed of 7 warehouses. 

Table 3. The comparison between the existing and the optimal distribution system (single 
objective optimization) 

Distribution 
system 

Number of 
warehouses 

Total annual distribution 
costs [PLN] 

Ridind time 
[h:mm] 

Existing 2 9 924 300 9:22 
Optimal 7 9 357 784 6:09 

 
The interesting observation is that single objective optimization resulted in reduc-

ing both total distribution costs (by 566 516 PLN) and the riding time (by 3 hours and 
13 minutes). Thus from the multiple objective point of view the optimal distribution 
system dominates the current one. As a result of the optimization process new defini-
tion of service areas (new assignment of 49 regions to 7 warehouses) for each  
warehouse was obtained.  

In the bi-objective optimization ε-constraints method [16][17] has been used to 
generate a representative sample of Pareto-optimal solutions. In the computational 
procedure riding time was being constrained from 6 to 2 hours. The result of the bi-
objective optimization is a set of Pareto-optimal distribution systems presented in 
Figure 2. The generated distribution systems are composed of 7 – 23 warehouses. The 
results show the existing cost-time trade-offs. For instance, riding time reduction from 
6:09 to 5:23 (by 46 min) results in 2 more warehouses in the distribution system and 
additional costs of 186 000 PLN, while riding time reduction from 2:44 to 2:41  
(by 3 min) also results in 2 additional warehouses in the distribution system and  
corresponding increase in total distribution costs of 548 000 PLN. 

Another interesting observation comes from the comparison of the existing dis-
tribution system (see Table 3) with a set of Pareto-optimal distribution systems (see 
Figure 2). Maintaining the same level of the total distribution costs (around 9 900 
000 PLN) one can replace the existing distribution system (with 2 warehouses) by 
the Pareto – optimal one (with 10 warehouses) and shorten the riding time from 
9:22 to less then 4:20 (55% reduction). The distribution system with 10 warehouses 
has been finally selected as the most desired option and practically implemented.  
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Riding 
time 

[h:mm] 

Total distribution 
costs [PLN] 

No. of  
warehouses 

2:41 12 972 507 23 
2:44 12 424 210 21 
2:59 11 653 423 18 
3:28 10 813 246 15 
4:00 10 090 964 12 
4:20 9 802 832 10 
4:35 9 746 413 10 
5:23 9 543 711 9 
6:09 9 357 784 7 

Fig. 2. Pareto-optimal set of the distribution systems in the numerical and graphical form 

Case study II. In case study II computational experiments refer to two phases, i.e. 
designing and evaluating the variants of the distribution system. In the design phase 
an object-oriented simulation tool ExtendSim is applied. This is a user friendly pack-
age which can be used to construct operational model of complex systems in a 
graphical form without advanced programming skills [18]. It is typically used in 
transportation, logistics, business processes redesign, manufacturing, as well as in 
healthcare, service and communications industries. This tool is based on the applica-
tion of continuous and discrete-event simulation. It provides hierarchy structure of a 
model and a comprehensive library of objects that can be adjusted to specific envi-
ronments and concrete decision problems.   

The example of simulation modeling of the distribution system is presented in  
Figure 3. One can distinguish two areas A and B, which correspond to the software 
functionalities of information generation and information memorization, respectively. In 
the area B parameters of incoming orders, such as: starting distribution center nNS as a 
place of incoming order; ending distribution center/ final customer nNE, which placed an 

order for products; number of ordered products knq~ within the assortment k; distance 

NENSnns between nNS and nNE, speed value NENS nnv~  between nNS and nNE, are modeled. 
This information is generated by objects presented in the area A and sent to the  
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Fig. 3. Sequence of objects representing information flow in the simulation model of the distri-
bution system 

objects in area B. Objects in the area A are connected with spreadsheets of MsExcel 
including data collected during the analysis of the distribution system. Parameters of a 

random character, such as: knq~  and NENS nnv~ are modelled by objects Rand, which are 

responsible for applying different patterns of random variables distributions.  
During the simulation process different parameters of the designed variants of the 

distribution system are generated (estimated), including: daily number of departures 
of vehicles and EURO pallets dispatched at different levels of the distribution system, 
unit transportation and warehousing costs, total distance covered by transportation 
fleet per day, utilization of warehouses, forklifts and operators, average queue length 
of vehicles waiting for unloading, inventories rotation indexes, etc. Those parameters 
allow to compute the values of criteria C1 to C10, presented above.  

In the evaluation phase two MCDM/A methods, including ELECTRE III and AHP 
are applied. The algorithm of the ELECTRE III method computes the following pa-
rameters[13]: concordance index, discordance index and the outranking relation. 
Based on that, two complete preorders (descending and ascending) are generated[13]. 
Their intersaction constitutes the final ranking. In the AHP method[3] the matrixes of 
normalized absolute weights are constructed at each level of the hierarchy and an 
eigenvalue problem[3] is solved for each matrix. In the next step global consistency 
indexes[3] are computed and checked for feasibility. In the last step utilities[3] for 
each variant are calculated and based on that their ranking is constructed. Figure 4 
presents the final rankings of the distribution system development scenarios generated 
by ELECTRE (a) and AHP (b) methods.  

The comparative analysis of both rankings reveals a high degree of similarity be-
tween them ELECTRE III method indicates that the best solution is the alternative 
AIII. This alternative involves the minimum number of changes in the distribution  
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Fig. 4. Final rankings of the development scenarios of the distribution system generated by:  
a) ELECTRE III method, b) AHP method 

system. Its advantage is a high MIRR index and the lowest (in comparison with other 
alternatives) distribution costs. The main disadvantage of AIII is a low market share 
(almost 11%) and long average delivery time (3 days). The AHP method suggests that 
alternative AVII is the best solution. AVII is characterized by the most radical changes 
in the distribution system. In this case the redesign guarantees a high market share 
(24%) and low distribution costs. The average delivery time is 1 day. Both final rank-
ings reject alternatives AV and AII. The evaluation of alternatives AI and AIV is  
ambiguous. 

Based on the results of the computational experiment, the author of the paper sug-
gests the following stepwise path of changes:   

− Introduction of the evolutionary changes represented by AIII in the first phase. 
− More radical transformation from AIII to AVII in the second phase.  

5   Conclusions 

The paper presents practical application of OR techniques to the redesign of the dis-
tribution system. The classical OR methodology is presented, including: problem 
recognition and verbal description, formulation of the mathematical model, selection 
of computer-based methods capable of solving the considered decision problem, 
computational experiments resulting in the selection of the most desired solution, 
implementation of the selected solution.   

The problem of redesigning the distribution system has been presented in two al-
ternative ways: 

− In case study I as a single and bi-objective choice problem, formulated as a 
mathematical programming problem;  

− In case study II as a multiple criteria ranking problem in which the definition of the 
variants (distribution systems) has been supported by object – oriented simulation.  

The article demonstrates the application of the following techniques: single and bi-
objective optimization, object oriented simulation, multiple criteria ranking methods.  

The paper shows practical applicability of the proposed approach. In case study I 
the optimal distribution system is 6% more efficient than the existing one (cost-wise) 
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and the finally selected Pareto – optimal distribution system provides an enhanced by 
55% customer service (reduction of the delivery time). In case study II both selected 
solutions (AIII and AVII) assure noticeable financial and market-oriented improve-
ments. An interesting step-wise implementation of the changes is proposed.   
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Abstract. By reason of increasing product complexity and diversity of variants 
and increasing system and network complexity as well as increasing demands 
on quality, flexibility, service time, and costs companies need efficient methods 
and procedure models for planning, redesigning and improving their production 
and logistics systems. The management of logistics networks like supplier, pro-
duction, distribution, and transportation networks has become an important stra-
tegic task due to ongoing globalization of economy, too. Nowadays, simulation 
is a well-established model-based analysis method for a lot of applications in 
this domain. This paper discusses the trends and solutions in development and 
research for simulation technology in production and logistics and highlights 
some current logistics applications.  

Keywords: Simulation, Production, Logistics, Manufacturing, Digital Factory. 

1   Introduction 

For more than twenty years the Discrete Event Simulation (DES) (cf. e.g. [1]-[3]) has 
been used as a professional method for analyzing dynamical interdependencies in 
production and logistics systems and for proving and improving design, control, and 
operation of material flow, human resources and information flow. The simulation 
term in production and logistics accords with the definition given by the professional 
committee “Modelling and Simulation” of the VDI1 Society Production and Logistics. 
“Simulation is the representation of a system with its dynamic processes in an ex-
perimentable model to reach findings which are transferable to reality. In particular, 
the processes are developed over time. In the broader sense, simulation refers to the 
preparation, execution and evaluation of targeted experiments with a simulation 
model.”[4], p. 2. Additionally, we would like to point out that for a wide range of 
production and logistics applications the restricting term material flow simulation is 
often misleadingly a synonym for DES in German-speaking regions in Europe. 
                                                           
1 VDI is the association of German engineers. 
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The applications of DES relate to the model-based analysis of all production and 
logistics processes within one company and between two or more companies and to 
the phases of the system life cycle like system acquisition, system design and plan-
ning, implementation, start of operation, ramp-up as well as the operation itself. The 
industrial application domains range from automotive, aircraft and shipbuilding in-
dustry, semiconductor industry, plant engineering and construction to supply chain 
management and healthcare logistics or call centres. They are supported by a great 
variety of saleable high-quality DES tools for production and logistics applications, 
which differ in the scope of application, the modelling concept, the software function-
ality and the performance. More details about applicability as well as costs and bene-
fits of DES in production and logistics you can find inter alia in [4]-[8]. 

Although DES is a well-established model-based method for investigating pro-
duction and logistics systems there are a lot of current activities to enhance the inter-
operability, the applicability and the usability of the simulation technology. In the 
next section, we discuss some current development and research activities with regard 
to the simulation technology and its applications (Section 2). Section 3 addresses the 
developments resulting from the trends in the application field of production and 
logistics. Finally, a summary concludes the paper. 

2   Research and Development Trends  

The current state of development trends in production and logistics described as fol-
lows bases on papers in national and international proceedings of simulation confer-
ences (cf. e.g. [9], [10], [11], [12]) as well as papers which discuss trend statements 
like [13], [14] and [15]. Additionally, activities of the ASIM2 Working Group “Simu-
lation in Production and Logistics”, current guidelines of the professional committees 
“Modelling and Simulation” and “Digital Factory” of the VDI Society Production and 
Logistics, industrial requirements (cf. e.g. [16]) and identified research fields of the 
Automotive Working Group “Simulation” [17] were taken into account. For example, 
the ASIM Working Group “Simulation in Production and Logistics” intends to recol-
lect quality aspects in simulation project implementation and discusses quality aspects 
([18], [19]) and verification and validation ([20], [21])] as essential for high-quality 
simulation projects and credible simulation results. The cooperation of simulation 
users in the automotive industry would like to jointly adapt and standardize the DES 
methods, tools and interfaces for their applications. The activities include the stan-
dardization of simulation element libraries, the implementation of standard delivery 
specifications for simulation studies, the improvement of verification and validation 
methods for simulation models and the management of simulation data and models 
(cf. [17], pp. 425-426). These activities correspond to a lot of development activities 
using digital planning methods within the Digital Factory (cf. e.g. [22], [23]). 

Discussing all current research and development activities will not be possible in 
detail. Therefore they will be subsumed under the categories 

 
                                                           
2 ASIM is the “Arbeitsgemeinschaft Simulation”, which is the simulation society of the  

German-speaking regions in Europe. 
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− positioning DES within the Digital Factory 
− implementing quality in simulation studies 
− assisting in performing simulation tasks 

These categories will be discussed in the following sections. 

2.1   Positioning DES within the Digital Factory 

Continuous planning and operation of complex structures and processes – in line with 
the fulfilment of more challenging requirements for detailed and profound planning – 
can only be achieved with a suitable digital tool infrastructure used by a collaboration 
network of decentralized teams participating in the planning and operation processes. 
Such an infrastructure for an interdisciplinary collaboration over several organi-
zational units and even beyond company borders represents the Digital Factory which 
is defined as “a generic term for a comprehensive network of digital models, methods 
and tools – including simulation and 3D visualisation – integrated by a continuous 
data management system. Its aim is the holistic planning, evaluation and ongoing 
improvement of all main structures, processes and resources of the real factory in 
conjunction with the product.” [22], p. 3. A continuous data management system is 
characterized by a transfer between all application programs without media disconti-
nuity (cf. [23], chapter 5). 

The current development trends in the context of the Digital Factory influence inter 
alia the research activities in DES, for example tool integration, (semi-)automatic 
model generation, collaborative modelling and simulation as well as simulation and 
visualization. 

Tool Integration. In recent years development activities for simulation tools have 
been focussing on embedding of the simulation tools in the enterprise tool sets. 
Spieckermann [15] also discusses the tool integration as an important development 
field, but he rightly points out, that this is not really a research subject of simulation. 
In order to achieve interoperability of the tools and the models within the Digital 
Factory, the integration has to comprise a syntactic, a semantic and a pragmatic inte-
gration [24]. The syntactic integration deals with questions regarding data integration 
and data maintenance as well as the used exchange formats, communication protocols 
and architectural concepts. Methods to solve the semantic integration include model-
ling conventions, standardized domain specific libraries (e.g. like the Automotive 
library [17]), the (semi-) automatic model generation (see below), concepts for col-
laborative modelling and simulation (see below), as well as meta-modelling or ontol-
ogy concepts. Last but not least the pragmatic integration solves tasks such as the 
execution of business processes and the detailed specification of roles as well as the 
definition of security services such as authorization and authentication. 

(Semi-)Automatic Model Generation. Relating to the request for an efficient build-
up of cost-effective models the (semi-)automatic model generation by utilization of 
CAD data and also working plan data is more often up for discussion. Automation 
allows not only the reduction of effort to build up models but also produces standard-
ized models, which eliminate the individual facets of model building. Already in the 
90s first results regarding the model generation are published (cf. [25][26]), which 
have not achieved practical relevance because of necessary rework, e.g. modeling of 
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control rules, as well as the absence of change management between different data 
sources and of the simulation model. As dissertations within the scope of Digital 
Factory document, automatic model generation triggered by application seems to be 
requested again (cf. [27][28][29]). 

Collaborative Modelling and Simulation. The development of so-called model man-
agement systems, which amongst others control the utilization of models and guarantee 
their consistency (cf. e.g. [30][31][32]) are the base for new approaches for collabora-
tive modelling and simulation tasks (cf. e.g. [30][33]) as well as for implementation of 
methods and functions for realization and management of simulation studies [34]. The 
target is the precise connection of single steps of planning and operation with simula-
tion to shorten planning and development periods, to improve the production process, 
to enhance quality of results during system planning and operation and – last but not 
least – to reduce the costs. Within this context, based on sophisticated data and model 
management, web-based tools allow the synchronous (common model utilization) as 
well as the asynchronous (reference model and component catalogues) project related 
collaboration. 

Visualization and Virtual Reality. Application fields of visualization within the 
scope of simulation in production and logistics can be found in all phases of model 
building and simulation. Beside data preparation the main emphasis lies on the one 
hand on validation, experiment realization as well as analysis and interpretation of 
results with the objective of gaining insight and on the other hand on knowledge 
transfer, in particular communication within interdisciplinary teams, presentation and 
training. Today, extensive 3-D-visualizations already allow a demonstrative pre-
sentation of design, structure and dynamics of a system, virtual reality even of a 
quasi-walkable plant. Despite high expectance of different target groups, from opera-
tion to management, regarding the utilization of visualization, amongst others influ-
enced by developments of consumer electronics, 3-D-visualization is not the suitable 
method for each case of simulation result presentation. In VDI 3633, part 11 [35] and 
extended for input data e.g. in [36] and [37] a comprehensive classification of visuali-
zation methods as well as the information to be presented are developed. 

2.2   Implementing Quality in Simulation Studies 

Unfortunately, the matter of course in using simulation methods leads to under-
estimate the time and manpower requirements for a simulation study. Neither statisti-
cal verification of the simulation results needed for a high-quality planning nor the 
relevance of the simulation results for the planning task are considered sufficiently. 
To eliminate quality deficiencies and to consider quality criteria in modelling and 
simulation the necessity for using standardized procedure models is identified. 

According to [18] and [19] five basic quality criteria have to be fulfilled: Accurate 
project preparation, consistent documentation, integrated verification und validation 
(V&V), continuous participation of the client and systematic project implementation. 
Based on a procedure model for simulation including V&V published in [21] check-
lists (depicted as circles in Fig. 1) are defined which support the work of the project 
team in all phases of a simulation project and are a fundamental part of the quality 
improvement philosophy discussed in [19]. In contrast to other publications on  
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procedure models for simulation projects, the Project Definition as a pre-project phase 
and the Re-Use as a post-project phase are explicitly referred. Starting from the Spon-
sor Needs (like initial situation, scope of the project, and constraints) the phases of the 
modelling process are defined as Task Definition, System Analysis, Model Formalisa-
tion, Model Implementation as well as Experiments and Analysis (depicted by ellip-
ses in Fig. 1). The phases Data Collection and Data Preparation are intentionally 
pointed out in a second path, as they can be independently processed from model 
building in content, time and organisation, but iterative matching processes between 
the results of the phases are necessary.  

To each phase a phase result (models and/or documents) is assigned (rectangles in 
Fig. 1). The document Sponsor Needs is the basis for starting the simulation study.  

The V&V of data and models have to be implemented during all phases of model 
building (bar on the right in Fig. 1). Therefore, the procedure model does not contain 
a special phase “V&V”. But, V&V – both of the data and the models – is an essential 
part of the whole simulation study.  

 

 

Fig. 1. Extended procedure model [19] 



78 S. Wenzel, P. Boyaci, and U. Jessen 

An approach for a consistent documentation and an integrated verification and 
validation within simulation studies in production and logistics is discussed in particu-
lar in [20] and [21]. A detailed procedure model for the information acquisition is 
developed in [38]. Input data management and validation in simulation studies are 
presented in [39] and [40].  

2.3   Assisting in Performing Simulation Tasks 

Although there are procedure models and instructions to support simulation studies, 
uncertainties about possible imponderables and uncalculated additional costs often deter 
companies from using simulation technologies. For this reason the applicability of simu-
lation technologies still has to deal with a lot of acceptance problems in many companies, 
in particular in small and medium-sized enterprises (SMEs). Therefore, a company-wide, 
process-integrated and web-based simulation services und business processes for SMEs 
will be developed in a research project [41] funded by the Federal Ministry of Economics 
and Technology. In that project SMEs will be explicitly supported by special showcases 
(show me), learning units (coach me), and assisting functions (let me). 

Additionally, current research projects intend to assist in collaborative modelling 
and simulation (see section 2.1) and deals with scenario definitions and the navigation 
for collaborative simulation tasks [33] or the implementation of organizational func-
tions for managing simulation studies [34]. Current research projects (cf. e.g. [15], 
[42]) are worked on acquiring, preparing and bundling expert knowledge in check-
lists. The basic idea is to select corresponding aims of investigation out of a pre-
defined list. These checklists include meta-information about the data required for the 
aims of investigation, data given an additional benefit or non-required data. Further-
more, these checklists give recommendations which experiments should be made for 
the selected aims of investigation. They are based on expert knowledge acquired from 
the simulation experts in different simulation projects. The utilization of these check-
lists results in a reduction of time and cost for acquiring information and planning 
simulation experiments and increases the planning reliability. A current research pro-
ject aims at bundling the checklists with further methods for statistical experimental 
design and experimentation and consolidating them into a software tool [43]. This 
tool will be designed to give assistance beginning with the experimental design up to 
the experimentation and the evaluation process in a simulation study. Additionally, 
based on this a method for the standardization of effort analysis was developed, 
which, starting from a concrete problem of simulation, chooses a suitable visualiza-
tion method for possible investigation targets and calculates the corresponding effort, 
e.g. hardware, software or personal resources [44].  

Substantially the research activities discussed above show that the current trend as 
well as the current demand is characterized by assisting simulation non-experts and 
experts in the procedure and the management of simulation projects and not by chang-
ing the way a simulation project has to be done.  

3   Trends in Applications 

In addition to the traditional applications of simulation in production and logistics (cf. 
e.g. [4], [7], [8]) new paradigms for logistics systems have to be simulated on the one 
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hand and new application fields for DES in production and logistics have to be made 
accessible on the other hand. The following section will discuss two representative 
topics in logistics applications. 

3.1   New Paradigm: Autonomous Control in Production and Logistics 

The motivation for implementing decentralized control strategies in logistics systems 
is generated by the fact that in complex and dynamic systems the finding of an  
optimal solution is hardly possible. The decision problem is too complex and needs 
therefore long computation times. Furthermore the relevant information is often not 
available at the right time. Before getting the right decision the restrictions change 
and therefore the decision is not optimal anymore. To obtain a stable systems behav-
iour, a suboptimal solution is accepted in centralized systems control. In complex 
systems this results in lower efficiency and in some cases even in unexpected systems 
dynamics which affects the stability of the system. A possibility to overcome such 
lacks of stability and robustness and improve therefore the efficiency of a logistics 
system is the introduction of autonomous control in logistic processes, which is sup-
posed to cause an increase in the flexibility and adaption ability of the processes. 
Autonomous control in logistics systems means the dislocation of single decision 
functions from a central planning and controlling entity to single logistical objects. 
Logistical objects are physical objects like machines or parts as well as information 
objects like production orders. Decentralization promises an improvement of the reac-
tivity, concerning changing boundary conditions and results therefore in an improve-
ment of the system. This leads to a better logistical target deployment and in order of 
that to an improved efficiency of the whole logistics system [45]. In cause of a decen-
tralization of the planning and control the whole system can be designed more flexible 
to be able to react faster on rescheduling.  

Environmental impacts of transport processes gain recently a lot of attention which 
can be considered by using autonomous control strategies [46]. Due to the commu-
nication level, transport logistics are modelled by using agent technologies like multi-
agent systems [47].  

To keep production profitable inventory costs have to be kept low. Therefore in-
ventory oscillations caused by delay of material and information have to be avoided. 
For making these oscillations predictable, System Dynamics models are realized to 
implement autonomous control in shop floor logistics. This method enables modelling 
of dynamic and uncertain systems due to its inclusion of feedbacks, nonlinearities and 
shifting loop dominance [48].   

For modelling autonomous control the abstraction level has to be defined. DES 
models allow a very good description of the local behaviour of a system whereas 
continuous simulation models describe the global state of a system. To obtain the  
best fit of autonomous control strategies analyzing the interdependencies of local  
and global behaviour is necessary. Therefore the dual use of both methods is  
recommended [49]. 

3.2   New Application Fields: Biomass Conversion Networks 

Beside new paradigms also new application fields constantly appear on which DES 
can prove its efficiency. An example is the simulation of biomass conversion paths 
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representing the complete process of gas production from biomass. Biogas is the re-
sult of anaerobic digestion of organic raw material (substrate). Primarily, it is utilized 
to run combined heat and power units. The intensive utilization of renewable primary 
products as substrate for biogas production results in increasing logistics require-
ments. Beside tasks within context of cultivation of energy crops the tasks of logistics 
comprise the prompt transportation of harvested plant parts and their quick and effec-
tive storage and preservation as well as leading residual materials to waste treatment 
or back to agricultural production circle. In such a way arising networks become in-
creasingly more complex. Thus, holistic simulation can make a valuable contribution 
to their planning and design.  

 

Fig. 2. Simulation model of biomass conversion in Germany 

First models are available, which focus on simulative investigation of networks 
from energy crops cultivation respectively providing substrate including fertilizer sup-
ply to biogas conversion to alternative forms of energy. The interesting approach of the 
University of Kassel using the simulation tool Plant Simulation enables researchers not 
only to model single biogas plants and their surroundings, but also, based on a raster 
map, the partly automated modeling of any German region (see Fig. 2). The region 
model includes areas reserved for cultivation of energy crops, installed biogas plants 
and, where applicable, waste treatment plants as well as a transportation network [50]. 
Beside logistics processes also continuous real-world processes like biogas production 
are considered as a discretized process within the simulation model. External data, in 
particular data concerning the current land use, are imported by asynchronous inter-
faces and considered within the model as parameter. Vice versa, the model includes 
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measuring points which record data during simulation to make them available to 
processes of external tools. 

The solution confirms the current trends in research and development as tool inte-
gration and (semi-)automatic model generation. The simulation model provides a 
comprehensive experiment environment. The completed experiments with the simula-
tion model could show among others the effect of crop production variation to supply 
of biogas plant and, thus, to biogas production. Moreover, the utilization of transport 
vehicles and the impact of distribution structure variation as well as process depend-
encies, e.g. between crop production and subsequent transports, could be investigated. 
Further research tasks exceed the detailed model of biomass conversion and put their 
focus on planning an overall biomass supply chain. 

4   Summary 

This paper shows the state of the art in simulation in production and logistics and 
highlights some uprising trends. Basic definitions along with simulation in production 
and logistics are introduced, and DES is positioned within the Digital Factory. Models 
for addressing the quality of simulation studies are presented as well as tools for as-
sisting the user of simulation methods within real-life applications. Trends in the 
current research and development like implementing autonomous control in produc-
tion and logistics systems as well as modelling biomass conversion networks stand for 
ongoing activities concerning simulation in production and logistics. 
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Abstract. In the past decade, logistics in the context of humanitarian
operations has more and more moved into the focus of logistics practition-
ers and academics. While humanitarian organisations have realised that
a major part of disaster relief spending can be attributed to logistics and
supply chain management activities associated with humanitarian oper-
ations, researchers have found that the area of logistics in the context of
humanitarian operations gives rise to a number of unique and interesting
challenges. This paper is meant as an introduction to the track Human-
itarian Logistics at the 8th International Heinz Nixdorf Symposium. A
recent natural disaster helps to elaborate the domain humanitarian oper-
ations. A number of important definitions are presented. Moreover, some
of the specific characteristics and challenges of logistics in the context of
humanitarian operations are described.

Keywords: Disaster Relief Logistics, Humanitarian Logistics, Supply
Chain Management, Humanitarian Operations.

1 Introduction

A powerful earthquake of 7.2 magnitude on the Richter Scale affected Haiti on
12 January, at 16.53hrs local time. The earthquake happened 17km south-west
of Port-au-Prince, the capital of Haiti. The initial reports suggested a high num-
ber of casualties and widespread damage. The capital of Haiti, Port-au-Prince,
had been severely affected including critical city infrastructure components such
as, electricity, water and phone services. Electricity was not available and com-
munications were difficult. Immediately, emergency teams from humanitarian
organisations, such as United Nations Disaster and Assessment Coordination
Team had been mobilized. [1] By January 14, 26 international search-and-rescue
teams had arrived on the ground and had been deployed to priority sites. At the
peak of the search-and-rescue effort, there were 52 teams on the ground with
1,820 rescue workers and 175 dogs. [2] Within ten days of the incident, these
teams had rescued over 130 people. [3]

Although the precise humanitarian needs were not known at first, urgent pri-
orities included search and rescue, medical services and supplies, clean water
and sanitation, emergency shelter, food, logistics and telecommunications. In
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particular, medical assistance was the priority due to a high number of people
suffering traumatic injuries. [4] The United Nations estimated that 200,000 fam-
ilies (up to one million people) were in need of immediate shelter and non-food
assistance. [5]

By January 15, flights carrying humanitarian aid were arriving in Port-au-
Prince with medical supplies, medical teams, food and non-food items. A total
of 180 tons of relief supplies had arrived in-country so far. [6] One of the most
pressing problems in the humanitarian response of the first days was a shortage
of fuel due to the destruction of Haiti’s transport infrastructure. By January
16, fuel restrictions had been put in place. [7] Better estimations of the hu-
manitarian needs only became known after some time: According to the Shelter
Cluster, the number of people living in temporary shelter sites in Port-au-Prince
was estimated to be as high as 800,000, on January 24. Water continued to be
distributed daily at 115 sites in Port-au-Prince reaching an estimated 235,000
people. [8] Yet, hundreds of thousands of people remained in need of food and
shelter. [9]

More than two weeks after the earthquakes, the numbers illustrate the massive
destruction and human suffering caused in Haiti: Of the 3,700,000 people living in
the areas affected by the earthquakes, some 112,000 were killed, almost 200,000
had been injured and more than 480,000 had been left displaced. 40,885 patients
had been treated by 274 humanitarian organisations on the ground. 2,000,000
people were estimated to be in need of food, 1,100,000 people in need of shelter
and 500,000 in need of water. [10]

2 Disasters and Humanitarian Crises

The world today has to face a number of severe problems: Some three billion
people live on less than two dollars a day. Moreover, the past decade has seen
an increasing number of medium to high impact disasters to which the poor
are most vulnerable. The humanitarian crises caused through these disasters
are frequently addressed by the international community with concerted efforts
and humanitarian operations. Humanitarian operations range from short-term
humanitarian relief in response to acute emergencies to medium and sometimes
long-term assistance focusing on recovery and reconstruction in post-emergency
contexts. Due to the substantial mobilisation and deployment of material and
financial resources involved, these kinds of operations rely to a large extent on
effective and efficient supply chain management.

Humanitarian operations seek to alleviate suffering and save lives of victims
of natural or man-made and human-induced crises. Humanitarian organisations,
which carry out these activities, have existed at least since the late 19th century,
when the International Red Cross was founded on a battlefield as a reaction to
the inhumane suffering and lack of provision given to the wounded. In carrying
out their operations, humanitarian organisations adhere to certain principles,
such as humanity, neutrality and impartiality, i.e. they deliver their services
on a basis of need without any discrimination regarding religion, ethnicity or
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gender. Since the first humanitarian organisations were founded, the multitude
and magnitude of humanitarian operations has risen dramatically. Nowadays,
these operations include services and goods to provide food, water, shelter and
medical care, to protect victims of natural and man-made disasters as well as
bear witness to their plight, to name just a few examples of the broad range of
different operational foci.

Between the 1970s and 1990s, the number of disasters has tripled. [11] [12] It
has been predicted that the number of both natural and man-made disasters will
increase five-fold [13] and that world-wide costs due to these events will sum up to
$64tr in the next 50 years. For Germany alone, the cost will be around $800bn. [14]
In 2008 between 150-220 million people were affected by disasters. These disasters
claimed more than 240,000 fatalities and between $190-270bn financial losses. [12]
More than 90% of the victims of natural and man-made disasters live in develop-
ing countries. This shows that “poverty, population pressures and environmental
degradation exacerbate suffering and destruction.” [15] Figure 1 presents some
key indicators of the effect of disasters during the past 10 years. [16]
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Fig. 1. Disaster indicators

The before-mentioned figures refer to disasters with a natural trigger only,
and do not include wars, conflict-related famines, diseases or epidemics. How-
ever, humanitarian operations also take place during or in the aftermath of armed
conflicts such as civil wars and wars between states. While wars between states
have remained at a relatively low level since World War II, intra-state conflicts
have risen considerably in the last decades. [17] During the past decade, the
number of high intensity conflicts has risen only slightly, whereas medium inten-
sity conflicts have doubled. Since the end of World War II, a total number of 228
armed conflicts have been recorded, of which the majority took place after the
Cold War. A total number of 20 million people have been killed and 50 million
injured in 160 major armed conflicts. 100 million people were forced to flee. [18]
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3 Definitions

The previous two sections have illustrated the application context of humanitar-
ian logistics with the example of a current natural disaster and with a number
of figures which show that the triggers for humanitarian operations will further
rise in the future. In this and the following section, the tasks and challenges of
logistics in the context of humanitarian operations (or humanitarian logistics)
will be elaborated. Some definitions are provided below that serve to provide a
foundation for and further the understanding of the research area humanitarian
logistics.

Definition 1 (Disaster). A disaster is a serious disruption of the functioning
of a community or a society involving widespread human, material, economic
or environmental losses and impacts, which exceeds the ability of the affected
community or society to cope using its own resources. [19]

Disasters can be natural or man-made, as well as complex emergencies combining
man-made and natural disasters.

Definition 2 (Humanitarian Operations). Humanitarian operations aim to
preserve life and reduce suffering of members of communities in crises. They com-
prise the provision of material and technical aid as well as the delivery of essential
services in response to situations of crises when a communitys ability to cope has
been severely impeded. It is given to people in need without distinction as to race,
ethnicity, creed, nationality, sex, age, physical or mental disability or political af-
filiation. Humanitarian operations are not motivated by making profits; however,
they are based on basic human rights as formulated in International Humanitar-
ian Law and the Geneva Conventions. Humanitarian operations are temporary in
nature and aim to re-establish self-sufficiency of the affected community. [20]

Definition 3 (Supply Chain Management). Supply chain management en-
compasses the planning and management of all activities involved in sourcing
and procurement, conversion, and all logistics management activities. Impor-
tantly, it also includes coordination and collaboration with partners in the supply
chain, which can be suppliers, intermediaries, third party service providers, and
customers. [21]

Definition 4 (Humanitarian Logistics). Humanitarian logistics is the pro-
cess of planning, implementing and controlling the efficient, cost-effective flow
and storage of goods, materials and equipment as well as related information,
from point of origin to point of consumption for the purpose of meeting the end
beneficiaries’ requirements. [22]

Interesting to note is the fact that many humanitarian organisations use ‘logis-
tics’ as an umbrella term encompassing a broad variety of tasks. According to
a large humanitarian organisation, the following non-comprehensive list details
specific tasks covered by the logisticians in the operations: [23]
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– Management and maintenance of hospitals and feeding centres in coopera-
tion with the medical team

– Administration and organisation of the supply chain of required medical
goods and equipment and other material (procurement, customs, transport,
and stock management)

– Installation and maintenance of technical equipment
– Construction and maintenance of WatSan installations
– Maintenance of computers, communication systems, and IT equipment
– Responsibility for vehicle fleet and fleet management
– Recruitment, training, and supervision of national staff
– Data management
– Security reporting

Definition 5 (Humanitarian Supply Chain Management). Supply chain
management in the context of humanitarian operations encompasses the planning
andmanagement of all activities related tomaterial, informationandfinancial flows
in disaster relief and humanitarian assistance. Importantly, it also includes coor-
dination and collaboration with partners in the supply chain both horizontally and
vertically, third party service providers, and across humanitarian organisations.

4 Characteristics and Challenges

Anisya Thomas, executive director of the Fritz Institute, makes the case for aca-
demic contributions to supply chain management in the context of humanitarian
operations, when she states: ”Humanitarian logistics has much in common with
corporate logistics, yet the best practices from the corporate world [...] have not
crossed over. It is paradoxical that a sector, which has such extreme requirements
in terms of timeliness, affordability and oversight, is so underdeveloped.” [24]

Humanitarian operations with their ultimate stake of saving lives frequently
take place in highly unstable and volatile environments, under great time pres-
sure, working on poor infrastructure and under exhausting working conditions.
Humanitarian supply chains, which deliver goods and services in response to
sudden and slow-onset disasters as well as chronic emergencies and which strive
to provide humanitarian assistance both rapidly and efficiently, are subject to
specific challenges. These supply chains suffer from frequent breakdowns and
interruptions in the material and information flow, which is in contradiction to
the extremely short lead times required. In the following, some of the challenges
of humanitarian supply chains, which set them apart from commercial supply
chains, are presented. [20]

– Uncertainty: These supply chains need to operate in highly volatile envi-
ronments as well as provide assistance in both the short and medium-term
time horizons, i.e. in both emergency and post-emergency or more stable
contexts. Uncertainty in humanitarian supply chains refers to uncertainty of
demand, supply, personnel, and equipment as well as lead time, process in-
stabilities, other actors in the supply chain, and financial resources. Demand
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patterns are highly irregular and the environment puts unique constraints
on the operations. Especially in disasters relief operations, uncertainty also
includes the number of people affected, the infrastructure that is still intact,
and information uncertainty. Hence, uncertainty is thus inherent to any type
of humanitarian operation whether conducted during the emergency or post-
emergency phase. However, the areas in which uncertainty is present shift
while the humanitarian operation develops from the emergency to the post-
emergency phase.

– Earmarking of funds: Due to the nature of how humanitarian organisa-
tions are funded, investments in research, information systems, infrastruc-
ture and other long-term investments which cannot be directly related to any
concrete operation, are severely restricted. Donors frequently earmark their
funds, i.e. limit the flexibility how humanitarian organisations can use these
funds. Hence, donors have influence as to where and how humanitarian oper-
ations take place. However, funding for process improvement, installation of
state-of-the-art information and communication infrastructure, operations’
support with a long-term focus, and organisational learning are often not
in the focus of donors. There is consistent under-investment in these areas
which have the potential to improve the efficiency and responsiveness of
humanitarian supply chains.

– Infrastructure: With respect to transportation infrastructure as well as
communication infrastructure, it can be observed that disasters tend to hap-
pen in areas where the local infrastructure is already in a poor state. This
situation can be dramatically deteriorated during and after a disaster when
possibly few remaining roads cannot take the number of refugees and disaster
management vehicles that pour into and out of these areas. Poor communica-
tion infrastructure prevents efficient information management and increases
uncertainty. Transportation remains vulnerable to disruptions and needs to
take into account the possibility of using multiple modes.

– Human Resources: Humanitarian logistics is affected by the lack of pro-
fessionally trained logistics personnel. Logistics personnel are in the midst
of numerous requirements posed by local governments and officials, donors,
the media, beneficiaries, and their own headquarters. Despite recent advance-
ments and the introduction of specialised training and graduate university
courses in humanitarian logistics and humanitarian supply chain manage-
ment, professional logisticians remain rare. Retention of personnel is ex-
tremely difficult considering the aforementioned challenges and requirements
to logisticians. Due to a variety of factors such as a constantly high work load,
high stakes, limited privacy, often low remuneration, and security concerns,
staff turnover rates are high.

– Supply Chain life-cycle: While traditional supply chains focus on the
optimisation of the different flows within the network, the challenges in
the humanitarian supply chain lie more in the area of establishing and
maintaining a (possibly highly vulnerable) supply chain. Some humanitar-
ian organisations may be issue-related and therefore exist only temporarily.
Thus, for each operation, a new supply chain may need to be established.



Logistics in the Context of Humanitarian Operations 91

Humanitarian operations frequently take place in emergency environments,
thus, supply chain activities are highly non-routine in the sense that actors
in the supply chain need to be redefined anew in each context. These supply
chains can frequently be positioned in an early stage in the supply chain
life-cycle.

– Coordination: There are other factors which challenge the coordination
and cooperation of organisations involved in humanitarian operations. Some
of these factors include:
• Mandate: Differing mandates and interests of humanitarian organisa-

tions, operational objectives and therefore different agendas, target com-
munities and goals. This also includes humanitarian values such as
neutrality and impartiality.

• Structure: The organisational structures of humanitarian organisations
can be incompatible and even incomparable.

• Information: Missing or wrong information concerning programmes and
resources of other organisations such as stock levels and items, transport
routes and schedules, already carried out assessments as well as miss-
ing reports on similar events, lack of institutional learning, missing and
inadequate documentation, especially quantitative documentation.

• Information and Communication Technology: This includes differing fre-
quencies and licences, missing communication technology, outdated and
unreliable IT equipment, incompatible software systems etc.

• Competition: Governmental as well as non-governmental organisations
perceive themselves to be competitors of scarce financial resources. This
attitude makes cooperation difficult despite being in the best interest of
the beneficiaries. On a supply chain level, this problem might not be as
relevant since logistics usually performs support functions in humanitar-
ian operations and is therefore not as donor-visible as direct operations.

– Others: Some other characteristics and challenges of supply chain manage-
ment are briefly addressed here. While supply chain management in other
industries addresses the areas of procurement, production, and distribution
equally, humanitarian organisations focus mainly on either the procurement
or the distribution side. Production can be involved in humanitarian oper-
ations but is certainly not of major concern. Demand in the humanitarian
supply chain is not only the demand for goods and services, but also the
demand for personnel. The supply chains are thus involved with mass move-
ment of goods and people. Further challenges are posed to the humanitarian
supply chain in terms of complex documentation requirements, corruption,
theft, special packaging requirements, and extreme time pressure to carry
out the activities.

5 Outlook

During the past decade humanitarian organisations have come to realise more
and more that logistics in the context of humanitarian operations is not just
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a necessary expense but a key lever to achieve operational excellence. However,
there is still a long way to go and large potentials for improvement remain
untapped. In recent years, first executive and post-graduate courses in human-
itarian logistics and supply chain management in the context of humanitarian
operations have become available. The cluster approach by the United Nations
has been a notable initiative to focus efforts on collaboration and coordination
of humanitarian organisations in humanitarian crises. The amount of researchers
dedicated to this subject has risen significantly, as has the number of scientific
contributions in international conferences and respected journals. A dedicated
scientific journal on humanitarian logistics and supply chain management is on
the horizon. This paper intends to supplement the contributions to the track
Humanitarian Logistics of the 8th International Heinz Nixdorf Symposium and
spark new research in this area by delimiting the application domain and illus-
trate the challenges and tasks that humanitarian logisticians need to address.
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Abstract. Sustainability in the context of information and communi-
cation systems is often discussed using the technical term “Green IT”.
However, Green IT-concepts often just address the infrastructure level of
an information and communication system architecture. Acknowledging
the potentially huge contribution to sustainability improvements that
lies in the adequate design of processes, we discuss concepts to evaluate
and compare different process designs with respect to sustainability con-
siderations.
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1 Sustainable Processes?

Sustainability has become “en vogue” both in research as well as in business
and is used inflationary – sometimes in a correct way, most of the times not.
Hardly any new product can be found that is not marketed with the adjective
“sustainable” and there is hardly any company that does not praise itself as
being sustainable and producing sustainably.

Sustainability is often associated with the level of consumption of natural
resources causing emissions of so-called “greenhouse gases” like carbon dioxide
and equivalent gases (in the following: CO2e gases). CO2e gases are believed
to cause global warming, which in turn – if too high – may have devastating
consequences on the biospheres of human beings, animals and plants [1]. Al-
though the UN Climate Conference in Copenhagen in December 2009 was not
concluded with a globally binding treaty concerning the reduction of emissions,
sustainability will still remain on the political agenda for the coming years.

In this context Information Technology (IT) is discussed from two perspec-
tives: On the one hand, the usage of IT currently generates almost 2% of the
total emissions of CO2e gases – and this usage is believed to grow further in
the coming years [2]. Thus, IT-induced emissions of CO2e gases have become a
relevant factor in the overall emissions production and sustainability considera-
tions have to be applied to the employment and usage of IT. On the other hand,
IT is often cited as one of the most promising factors contributing to savings
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in emissions of CO2e gases. Still, research with respect to IT and sustainabil-
ity is often just concerned with efficiency considerations on an infrastructure
level so far. These activities are subsumed under the key word “Green IT”. The
potential for savings in emissions of CO2e gases, however, seems much more
promising on higher levels of an information and communication system archi-
tecture. Especially business processes as the glue between the business model of
a company and its implementation using IT- and also non-IT resources appear
as an attractive starting point for such considerations.

Research has done comparably little so far to define characteristics of a sus-
tainable process. Based on a literature review and conceptual considerations, we
discuss and analyze opportunities for a process design that improves sustainabil-
ity. We find the following: (1) There are already some valuable instruments avail-
able that may help a company to improve its processes in terms of sustainability,
however, the business case for the employment of these instruments is all but
clear. (2) The usage of such instruments would be dispensable if prices reflected
all costs associated with the usage of a specific resource. (3) Strong governments
and global agreements seem to be the dominant, yet tough to implement strategy
to internalize currently external costs and, thus, to provide economic incentives
for companies to produce and act in a more sustainable way.

The remainder of this paper is organized as follows. In the next section sus-
tainability is briefly defined. Afterwards, an introduction to “Green IT” as the
umbrella term for sustainable activities in the area of IT is provided as a starting
point for the discussion. Subsequently, sustainability is discussed on the process
level, which is the main focus of this paper. We propose an idealized model to
support the decision on alternative process designs and present selected instru-
ments to facilitate this task. We conclude with a discussion and summary of our
findings.

2 Sustainability - Definition and Description

Originally, sustainability relates to forestry. In a very broad und fuzzy definition,
forestry is called sustainable, if just as much timber is cut down as can replenish
to maintain the basis of life for future generations [3]. A definition that is not
just related to forestry can be taken from the Brundtland report authored by
the World Commission on Environment and Development published in 1987 [4]:

Sustainable development is development that meets the needs of the present
without compromising the ability of future generations to meet their own
needs.

Based on this view, the adopted “Agenda 21” at the Rio Summit in 1992 broadly
distinguishes three dimensions of sustainability and types of capital that shall
be preserved [5],[3]:

– Ecological sustainability - natural capital
– Economic sustainability - economic capital
– Sociopolitical sustainability - social capital
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These types of capital often exhibit characteristics of complements rather than
substitutes. Even if substitution appears to be possible for a specific function,
due to the multi-functionality of each type of capital, substitutability is often
limited. Therefore, the central idea of sustainability evolves from the integrated
view on these dimensions.

Corporate sustainability – doing business in a sustainable way – is concerned
with balancing these dimensions in managerial decision making. Hence, it is
called the three-pillar-model or the triple-bottom-line-theory in literature [5]. The
requirement to have an integrated view on the three dimensions necessitates the
availability of instruments and key figures to evaluate and, ideally, compare the
performance within and between these dimensions. While the literature with
respect to economic capital is rich and comprehensive, natural and social capital
have been neglected so far.

The economic dimension is primarily concerned with economic efficiency, i.e.
the ratio of monetarily evaluated inputs and outputs and the creation of share-
holder value [6]. Due to this normalization on monetary terms, the compari-
son between alternatives is relatively easy. This is not true for the ecological
and social dimensions. E.g. the social dimension is concerned – among others
– with equal rights and opportunities, prohibition of child labor, job security,
“good” management principles, salary structure and employee benefits, reduc-
tion of health and safety risks at the workplace, continuing education, fighting
corruption, and cultural engagement [5].

Obviously, to achieve “social efficiency” – or at least an improvement in “social
efficiency” – is much more fuzzy and complicated compared to the economic
dimension, given all the different aspects listed above and taking into account
the partially conflicting goals of different stakeholders. The same holds for the
ecological dimension.

For our further argumentation it is important to be precise about the seman-
tics, when we use the terms economic, ecological, and social. For each resource
somehow consumed in the production process (input) and each output – which
may be products, services or waste – we theoretically distinguish between an
economic, ecological, and social part. The economic part comprises all effects
that are mediated by market or market-like prices, whereas all effects that are
not mediated by market prices are either ecological or social. Here, the distinc-
tion is made based on whether the input or output directly (social) or indirectly
(ecological) affects a human being.

Two examples shall illustrate this special view: (1) Take the example of la-
bor as input factor. If we talk about the economic dimension of this factor, we
refer to all aspects of this input factor that are reflected by its market price.
This includes the manpower, the social benefits that may be legally prescribed
or provided in order to motivate the employee and measures that are taken to
increase employee satisfaction in order to increase labor productivity. However,
all measures that aim at employee satisfaction as an end in itself constitute the
social part of labor. (2) The consumption of electricity as an input factor is an-
other example. All effects of the pollution and potential consumption of natural
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resources while producing electricity that are reflected in the market price – e.g.
due to emissions trading – are denoted economic, whereas any remaining pollu-
tion in this production process is denoted ecological. Obviously, over time, social
and ecological parts of an input or output may become economic and vice versa –
dependent e.g. on legislation, consumer buying behavior, strategy, and other
influence factors.

Based on the definitions above we turn now to the concept of “Green IT” as
the starting point for our considerations and discussion.

3 Green IT

In 2007, the European Union (EU) announced their plan to reduce the emissions
of greenhouse gases by 2020 to approximately 70-80% of the emission level in
1990. Almost 2% of the total emissions of 45 billion tons of CO2e gases are
generated by IT. The use of IT has increased drastically over the last years
and it will continue to grow in the future. In 2020, the world-wide use of IT is
expected to be three times higher than today and the share of IT in the total
CO2e emissions will rise to approximately 3%, which equals the amount of CO2e
emissions of today’s world-wide air traffic. Not even the expected improvements
in energy efficiency of IT are able to compensate for this effect. Approximately
40,000 terawatt-hours are required to operate today’s IT-infrastructure in the
EU, which produces energy costs of about e 6 billion. In addition to increasing
energy costs, companies have to expect penalty payments raised by the EU, if
the reduction of CO2e emissions cannot be met.[2]

Because of these reasons, the demand for a more energy-efficient IT has arisen
under the key word “Green IT” and attracts more and more practitioners and
researchers. A survey [7] showed that the definition of “Green IT” in most com-
panies is blurry, but it seems that an agreement can be achieved by understanding
“Green IT” as a collective term for IT-products and -services which reduce energy
consumption. In addition, “Green IT” contains all activities and solutions that
support a more environmentally friendly production of IT-hardware and reduce
the energy consumption of the IT-infrastructure employed, as for example, the use
of more energy-efficient Thin-Clients. “Green IT” of today is focused on office en-
vironments and electronic data processing centers (EDPC). Server- and memory
virtualization as well as the optimization of network structures are typical “Green
IT”-activities in the field of EDPCs. The company IBM, for example, reorganized
an EDPC radically and thereby reduced the number of servers required from 3,900
to 33. This decreased the energy consumption of this EDPC by 85% [2].

In office environments, “Green IT” focuses, for instance, on shared-desk con-
cepts and the use of more energy-efficient laptops rather than on conventional
desktop computers. Most of today’s “Green IT”-activities and -solutions are re-
lated to just the infrastructure level of IT. A survey of McKinsey [8] indicates,
that infrastructure-related “Green IT”-activities mentioned above can signifi-
cantly reduce the resource consumption of an individual, but that the global
CO2e emissions can just be reduced by 0.5 billion tons maximum. According to
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McKinsey, the highest potential for reducing CO2e gases lies in the comprehen-
sive use of IT in order to enhance the efficiency of business processes. McKinsey
estimates that the use of IT to support sustainable process management can re-
duce the CO2e gas emissions by 7.3 billion tons (in just four selected industries)
which equals 15% of the expected emissions in 2020 [2].

A few activities – by some authors still subsumed under “Green-IT”– already
try to bridge the gap between the infrastructure level and the level of business
processes by e.g. substitution of business trips with videoconferencing or the
use of electronic mail instead of paper-based mail to reduce the consumption of
raw materials. By reducing the energy costs (economic capital) and thereby the
amount of resources consumed, these activities implicitly make a contribution
to the ecological aspect of sustainability. Usually the possible social impacts –
positive or negative – are not considered at all.

In the following, we will discuss concepts to evaluate and compare different
process designs with respect to sustainability considerations.

4 Sustainability on the Process Level

As pointed out in the last section, IT has a great potential to enhance the
efficiency of business processes. We describe an idealized model of how the three
dimensions of sustainability can be integrated into management decisions on this
level. Due to restrictions which hinder the real-world application of our model
on a global level, we present different instruments to – at least partly – measure
and integrate these dimensions on the company level.

4.1 Idealized Model

Based on our definition of sustainability we present an idealized model of how
sustainability can be implemented on a process level. Following [9] and [10] we
define a process as the self containing sequence of temporal and factual connected
activities that are necessary to handle an economically relevant object. A process
can be seen as the transformation of predefined inputs through a production
function into predefined outputs. In contrast to the position of the classical
production theory and in analogy to our definition of sustainability we do not
only consider the economic, but also social and ecological parts of process in-
and outputs for our model (see figure 1 left hand side). Therefore, we have
an economic, ecological, and social in- and output dimension for every process,
where the measuring units of the ecological and social dimension do not have to
be the same as the measuring unit of the economic dimension. For that reason,
the improvement of a process in at least one dimension of sustainability could
lead to two different situations:

1. It is possible to improve a process in at least one dimension without wors-
ening one of the other dimensions (Pareto improvement).

2. It is possible to improve a process in at least one dimension while at least
one other dimension deteriorates.
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Fig. 1. Idealized sustainable process management model

If the possibility of a Pareto improvement exists, this improvement leads to an
increased sustainability of the process and should always be implemented. The
second situation leads to a multidimensional decision problem with a tradeoff be-
tween at least two of our sustainability dimensions. In this case, a decision maker
has to decide in which proportion a gain in one dimension could compensate for
a loss in at least one other dimension; let alone the question of compensation
within one dimension itself. If the accumulated gains compensate for the accu-
mulated losses, this modification improves the process in terms of sustainability
and should be implemented. For accumulated gains that do not compensate for
accumulated losses a modification would impair the process in terms of sustain-
ability and should not be implemented. This compensation decision includes an
implicit normalization of the ecological and social in- and output parts to the
economic dimension. This normalization is a key factor of our idealized model
and we present some instruments to support this exercise in the next section.

Assuming that every ecological and social in- and output part is economi-
cally valued results in an explicit normalization to the economic dimension for
all ecological and social in- and output parts. According to our definition that
every economically valued part of the in- and output factors belongs to the eco-
nomic part, the decision problem is reduced to a single dimension as presented
in figure 1 right hand side. Therefore, every process modification with a posi-
tive improvement of the economic dimension should be implemented and leads
to an improved sustainability of this process. This approach is identical to the
internalization of external effects where every ecological and social part of the
in- and outputs is interpreted as external effect. [11] The complete internaliza-
tion of all ecological and social in- and output parts leads to increased process
sustainability if the companies maximize shareholder value [6] in the long run.
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There are two possibilities for the implementation of the economic valuation of
ecological and social in- and output parts. For the implementation on company
level each company has to value all ecological and social in- and output parts
and include these values in each management decision. But the implementation
at this level contains the problem of a potentially deliberate undervaluation
of social and ecological in- and output parts. Companies have the incentive to
undervalue social and ecological in favor of economic in- and output parts to
increase their profits. If the valuation of these factors is not identical across
all companies, companies with a lower valuation of ecological and social in-
and output parts may have a competitive advantage against companies with a
higher valuation of these parts.Over time this leads to additional incentives to
undervalue ecological and social in- and output parts. This problem could be
eliminated by the implementation of the valuation through a superior global
instance. An implementation with globally standardized charges and premiums
for ecological and social in- and outputs would internalize all externalities and
as a result lead to more sustainable processes.

As the results of the Climate Conference in Copenhagen show, a global inter-
nalization of ecological and social in- and output parts is very hard to realize due
to economic and political constraints. In the following we present some instru-
ments, which – at least partly – contribute to solve the normalization problem
on the company level.

4.2 Available Instruments

In the literature, more than 40 approaches are discussed, which consider corpo-
rate sustainability (e.g. [5],[12],[3]). Many of the existing approaches are isolated
applications with respect to only one of the presented dimensions of sustainabil-
ity where the majority of these approaches aims at the ecological dimension of
sustainability [12]. In the field of environmental management, for example, some
promising process-related approaches like the Life Cycle Assessment [13] ap-
proach can be found. However, an integrated view on sustainability necessitates
the consideration of all three sustainability dimensions. [12] presents six ap-
proaches which comply with this integrated view. Three of these six approaches
are especially applicable to all – and not just some – of a company’s processes.
In the following, we present the basic ideas of these three concepts.

EFQM-Sustainable Excellence model. The classical EFQM-Excellence
model is a quality management system developed by the European Foundation
for Quality Management (EFQM) to support organizations to be more compet-
itive. The model represents a non-prescriptive concept for the self-assessment
of organizations. The classical EFQM-Excellence model already contains dimen-
sions of sustainability, but it has been complemented by social and ecological
sustainability dimensions by the Sustainable Excellence Group (SEG) in 2003.
Besides, the complemented model includes “know-how” and special procedures
to implement sustainability into small and medium-sized organizations. The ad-
justments have been summarized in the EFQM-Sustainable Excellence model



Sustainable Process Management - Status Quo and Perspectives 101

Fig. 2. Criteria of the EFQM-Excellence model [14]

(EFQM-SE model) [5]. Based on eight basic principles, nine criteria have been
derived and for each of these criteria (see figure 2), a list of questions has been
developed. Five of these criteria are “Enablers” and the remaining four are “Re-
sults”. The enabler-criteria cover what an organization does, while the result-
criteria cover what an organization achieves. “Results” are caused by “Enablers”
and “Enablers” are improved using feedback from “Results” [15]. An organiza-
tion’s status quo on its way to sustainable excellence is determined by applying
the so-called RADAR-Logic. RADAR means “Results”, “Approach”, “Deploy-
ment” and “Assessment & Review”. By continuously iterating these four steps,
an organization’s strengths and potentials for improvement become visible [15].

For sustainable process management, the German Foundation for Environment
promoted a project for the Benchmarking for sustainability (Be.st). In this project,
based on the EFQM-SE model a tool has been developed to benchmark busi-
ness processes. This tool considers business processes as an independent unit and
thereby evaluates the processes on the basis of about 40 Questions (based on the
nine criteria of the EFQM-SE model). With this method, the convenience and the
focus on sustainability of processes can be assessed [16]. This method implies a
certain process maturity and process orientation of the organization assessed. By
applying the RADAR-Logic, points are assigned to the processes and concrete ac-
tions for process optimization are formulated [16]. The Be.st process assessment
is a powerful tool to evaluate processes with respect to sustainability. By using
the criteria of the EFQM-SE model ecological, economic and social dimensions of
sustainability can be considered. Furthermore, the relevant stakeholders can be
involved. It is possible to measure and compare a process’ contribution to sus-
tainability applying a point based system. By analyzing strengths and potentials,
concrete actions to improve sustainability can be formulated. Yet the EFQM-SE
model cannot consider interdependencies between the three dimensions of sustain-
ability. Within the model, the ecological and social dimensions are not directly and
explicitly related to an organization’s success.
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Indicator concept. Indicators are measures of performance containing con-
densed information. It can be differentiated between qualitative and quanti-
tative indicators. Qualitative indicators are descriptive, whereas quantitative
indicators are numerically measurable. To amplify the informative value and to
reduce ambiguity, qualitative and quantitative indicators can be combined in
indicator systems [12]. While quantitative indicators have been used to measure
the financial profitability of companies ever since, qualitative indicators like cus-
tomer satisfaction have become more and more important for companies [17].
Especially the ecological and social dimensions of sustainability contain many
of these qualitative indicators [18]. For this reason, the consideration of quanti-
tative as well as qualitative indicators is of great importance for measuring the
sustainability of processes. One of the most established guidelines for the devel-
opment of indicators to measure a company’s contribution to sustainability was
created by the Global Reporting Initiative (GRI) [19]. In their guidelines the
GRI suggests 30 ecological (e.g. CO2e gas emissions), 40 social (e.g. employee
satisfaction) and nine economic indicators for measuring the contribution of the
company’s processes to sustainability.

Indicators are an adequate tool to measure the ecological, social and economic
contribution to sustainability of (mainly less complicated) processes. Yet, indi-
cators cannot consider the interdependencies between the three dimensions of
sustainability. Concepts like the Sustainability Balanced Scorecard can integrate
indicators and indicator systems to measure sustainability on the process level
([17],[12]).

Sustainability Balanced Scorecard. The Balanced Scorecard (BSC) formu-
lated by Kaplan and Norton is a management tool to translate an organization’s
strategy into actions [20]. The BSC contains an indicator system that considers
financial as well as non-financial quantitative and qualitative indicators. The
qualitative and non-financial indicators are related to the financial indicators of
the organization. Thereby they can be aligned to the long-term business perfor-
mance (economic capital) of the organization [3]. The BSC differentiates four
perspectives as shown in figure 3.

The four perspectives stand in a cause-effect-relationship to each other. For
each of the perspective’s goals, performance indicators, and actions to achieve
the goals can be derived from the organization’s strategy. The indicators used
in the BSC concept can be split into lagging and leading indicators. The lagging
indicators describe when the goals are achieved, whereas the leading indica-
tors give information about how the goals can be achieved [18]. Because of the
relationship between the perspectives, the lagging indicators of a subordinate
perspective become leading indicators for the superordinate perspective. Due to
the ability to consider quantitative as well as qualitative indicators, the BSC can
be used in form of the Sustainability Balanced Scorecard (SBSC) to embed sus-
tainability into the management processes of organizations [22]. If the reduction
of CO2e gases, for example, is part of the strategic goals of an organization, the
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Fig. 3. Perspectives of the Balanced Scorecard [21]

maximum amount of CO2e gases emitted can be a lagging indicator and energy
efficiency can be used as a leading indicator. The more ecological and social
dimensions are considered during the formulation of the corporate strategy, the
more sustainability aspects gain relevance in management [22].

The traditional BSC concept aims primarily at the economic market environ-
ment whereas most of the ecological and social dimensions of sustainability are
placed outside the markets, for example in society. The literature provides dif-
ferent approaches to integrate sustainability into the classical BSC concept [18].
To formulate a SBSC, basically, three steps are necessary. At first, the business
unit has to be chosen for which the SBSC is to be formulated. Then the relevant
ecological and social aspects and at last the strategic relevance of these aspects
have to be determined [22]. Catalogues with potentially relevant ecological as-
pects are provided by [23], for example. The literature also provides catalogues
of potential direct and indirect stakeholders, from which relevant social aspects
for an organization can be derived [18]. The strategic relevance of the identified
aspects is analyzed by classifying the identified aspects into lagging and leading
indicators as well as hygiene-factors [22]. For larger organizations, a hierarchical
concept of SBSCs is appropriate. From the BSC of the top level of the orga-
nization, subjacent scorecards for business units and business processes can be
derived. This approach allows to break down the corporate strategy to the level
of business processes [10]. For each Process Balanced Scorecard a so-called Sus-
tainability Process Balanced Scorecard (SPBS) can be developed in analogy to
the previously described procedure.
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The SPBS provides a powerful tool for sustainable process management. In
comparison to the EFQM-SE model, interdependencies between the three dimen-
sions of sustainability can be considered. Yet, it can be used beneficially only if
the corporate strategy is formulated with respect to sustainability aspects. Fur-
thermore, because of the multitude of processes in organizations, only business
processes with strategic relevance can be considered. In addition to that, this
concept lacks the possibility to measure the degree of sustainability of processes
and thereby to compare them to other processes.

4.3 Discussion

The idealized model illustrates that as long as a normalization to a unit of
comparison is not possible, decisions on sustainability improvements may just be
accidentally rationale and often may be even counterproductive when important
consequences of the usage of specific input factors are not considered holistically.
Certainly, revealing the complicated cause-effect-relationships between measures
and their outcomes is a demanding task, but this is where research has been
contributing over years and businesses have been innovative – often in a trial-
and-error fashion.

The presented instruments may help in different ways to improve the sus-
tainability of an organization through a better design of business processes. If
the implementation and maintenance of these instruments came at no costs, the
usage of all three seems advisable. Rooted in total quality considerations the
EFQM-SE model primarily helps at identifying processes that should be im-
proved, while the indicator list by the Global Reporting Initiative supports in
selecting a few relevant indicators to measure a process’ status quo and respective
improvements. Still both of these instruments do not support a decision maker
in balancing improvements and worsenings in and between different sustainabil-
ity dimensions that are rooted in theory. It remains more the “gut feeling” or
“strategic considerations” that may guide these decisions. This problem may be
partially solved when implementing a BSC concept and using specific SPBSs for
the management and controlling of each relevant process in the organization.
However, even though the BSC concept explicitly considers the relations and
interdependencies between different perspectives, dimensions and indicators, it
does not provide for clear guidance of how to select the “right” indicators. Thus,
the challenge of identifying the relevant cause-effect-relationships remains preva-
lent. But at least, over time an implemented BSC concept will show whether the
assumed relationships are tendentially correct.

To make things worse, the implementation and maintenance of the described
instruments require considerable resources and the business case for these invest-
ments has still to be made. However, most companies already have some man-
agement concept – quite often the BSC concept – in place. Hence, the investment
to integrate sustainability governance into a corporate governance concept may
be less expensive compared to a stand-alone implementation.
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5 Summary and Outlook

Sustainability in our everyday life as well as in business gained in importance in
recent years. As discussed in this paper, IT has a great potential to contribute
to corporate sustainability. While the widely discussed “Green-IT”-concepts can
make a modest contribution to sustainability mostly on an infrastructure level,
the highest potential for sustainability improvements lies in the comprehensive
use of IT to enhance the efficiency of business processes. We find that the im-
plementation through globally standardized charges and premiums for all exter-
nalities seems to be the best way to incorporate all dimensions of sustainability
into management decisions. As the results of the Climate Conference in Copen-
hagen show, such a global solution cannot be expected in the near future. Yet,
there exist some instruments to incorporate sustainability into the management
process on the company level. Companies still have to balance costs and benefits
of the implementation and usage of these instruments. Moreover, the available
instruments focus primarily on the measurement or management of sustainabil-
ity on the process level but hardly provide for any guidance with respect to the
actual necessary process (re-)design in detail.

Numerous perspectives for further research arise from our analysis. The cause-
effect-relationships between the three dimensions of sustainability need to be
further investigated to understand how they can be normalized to the economic
dimension. This is also a necessary requirement for an implementation of sus-
tainable process management through charges and premiums on a global level.
Furthermore, the presented instruments may serve as a starting point for the de-
velopment of an integrated management concept that covers all three dimensions
of sustainability on the process level. Such a management concept should also
comprise an adequate decision support for design choices when redesigning the
processes in order to improve sustainability. This could also result in enhanc-
ing existing reference models for process design with respect to sustainability
considerations.
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Abstract. Supply Chain Management (SCM) is identified and accepted
as a competitive advantage. Nevertheless holistic approaches for value-
based SCM to leverage this advantage in a value adding way are missing
so far. Efficient approaches to quantify and compare value contributions
from Supply Chain (SC) value drivers are needed. This paper contributes
to this need by proposing a model to efficiently quantify and compare
value contributions from SC cost and working capital, that affect the
profitability and asset performance. Properties and characteristics of the
model, which is based on the Discounted Cash Flow concept, are illus-
trated by an industrial example of a single company. In this example,
the relevance of timing and continuity of developments of SC cost and
working capital for value creation is pointed out.

Keywords: supply chain management, supply chain cost, working
capital, value-based management, discounted cash flow.

1 Introduction

Supply Chain Management (SCM) has become a competitive advantage for com-
panies from various industries (Mentzer et al. [20], Christopher [2]), and compet-
itive advantage is even considered as a defining characteristic of SCM (Handfield
and Nichols [10]). Supply Chain (SC) performance improvements (Shepherd and
Günter [28]) are initiated to increase this advantage. Improvements focusing on
financial SC value drivers most often show conflicting effects on cost and cap-
ital respectively: methods to improve working capital components (inventory,
trade payables, trade receivables) for instance often result in cost increases (e.g.
negative effects on cash discount or production cost) and hence reduce the prof-
itability, measured by e.g. earnings before interest and taxes (EBIT). One key
question is how value contributions from SC value drivers can be quantified ef-
ficiently and how financial comparability of EBIT relevant changes of SC cost
and asset relevant changes of working capital can be ensured.

To answer this question, a model based on a Discounted Cash Flow (DCF)
approach is suggested to quantify value contributions generated by reductions

W. Dangelmaier et al. (Eds.): IHNS 2010, LNBIP 46, pp. 107–117, 2010.
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of those two SC value drivers by one aggregated figure. The conceptual elements
are described in section 2. Section 3 introduces the quantification model, which
is illustrated and discussed based on an industrial example given in section 4.
The paper concludes with summarized findings and future prospects for research
in section 5.

2 Conceptual Elements

Value-Based Supply Chain Management. The idea of value-based manage-
ment (VBM) is strongly linked to the term shareholder value, which stipulates
all parts of a company to be managed in such a way that the equity value is
sustainably increased (Rappaport [23]). Different valuation approaches, such as
Economic Value Added (EVA) (Stewart [30]), Cash Flow Return on Investment
(CFROI) (Madden [18]), Cash Value Added (CVA) (Ottosson and Weissenrieder
[21]), Earned Economic Income (Grinyer [9]), have been developed and increased
the popularity of VBM in academic science and managerial practice (Damodaran
[7], Copeland et al. [6], Malmi and Ikäheimo [19], de Wet [31]). One well known
valuation approach is the Discounted Cash Flow (DCF) model, which is broadly
accepted in academic research (Hawawini and Viallet [11], Ross et al. [25], Weber
et al. [33]) and often applied industrial practice (Geginat et al. [8]).

Existing literature emphasizes that the question of value-based SCM is of
considerable interest for academic research for the last ten years. A thorough
literature review would exceed the extent of this paper. Hence, a survey on se-
lective literature indicating the heterogeneity of approaches and concepts for
value-based SCM is depicted in Table 1. Value-based SCM concepts vary from
functional or company specific perspective to network considerations. Core con-
cepts and identified drivers for value-based SCM, which is most often linked to
shareholder value and EVA, range from single functions, operational SC activ-
ities and processes to SC strategy. Empirical aspects are reflected differently -
some rather theoretical papers give few references to industrial examples, some
papers comprise case studies from one or few companies, some papers extensively
evaluate several hundreds of observations.

Although it is taken for granted that SCM influences the cash flow and hence
the shareholder value of a company (Christopher and Ryals [3], p. 5-7; Hendricks
and Singhal [12], p. 503), value-based SCM approaches based on DCF models
are found rather seldom. Furthermore little evidence exists that effective SCM is
linked to shareholder value creation (Hendricks and Singhal [12], p. 502). Besides,
future prospects in research address the need of cost effective ways to measure
shareholder value impacts (Lambert and Burduroglu [15]) and the improvements
regarding data used for evaluation (Hofmann and Locker [14]).

This paper contributes to these gaps and future prospects in academic research
on value-based SCM. An approach is proposed which links SC cost and working
capital to the company value. A simple quantification model based on DCF
allows for measuring shareholder value impacts of those two SC value drivers in
a simple and efficient way by using published data. The approach is illustrated
by a company example from Fast Moving Consumer Goods (FMCG) industry.
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Table 1. Value based SCM in selected research papers

Paper SCM approach VBM approach Concept, value
driver

Empirical as-
pects

Christopher and
Ryals [3] (1999)

network of lin-
ked companies
with internal
processes and
interfaces to
suppliers and
customers

shareholder
value, mainly
EVA

SCM affects
four drivers
of shareholder
value (revenue,
cost, fixed capi-
tal, working
capital)

12 observations
from industrial
or consulting
practice

Lambert and
Burduroglu [15]
(2000)

functional
(logistics)

different ap-
proaches,
shareholder
value as most
comprehensive

logistics influ-
ence on revenue,
cost, fixed cap-
ital, working
capital

none

Lambert and
Pohlen [16]
(2001)

integration
of 8 key pro-
cesses across
companies to
add value for
customers and
stakeholders

shareholder
value, EVA

map 8 key pro-
cesses to share-
holder value

none

Hendricks and
Singhal [12]
(2003)

company-
internal supply
chain

market value of
a firm (stock
price)

examine im-
pacts of pro-
duction or
shipment delays
on stock price;
SC strategy is
linked to cash
flow, earnings
and assets

519 observa-
tions from
industrial prac-
tice

Sridharan et al.
[29] (2005)

functional (IT
for SCM)

market value of
a firm (stock
price)

examine effects
from implemen-
tation of IT for
SCM on the
market value of
a firm

three company
case studies

Hofmann and
Locker [14]
(2009)

inter-organiza-
tional man-
agement of
flows of goods
and informa-
tion to ensure
performance
and customer
achievements

shareholder
value, EVA

SCM processes
linked to EVA
categories via
KPI

case study
from packaging
industry
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SC Cost. Research in SC cost management ranges from concepts, instruments
and models (see e.g. Seuring and Goldbach [27]) to the link to other conceptual
approaches, e.g. value based pricing (Christopher and Gattorna [4]) or logistics
cost management (Suang and Wang [32]). SC cost comprise cost of goods sold
(COGS), which reflect the direct cost and overhead associated with the physical
production of products for sale (Poston and Grabinski [22]), and logistics cost
for transportation, distribution logistics, inventory carrying and administration
(Cohen and Roussel [5]):

SC cost = COGS + Logistics cost . (1)

Furthermore, SC risks have a considerable influence on SC cost and SC perfor-
mance (Winkler and Kaluza [34], Ritchie and Brindley [24], Lee [17]).

Working Capital. SC strategy and logistics management are linked to require-
ments of working capital (Christopher [2]), which has a strong influence on the
liquidity position and the economic value of a company (Schilling [26]). In some
definitions working capital comprises other components such as cash, prepaid
expenses, accrued expenses (see e.g. Ross et al. [25] p. 176 or Hawawini and
Viallet [11] p. 73). For simplicity reasons, these components are neglected in the
working capital definition applied this paper. Working capital is defined as the
sum of inventories and trade receivables reduced by trade payables (Brealey et
al. [1] p. 145):

Working capital = Inventory + Trade receivables− Trade payables . (2)

3 The Quantification Model

The DCF method, which is introduced thoroughly by e.g. Hawawini and Viallet
[11] or Ross et al. [25], is the basis for the proposed quantification model. DCF
determines the company value V , which is generated during time periods p =
1, . . . , P , by the sum of the discounted free cash flows FCFp:

V =
p∑

p=0

FCFp

(1 + WACC)p
. (3)

The free cash flow FCF is defined as difference between EBIT and expenses for
tax, depreciation and net capital adjusted for working capital changes (Hawawini
and Viallet [11] p. 399):

FCF = EBIT − Tax expenses + Depreciation expenses

− Net capital expenditures− Δ Working capital . (4)

The free cash flow of each period is discounted by the weighted average cost of
capital (WACC), which represents the minimum rate of return that must be
generated in order to meet the return expectations of shareholders (Hawawini
and Viallet [11] p. 329).
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The key question is how to quantify value contributions that arise from
changes of working capital or SC cost over a defined period of time periods
p = 1, . . . , P . As we see from formula 4, changes of working capital as well as
EBIT relevant changes of supply chain cost affect the FCF and thus contribute
to the company value. Therefore the value contribution V AWC or V ASCC gener-
ated by the respective value drivers over a time horizon of periods p = 1, . . . , P is
the sum of the value contributions, or precisely value contributing FCF effects,
V AWC

p or V ASCC
p of each period discounted by WACC:

V AWC =
p∑

p=0

V AWC
p

(1 + WACC)p
. (5)

V ASCC =
p∑

p=0

V ASCC
p

(1 + WACC)p
. (6)

To quantify those value contributions of each period, the respective FCF effects
are calculated under consideration of three propositions:

1. In case that the development of a SC value driver (working capital or SC
cost) is proportionate to sales development, the resulting value contribution
is credited against sales development. Only in case that a SC value driver de-
velops disproportionate to sales, the resulting value contribution is credited
against the respective SC value driver.

2. Changes in working capital are one-time effects and thus result in a value
contribution in only one period.

3. Changes of SC cost are recurring effects and thus result in value contributions
in all subsequent period.

The first proposition is illustrated in Fig. 1 based on the example of working
capital development.

To realize the second proposition, the value contribution V AWC
p arising from

working capital development in a time period p is defined by the difference of
working capital WCp at the end of period p and working capital WCp−1 at the
beginning of period p adjusted for sales development Sp−1

Sp
in period p:

V AWC
p = WCp−1 −

Sp−1

Sp
· WCp . (7)

Similar approaches apply to quantify effects from supply chain cost under con-
sideration of the third proposition. The value contribution arising from changes
of SC cost SCCp in a period p is defined by the difference of SC cost SCC0 of
period 0 and SC cost SCCp of period p adjusted for sales development S0

Sp
and

tax rate T:
V ASCC

p = (SCC0 −
S0

Sp
· SCCp) · (1 − T ) . (8)

Illustrative example1:
1 Note: In this paper, all figures are rounded to maximum one decimal digit.
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Fig. 1. Value contribution from a disproportionate working capital development

Let a fictitious company of 10,000 m EUR sales have a working capital of
1,600 m EUR and SC cost of 7,000 m EUR at a WACC of 10.0% and tax rate of
35.0%. Two example cases A and B are considered for developments of working
capital and SC cost, each case split in two scenarios for sales development (with
constant sales and with growing sales).

Case A: The developments of the two SC value drivers, working capital and
SC cost, are proportionate to the sales development. Therefore they do not result
in value contribution which is credited against those value drivers, although in
scenario 2 the absolute figures for both SC value drivers grow (as required by
proposition 1).

Case B: A value adding disproportionate working capital development in pe-
riod p=1 is saved in period p=2 without additional value contribution (as re-
quired by proposition 2). The disproportionate development of SC cost in period
p=1 results in value contributions in both periods p=1 and p=2 (as required by
proposition 3).

Table 2 depicts the results of the model for this example.

4 Illustration Example from Industry

To illustrate and discuss the proposed quantification model, its properties and
functionality are shown based on an example of a single company. Henkel KGaA
from FMCG industry is selected as example case, because all required data is
published in the annual reports [13] of this company: Working capital figures were
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Table 2. Example for quantification of value contribution

Constant sales Growing sales
p 0 1 2 0 1 2

Sp m EUR 10,000 10,000 10,000 10,000 20,000 30,000
Case A WCp m EUR 1,600 1,600 1,600 1,600 3,200 4,800

V AWC
p m EUR - 0 0 - 0 0

V AWC m EUR - 0 0 - 0 0
SCCp m EUR 7,000 7,000 7,000 7,000 14,000 21,000

V ASCC
p m EUR - 0 0 - 0 0

V ASCC m EUR - 0 0 - 0 0
Case B WCp m EUR 1,600 1,500 1,500 1,600 3,000 4,500

V AWC
p m EUR - +100.0 0 - +100.0 0

V AWC m EUR - +90.9 +90.9 - +90.9 +90.9
SCCp m EUR 7,000 6,900 6,900 7,000 13,800 20,700

V ASCC
p m EUR - +65.0 +65.0 - +65.0 +65.0

V ASCC m EUR - +59.1 +112.8 - +59.1 +112.8

Table 3. Industrial example from Henkel KGaA

p UOM 2003 2004 2005 2006 2007 2008
Sp* m EUR 9,436 10,592 11,974 12,740 13,074 14,131

SCCp* m EUR 4,965 5,615 6,533 6,963 7,013 8,190
WCp* m EUR 1,845 1,840 1,693 1,699 1,500 1,651

Inventory* m EUR 1,053 1,196 1,232 1,325 1,283 1,482
Receivables* m EUR 1,581 1,743 1,794 1,868 1,694 1,847
Payables* m EUR 789 1,099 1,333 1,494 1,477 1,678
WACC* % 8.0 7.0 7.0 7.0 7.0 7.5

T* % 35.0 35.0 35.0 30.0 30.0 30.0
V ASCC

p ** m EUR - -24 -119 -135 -68 -353
V ASCC** m EUR - -23 -127 -236 -288 -534
V AWC

p ** m EUR - 206 342 96 237 -28
V AWC** m EUR - 192 491 570 751 732
V ATotal m EUR - 170 365 333 463 198

* source: annual report of respective period
** calculated with described formulas

calculated from balance sheet data, for simplicity reasons SC cost are limited to
cost of goods sold (COGS) figures taken from P&L statements, figures for tax
rate and WACC are published in the respective annual reports, too. The input
data and results of the quantification model are depicted in Table 3.

The total value contribution V ATotal, i.e. the sum of value contributions
V AWC and V ASCC from each SC value driver, is positive. Hence, SCM at Henkel
KGaA added value to the company. Two other observations of this case can eas-
ily be made and examined further by a root cause analysis and a simulation
scenario:
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Table 4. SC cost and working capital ratios at Henkel KGaA

p UOM 2003 2004 2005 2006 2007 2008
SC cost ratio % 52.6 53.0 54.6 54.7 53.6 58.0

Working capital ratio % 19.6 17.4 14.1 13.3 11.5 11.7

1. In no period of time, any value was generated by SC cost.
2. Value was generated by working capital in each period of time except in

2008.

Analyzing the developments of SC cost ratio, i.e. SC cost in % of sales, and
working capital ratio, i.e. working capital in % of sales, helps explaining why
value was added or lost by the developments of those value drivers (Table 4).

The SC cost ratio shows a continuous and deteriorating trend, the level of 52.6%
in 2003 was never achieved in the subsequent periods 2004-2008. Hence no value
was added from SC cost. The working capital ratio on the contrary develops con-
tinuously and significantly improving between 2003 and 2007, this achieved decline
significantly adds value. A comparably small increase of working capital ratio in
2008 does not substantially influence the value contribution achieved so far.

A simulation scenario derived from this example case helps illustrating and
discussing value adding developments of SC value drivers. This simulation sce-
nario answers the question how SC cost should have developed in 2007 and 2008
to avoid the value loss of -534 m EUR. Similar approaches are possible for work-
ing capital. Based on defined target value contributions vaSCC

p for 2007 and
2008, the figures of target SC cost sccp which are needed to achieve those value
contributions can be calculated by rearranging formula 8:

sccp =
Sp

S0
· (SCC0 − vaSCC

p · (1 − T )−1) . (9)

By 2006 a value contribution of -236 m EUR from SC cost was achieved, hence
this value loss would be compensated by achieving +118 m EUR value contri-
bution from SC cost in each of the last two periods. Applying formula 9, the
required target SC cost sccp can be calculated to obtain the simulation scenario
depicted in Table 5 (figures obtained from simulation depicted in italics).

The example case and the derived simulation scenario illustrate important
characteristics of value-adding SC value driver developments:

1. Continuous improvements and sustainable developments of SC value drivers
foster value creation: Alternating improvements and deteriorations in SC
value driver developments cannot guarantee overall value achievements.
Proof from example case: Although in 2007 the SC cost improved slightly
compared to 2006, this improvement was not sufficient to compensate losses
from earlier periods. Furthermore the improvement was not strong enough
to achieve the SC cost ratio from 2003 and hence did not add any value.

2. Timing aspects have to be considered: Improvements of SC value drivers
achieved in later phases cannot guarantee to fully compensate deteriorations
from earlier phases.
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Table 5. Results of the simulation scenario for SC cost

p UOM 2003 2004 2005 2006 2007 2008
Sp m EUR 9,436 10,592 11,974 12,740 13,074 14,131

SCCp m EUR 4,965 5,615 6,533 6,963 6,572 7,072
V ASCC

p m EUR - -24 -119 -135 155 170
V ASCC m EUR - -23 -127 -236 -118 -

SC cost ratio % 52.6 53.0 54.6 54.7 50.3 50.0

Proof from simulation scenario: The deterioration of SC cost in early periods
2003-2006 (SC cost ratio in 2006 deteriorated vs. 2003 by 2.1pp) can only
be compensated by an disproportionately high reduction in the late periods
2007 and 2008 (SC cost ratio improvement vs. 2003 by 2.6pp in 2008 needed
to compensate value losses from earlier periods).

5 Conclusion

This paper contributes to the development of frameworks and approaches to
value-based SCM. A model is proposed to quantify impacts of SC cost and work-
ing capital on shareholder value. This model is mathematically derived from the
DCF model and hence proofs the link between SC value drivers and shareholder
value. The financial comparability of EBIT relevant changes of SC cost and as-
set relevant changes of working capital by one aggregated figure is ensured. An
example of a company from FMCG industry illustrates how to use published
data to efficiently measure shareholder value impacts of SC value drivers.

Further research opportunities are offered by the possibility to extend the
empirical evaluations to other companies or industries. Furthermore the model
can be applied or extended to evaluate specific SC value driver components. The
performance of the working capital components inventory, trade receivables and
trade payables as well as the value contributions of function-specific cost, e.g.
for material acquisition or production, can be analyzed. Besides, the model can
be extended to other financial SC value drivers, such as fixed asset performance.
The context of SC risk management and value creation allows further research,
especially regarding influences of SC risks on SC cost or WACC. Beyond this,
a holistic value-based SCM concept must consider non-financial value drivers,
such as SC risk, intangibles or intellectual capital, and inter-company aspects to
reflect the network approach of SCM.
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Abstract. Complexity management and management of assortment
variety in particular is the subject matter of many strategic decisions
in consumer goods industries. As the assortment of a company evolves
continuously by introducing new or discontinuing existing products, the
most important question is what effects on the configuration of the pro-
duction and distribution network and related costs can be expected if the
assortment is changed in a particular way?. This work presents the con-
cept for a decision support system (DSS) that evaluates the most relevant
assortment dependent cost positions for a production and distribution
network, focusing on the areas of inventory management and production
execution. An overview of the prototype DSS implementation Complana
and its sample application to the cloths’ supply chain of an international
household product manufacturer is given.

Keywords: Assortment Complexity, Supply Chain Modelling, Inventory
Management, Production Planning.

1 Introduction

1.1 Assortment Complexity in Consumer Goods Supply Chains

Companies today find themselves exposed to an increasing pressure for prod-
uct differentiation in order to cover a wide range of customer preferences to
remain competitive. This often results in a high number of product variants and
an increasing assortment complexity. This trend is supported by the fact that
most manufacturing companies supply international markets and therefore are
required to create product variants tailored to their destination market. This
results in additional variety both in product characteristics and packaging in
order to meet customer preferences or comply with local standards and legal
regulations.

Assortment complexity has a major impact on the complexity of the entire
supply chain, as the number of products and product variants affects the com-
plexity of the production and distribution system in several ways. Managerial
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decisions about changes of the assortment are driven by the trade off between
additional benefits in terms of sales and additional costs incurred by the ad-
ditional complexity. Assortment complexity incurs costs in almost all areas of
a company’s operations and therefore has been analysed extensively for differ-
ent functional areas and with different methods. However, assessing the effects
of assortment related decisions on the underlying production and distribution
network is still an open question ([1, p. 49]). As the assortment of a company
evolves continuously by introducing new or discontinuing existing products, the
most important question is what effects on the configuration of the production
and distribution network and related costs can be expected if the assortment is
changed in a particular way?

Current approaches cannot answer this question satisfactorily, mainly because
they neglect the non-linear interrelations between complexity and related costs.
Methods from costing, especially activity-based costing, seek to assign costs to
single product variants fairly according to the input involved. This approach is
not suitable for the aspired what-if analysis, even if the cost assignment was
perfectly fair, because of interdependencies between the single product variants
that cannot be mapped into a single cost value per product. For example, if a
certain degree of standardisation of packaging options across several countries is
reached, it becomes favourable to keep inventories at a central warehouse instead
of local stocks. Therefore, statements about potential savings derived from as-
sortment reduction can only be made for complete assortment change scenarios
rather than on a per product basis. Furthermore, statements about cost effects
of these changes can only be made on the basis of a production and distribu-
tion network adapted to the new assortment. This leads to the requirement for
methods to adapt the planning and control parameters to the new situation in
order to assess the optimisation potential offered by assortment changes.

1.2 Problem Statement

This work presents a decision support system to evaluate the most relevant
assortment dependent cost positions, focusing on the areas of inventory man-
agement and production execution. This is due to the fact that cost effects are
particularly expected as a result of changing inventory requirements and related
inventory holding costs as well as setup and scrap cost in the production area.

As indicated in Figure 1, the main cost formula developed sums up

– Inventory cost, calculated via the inventory levels at all stockpoints and all
time periods

– Cycle stock cost, calculated via the planned production quantities and de-
mand rates over all time periods

– Setup and scrap cost, calculated via the average setup cost with the given
production planning parameters and the planned production quantities.

For each cost area, the figure shows the parameters that have to be known to
assess the corresponding costs correctly. Considering these parameters, we note
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that some of them are assortment-dependent and should be adapted when the
assortment is modified in some way. In order to evaluate concrete assortment
scenarios, these parameters of the production and distribution network have to
be determined optimally for each considered scenario. As a result, the parameter
optimisation for the alternative assortment scenarios adapts the inventory allo-
cation and certain material requirements planning (MRP) parameters for the
production process steps of the network, which are:

– Inventory allocation, i.e. determination of products at physical locations
where safety stock is held and corresponding safety stock levels for each pe-
riod such that a given service level is fulfilled despite the uncertainties that
result from deviations from forecasted demand volumes. The positioning of
inventories also determines the replenishment lead times of the materials.

– Production planning buffers, a buffer time planned at each production stage
between the provision of components and the requirement date of orders.
The longer this time buffer, the more possibilities to create sequence opti-
mised production plans exist and the lower the average setup costs. However,
increasing throughput times also increase safety stocks, a trade off that has
to be solved optimally.

– Planned production quantities in each time period such that the expected
demand is covered and cycle stocks are kept low.

Figure 2 outlines the steps to be performed in the proposed analysis process.
First, the current assortment is represented in a formal model along with its
production and distribution structure. On the basis of such a baseline model,
theoretical assortment change scenarios with a modified set of materials in the
assortment and modified demand and forecast values are derived. Second, each
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baseline model and theoretical scenario is optimised with the developed method.
In a first step, suitable stockpoints and inventory levels are determined to buffer
against the given demand uncertainties. In a second step, planning buffers and
planned production quantities are determined. The planning buffers also define
the throughput times of the single production stages. Once the stockpoints and
the throughput times at all nodes are set, the required levels of inventory are
re-calculated to consider the updated throughput times. The results in terms
of the considered configuration parameters for the production and distribution
network provide the necessary basis for a comparative cost analysis between the
baseline model and all alternative scenarios.

2 Solution Approach

This paper addresses the solution approaches for the subproblems 1) modelling
aspects, 2) inventory allocation and 3) setting production planning parameters.
For (1), a model of the product, production and distribution system is defined.
The inventory allocation problem (2) is computationally very complex and not
solvable in reasonable time. Therefore, we develop a local search heuristic that
makes use of information about the network structure, demand uncertainty infor-
mation and demand patterns to guide the search. For the production planning
parameter subproblem (3), a mixed integer problem is formulated and solved
with standard software.

2.1 Modelling Product Assortments as Production and Distribution
Networks

An assortment defines a certain product and distribution structure which we
represent in a network model. Such a network model thus represents a certain
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assortment with all its products, customers, sales companies, production facil-
ities and suppliers. We call this model a production and distribution network
(PDN). The network consists of all supply chain actors at their respective lo-
cations in which the products, components and raw materials of a particular
product assortment are procured, processed, distributed and sold. The network
may be limited upstream to a bounded number of supply stages. Downstream,
the network is bounded by the end customer stage. The set N contains tuples
representing the existing combinations of materials at their respective physical
locations. Elements i ∈ N are simply called items and represent a certain mate-
rial at a certain physical location. Each such item i ∈ N is a potential stockpoint,
which can be interpreted as the possibility to keep inventory of the respective
product at the respective physical location.

In order to represent the assortment and distribution structure, the set V ⊂
N × N represents the links between pairs of items i, j ∈ N . Such a link v ∈ V
may either represent a where-used relation as defined in an entry of j’s bill of
material (BOM), or a distribution relation between two physical locations. We
call the resulting network PDN(N, V ) a production and distribution network
that represents the full assortment and distribution structure for N .

In order to achieve the change of either product characteristics or physical lo-
cations between adjacent items, each item i ∈ N may have some type of process
related to it. These processesmay either be a production step, transforming a set of
input products into a resulting product, or a transportation process, transferring
one product from one location to another. With this definitions, the set of items
N can be further classified into disjunctive subsets. First, set NPROC contains all
items that are procured externally and thereby mark the system boundary at one
side of the network. Consequently, nodes i ∈ NPROC have no predecessors in the
network representation. Second, the set NPROD contains all intermediate stage
items that have a production process related to them. Such a node can have an ar-
bitrary number ≥ 1 of predecessors and successors. Third, the set NDIST contains
all items with distribution processes. With respect to their position in the network
it can only be assured that all last stage items with no successors are elements of
NDIST , while not all elements of NDIST are necessarily last stage nodes. There
may be distributions that span more than one location, as not all products are nec-
essarily shipped directly from production facilities to the sales companies. These
items represent the finished products at the sales companies that are requested by
and shipped to end customers from there. It is obvious that these three sets form
the set of all items N = NPROC ∪ NPROD ∪ NDIST .

Both of the above mentioned optimisation problems require information about
the demand volumes and distributions at each item. We assume that information
about the demands is available at some timely aggregated level, e.g. months or
weeks. This demand information may be derived from historical data and / or
assumptions about future demand developments. As the expected demand di,t

for an item i is based on forecasts, a probabilistic model of the uncertainty
related to the forecast is defined based on average absolute forecast errors, i.e.
the deviations of forecasted from actual demand.
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Fig. 3. Simplified example of a production and distribution network

Figure 3 shows a small example of such a PDN model. At all distribution
nodes, demand volumes and forecast deviations can originate from external cus-
tomer demand and from subsequent distribution nodes where appropriate (e.g.
node i9 in LOC3 in the example). Production and procurement nodes derive
their demand information from their successors. The production nodes are each
assigned to a production process step (PPS), which may represent a single or a
group of production facilities where setup and scrap cost are assessed. At each
such PPS, required production volumes can be calculated from the demands at
the connected items.

2.2 A Heuristic for Inventory Allocation

The question what savings can be achieved in inventory management by altering
the product assortment also leads to the question of optimal inventory alloca-
tions in terms of positioning and dimensioning of inventories. While there is a
large body of literature on inventory allocation, only very few approaches have
been presented for systems with multiple products and locations and arbitrary
network structures. The main reason for this is that for general networks, i.e.
where each item can have an arbitrary number if predecessors and successors,
the possibility to exploit the special characteristics of pure assembly or pure
distribution networks vanishes which results in a hard combinatorial optimiza-
tion problem. Here, two main research streams can be identified which differ in
terms of the modelling of replenishment mechanisms and the resulting service
time characteristics. In the stochastic service approach (SSA) based on Clark
and Scarf [2], the service (=delivery) times at one stage are stochastic and vary
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based on the material availability at supplying stages. In the guaranteed service
approach (GSA) proposed by Simpson Jr. [3], each stage quotes a service time
it can always satisfy. Both approaches have been successively extended to work
under different surrounding conditions.

In this work, we build on the guaranteed service approach by Simpson and
its extensions as summarised by Minner [4], as their assumptions about the un-
derlying system roughly correspond to the characteristics of our production and
distribution networks described in section 1.2. They work on network models
in which each node i represents an item in a supply chain that performs some
processing function like a production or transportation process. Each such item
has a known and deterministic throughput time and is a potential stockpoint
that can hold inventory after the processing has finished. The only real source of
uncertainty is stochastic customer demand, which is represented as some prob-
ability distribution with known demand and standard deviation. To our best
knowledge, Minner also presents the only heuristic safety stock allocation ap-
proach so far. The fact that the safety stock allocation problem can be seen
as a combinatorial optimisation problem that can be solved with corresponding
heuristics is due to one central result of Simpson’s work called the extreme point
property, which shows that in an optimal solution

STi ∈ {0, STi−1 + λi}, (1)

with λi being the throughput time of item i. Each item either covers its entire
replenishment lead time with safety stock (has a service time STi of 0) or does
not hold any safety stock and passes its entire replenishment lead time plus
its throughput time TTi to its successors (has a service time of STi−1 + TTi).
The remaining decision thus is a binary stockpoint or no stockpoint decision
and the inventory allocation can be mapped to a combinatorial optimisation
problem. In order to assess a given solution, the required safety stock level for
each stockpoint has to be determined. With a given stockpoint selection, the
service times between adjacent items are fixed and a replenishment lead time
RLTi can be calculated for each i ∈ N as the maximum service time of its
predecessors plus its own throughput time. With a given replenishment lead
time, expected demand quantity, required service level and the distribution of the
forecast error, the required safety stock levels SSit are calculated as a multiple
of the demand’s forecast deviation over the coverage time:

SSit = zit · σit ·
√

RLTi − STi (2)

The only unknown parameter here is the multiplier zit, which has to be set such
that the safety stock is sufficient to fulfil a certain service criterion. In contrast
to many existing works, we do not use the α-service level here but the so called
fill rate (β-service level) which is defined as the proportion of demand that can
be filled from stock. For a given fill rate βi, the safety factor is set such that

L(zit) =
(1 − βi) · dit · RLTi

σit ·
√

RLTi − STi

(3)
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For the sake of brevity we omit the complete derivation here and refer the reader
to [5]. L(·) denotes the standard loss function, for which tabular values exist and
thus the corresponding zit values can easily be looked up. Together with the
previous formula, the safety stock level is calculated and inventory costs for this
stockpoint are incurred linear to this amount. The sum of this inventory costs
over all stockpoints and all periods forms the objective value of the safety stock
optimisation.

Combinatorial optimisation problems are particularly suited to be addressed
with heuristic solution techniques. We have selected tabu search (TS) as a well
known and proven meta-heuristic. Instead of random stockpoint changes to the
items, we use domain knowledge to guide the search process, i.e. to select those
items as stockpoints that are expected to be suitable and to remove safety stock
from those items that are probably less suited. These decisions are based on the
following rationale:

– Move inventories downstream if an item has only single usage: If an item
forms the input to only one product on the successive stage in production
or it is distributed to only one location in a distribution stage, stock is
probably better kept at the next downstream location to reduce service times
to customers or stages further downstream.

– Prefer items with many predecessors as stockpoints: Items that require a
large amount of components as input for their corresponding production op-
eration (note that items with multiple predecessors only occur in production
stages) are suited to hold safety stock to buffer against their high supply
risk.

– Prefer items with many successors as stockpoints: Items that supply many
successive items are probably well suited as stockpoints, as they can exploit
risk pooling effects by aggregating uncertain demand from their successors.

– Prefer items with low forecast deviations as stockpoints: Cumulative through-
put times should be covered with stock at those items that have a low forecast
deviation to keep the resulting safety stock levels low.

All these strategies are used to generate neighbourhood solutions in each itera-
tion of the tabu search process. The aim is to include only promising changes in
the neighbourhood, rather than testing all possible stockpoint / no stockpoint
switches. As some of these strategies describe soft criteria, we calculate a single
stockpoint eligibility metric for each item. This metric is normalised on the in-
terval [0, 1]. The neighbourhoods in the tabu search process are then constructed
to include solutions that add the non-stockpoint items with the highest eligibil-
ity ratings to the set of stockpoints, and analogously remove those stockpoints
with the lowest eligibility ratings. For a complete description of the tabu-search
algorithm, the reader is referred to [6].

2.3 Setting Planning Buffers and Planned Production Quantities

In order to assess the effects of assortment changes in the production stages,
an optimisation model is formulated to define appropriate planning buffers and



126 C. Danne and P. Häusler

production quantities for each planning period. In the considered environment,
all production stages face long and often sequence dependent setup times. Lot
sizes can have technical and economic restrictions in terms of rounding values,
such that each lot size must be a multiple of this rounding value. Production
stages produce scrap as a fixed amount of material waste during the start and
end of production runs. Sequence dependent setup and scrap cost affect the plan-
ning parameters, as it becomes important that the production planner has the
flexibility to create sequence optimised production plans to save setup cost. This
implies that each production process step needs some planning buffer, defined
as the time buffer between the provision of components for a production order
and the requirement date of that order. The shorter these time buffers, the fewer
possibilities to create sequence optimised production plans exist and the higher
the average setup costs for each production order.

Increasing planning buffers reduces setup costs to some extent, but also in-
creases the throughput times for that production stage, which has negative im-
pact on subsequent stages. A longer planning buffer proportionally increases the
throughput time for the item considered and thereby also the replenishment
lead time of this item and successor items further downstream. As some nodes
in the network keep inventories to buffer against demand variations over their
replenishment lead time, these inventories have to be increased to cover this in-
creased time interval (see section 2.2 for the the calculation of inventory levels).
Therefore, the additional stock cost incurred on successor stages by increasing
planning buffers have to be considered in the determination of planning buffers
to yield minimal total cost.

Apart from the planning buffers, planned production quantities are the second
class of planning parameters considered. However, the focus of this work is not
on lot sizing models that determine production lots and sequences on the detailed
planning level. Moreover, we consider planned production quantities for each pro-
duction stage and the respective products for each of the aggregate time periods
mentioned in section 2.1. This approach allows a reasonable assessment of the ex-
pected setup costs for different configurationsof planning buffers, without the need
to know exact order dates and quantities to render a detailed production plan. This
view on an aggregate level exposes parallels to existing lot sizing models known as
big bucket models that allow production of different products within one time pe-
riod without necessarily making any statements about their production sequence.

The trade-offs to be solved in this optimisation are as follows: First, reducing
setup costs by enlarging planning buffers conflicts with the goal to keep through-
put times and thereby safety stocks on successor stages low. Second, increasing
lot sizes to reduce the number of changeovers and save setup and scrap cost
conflicts with the requirement of keeping cycle stocks low. We address this prob-
lem for each production stage separately and therefore formulate a model for a
single production stage but with consideration of the safety stocks implications
on subsequent stages. The objective function sums up the total cost incurred for
production of a certain set of products with known expected demand volumes.
The single constituents are
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– Setup costs, calculated via the average setup cost for each item for the se-
lected planning buffer and the number of planned production lots

– Scrap costs, calculated via the scrap cost rates and the number of production
lots

– Cycle stock holding costs, calculated via the inventory holding cost rates and
the cycle inventory that results from the decisions about production lots and
the demand quantities

– Cost for inventories incurred by increased planning buffers, either on i ∈ N
if i is a stockpoint itself or on a set of downstream stockpoints if i is not a
stockpoint.

Further details on the production parameter optimisation subproblem are be-
yond the scope of this paper. For a more detailed description of the optimisation
model and solution to some the above mentioned subproblems regarding the
estimation of model parameters, the reader is referred to [7].

3 Applications and Results

The entire analysis method was implemented as a decision support tool named
Complana (COMplexity ANAlyser) that enables the assessment of large pro-
duction and distribution networks. The implementation is done almost entirely
in Java, making use of existing frameworks like Hibernate for data persistence
as well as OpenTS as the framework for the tabu search procedure. The main
application is developed as a Rich Client Application on the basis of the Eclipse
Rich Client Platform (RCP). The optimisation model for production planning
parameters is defined using the MathProg modelling language and thus can be
solved with any standard solver able to process this language. Currently, the
model is being tested with the freely available GNU Linear Programming Kit
(GLPK) as well as the commercial CPLEX solver.

The current prototype version implements the full production and distribu-
tion network model and provides interfaces to the standard ERP system SAP to
automatically generate the network models from existing data to alleviate the
effort for model building. This is of special importance as the research project
is carried out in cooperation with an international household product manufac-
turer, whose production and distribution network for the product category of
cloths serves as an example application area. In order to show the practical ap-
plicability for real-world business problems, the method is validated using two
baseline models, one including only the window cloths, and another including
the entire cloths assortment. The software allows generating and storing these
models from the imported data which then serve as baseline models for the com-
parisons. Assortment scenarios are then defined and applied to these models to
yield new model instances with the assortment changes incorporated.

For illustration purposes, we consider one such scenario where all final products
in the window cloth model were replaced with one new standardwindow cloth vari-
ant. For such a scenario, the Complana tool enables the quantitative assessment of
the related effects in inventorymanagement andproduction executing,particularly
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– Inventory re-allocation, especially centralisation of inventories
– Changes in setup and scrap costs due to changing lot sizes
– Changes in production cycle stocks due to new production cycles.

Figure 4 shows what such a cost analysis may look like. The stacked bar chart
on the left shows the cost composition in the baseline scenario, where total cost
comprise inventory, setup, scrap and production cycle stock costs. The middle
part shows what changes can be observed in the respective cost areas comparing
the optimised versions of the baseline model and the alternative assortment sce-
nario. Deducing these changes from the costs of the baseline model, the resulting
cost composition of the alternative scenario is shown on the right. The bottom
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part of the figure additionally shows what changes in the number of finished,
semi-finished, raw and packaging materials could be observed.

It may be noted that the concrete observations are heavily application-
dependent. However, it was observed that irrespective of the baseline model
and concrete scenario, centralisation of inventories always becomes favourable
at a certain degree of standardisation. This effect leads to additional inventories
of finished products at the central production location, which serve to reduce
replenishment lead times of the subsequent sales companies. Figure 5 shows how
these effects can be observed in a visualisation of the network structures and
stockpoint status of the individual items.

4 Conclusions

This work has outlined the components and optimisation methods used in the
Complana system to support assortment related decisions in the consumer goods
industry. This methods and the corresponding tool enable managers to assess
the effects of potential assortment changes, referring to both standardisation
and amplifications of assortment, in form of what-if analyses. The validation
with real-world scenarios has proven that the model shows the expected effects
of assortment reductions in the areas of inventory management and production
execution. For managers, it provides an easy means to quantify these effects auto-
matically, using optimisation methods to adapt the production and distribution
system to the new assortment. It thereby provides decision-relevant information
both about the expected cost effects as well as about the required changes in
the configuration of the production and distribution network.
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Abstract. The situation of automotive industries can be characterized by low 
and fluctuating demands for final products. Components supply and as well 
production systems and networks are too often optimized for the operation at 
high degrees of utilization without explicitly supporting flexibility. Increas-
ingly, production strategies like Build-to-Order (BtO) are applied to enhance 
the flexibility of the production networks in automotive industries. Customize-
to-Order (CtO) is a promising approach to avoid the efforts for coordination and 
control that result out of BtO. Research and development to bring CtO to life by 
means of its process and technology enablers is done in the EU-funded project 
ACDC. ACDC develops a highly dynamic and robust supply loop concept, 
which is superior to the conventional hierarchic system in reactivity, reliability 
and costs while maintaining the 100 % guarantee of delivery. For the proof-of-
concept a characteristic next generation automotive modular system is being 
developed, which merges different technologies, mechanics and electronics, 
into high quality modules to reduce part-count and cost, i.e. first cost, cost for 
stocks and stocks itself, and to achieve a customer-neutral component/supply 
concept. 

Keywords: Automotive Supply Chain Management, Event Handling, Collabo-
rative Forecasting, Product Development- Customize-to-Order.  

1   Introduction 

One essential effect of the financial downturn in late 2008 is the general lack of cash 
and financing sources with serious impacts on the automotive industries, concerning 
especially sales caused by dramatically decreased market demands and the pressure 
on suppliers.  

The arising new challenges for the automotive industries and especially the suppli-
ers are therefore the substantially reduced predictability, even higher capacity and 
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flexibility demands of the OEM (Orginal Equipment Manufacturer). The ability to 
operate a supply chain network becomes a decisive role for suppliers. 

Goal-oriented strategies to strengthen the European Car Industry are firstly brand-
ing & differentiation to deal with the increasing individuality, the needed flexibility 
and the call for a high-class image. Secondly, the reduction of delivery times resulting 
in fast responses of a highly flexible overall production system and low working  
capital. Lastly the questioning of traditional production strategies by introducing  
approaches like build-to-order.  

In the past decades several schemes were proposed to support collaborative plan-
ning in supply chains (see [1] for an overview). Actually the supply chain in the 
automotive industry is organized as a hierarchical upstream planning system, proceed-
ing top-down from the OEM to its suppliers [2]. In [3] we figured out, that the the 
planning process encodes restrictive planning conditions where the OEM forces  
the tier1 suppliers to fulfil its specific demands without compromises and delivering 
the needed information to generate a robust and reliable plan for a longer time period 
at tier1. The same pattern is repeated at tiern and tiern+1. Hence, tiern+1 supplier loses 
flexibility in its planning pro capacity overloads because of uncertainty according to 
future demand developments and the needs of an enhanced event handling system to 
react fast to uncertain demand changes and occurring material shortages.cesses while 
more often reacting tiern needs whether then controlling material flow and planning 
cycles.  

Forced through the supply chain, this problem leads to  

1. a loss of optimization potentials in local planning decisions, caused by restricted 
information policies,  

2. capacity overloads because of uncertainty according to future demand develop-
ments and  

3. the needs of an enhanced event handling system to react fast to uncertain demand 
changes and occurring material shortages. 

These circumstances lead to an unstable and nervous system wasting time and money 
for keeping it running, therefore increase the product price while reduce the accounts.  

Summarizing these problems the actual automotive supply chain is operated in  
local optima according to the specific situation of each partner in the supply chain. 
E.g., the OEM can optimize his costs unilaterally by forcing the tier1 suppliers to 
deliver only just in time. [3] 

Therfore the vision behind the introduced concept of ACDC (Advanced Chassis 
Development for 5-Days Cars) is the development of a vehicle production & supply 
system to deliver a customer ordered vehicle in 5 days. This vision not only targets 
short order-to-delivery times and low stocks, but the overall flexibility of the automo-
tive production grid. The approach to reach this vision is a dynamic supply network 
system for the automotive supplier industry that fully supports the “3 H’s”, i.e. to be 
“Highly reactive”, “Highly reliable” and “Highly flexible”.  

1.1   Efficient Supply Chains through Customize-to-Order 

The enabler for this new supply network system is the Customized-To-Order (CtO) 
principle. To implement the CtO-principle we propose an integrated change in three 
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major areas of today’s automotive supply chain management, illustrated in figure 1. 
The future automotive supply chain will: 

1. deliver new types of products based on mechatronic components that are widely 
configurable by software, called late-customization, and which can be developed in 
a distributed development system not limited to a specific location of a develop-
ment center. From a technical point-of-view, the developed highly mechatronic 
automotive modules support a late customisation of order-neutral modules towards 
costumer-specific requirements. Derived from the novel automotive chassis tech-
nology developed in ACDC there is plenty of potential for even new drive trains, 
electrical propulsion, and new wheel systems as well as for radically reducing lo-
gistical planning complexity.  

2. consist of rather flexible production systems that assure a certain amount of flexi-
bility (plus and minus) according to an average utilization of a plant. The effect is 
that on the one hand the plants can react very fast to increasing or decreasing de-
mands or supplies without higher stock levels, the delivery of parts can be easily 
guaranteed and the event handling process during the supply chain operation can 
be based on more reliable short time production capability data. 

3. be based on a more collaborative but strictly organized management system 
throughout the whole supply chain called Dynamic Supply Loops. The level of col-
laboration could be determined according to the level of available information. The 
objective is to enable a fast and reactive demand and supply handling system while 
regarding certain interest of all partners in the supply chain to shift the efficiency 
of the supply network to a more global the local maximum.   

Dynamic 
Supply Loops

Flexible 
Production
Systems

Modular 
Mechatronic
Components

• Minimized stocks
and reliable plans

• Reactive to
disturbances

• Guranteed
production flexibility

• Shorter lead times

• Late customization
• Distributed 

development

 

Fig. 1. Integrated view on the new Automotive Supply Network 

The project ACDC is split into two incorporating work packages (WP). Work pack-
age 1000 implements the technical product oriented principles needed for the late 
customization approach. Work package 2000 takes care about the supply network 
planning and control tasks for the ACDC approach. Importantly, ACDC maintains the 
100 % guarantee of delivery as an uncompromised constraint. It leaves hierarchic 
production concepts behind by building on multiple planning loops. This dynamic 
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supply network management is an ideal test case for the integration of both the high-
tech modular technology and the appropriate process configuration features. 

2   Step-Change in Component and System Technologies 

The ACDC objectives in component and system technologies are aiming at the devel-
opment of component and system technologies, enabling a significant increase in 
variability and flexibility from a technical viewpoint and at the same time allow a 
reduction in stocks.  

From a technical point-of-view the development of highly mechatronic and indi-
vidualized automotive chassis modules – in this case a Methods, processes and tools 
developed in work package n advanced rear-axle module - is an enormous challenge. 
This enables further developments as of customer-neutral module design methodology 
to ample applications. Derived from this novel automotive chassis technology there is 
plenty of potential for even new drive-trains, electrical propulsion and new wheel  
systems. Existing safety functions will be enhanced and driving comfort options  
increased. Technical progress in intelligent software and sensor-actuator technology 
combined in customer-neutral mechatronic chassis modules pave the way to the next 
generation of automotive chassis, which needs to be taken into account by new auto-
motive production processes. 

The potentials and feasibility are exercised on the automotive chassis as a master 
component system, which comprises the necessary technology convergence of me-
chanics and electronics to mechatronics that can be featured very late in the production 
sequence via advanced software technology concepts.  

One of the main results is the implementation of the rear axle setup to the ACDC 
project is to demonstrate the feasibility of the developed modularization concept. 
The concept is shown at a SUV (Volkswagen Touareg) rear axle. The rear axle is 
equipped with mechatronic actuators, an active stabilizer, a torque vectoring rear 
axle differential and electronic dampers. Also the rear axle has two wheel speed 
sensors. To meet the increase in variability and flexibility all the connections of  
the rear axle will be consolidated in two central connectors, a power and a signal 
connector.  

Also an impact sound sensor was developed. Essential benefits of this new sensor 
is that it can be customized late-in-time, that it has a scalable bandwidth and a two 
band evaluation (LF/HF). By that it is fitting for different tasks at different positions 
within the vehicle. To meet the desired increase in variability and flexibility the im-
pact sound sensor can be equipped with add-on functionalities like road or manoeuvre 
detection. The benefit of the sensors flexibility and late-in-time customization ability 
for the future is a one sensor hardware solution with one single part number which 
can handle different tasks in different positions in the vehicle. 

Algorithms for those add-on functionalities are developed by ACDC as well. The 
development already includes promising simulation results for the classification of 
different road conditions with different classification methods, based on the meas-
urements of the impact sound sensor. 
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Fig. 2. ACDC Rear Axle Demonstrator (left) – ACDC Rear Axle Partners (right) 

Another main result is a security concept for mechatronic automotive ECUs (Elec-
tronic Control Unit), that can be individually configured by uploading different soft-
ware variants, for example for the already mentioned late-in-time customization. The 
security concept addresses the following threats and other non-desirable actions 
which include, but are not limited to: 

− illegal copying of software from and to the ECU, 
− illegal reverse engineering of control program source code, 
− use of incompatible variants of software and ECU, and 
− secure transmission of software between originator and recipient. 

To test the interoperability of various ECUs in individualized automotive chassis 
modules a hardware-in-the-loop test bench was enhanced to integrate that various 
ECUs of the different sensors and mechatronic actuators. The enhanced hardware-in-
the-loop test bench is able to validate the interoperability of the different ECUs with 
simulated driving manoeuvres. A focus of that validation is also to ensure that the 
electrical system within the chassis modules and between the chassis modules and the 
rest of the vehicle meets the necessary specifications. Part of that was also the devel-
opment of simulation models for magneto–rheological dampers and an electric power 
steering system. 

To test the interoperability of various automotive chassis modules within a vehicle 
a remote test framework prototype was developed. The Remote Test Framework 
creates a virtual car CAN (Controller Area Network) network over standard Internet 
TCP/IP connections which enables a connected hardware-in-the-loop testing scenario 
between automotive OEMs and its suppliers. 

This new component & system technologies together with the highly reactive sup-
ply chain enable a highly flexible and late-in-time customizable vehicle production as 
well as a more responsive automotive industry.  

4   Individually and Highly Reactive Supply Chain 

Methods, processes and tools developed in work package 2000 “Dynamic Network 
Management” have the potential of a wide impact on the automotive supply chain. 
Their implementation will prove to be of huge benefit for the whole supply grid given 
the reality of the current unparalleled economic downturn. There is one important 
prerequisite for the success of the Dynamic Supply Loops (DSL) .Ideally the products 
have to fulfill the modularity and late customizable aspects, which are researched and 
realized on a rear axle in the WP1000. 
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Fig. 3. Economic consequences of the recession on the automotive sector 

The figure below mirrors the economic consequences of the recession on the auto-
motive sector and its impact on the supply network. While car makers noticed a mas-
sive drop in customer demand in 2008, already, they still maintained their component 
orders in their systems without giving an early warning. This caused enormous over-
production throughout all supply tiers once the OEMs were forced to suspend or cut 
production short term. 

As emergency measure, state aide in form of scrappage incentive schemes helps to 
prevent the worst and to provide the necessary kick-start to demand for the automo-
tive industry. Caused by overproduction and lost sales, many suppliers are forced into 
bankruptcy or radical shrinkage of their companies let alone the cuts in research and 
development. Once the markets recover, there won’t be enough supply capacities left 
to guarantee the badly needed rapid improvement of the motor industry. This is a 
typical scenario of the current existing (hierarchical) Supply Chains. 

4.1   Main Benefits and Targets of Dynamic Supply Loops 

ACDC provides an integrated approach for mid and long term forecasting as well as a 
highly reactive method to tackle all upcoming events that might hurt the supply of the 
OEM. The result is a fast, flexible and high reactive process supported via high level 
of automation. Dynamic Supply Loops create high transparency by combining a  
central forecasting approach with decentral information and supply loops that make 
sure events are being considered in real time [4]. Both aspects require a high level of 
collaboration in SC network. The result is minimization of leadtime to reduce inven-
tory and cost and avoid loss of sales. 

The resulting process is a one step negotiation Methods, processes and tools devel-
oped in work package process which could be implemented very easy and allows very 
fast reaction times.  The calculation of planning scenarios can be done by using stan-
dard planning methods, e. g. offered by SAP or other ERP-Systems. Because of using 
implicit information of the tiern+1 at the scenario generation of tiern the accepted plans 
will be more focused to the actual situation of tiern+1 in opposite to the classical top-
down driven planning procedures in today´s automotive supply chain. This information 
includes e.g., the knowledge of capacity capabilities, flexibility agreements, quality 
issues or specializations as well as the frame plan at tiern+1. This implicit information 
will be gained by collecting information about tiern+1 at tiern and by using new proto-
cols based on EDI standards (Electronic Data Exchange). 
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Fig. 4. Principle of the Dynamic Supply Loops 

The suppliers are getting more flexibility, now able to reduce costs and stocks be-
cause of focused and reliable plans from their customers. Despite costs e. g. the  
optimization of lead times could also be factor in choosing scenarios. 

To offer incentives to take part in this planning concept the tiern and tiernn+1 could 
define some regulation for balancing the achieved benefits [5]. E. g. the supplier 
tiern+1 offers supplier tiern a optimal managed vendor managed inventory without 
including the costs into the products and the tiern supplier regards the specific tiern+1 
suppliers situation while generating the planning scenarios. Both have profit in this 
situation: the inventory level is on the needed level at sufficient costs and the supplier 
tier-n+1 is able to operate a robust production system relying on expected customer-
call-offs. Events will be avoided and costs as well as stocks can be reduced. 

4.2   Selected Achievements 

Basis (operational, tactical and strategical) Dynamic Supply Loop processes com-
bined with “benefit balancing models” are defined and are implemented in the ACDC 
use case at Continental supply network. In the actual project phase optimization and 
adaption processes of the developed methods are started.  

The implementation of the Dynamic Supply Loops is based on a toolkit shown in 
figure 5. There are tools precise processes established for each mentioned planning 
level and for re-designing and operation flexible production systems.  

Major achievements have been actually established in the area of collaborative  
demand prediction and event management.  

The collaborative demand prediction takes its starting point from a model pre-
sented by Småros [6]. This model considers levels of complexity in collaboration and 
in what order to take these steps. In ACDC we have taken this from a “what-to-do” 
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Fig. 5. Basic Process Approach in ACDC 

model to an “how-to-do” model by specifying rigid frameworks for each level of 
collaboration, and the result are quite astonishing (e.g. reduced forecast error by 
75%).  

Collaboration about demand forecast can be made to the extent that fits the supply 
chain actors. The collaboration is based on an agreement between a customer and a 
supplier about the information that may be shared. In traditional methods for collabo-
ration, there is typically a choice for a supply chain actor to share or not share infor-
mation. ACDC suggest methods to limit the visibility of sensitive information without 
loosing the information that is essential for other actors. 

In ACDC, four levels of collaborative demand prediction have been defined as 
shown in figure 7. Unsynchronized supply chain capacity is one of the major cost 
drivers in the automotive industry. For each level of collaboration, the rate of syn-
chronized supply chain capacity will increase.  

At the first level of collaboration the format for communication of demand data is de-
fined. This includes not only to make the data visible to other actors, but also to clarify 
the understanding of the data. Already by increasing the understanding about the defini-
tions of data and the rate of uncertainty in the data, the quality of the decisions based on 
the data will improve. Methods, processes and tools developed in work package. 

At the second level demand forecasts are generated by statistical methods. In 
ACDC a range of time series models and explanatory models have been tested on a 
use case at Continental. In comparison, an advanced explanatory model can give 2-4 
times less forecast error compared to a simpler time series model. 



138 W. Menzel et al. 

 

Fig. 6. Levels of Collaborative Demand Prediction 

The statistical model cannot possibly cover all aspects that drive the demand. At 
level three the system generated forecast is adjusted based on expert judgments and 
management decisions. This can for instance include the impact on the demand from 
sales actions from a car manufacturer. To start the understanding of causal factors that 
has not been included in the demand model, ACDC suggest to regularly measuring 
the forecast precision. This is a factual basis for discussions between the actors, and 
can also be used to identify reasons to single or systematic deviations in the forecasts. 

Finally, at level four, the actors come to closer collaboration by discussing a joint 
view on the demand, and synchronized capacity decisions. At this level the actors are 
approaching something that is close a common business plan. 

The first two levels are currently being tested and the last two are already realized 
at Continental.  

The topic of event handling is driven by several methods combined under the “Red 
Adair Reaction Toolkit”. Most of them are actually implemented at Continental. The 
Red Adair Toolkit is a consequence out of the requirement of larger companies to 
handle disturbance in the supply chain properly.  

With the toolkit events can rapidly be identified and analyzed. Former similar 
cases can easily be used to find a proper solution for the problem. By that the depend-
ence on single individuals becomes less. A “lessons learned” process can be run. Here 
analogies to the Quality management process established in automotive industry were 
used. 

Solutions on unforeseen events mostly require extra resources. To provide them a 
proper and fast escalation process has to be implemented. The Red Adair tool system-
atically and automatically supports the escalation process in a company while  
by using the tool it is safeguarded that the whole organisation is aware of severe  
problems. 

One speciality is implemented as well. During events that cause a shortage, the 
available material very often is not sufficient to fulfil the standard plans of internal 
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and external customers. The material therefore has to be allocated to avoid loss of 
sales for the OEM. 

To provide a tool for that process, the Red Adair toolkit contains an Allocation tool 
that enables allocation managers to handles larger shortages. They can always have an 
overview about the most critical locations and projects. 

Value Stream Mapping and Value Stream Design as the essential steps towards 
production process optimization are executed in the used case plants at Continental. 

The first tests for quasi online testings are done (VW-ATB). 

5   Conclusion 

The European automotive industry is facing enormous challenges as a result of the 
financial crisis, the high prices for oil and steel and emission controls. To tackle these 
challenges, traditional approaches have to be questioned and novel ones have to be 
applied. The European funded project ACDC supports this transition towards a sus-
tainable automotive economy by means of knowledge-based products and processes 
by innovative approaches. For the product side, the shift from traditional mechanics 
towards the combination of mechanics, electronics and software, i.e. mechatronics, 
will be researched and developed further using the chassis as a master case. Mecha-
tronics supports the customization of neutral components by means of software and 
parameterization at low costs at a very late stage of product realisation, even at the car 
dealer. This transformation enables the application of Customize-to-Order as a lean 
complement to complex BtO-approaches. Basic instrument to exploit the accompany-
ing advantages are Dynamic Supply Loops as an iterative but fast network-based 
planning and operations approach.  
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Abstract. The automotive industry and in particular the automotive supplier in-
dustry need to master significant challenges in the future. The Original Equip-
ment Manufacturers (OEMs) require products of highest quality at lowest cost 
from their suppliers. In order to assure quality, all large automotive manufactur-
ers require an independently certified quality management system, in particular 
ISO/TS 16949, from their suppliers. These quality management systems often 
involve a substantial efforts both in time, work and documentation and are thus 
frequently not consequently followed or face little employee acceptance. On the 
other hand, companies try to reduce production cost by establishing stable and 
efficient processes with methods and tools of lean management. This paper 
deals with an approach which integrates these two management systems, i.e. 
quality management and lean management, to an integrated and comprehensive 
Lean Quality Management System. Methods and tools of lean management are 
used to fulfil the requirements of the quality management system. Two pilot 
projects served to validate the developed integrated management system.  

Keywords: Lean management, ISO/TS 16949, ISO 9001, Integrated manage-
ment system, Quality management system, Automotive supplier industry. 

1   Introduction 

In order to increase their efficiency, automotive manufacturers demand from their 
suppliers products of highest quality at low prices. The effect is that an increasing 
number of suppliers implement new production strategies such as lean management to 
yield higher productivity and process stability and hence, lower production cost. 
Moreover, the quality standard which is required by the large majority of automotive 
manufacturers is ISO/TS 16949. If suppliers want to continue their relationships with 
automotive manufacturers, most large OEMs require them to be certified according to 
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this norm [1]. Hence, more and more suppliers need to establish a certified quality 
management system according to ISO/TS 16949 in the short to medium term.  

This paper deals with an approach to combine the quality management system ac-
cording to ISO/TS 16949 with lean management to an integrated management system 
which satisfies all requirements of the individual management systems. Based on this 
integrated management system, a systematic application procedure is developed 
which can be used when implementing the integrated management system. 

The remainder of this paper is structured as follows: Section 2 is dedicated to the 
problem of lacking integrated management systems as encountered in industry today. 
In Section 3, the methodology of developing the Lean Quality Management System 
(LQMS) is presented. Thereupon, Section 4 serves to illustrate the application proce-
dure of the LQMS. In Section 5, two pilot projects are elaborated which proved the 
validity of the LQMS and the application procedure. Lastly, Section 6 concludes this 
paper by providing an outlook on further development and application possibilities of 
the LQMS. 

2   Integrated Management Systems in Industry  

A management system comprises all measures for design, control and development 
needed to achieve a company’s goals [2]. Management models (such as ISO 9001, for 
instance) are aggregated illustrations of company-specific management systems. In 
order to point out cause and effect relationships, the degree of complexity of man-
agement models is deliberately chosen to be lower as in reality [3][4].  

The introduction of a quality management system frequently involved a substantial 
amount of efforts. Efforts are incurred by the implementation of the quality manage-
ment system, but also by the maintenance, upkeep and running of the quality man-
agement system which can lead to unsatisfactory employee acceptance [5]. 

Additional to the quality standard, pressure of competition [6] leads to the re-
quirement of a high degree of flexibility with respect to the fulfilment of the market 
demand of production at lower and lower costs. In order to achieve this, more and 
more automotive supplier companies have tried in recent years to introduce the lean 
management approach in their companies [7]. The concentration on the value-adding 
activities and the elimination of waste from all company processes is perceived by 
many companies to be contradicting the implementation of a certified quality man-
agement system. This is due to the fact that the implementation of the quality man-
agement system itself involves a certain administrative overhead.  

Based on an empirical survey, which has been conducted in conjunction with the 
development of the LQMS presented here, it was found that this is also the reason 
why integrated management systems for quality management and lean management 
are not widely spread in industry today. Rather, both systems are often found in paral-
lel and independent from each other.  

The parallel introduction of independent management system requires a high de-
gree of professional expertise and stringent project management. If the required pro-
fessional expertise is missing, redundant work is often carried out, rigid structures 
may be created, or contradicting requirements at the same processes are formulated. 
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Hence, the failure of these systems can be anticipated [10]. Thus, the implementation 
of both management systems without external know-how and respective support is 
often infeasible. Such support can be given by consulting companies. The benefit of 
involving consulting companies is that less stress is put on the internal organisation. 
Also, expert know-how can be brought into the company by the consultants. Through 
parallel coaching and training of employees the necessary professional expertise is 
conveyed. 

Under consideration of the presumed contradiction as elaborated above, this paper 
serves to present the development and application of an integrated management sys-
tem which combines lean management and quality management. This integrated  
management system, or Lean Quality Management System, can support automotive 
supplier companies when implementing an inter-divisional integrated management 
system. Lean methods are used to fulfil the requirements of the norm ISO/TS 16949. 
A holistic management system is created through the integration of the management 
and organisation system lean management into the norm ISO/TS 16949. Hereby, the 
objective is to create a management system which is actually lived and continuously 
improved by focussing on value-adding activities. The evolving benefit is the unifica-
tion of functions and data, the unification of the individual management systems and 
the execution of more efficient processes.  

3   Development of a Lean Quality Management System  

A number of approaches to combine individual management systems can be found in 
the literature. According to Seghezzi three separate methods can be applied when 
combining individual management systems [6]: These methods are the method of 
addition, the method of merging and the method of integration. The method of addi-
tion foresees to add or append the requirements of the newly joined management 
system to the existing requirements. The two management systems are thus operated 
in parallel to each other [9]. The method of merging relies on a well structured base 
system. Contrasting to the method of addition, the contents of all other management 
systems are built into the base system wherever this is deemed feasible. All other 
contents, which cannot be feasibly built into the base system, are appended to the base 
system. Lastly, the method of integration is the most consequent but also the one 
which involves most efforts. This method foresees that all management systems are 
transferred into a generic management system. This needs to provide the framework 
for the implementation of all requirements since the original boundaries of the partial 
management system will not be perceivable any longer [9].   

The challenge of the latter two methods is the selection of a suitable base/generic 
management system. This management system needs to exhibit a clear structure and 
offer the possibility to integrated further requirements. Dyllick and Seghezzi examine 
various models for their suitability as such base/generic management systems. The 
outcome of their study is that process-oriented models such as ISO 9001:2000, ISO 
9004:2000 and the EFQM Excellence-Model are in particular appropriate to be used 
as base/generic management systems [10]. Consequently, ISO/TS 16949 can also be 
used as a base system as it is based on ISO 9001.  



144 A. Blecken, A. Zobel, and E. Maurantzas 

The integration of the quality management system according to the norm ISO/TS 
16949 with lean management to a Lean Quality Management System is achieved here 
by the method of merging. This is due to two reasons: Firstly, a suitable base system 
is available in the form of ISO/TS 16949. Secondly, lean management is a manage-
ment system which is relatively simple to merge as the requirements of ISO/TS 16949 
are on a more abstract level as the requirements of lean management. Lean manage-
ment exhibits possibilities of implementation through concrete requirements. Thus, 
requirements of lean management can be subordinated to the requirements of ISO/TS 
16949.  

The development of the Lean Quality Management System is partitioned in two 
phases, i.e. the definition of requirements and the merging of requirements. During 
the definition of requirements phase, all requirements of ISO/TS 16949 as well as all 
requirements of lean management are gathered und documented in the form of re-
quirements catalogues. Subsequently, all requirements of both management systems 
are contrasted to each other, possible contradictions are analysed and eventually 
merged on the basis of the management system ISO/TS 16949. 

3.1   Definition of Requirements 

ISO 9001 and ISO/TS 16949 are grounded on eight principles: Customer orientation, 
leadership, integration of people, process-oriented approach, system-oriented man-
agement approach, content-oriented approach of decision making and mutually bene-
ficial supplier relationships [15]. Every formulated requirement is taken from the 
IATF guideline to the norm ISO/TS 16949 [11] and further literature [12] and attrib-
uted to one of these principles. 

The requirements from lean management also originate from literature sources and 
are partitioned into the four areas as defined by Liker: Long-term philosophy, proc-
esses, people & partner and problem solving [13] [14]. An illustrative excerpt of the 
coded individual requirements is presented in Tables 1 and 2.  

Table 1. Requirements of lean management (excerpt) 

Code Requirements  

LP 5.4 Visual systems need to be available that point at processes or  
machines which need support.  

LP4.1/M5 Demand spikes and capacity bottlenecks of personnel,  
machines/equipment and in the production schedule need to be 
levelled. 

LP6.1/M4 Stable and repeatable methods and processes need to be introduced 
(standards). 

E3 The process of product development needs to be levelled after the 
creation of a base concept and be transferred into a flow. 
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Table 2. Requirements of ISO/TS 16949 (excerpt) 

Code Requirements 

5.6.1 Management assessment needs to contain opportunities for  
improvement and change requests of the quality management 
system. 

6.2.1 The organisation needs to ensure that the employees are able to 
execute the tasks which influence the quality.  

7.5.1 Production needs to be planned and executed under controlled 
conditions. 

8.5.1.2 The improvement of the production process always needs to be 
geared towards the control and reduction of variance of product 
characteristics and production process parameters.  

3.2   Merging of Requirements 

In the next step, the requirements of lean management and ISO/TS 16949 are merged 
(cf. Fig. 1). As the ISO/TS 16949 is used as base system here, the requirements of 
lean management are attributed to the respective elements of the norm ISO/TS 16949. 
The result of this merging is the LQMS requirements catalogue.  

 

Fig. 1. Merging of requirements 

The merging of the two management systems is eventually carried out by means of 
four different fashions: Synthesizing, defining of new requirements, adding of a new 
element and detailing. While synthesizing, requirements of ISO/TS 16949 and lean 
management with complete content congruence have been condensed. Moreover, 
requirements with respect to the organisation’s philosophy existed which could not be 
attributed to any other chapter of the norm ISO/TS 16949. Here, the new element “5.3 
Organisation Philosophy” has been created for the LQMS. Five novel requirements 
have been identified in order to complement the merging of the two management 
system. These newly defined requirements are described in Table 4. Lastly, the most 
frequent way of merging has been through detailing. Here, requirements of lean man-
agement, which are often more detailed, have been subordinated to the corresponding 
requirements of ISO/TS 16949.  

Requirements catalogue
Lean Management

Requirements catalogue
ISO/TS 16949

Requirements catalogue
LQMS

Synthesizing
Def ining
Adding
Detailing
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Table 3. Novel requirements of the LQMS 

Code Requirements  

V1 The organisation needs to appoint a person responsible for lean  
management, reports on its efficacy and initiates improvements  
projects.  

V2 Internal audits need to be carried out in order to ensure the  
effectiveness of lean principles.  

V3 The focus of internal audits needs to be put on improvement projects 
which have only recently been launched.  

V4 During the beginning of the implementation process, internal audits 
need to be carried out more frequently.  

V5 Senior management needs to consider the efficacy of lean  
management in the management review.  

4   Application Procedure of the Lean Quality Management System 

In the previous section, the requirements of the LQMS have been developed. It is the 
objective of this section to make the LQMS deployable in industry practice. Hence, a 
suitable application procedure is derived. The components of the application procedure 
are mainly the definition of a systematic LQMS audit and LQMS implementation. 

4.1   LQMS-Audit 

The systematic evaluation of a management system with the objective to monitor 
whether it fulfils all formulated requirements is achieved through an audit. The 
LQMS audit can be partitioned into the three phases preparation, execution and post-
execution. 

Preparation includes the record and analysis of the organisation’s internal proc-
esses. Thus, a process map needs to be created which provides an overview over all 
processes of the organisation. All control, value-adding and support processes are 
covered here. Subsequently, all processes are analysis with the help of a turtle model 
[15]. The turtle model describes every process with all necessary parameters, measure 
and interfaces. On this basis, audit emphases, i.e. LQMS elements, are defined which 
are to be covered in particular during the audit.  

The execution of the LQMS audit is carried out based on the LQMS question cata-
logue and the derived turtle models. Foundation for the LQMS question catalogue are 
the LQMS requirements as developed in Section 3.2. The LQMS question catalogue 
contains lead questions for the respective elements of the LQMS which are attributed 
to the analysed processes. The lead questions allow the auditor to assess to which 
degree each requirement of the LQMS is fulfilled.  

If sufficient information can be gathered, the construction of organisation-specific 
turtle models is recommended. If, however, an organisation does not currently have 
defined processes, standard processes have been elaborated together with the respec-
tive turtle models, which can be used. These standard processes and turtle models 
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serve to enable structured audit procedures and ought to be used when no further 
information on the organisation is available.  

According to Schwendt and Funck, the audit of an integrated management system 
is subject to specific demands, which have been respected when the LQMS question 
catalogue has been derived [10]: 

− The question catalogue needs to be extendable and flexibly adaptable to changes in 
the norm.  

− The question catalogue’s reference to the norm needs to be extendable.  
− The organisation’s objectives as well as the process objectives need to be moni-

tored in terms of the audit. 
− Only one audit protocol, report and review may be created.  
− The question catalogue instrument needs to ascertain the audit of the processes.  
− The question catalogue instrument needs to support the systematic improvement of 

the management system.  

The assessment of the individual requirements consists of five steps. These five steps 
include the two assessment steps provided by the IATF “Major Deviation” and “Mi-
nor Deviation” [16]. This assessment scale has been extended by the steps “Remark” 
[17], “Good” and “Best Practice”. Through the assessment as “Best Practice” it be-
comes possible to stress the fulfilment of a requirement which is above average.  

4.2   LQMS Implementation 

Starting from the results of the audit, solution suggestions which match the require-
ments are derived for the identified weaknesses and integrated in the to-be processes. 
[18] The LQMS toolbox functions as an aid for the processing of the identified devia-
tions and improvement potentials. For each element of the LQMS respective tools are 
available as required. These tools can be used for the analysis and development of to-
be concepts.  

For the development of the LQMS toolbox, all tools and methods which are used 
for the two management systems in industry practice today have been collected. Simi-
larly to the formulation of requirements, certain overlaps have also been identified 
here. Therefore, matching tools and methods have been identified which originate 
from both areas lean management and quality management. These have been merged 
in order to avoid duplication and redundancies in the toolbox. Eventually, the tools 
and methods have been transferred into the LQMS toolbox and have been connected 
with the elements and standard processes of the LQMS. Hence, it becomes possible 
that suitable tools and methods to tap the improvement potentials can be selected 
while viewing the audit results in either an element-oriented or process-oriented per-
spective. 

Fig. 2 displays the three dimensions of the LQMS toolbox. On the axis “QM Ele-
ments” the five elements of the LQMS requirements catalogue or respectively the 
LQMS question catalogue are shown. On the axis “Tools & Methods”, an excerpt of 
the methods and tools which can be used to implement the LQMS is presented. On 
the axis “Processes” the individual processes of the organisation of the LQMS stan-
dard processes are presented depending on the original situation (only indicated here). 
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Fig. 2. LQMS toolbox 

5   The LQMS in Industry Practice  

The LQMS developed here has been deployed in two pilot projects which served to 
prove the validity of the integrated management system. In order to achieve this, three 
criteria have been defined: Applicability, adaptability and benchmarking capability. 
The objective has been to acquire constructive feedback from industry practice al-
ready during the development phase of the LQMS. Thus, this feedback could be inte-
grated in the further development of the LQMS itself and its application procedure.  

The criteria applicability refers to the degree to which the systematic application 
procedure, the question catalogue and its assessment procedure are fit for industry 
practice. The criteria adaptability refers to the degree to which the LQMS can be 
applied to various organisation structures and models. Here, organisations are distin-
guished which currently exhibit a different degree of implemented quality and lean 
principles. Lastly, the two pilot projects have served to set a benchmarking level for 
the degree to which the requirements have been fulfilled by the two companies 
(benchmarking capability).  

The application procedure described above has been used in two pilot projects to 
assess the conformance of the company-specific processes with the requirements of 
the LQMS requirements catalogue. It was also the goal to derive company-specific 
recommendations for improvements.  

Company A is a manufacturer of precision machined parts. With its 120 employ-
ees, the company produces small parts for the automotive industry but also for other 
industries such as medical technology. Company B is market and technology leader in 
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the utility vehicle industry. At a number of production facilities, 3500 employees 
manufacture trailers, semitrailers and superstructures for utility vehicles. 

Both companies together are very well suited to perform as application instance of 
the LQMS as they are quite different in terms of their structures and processes. Com-
pany A is certified according to ISO/TS 16949 and hence operates a well-functioning 
quality management system. However, lean principles are only scarcely employed. 
Company B is certified according to ISO 9001 and commands over a strong lean 
management system, both in the production and in the administrative function.  

In the following, the example of company A shall be used to illustrate how the 
graphical assessment of the LQMS audit can yield recommended actions. The audit 
results of company A are displayed in Fig. 3 in the form of a spider web diagram. The 
three major potentials for improvement which have been identified are material logis-
tics, process management and production planning. Thereupon, the following recom-
mendations can be derived: 

− The introduction of a KANBAN system leads to transparent disposition processes 
and the comprehensive application of the FIFO principle.  

− The introduction of Shop-Floor Management contributes to stabilise and continu-
ously improve production and work processes. The visualization of current produc-
tion information over so-called Shop-Floor Boards allows management to take  
rational and well grounded decisions on a short time horizon, for instance based on 
shift-related numbers for rejected parts. 

The procedure for deriving recommended actions for company B has been carried out 
analogously. Hence, the recommendations for company B are not further elaborated 
here.  

 

In conclusion, the application instance has shown that the developed LQMS and its 
application procedure are well suited for different kinds of organisations. Likewise, 
the question catalogue is suitable for its intended purpose of conducting and support-
ing audits. The systematic assessment in the form of spider web diagrams displays the 
outcome of the as-is analysis in an easily comprehensible manner and highlights areas 
with specific potential for improvement.  

Considering that the LQMS has been employed in pilot projects at two companies 
with differing prerequisites in the areas of lean management and quality management, 
it has also been possible to judge the adaptability of the LQMS. During the assess-
ment, the strengths and weaknesses of the respective companies in the areas lean 
management and quality management have been rediscovered. Company A was able 
to fulfil all requirements of the norm but not all requirements of lean management. A 
contrasting result was obtained with company B. Despite this difference, a seamless 
execution of the LQMS audit has been possible. Therefore, the adaptability of the 
LQMS could be confirmed.  

Through the two application instances, some values could be gathering for setting a 
benchmark. In order to consider these values as representative, however, an objective 
assessment according to the same standard needs to be guaranteed. One step into this 
direction has been taken with the definition of an assessment scale and a detailed 
description of the assessment steps. Yet, a certain degree of subjectivity remains when 
the fulfilment of the requirements is evaluated.  
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Fig. 3. LQMS audit results company A 

6   Outlook 

In this paper, it was shown that the requirements of a quality management system are 
not necessarily conflicting with the lean principles. Through the consequent use of the 
right lean methods, processes and procedures can be consequently and sustainably 
optimised at the value-adding locations while requirements from the quality manage-
ment system are fulfilled. Two pilot projects concerned with implementing the LQMS 
have served to identify the respective weaknesses of the quality management systems 
and recommendations for actions have been formulated under consideration of lean 
principles. The objective is to integrate the requirements of the quality management 
system into the production and work processes in such a way that no overhead efforts 
are required by the quality management system. Hence, the introduction of a KAN-
BAN system in the first pilot project helped to significantly improve the material 
disposition process while simultaneously fulfilling the demand for the comprehensive 
application of the FIFO principle. Since the KANBAN system represents a consump-
tion-oriented production control method, the FIFO principle has to be adhered to by 
all employees in order to avoid a production halt.  

The LQMS presented here has been specifically developed for the needs of the 
automotive and automotive supplier industry. Therefore, the requirements of the 
ISO/TS 16949 have been used as a base system. Yet, the second pilot project has  
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shown that the approach followed here can also successfully be applied to other in-
dustries. Currently, efforts are undertaken to adapt the LQMS to the requirements of 
medical technology. In the future, a general approach unspecific to a certain industry 
could emerge which harmonizes the requirements of quality management with the 
requirements of lean management.   
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Abstract. In recent years, the works on supply chain management (SCM) have 
been broadened from isolated static models of supply chain design (SCD) and 
planning (SCP) to integrated SCD and SCP models. This paper develops a 
framework for integrated SCD and SCP on the basis of adaptation principles and 
regarding SC execution dynamics. To achieve this integration, static models of 
SCD are brought in correspondence to the dynamic models of SCP and control. 
The adaptive feedback loops between the planning and execution models are es-
tablished. It becomes possible if traditional operations research (OR) techniques 
are extended by optimal control theory. We illustrate the general framework with 
the help of a modelling complex. We show explicitly how to distribute static and 
dynamics variables and constraints of SCD and SCP by interconnecting static 
elements in SCD optimization linear programming model with corresponding 
SCP dynamic elements in optimal control model. This makes it possible to con-
sider conventionally isolated SCD and SCP problems taking into account non-
stationarity of supply chain execution along with the adaptive control within a 
conceptually and mathematically integrated framework. In doing so, the devel-
oped framework contributes to the advancing decision-making support for SCM 
on the basis of interrelating planning and execution levels instead of generating 
optimal solutions that fail in a real perturbed execution environment. 

Keywords: Supply chain, design, planning, operations research, optimal  
control, adaptation. 

1   Introduction 

The term “Supply Chain Management” (SCM) was coined in the 1980-90s. Presently, 
SCM is considered as the most popular strategy for improving organizational compe-
titiveness along the entire value chain in the twenty-first century [3, 9, 15, 33]. 

A supply chain (SC) is a network of organizations, flows, and processes wherein a 
number of various enterprises (suppliers, manufacturers, distributors, and retailers) 
collaborate (cooperate and coordinate) along the entire value chain to acquire raw 
materials, to convert these raw materials into specified final products, and to deliver 
these final products to customers [15]. After long-lasting research on SC optimality 
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from the service level’s and costs’ points of view, the research community has begun 
to investigate flexible, agile, adaptable, stable and crisis-resistant processes in SCs to 
compete in a real perturbed execution environment [8, 28, 38].  

With the development of SCM, new integrated problems such as distribution-
production or production-inventory problems have arisen. In some cases, it is possible 
to integrate different problems within one of the modelling techniques, e.g., distribu-
tion-production planning with mathematical programming [3, 6, 26, 29, 39]. If this is 
impossible, integrating elements of different techniques should be considered [15]. In 
recent years, the works on SCM have been broadened to cover the SC dynamics. In 
these setting, design of SCs (SCD) and planning of orders in SCs (SCP) is to consider 
as an integrated model on the basis of adaptation principles [15]. To achieve this 
integration, static models of SCD should be brought in correspondence to the dynamic 
models of SCP with establishing feedback loops between the SCD and SCP.  

It becomes to be possible if traditional operations research (OR) techniques can be 
extended by means of optimal control theory [15]. This paper joins this research 
stream and contributes to SCD and SCP from the perspectives of adaptable plans 
instead of “ideal” optimal solutions which fail in a real execution.  

This paper is organized as follows. We start the paper with the state-of-the-art 
analysis to the SCD and SCP from conceptual and mathematical perspectives. Section 
3 discusses the methodical basic of the proposed approach to adaptive SC modelling 
and optimization. In section 4, a mathematical framework of integrated SCD and SCP 
is presented. We conclude the paper by summarizing the main findings. 

2   State of the Art 

SCD is the strategic configuration of supply network structures [18]. SCD has been a 
very visible and influential topic in the field of OR. The formulation of strategic produc-
tion–distribution models for SCM has been widely investigated. Most of these formula-
tions are introduced in the form of mixed-integer linear programming (MILP) models. 
Beginning with the seminal work of [10] on multi-commodity distribution system  
design, a large number of models have been proposed for the SCD [3, 6, 29, 39]. The 
drawback of using optimization is the difficulty of developing a model that is sufficient-
ly detailed and accurate in representing complexity and uncertainty of SCM, while 
keeping the model simple enough to be solved [11].  

SCP is composed of tactical problems of SC planning regarding demand forecasts 
or customers’ orders and the most rational use of supply chain resources to meet the 
market requirements in the cost-efficient manner [22]. SCP depends on the SCD. 
Tactical goals are subject to such SCD goals as SC costs and service level.  

In OR, improvements in SCD and SCP are usually algorithmic and refer to the me-
thods of linear programming, integer programming and dynamic programming [9, 33]. 
Besides, heuristics are frequently applied [12]. For the last decade, considerable ad-
vancements have been achieved in this area [22]. However, a number of limitations can 
be observed in OR techniques with regard to SCP from the dynamics point of view. 
First, problems of high dimensionality are whether reduced to a simple dimensionality  
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or heuristics are applied. Secondly, complex dynamics of real SC execution cannot be 
reflected in single-class models. Thirdly, models of planning and execution are not 
explicitly interconnected in terms of uncertainty.  

Recently, a number of concepts were developed to meet the above-named chal-
lenges. In particular, complex adaptive systems (CAS) and control theory (CT) are 
becoming of even greater interest to researchers and practitioners. The work [5] 
claimed that emergent patterns in a supply network can be managed much better 
through positive feedback than through negative feedback from control loops. The 
work [36] investigated how various concepts, tools and techniques used in the study 
of CAS can be exploited to characterize and model SC networks. Many other papers 
have also dealt with agent-based modelling and SC adaptivity [1]. 

Another research stream has been dealing with control policies and algorithms to 
adapt SCs by means of different techniques [7, 8, 15, 16, 17, 18, 32, 37]. The study [30] 
employed a set of neural networks to a combined physical inventory and distribution 
system in a non-stationary demand environment. The study [31] presented an adaptive 
control (AC) concept for production networks. In the work [21], centralized and decen-
tralized adaptive inventory-control models have been investigated. The study [19] de-
veloped a control architecture originating from modern political systems. The study [4] 
addressed the problem of short-term SCD using the idle capacities of qualified partners 
in order to seize a new market opportunity.  

The first strong contribution of CT to SCM domain is the interpretation of SCD 
and SCP not as discrete operations but as a continuous adaptive process. Secondly, 
the possibility of covering the SC dynamics at the process level and the permanent 
changes in SC processes and environment is also a strong contribution of the CT in 
SCM domain. Finally, the CT allows the consideration of a goal-oriented formation of 
SC structures and the solution of problems in this system as a whole.  

However, the application of CT also has its challenges and limitations. First, the 
decision-making in business systems is of a discrete nature. In technical control sys-
tems, it is assumed that the control u can be selected continuously in time. Second, 
dynamic flow models of optimal program control allow us to model a system beha-
vior in dynamics in order to achieve a certain goal (or a number of goals) performance 
values of which are accumulated over time. However, the sequencing and resource 
allocation are not considered in these models [27]. Hence, the mathematical models of 
classical optimal CT need domain-specific modifications. 

In order to conduct research on such complex problems, a combination of different 
methods becomes necessary. While describing a complex system mathematically, it is 
almost impossible to consider only one system model [2]. As emphasized in [13, 14, 
15, 33], SCD and SCP problems are tightly interlinked with each other and require the 
application of different integrated frameworks of decision-making support. Isolated 
application of only one solution method leads to a narrow problem formulation, over-
due constraints and sometimes impracticable goals. A combined application of OR 
and CT may potentially provide new insights into the SCM domain. 

The proposed approach is based on fundamental scientific results of the modern 
optimal CT [15, 27, 32] in combination with the optimization methods of OR. Two 
basic elements of the SCD and SCP model integration are an adaptation framework 
and a framework for mathematical model combination. These frameworks will be 
considered in the Sections 3 and 4 correspondingly. 
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3   Methodical Basis 

The main purpose of the adaptation framework is to ensure a dynamic integrated SCD 
and SCP model with a parameter tuning with regard to changes in the execution envi-
ronment and planned values of performance indicators. In the proposed framework, 
the process adaptation is connected to the model adaptation. In Fig. 1, the adaptive 
framework of the SCD and SCP is presented. 

 

Fig. 1. Integrated adaptive framework of SCD and SCP (based on [34]) 

The proposed framework includes the following main phases: 

− parametric and structural adaptation of SC processes and models (blocks 1, 2, 3); 
− integrated SCD and SCP (blocks 4, 5); 
− simulation and analysis of SC execution according to different configuration plans, 

and variants of control decisions in real situations (blocks 6); 
− structural and parametric adaptation of the configurations and plans, control inputs, 

models, algorithms, based on results of simulations experiments (blocks 7); and 
− plan realization in real time, correction of the control action (blocks 8, 9). 

To implement the proposed concept of adaptive planning and control, let us consider 
two groups of parameters for SC models and algorithms: 

− parameters that can be evaluated on the basis of real data available in the SC; and 
− parameters that can be evaluated via simulation models for different scenarios. 

The adaptation procedures can be organized in two control loops: 

− external adapter; and 
− internal adapter. 

The following parameters belong to the first group and can be evaluated through the 
external adapter: 
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− the values of SC performance indicators (e.g., minimal admissible service level of 
95% can be amended to 93%); 

− execution indicators of SC processes (e.g., cycle time); and 
− probabilistic characteristics and values of real and observed random processes. 

The second group of parameters being evaluated through the internal adapter includes 
such characteristics as: 

− a redundancy rate for functional, informational, and temporal reserving; 
− priority of SC performance indicators; and 
− parameters that define the variants of adaptation in the simulation models. 

A hierarchy of adjustment actions is brought into correspondence with different dev-
iations in the SC execution. A state correction takes place with a time horizon of 
hours, days, weeks or months. In the studies by [13, 14, 18], tools and models for SC 
structure dynamics control have been presented. It has been proved that structure 
dynamics considerations may allow the establishment of adaptive feedback between 
the SC design, tactics, and operations.  

4   Mathematical Framework 

4.1   Integration of Static SCD and Dynamic SCP Models: Concept 

In SCD and SCP models, different goals, variables and constraints can be expressed 
whether in static or in dynamic form. In applying only one solution method, e.g., 
mathematical programming or optimal control, significant difficulties in representing 
both static and dynamic aspects are frequently encountered. Therefore, it can be sen-
sible to to distribute static and dynamics variables and constraints of SCD and SCP 
between different models where the corresponding static or dynamic elements can be 
expressed in the best way. 

In integrating elements of different modelling techniques, two basic ways exist. 
First, a basic solution method for all the parts of the integrated problem can be chosen 
and reinforced by attracting elements from other methods at certain places (e.g., de-
scribing scheduling and execution models in terms of optimal control theory [15]). 
This is the preferable way. If this is impossible, we should use different methods for 
different parts of the problems and integrate input-output of different models mathe-
matically.  

The basics of the SC multi-disciplinary treatment were developed in the DIMA 
(Decentralized Integrated Modelling Approach) methodology [13]. The mathematical 
integration and combined application of various models can be implemented by means 
of multiple model complexes [15, 18, 27, 35], which are based on the application of 
functors [24, 27, 35]. Functors establish relationships between different models. The 
multiple-model complexes allow problem examination and solution in different classes 
of models, and result representation in the desired class of models. The study [35] 
demonstrated the capabilities of the functorial approach to qualimetry of models. In the 
work [15] an example of a multiple model complex for the SCM domain has been 
provided.  



 Integrated Adaptive Design and Planning of Supply Networks 157 

Let us discuss an example of how to apply the multiple model complexes [27, 35]. 
The problem of the SC analysis and synthesis is mostly formalized using either graph 
(network) models or models of linear and integer programming. As a rule, the prob-
lem of SC execution is formalized with the help of dynamic models. However, the 
problems of coordination and consistency of the results remain open. To obtain a 
constructive solution to these problems, we propose to use a functorial transition from 
the category of digraphs to the category of dynamic models. The mathematical model 
of the above-described transition is presented in [15]. In the next paragraph, we will 
consider how explicitly to interconnect a static optimization linear programming 
model with an optimal control dynamic model within SCD and SCP. 

4.2   Integration of Static SCD and Dynamic SCP Models: Formal Statement 

The problem consists of the dynamic structural-functional distribution of resources 
and flows in an SC according to the input data of SCP and regarding the dynamically 
changing SCD structures. Let A  be the set of nodes in SCD. It includes the set oA  of 

suppliers, the set hA  of transit nodes, and the set vA .of customers. The structure of 

SCD and the parameters of SCP undergo changes at discrete time points ),...,,( 10 kttt . 

These points divide the planning interval ],( 0 ktt  into subintervals. The SC structure 

does not vary at each subinterval ],( 1 ll tt − . 

We assume that each network element is characterized by the following characte-
ristics: the inventory volume jV  at a node jA , the intensity of operations execution at 

j-node jlϕ  abd the capacity ijlψ  of the inter-node channel for the nodes iA  and jA , 

where AAA ji ∈, . The following variables are needed for formalization: the amount 

ijlx  of products transmitted from iA to jA  at time interval number l , product amounts 

jly , jlg , jlz  relating to the node jA  and to be stored (according to the plan of SC 

operation), to be processed, and to be delayed (as caused by limited capacity of SC) 

respectively. Let +
jlq  be the set of node numbers for the nodes transmitting product to 

jA  at time interval l  and −
jlq  be the set of node numbers for the nodes receiving 

products from jA  at time interval l. 

Now the model of SC planning can be stated as follows (1-3): 
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The SC execution plan should provide the maximal value for the generalized quality 

index I (equation (1). Here the first component ∑∑
= =

=
m

j

k

l
jlgI

1 1
11 α of equation (1) 

characterizes the total amount of customer orders processed in the SC and the second 

component ∑∑
= =

=
m

j

k

l
jlzI

1 1
22 α  characterizes the amount of not fulfilled customer or-

ders. Both 1I  and 2I  refer to SC service level. 

Constraint (2) reflects that the amount of products jlx  delivered to the node jA  at 

the time interval l  can be transmitted to other nodes, or processed and stored at this 
node, or delayed. 

Constraint (3) defines the constants of transportation, distribution centers and pro-
duction intensities regarding the time interval l. As these intensities change with regard 
to different time intervals, the execution processes become non-stationary. 

The planning problem (1)–(3) is a multi-criteria linear-programming (LP) problem 

of high dimensionality. It includes km ×  equations (2) and ⎟⎟
⎠
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kmf
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 un-

known variables, where m  is the number of nodes in SC, k  is the number of time 
intervals and lf  is the number of variables characterizing amounts of received (trans-

mitted) products at the l-interval. An additional peculiarity of the problem is related to 
two-sided constraints for the variables ijkx , jly , jlg . A linear convolution of two 

indices is used to overcome the problem of goal uncertainty. Thus, we assume that 
121 =+αα , 0, 21 ≥αα  in equation (1). 

Analysis of problem (1)–(3) showed that in spite of its high dimensionality it could 
be solved via special decomposition procedures and the method of successive im-
provement of plans for LP problems with two-sided constraints [25]. 

With regard to the SC settings, a special consideration must be given to the fact 
that real SC operate heterogeneous products of different importance and priority of 
customer orders. We propose to concretize the obtained plan of SC operation (in 
terms of model (1)–(3)) via the following differential dynamic model (4): 
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where )1,o(
lx  is a duration of the time interval l, )1,v(

lijx ρ  is an amount of product transmit-

ted from iA  to jA  at the time interval l and attributed to the type ρ , )2,v(
~

lj
x ρ  is an 

amount of product processed at 
j

A~  at the time interval l, )()1,v( tu lijρ  is a transmission 

rate in the channel ji AA → , )()2,v(
~ tu

ljρ  is a rate of product processing at the node 
j

A~  

on the time interval l for the product, )3,v(
lijx ρ  and )4,v(

~
lj

x ρ  are auxiliary variables denoting 

correspondingly the time passed from the beginning of product transmission and the 
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time passed from the beginning of product processing or product storage, )()3,v( tu lijρ  and 

)()4,v(
~ tu

ljρ  are auxiliary control inputs assuming values from the set {0,1}. The control 

and state variables should meet the following constraints: 
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Constraints (5) specify an ordered sequence of time intervals of SC structure constan-

cy, )1,o(
)1( −la  is a given duration of the )1( −l  interval of structure constancy. Equations 

(6) and (7) specify the limits for the intensity of product transmission and processing (
)2,v(

~
)1,v( ,

ljlij cc ρρ are given constants). The first inequality in (8) specifies the rules for the 

operation of the node jA , that is the ρ -type product either being transmitted to other 

nodes ( 1)()3,v( =tu lijρ ), or being processed or stored in the same node 1)()4,п(
~ =tu

ljρ ). The 

second inequality in (8) states the limit jly  for the amount of product to be stored 

(processed) at the node jA  on the interval l. The constraints (9) and (10) specify 

capacities of channels. The constraints (11) and (12) specify end conditions. The 
quality indices for the plans of SC operation are expressed as follows: 
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v,2)( . Performance indicator (13) characterizes the 

completeness of heterogeneous product processing taking into account priorities of 
different customer orders. This performance indicator corresponds to the index 1I

 

of 
the static model. Indicator (14) expresses total supply delay caused by product 

processing, storage, and transmission in transit nodes. The given coefficients )1(
ργ  and 

)2(
ργ  establish priorities for transmission and processing of product of the type ρ . This 

performance indicator corresponds to the index 2I  of the static model. Indicators (13) 

and (14) represent the dynamic interpretation of SC service level. Indicator (15) lets 
evaluate uniformity (irregularity) of resources allocation in SC at each time (integral 
component of functional (15)) and at the time ftt =  (terminal part of (15)). 

5   Discussion of Findings 

Continuous optimization is a challenging calculation task. Any sensible judgments on 
the models and algorithms can be made only by application of special tools. For the 
experiments, we elaborated a software package [15]. The software has three modes of 
operation and an additional mode to analyse stability of the plans. This mode is be-
yond of the scope of this paper. 

The first mode includes the interactive generation/preparation of the input data. 
The second mode lies in the evaluation of SCD and SCP. The following operations 
can be executed in an interactive regime: 

− multi-criteria rating, analysis, and the selection of SC designs and plans; 
− the evaluation of the influence that is exerted by time, economic, technical, and 

technological constraints upon SC execution control; and 
− the evaluation of a general quality indicator for SC designs and plans, and the 

evaluation of particular performance indicators. 

The third mode provides interactive selection and visualization of SCD and SCP and 
report generation. After setting up SC structures, planning goals and environment 
parameters (customer orders and possible uncertainty impacts), the optimal control 
planning algorithm is now running. The algorithm of dynamic control addresses the 
OR model at each point of time during the run of the dynamic model. In combining 
CT and OR, it becomes possible to approach SCD and SCP problems regardless of 
the problem dimension and by taking into account non-linearity and non-stationarity 
of processes along with discreteness of decision-making. The OR models are applied 
to dimensionally reduced resource allocation problems at each point of time (regard-
ing only those variables and constraints that are relevant at this particular point of 
time) while the whole dimensionality and dynamics is kept in the CT model. Besides, 
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as both OR and CT are based on optimal principles, the solutions can also be hold for 
optimal. However, in our opinion, the most important result is even not the optimal 
solution but the evidence that complex problems of SC adaptive (re)design and 
(re)planning can be solved in an integrated manner. 

Analysis of (5)-(12) shows that the coordination of the planning results of the static 
and the dynamic model can be carried out through the variables 

ijkx , 
jly , and 

jlg .  

The realization of the system modeling for the considered problem showed the fol-
lowing advantages of the joint use of the static and dynamic planning models: 

− Static models of SC operation let take into account the factors (losses, limitation of 
capacities) which define the state constraints in dynamic models; 

− Static models provide input data for the dynamic models while the direct enumera-
tion of variants is impracticable; 

− Static models take into account, to a first approximation, the factors of distributed 
computation and of structure dynamics in SC and provide quantitative estimations 
for the amounts of supplied, processed, and delayed products. 

However, the detailed time-referenced description of product distribution and 
processing is difficult within the static model. That is why we proposed to use the 
dynamic model of SC the operation that gives us the following advantages. 

− Dynamic models let establish and optimize SC performance indicators that are diffi-
cult to express within a static model (for example the indices of uniformity (irregu-
larity) of resources allocation for the product processing in a SC as a requirement on 
SC collaboration strategy; see equation (15); 

− Dynamic models of control theory reflect the non-stationarity of SC execution; 
− Dynamic models let use the advanced methods of the optimal control theory for a 

synthesis of control programs as applied to SC and its subsystems (enterprises), 
e.g., methods of dynamic stability analysis. 

6   Conclusions 

In this paper, SCD and SCP problems have been considered in their interlinking and 
regarding execution control. We showed explicitly how distribute static and dynamics 
variables and constraints of SCD and SCP by interconnecting static elements in SCD 
optimization linear programming model with corresponding SCP dynamic elements in 
optimal control model. Such a problem formulation is near to the real-world settings.  

This approach allows the interlinking of planning and execution models within a 
mathematically integrated framework. Hence, the proposed modelling complex does 
not exist as a “thing in itself” but works in the integrated decision-support system and 
guides the SCD and SCP decisions in dynamics on the principles of dynamic optimi-
zation and adaptation. 

Finally, let us discuss the limitations of the proposed approach. For concrete appli-
cation cases, it is nevertheless almost impossible to take into account the whole varie-
ty of complex interrelated constraints and parameters. For each concrete problem, we 
should actually build a new complex of constraints. This is a very time-consuming 
process as we should achieve the strong monosemantic problem formulation to ensure 
only one solution is gained. Constructive ways to achieve calculation precision with 
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regard to the interrelations of measured and calculated (control) parameters are to be 
developed further. Finally, the mathematical formalization of uncertainty factors is 
very complicated. Hence, further developments on the modelling with interval data 
[15] are needed. 
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Abstract. Existing Supply Chain Management approaches focus predominantly 
on harmonization of supply processes with numerous external partners. In order 
to manage the complexity of this objective they assume standardized processes 
for different companies. This paper proposes a novel approach, which meets the 
market demands for a proceeding, which is both, more pragmatic and more 
flexible than common Supply Chain Management reference models. It explains 
why this demand exists and shows how an adequately differentiated supply 
chain profile of a company can be derived by analyzing constitutive strategic 
aspects with impact on supply processes. Finally, it shows how action recom-
mendations for Supply Chain Management can be derived in a lean manner and 
exemplifies how those recommendations can look like. 

Keywords: Supply Chain Management, Supply Chain, SCOR, Supply Modes, 
Business Structure Analysis, Lean. 

1   Introduction 

Supply Chain Management (SCM) attracted a lot of attention during the last decade. 
Numerous research projects have been conducted to define scope and object-matters 
of SCM and to offer detailed reference models and planning procedures as best prac-
tices in SCM. One of the reference models used most frequently is the Supply Chain 
Operation Reference Model (SCOR), shown in Fig. 1, which has been defined by the 
Supply Chain Council. 

The SCOR is based on the five management processes plan, source, make, deliver 
and return. It offers relationship frameworks, standard process descriptions and met-
rics for these processes along the entire supply chain, i.e. from the suppliers’ supplier 
to the customer’s customer [1, 2]. Clearly, it covers the most important processes in 
the supply chain and consequently empowers a company that implements it, to syn-
chronize value creation processes in its supply chain and to balance them with the 
customers` demands [3]. The SCOR is a very holistic model with strong emphasis on 
the integration of upstream and downstream partners and the harmonization of com-
munication processes between them. 
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Fig. 1. The SCOR model by the Supply Chain Council [2] 

Furthermore it is a general model, which does not account for the specific situation 
of a company and for its existing structure. It rather implies identical or at least very 
similar supply chains between the same branches or even between completely differ-
ent companies [4]. However, this assumption is unrealistic not only within one 
branch, but also for identical products, if these are distributed within different busi-
ness areas. For instance, requirements on the delivery time and thus on the supply 
chain of one product are different if the product is used by different customers with 
different needs. Those specific conditions can imply a higher importance of several 
processes described in the SCOR, a particular importance of processes not comprised 
in it or impede the implementation of the reference processes. 

Due to these facts, many companies cannot apply the holistic SCOR approach. 
Frequent problems are the complexity of ideal SCOR-projects, the long pay back 
period of investments and the focus on external activities without having sufficient 
efficiency of internal supply chain processes [5, 6]. Another frequent problem is the 
change of paradigms, required by the implementation of the SCOR [4]. Confident 
information has to be exchanged within the supply chain and former functional orien-
tation has to be changed towards a process orientation, what involves a change of 
roles and responsibilities. Finally, such a strong cooperation between the different 
partners of a supply chain not only implies undoubtedly high optimization potentials, 
but also a strong dependency on these partners. 

Therefore, many companies confine themselves to a partial implementation of the 
SCOR model. They focus on strategic problems or solely on distinct operational 
ones. Those strategic problems might be the relocation of production facilities, the 
initiation of strategic purchasing activities or the development of strategic supplier 
partnerships in general. Focusing on operational problems only, many companies 
start directly with process analysis and reengineering or informational supplier inte-
gration in order to improve the efficiency of particular processes [4, 5]. In addition, 
many companies rely on the theoretic background provided by the vast majority of 
SCM related publications and regard implementation of suppliers and harmonization 
of commodity flows outside their company as the main objectives of SCM [1, 2, 7, 
8]. These companies, in particular those with complex structure and processes, which 
have grown over many years, align the external segments of their supply chains to its 
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own inefficient organization and achieve suboptimal results. Finally, these efforts are 
often done without the necessary differentiation of business areas what leads again to 
generalized, suboptimal results. 

The approach presented in this paper allows avoiding those mistakes, by focusing 
on the internal supply processes of a company first, and by accounting for the differ-
ences resulting from different business areas. Furthermore, it provides a quick analy-
sis, which helps the companies to identify the right levers of SCM activities with 
focus also on the external elements. Focusing on the important parts, it helps also to 
reduce the complexity of SCM projects, although a top-down approach is followed 
and thus supply chain relevant aspects at all management levels are considered. 

2   Background – The Idea of Lean Intra-corporate Supply Chain 
Management 

The problems applying SCM methods based on the SCOR have been mentioned in 
the introduction and can be summarized as following: 

− Focus on external activities without efficient internal processes 
− Generalization of supply processes  
− The projects’ complexity 
− High investments with long pay back periods 

As a result, many SCM efforts remain unsuccessful, focusing on the wrong parts of 
the supply chain, not considering the existing specific structure and business areas of 
a company, ending up in a chase for benchmarks for distinct processes without the 
knowledge if these really are the relevant criteria for the considered company, or 
overburdening their financial or organizational possibilities. In order to prevent those 
failures, it is crucial to know own strengths and weaknesses and align all SCM efforts 
to this awareness. 

With this in mind the Lean Intra-Corporate Supply Chain Management has been 
developed. It allows each company to quickly examine their needs with respect to 
supply chain management and achieve quick returns on their investments by focusing 
on their main weaknesses and applying the right supply chain solutions for each part 
of its supply chain. 

The general idea of this method is the creation of a holistic, differentiated over-
view over a company’s supply chain by analysing all constitutive strategic areas of a 
company, which are depicted in Fig.2. The entire functionality of each company is 
defined by the way it generates profit, its architecture and the activities it starts in 
order to fulfil its profit objectives. According to Fig. 2, the first point is defined as 
the business strategy, the second point is reflected in international strategy, organiza-
tional structure and business rules and the last one in objectives, metrics, roles and 
responsibilities. 

2.1   Business and International Strategy 

In the first step, business and international strategy are analyzed. The business  
strategy is reflected in the way the company interacts with the market, i.e. by the 
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Fig. 2. Constitutive strategic areas with impact on SCM 

company’s products and clients. These combinations of markets a company serves 
and the products it delivers to these markets define the company’s business areas, 
i.e. the clusters of its output performance respectively the different ways it gener-
ates profit. As it will be shown later each business area may have specific require-
ments on the supply process.  Since those different requirements can also occur for 
identical products, if these are distributed in different markets, each market-client 
combinations, i.e. each business area has to be considered. If such an overview has 
been created the company’s key success factors have to be identified. These factors, 
which determine strengths and weaknesses of the company, are the main points  
of interest in all corporate processes and thus should define also all supply chain 
objectives. 

The international strategy describes the way in which the company organizes its 
international activities in order to satisfy the business areas. It represents organiza-
tional, distributional and legal supply chain structures, which mostly have grown in 
the past in the course of the company’s, predominantly sales-driven, internationaliza-
tion. Usually companies start their activities in their home countries and then succes-
sively expand abroad by establishing sales dependencies, first in close or well known 
markets and later in other countries all over the world. In order to supply these de-
pendencies with the initially small demands and for adopting the products to these 
countries’ needs, warehouses are often built in each of these countries. Over the 
years sales abroad, flexibility of production and distribution increase, and the histori-
cally grown structure turns out to not correspond to the customers’ needs. Due to this 
fact, it is an integral part of the Lean Intra Corporate Supply Chain Management to 
examine the international strategy and verify, if it corresponds to the other strategic 
areas. 
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2.2   Organizational Structure and Business Rules 

In the second step, the organizational structure is being examined. Whereas the inter-
national strategy determines organizational supply chain structures outside the com-
pany, in this step the internal organization is analyzed. During this examination four 
aspects deserve closer attention – locations and commodity flows, legal structure, 
production sites and processes within the organization. The impact of locations, 
commodity flows and processes on the supply chain performance has been investi-
gated extensively in the past [1, 9, 10]. However, not only leaving company’s sites or 
passing international borders have a strong impact on the supply chain, but also cross-
ing the borders of legal entities. The additional information required by buying and 
selling goods compared to a simple change of warehouses or a markup demanded by 
fiscal authorities are just two examples for this impact. 

Business rules are the next object of investigation. Every company has rules, either 
implicit or explicit ones, which characterize processes inside the company and man-
age conflicts of interest. Examples are simple logistical criteria, like the date of deliv-
ery, or the assignment of production orders to sites, which are defined depending on 
variable decision criteria like their capacity, the transport distance to the customer or 
the lot size. Obviously business rules define the path, which commodities and infor-
mation take across several organizational units and thus are an integral part of any 
supply processes. 

2.3   Objectives, Metrics, Roles and Responsibilities 

Based on these results, supply chain related objectives can be derived as well as  
metrics utilized in order to measure the degree of objective accomplishment by the 
existing supply chain processes. Those objectives can be a certain order-fill rate for 
warehouses or a certain on-time delivery rate [11]. However these objectives are, it is 
crucial to consider, that they have to be derived directly from the key success factors, 
have be measurable and can be set for business areas or specific processes only.  

In the last step, roles and responsibilities are examined as they are existent in the 
current state. They define responsibility for the achievement of the objectives on an 
individual basis and thus are an integral part of any supply activities by assigning 
them one or several executing units [11, 12]. 

Besides a holistic overview over a company’s functionality, the presented strategic 
analysis offers two important insights. First, it can be immediately reviewed if objec-
tives, metrics and roles derived from the previous analysis steps reflect those set by 
the company. Second, it can be checked, if the defined objectives are the right ones 
with respect to the company’s supply chain profile. 

3   Deriving the Corporate Supply Chain Profile 

After having laid out which strategic aspects have to be analyzed and why this has to 
occur, it will be exemplary shown in the following, how the analysis results form the 
supply chain profile of the company, the so called Supply Mode Matrix (SMM). As 
shown in Fig. 6, it shows all different manners of supplying one supply chain element 
by another which exists in a company and will be explained in the following. 
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As described in chapter 2, in the first step the company’s business strategy, i.e. its 
business areas as well as its key success factors are identified. Whereas the business 
areas are constituted by an assignment of all products to the markets in which they are 
distributed, key success factors are estimated by surveys among management and 
customers. In each of these surveys management and customers are asked to rank 
success factors in the two categories importance and company’s performance with 
respect to this factor. Summarized in a portfolio strategic factors, i.e. those with both, 
high importance and performance, as well as critical factors, i.e. those with a high 
importance and a low performance can be identified easily. Both compose the com-
pany’s key success factors, which can be product quality, time of delivery, delivery 
reliability, price, employee turnover, service reachability and others. Those key suc-
cess factors provide the only reasonable objectives of all supply processes. 
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Fig. 3. International Strategy 

In order to describe the international strategy it is helpful to create functional clus-
ters and to assign them the company’s organizational units. Fig.3 shows an exemplary 
overview of a company’s international supply network, with the functional clusters 
sourcing market, production, distribution and sales market as well as several organiza-
tional units which execute the respective functions. In combination with information 
like respective countries, relationships between the units and legal differences, as 
shown in Fig. 3, this supply chain structure forms the international strategy. 

In Fig. 3 the considered parent company is encircled, all units outside the encircled 
area are own legal entities and all units which dispose of own warehouses are framed 
bold. The arcs within this network represent relationships between the several units. 
In this manner an assessable overview is gained over the company’s organizational 
units’ relationships with each other and with external elements of the supply chain. In 
the exemplary picture of a international strategy in Fig.3, the distribution unit DU-
EU01 supply its demand of commodity goods by the supplier S-03 and products, 
which are produced in the own company from the production units PU-D01 and PU-
D02, respectively from the production site abroad PU-H01. 

However, for supply chain optimization not only generalized relationships are in-
teresting, but also the information of the relationships’ characteristics. Therefore, not 
only commodity flows are mapped, however, also information and value streams are 
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being examined for each supply mode and then displayed as shown in Fig.4. As can 
be seen at this example, commodity, information and value streams can be different 
for one supply mode as well as their entity can differ depending on different situa-
tions. In this manner a company not only has different supply modes, but also can 
have different peculiarities of each supply mode, as can be seen in Fig. 6 for the sup-
ply mode “Supply customer from sales units stock”. A process analysis, which can be 
conducted in the next step, often helps to reveal differences and inconsistencies in the 
processes occurring in the same organization units for different situations. Then, the 
company’s formal organization is examined and matched with the different supply 
modes, as it is shown in a simplified manner in Fig.4. 
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Fig. 4. Flows of information, commodities and value 

Once the organizational structure is defined, business rules can be identified. Those 
rules control the cooperation within a company. In the example introduced in this 
chapter some of these rules manage conflicts of interest, define information flows and 
structures or value streams. Whereas distribution units try to minimize their ware-
house costs, production units try to operate at full capacity and minimize their costs of 
production. Correspondingly, definition and maintenance of article master data can 
either be centralized or be part of the different supply chain units’ autonomy. The 
same question of regulation occurs in many other cases like the definition of internal 
transfer prices or process descriptions. In each case business rules define the frame-
work for supply processes. 

In the next step, rules and responsibilities have to be identified and, if necessary 
redefined. As mentioned in chapter 2 they assign each process chain and thus each 
supply mode an executive unit, which is responsible for the achievement of defined 
supply chain objectives. At this point management attention and an effective change 
management are indispensable,  since all responsibles not only have to be informed 
about and commit themselves to the scope of their responsibility and their objectives, 
but also criteria that does not constitute supply chain objectives have to be agreed. In 
particular in the beginning of changes this may cause considerable resistance among 
the employees. 

In the last step, objectives and metrics have to be defined and visualized for each 
supply mode. It is crucial that both, objectives and metrics comply with the earlier 
defined key success factors. Fig.5 shows those metrics for the supply mode “Supply 
customer from sales unit” of the considered sample company. Delivery time, delivery 
reliability and payment target have been identified as some of the key success factors 
and thus serve as possible performance criteria for the supply chain. In the course of a 
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Fig. 5. Metrics and objectives for supply modes 

more detailed analysis a delivery time of 36 hours, a delivery reliability of 95% and a 
payment target of 25 days could been identified as measurable objectives. Other pos-
sible criteria, which haven’t been identified as key success factors, are not applicable 
as metrics for the measurement of the supply chain’s performance. Some other met-
rics, like the number of employees, or process costs, are not suitable as control vari-
ables, however, are helpful to compare the distinct supply chain elements as well as 
costs of organizational units with process costs. 

With these results, i.e. defined key success factors, visualized international strategy 
and organizational structure, business rules, roles and responsibilities as well as met-
rics and objectives for each supply mode, a holistic overview of the company’ s sup-
ply chain with all its peculiarities, i.e. the Supply Mode Matrix, can be derived as it is 
shown in Fig. 6. 

In this matrix all supply modes of the considered company are visualized. The 
company depicted in Fig.6 produces its goods according to the two production princi-
ples make-to-order and make-to-stock, since this is demanded by its business areas. 
The supply modes, symbolized by the rectangles in the center are divided in two ma-
jor groups by these production principles. 

As shown in Fig. 6 for the supply mode “Supply customer from sales unit stock”, 
each of these supply modes comprises a different process chain, since for each man-
ner of transferring goods or information between two supply chain elements different 
actions have to be taken. Furthermore, each supply mode, i.e. also each process chain, 
can exist in multiple variants. Since each of these variants is different from the other, 
any objectives, metrics and design activities can be applied to one supply mode vari-
ant only. In this manner, the SMM provides a differentiated overview of all existing 
variants of supply activities with impact on the company’s internal processes and 
offers a tool to realize SCM activities in a lean and tailored manner that prevents 
typical problems of the SCOR model. 

 



172 A. Fellhauer and A. Strożek 

P
ro

ce
ss

e
s 

m
a

ke
-t

o-
o

rd
e

r
P

ro
ce

ss
e

s 
st

o
ck

 a
rt

ic
le

s

Purchasing
Production

Development

Distribution Units Sales Units Market
(Sales)

Supply sales office stock from 
DU-stock

Supply customer from DU-stock

Supply DU from DU Supply sales unit from sales 
unit

Market
(Sourcing)

Supply DU-stock from 
production

Supply production from 
market

Supply DU-stock from market

Supply customer from production (make-to-order)Develop 
goods

Supply production from 
production

Supply customer from market (source-to-order)

Develop goods Caption
DU: Distribution unit

Pn: Process within a supply mode

Supply customer from sales 
unit stock

P1 P2 … Pn

Supply production from
contract manufacturers

Supply mode not implemented

Supply mode with low maturity
 

Fig. 6. The Supply Mode Matrix 

4   Evaluating the Supply Mode Matrix and Deriving Action 
Recommendations 

Once the detailed description of the company’s supply chain profile is available and 
the characteristics of the company’s strategic areas are known, action recommenda-
tions with respect to Supply Chain Management can be defined. 

In the course of the foregoing analysis it has been found out that the examined 
company aims to realize the different supply modes depicted in Fig. 6 Comparing this 
internal supply chain structure with the company’s strategic orientation, some incon-
sistencies could be identified. 

First, various supply modes have been identified, which basically comply with the 
business areas’ needs. In some business areas customers expect some of the products 
to be available at any time, whereas in other a certain waiting time is accepted. For 
the first markets the company has built up warehouses at the sales units and delivers 
its products from these warehouses, thus assuring a high availability and short deliv-
ery time. In the latter case, where a certain waiting time is accepted, customers are 
supplied directly from the distribution unit. Both supply modes have been already 
implemented in the company, including well defined processes. However, both proc-
ess chains have been controlled by metrics which do not comply with the key success 
factors and thus both supply modes show gaps between the current and the aspired 
state of the relevant objectives, as can be seen in Fig. 5. 

Second, supply modes have been identified, which are generally defined, however, 
are realized in an ineffective way with processes, which have a low maturity. For 
instance, it has been discovered that the company generates 30% of its revenue by 
highly customized products, which are delivered directly from the production to the 
customer. However, a process analysis has revealed that the supply mode is realized 
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by ineffective processes due to discontinuities of IT systems and inconsistent article 
master data. Instead of a real make-to-order process the company assigns article num-
bers to all make-to-order products and treats them as stock products, i.e. although the 
production order is activated directly by a customer order, the product makes a detour 
through the company’s stock. 

Third, supply modes have been discovered, which are not defined at all. The com-
pany aimed to outsource parts of the production, which supply downstream produc-
tion parts, to contract manufacturers while providing them semi finished parts out of 
the upstream production. Although this supply mode is realized in some cases, there 
are neither responsibilities nor processes defined, no rules implemented which define 
when this has to occur and no support by the current IT systems available. 

In this manner different action recommendations could be derived for the exam-
ined company. In case that a general lack of a certain supply mode has been identi-
fied, some of the measures have been the derivation of objectives and metrics from 
the company’s key success factors, the design of appropriate process chains and 
definition of roles and responsibilities that support the achievement of objectives 
with the new processes. In case of insufficiently supported supply modes the har-
monization of IT systems, centralization of article master data or implementation of 
a variant management have been some of the recommendations. Finally, where the 
supply modes have been controlled by inadequate objectives, these new objectives 
have been introduced, which comply with the company’s key success factor. In the 
course of the entire analysis many other areas for improvement have been discovered 
like an inappropriate sales planning, inconsistent internal prices, business rules that 
do not consider cultural aspects or the lack of a supplier management which accounts 
for different supply modes. 

In applying the Lean Intra Corporate Supply Chain Management approach those 
action recommendations are obtained in a very pragmatic way. The object of exami-
nation can comprise the company’s entire supply chain, or only a part of it, still fol-
lowing a top-down-approach and thus assuring that all operational measures comply 
with the company’s strategy. However, not only its pragmatism makes the approach 
lean. Another important aspect is the focus on the customer, which can be the end-
customer or the next supplied organizational unit. In this manner the pull principle 
can be realized, where it is advantageous, without producing single orders, where it 
is inappropriate. Finally, the result of the approach presented in this paper is always 
an adaptation of supply modes and thus of the underlying processes and organization 
to the respective business areas’ requirements. Such a customization of supply 
modes helps to reduce overproduction, unnecessary transport, inventory, over-
processing and waiting and thus to avoid five of the seven types of waste defined in 
Lean theory [13, 14]. 

5   Summary 

The Lean Intra-Corporate Supply Chain Management approach helps to solve fre-
quent problems with respect to SCM. As has been explained in chapter 2, these prob-
lems are an inadequate standardization of supply chain processes, not sufficiently 
considered internal processes, and thus an inadequately balanced complexity of  
SCM projects. The key idea of the approach is the focus on the important aspects of a 
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company’s supply chain. Therefore an analysis of all relevant strategic aspects is 
being conducted. Its results are threefold. First, it enables the company to obtain a 
detailed overview of all peculiarities of its supply chain elements with impact on 
internal process. Second, it helps to asses if the existing supply structure complies 
with the needs of its business areas and its strategic objectives. Third, the differentia-
tion of different supply modes allows controlling them by setting objectives, metrics, 
roles and responsibilities and thus improving their effectiveness and efficiency. As 
proven in practice for several companies, this proceeding empowers a company  
to realize quick, measurable, and sustainable improvements of its supply chain and to 
reduce inefficiency in the supply chain. However, this approach is not only a path to 
quick success, but also the basis for any further SCM activities, like supplier integra-
tion and harmonization of systems, assuring that they follow the right directions and 
consider an adequate differentiation of supply chain processes. 
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Abstract. This paper presents the mathematical derivation of a new generation 
of the most largely used periodic review policy in supply chain: the coordinated 
(S, R) replenishment rule. We first derive the classical order-up-to model and 
then we modify it to generate the coordinated decision policy equations. We run 
a numerical simulation on a serial supply chain model to show differences in 
the two policies. We conclude on the managerial implications related to coordi-
nated replenishment. 
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1   Prologue 

In the last decades large-scale collaboration projects have gradually modified the 
modus operandi of global supply chains partners. Efficient consumer response 
[1], Vendor Managed Inventory (VMI) [2], [3], continuous replenishment [4], 
collaborative planning, forecasting and replenishment [5], [6], and centralised 
inventory management [7], have reshaped material and information flows, intensi-
fied alliances and transformed strategies, organisations and corporate culture [8]. 
These structural changes have modified the nature of production planning and 
control and, more specifically, the dynamics of one of its main objectives: the 
decision on the order quantity. Real-time sharing of market demand data for the 
generation of conjoint forecasts and sharing of information on inventory levels 
and in-transit items for centralised replenishment pushed towards the generation 
of novel order policies that enable fully coordinated decision-making approach in 
supply chain. The mathematical formalization of VMI collaboration practices [9], 
[10], the object-oriented and spreadsheet simulation models of the Electronic 
Point Of Sales supply chain [11]-[13], the classification framework on the degree 
of synchronisation of members’ operations [14], [15], novel designs of order poli-
cies for flexible capacity [16], [17], form a non-exhaustive list of cornerstone 
publications that prove: (1) how classical inventory management policies have 
definitively evolved to adapt to the increasing proliferation of ICT in logistics 
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operations, (2) that formalisation, modelling and clarification of the new coordi-
nated decision-making mechanisms is one of the current paradigms in supply 
chain management1. 

In this paper we present the evolution of the most largely used periodic review 
policy [19]-[21] for a make-to-stock multi-echelon supply chain: the (S, R) order-
up-to. We first derive the order policy for a traditional serially linked multi-echelon 
system and then, on the basis of the classical (S, R) archetype, we generate an or-
der-up-to policy for a coordinated multi-echelon supply chain. To undertake our 
mathematical derivation, we adopt the classical analytical modelling approach for 
production inventory control [22]-[24]. We run a numerical simulation on a serial 
supply chain model to show differences in performance of the two policies. We 
conclude discussing on the benefits deriving from shifting from a classical (S, R) to 
a coordinated (S, R). 

2   Classical (S, R) Policy 

Table 1. Notation 

W  work in progress d  customer demand 

I  inventory of finished materials d̂  customer demand forecast 

O  replenishment order quantity for the 
classical (S, R) 

α  demand smoothing forecasting factor 

'O  replenishment order quantity for the 
coordinated (S, R) TI  target inventory 

C  units finally delivered TW  target work in progress 

λ  production-distribution lead time 'I  multi-echelon inventory 

ε  safety stock factor 'W  multi-echelon work in progress 

'λ  multi-echelon production-
distribution lead time 'TI  multi-echelon target inventory 

'ε  multi-echelon safety stock factor 'TW  multi-echelon target work in progress 

 
The classical (S, R) order quantity for a generic echelon is first derived for a tradi-
tional multi-echelon model under the following assumptions:  

− K-stage production-distribution serial system. Each echelon in the system has a 
single successor and a single predecessor (Figure1).  

− The generic echelon’s position is represented by index i. Echelon i=1 stands for the 
manufacturer and i=K+1 for the final customer. 

− Single product. Aggregate production plans are assumed. 

                                                           
1  Until recently, many firms regarded their knowledge base as a proprietary asset and they 

hesitated to share it for confidentiality reasons. Established process and models illustrating 
the positive benefits to information sharing and coordination will help companies to change 
their attitude towards information integration, meaningfully sharing data and utilising supply 
chain partners’ knowledge [18]. 
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Fig. 1. Serial Multi-echelon supply chain 

In the classical (S, R) rule, in a multi-echelon system a generic tier bases its replen-
ishment decision on local information and the order coming from the adjacent down-
stream echelon. At each review time R, a quantity O is ordered to bring the level of 
the available inventory up to a level S. The order-up-to order quantity for a generic 
echelon i is given by eq. 1.  

( ) ( )O t S t inventory position= − . (1)

The S level for a generic echelon i (eq. 2) is equal to the forecast on the order Oi com-
ing from the subsequent echelon i+1 during the review period R, plus the forecast on 
the order from echelon i+1 during the production-delivery lead time λi, plus a safety 
stock to prevent shortages. The safety stock depends on a factor εi and it is expected 
to provide sufficient stock to prevent a possible stock-out during the lead time λi plus 
the review period R [20]. 

1 1 1
ˆ ˆ ˆ

i i i i i i i
S R O O Oλ ε+ + += + + . (2)

The inventory position (eq. 3) is given by inventory on hand Ii plus pipeline inventory 
or work in progress Wi (wip). 

i i i
inventory position I W= + . (3)

The order quantity for echelon i is herein derived for R=1 (eq. 4, eq. 5 and eq. 6).  

1 1 1
ˆ ˆ ˆ

i i i i i i i i
O O O O I Wλ ε+ + += + + − − . (4)

1 1 1
ˆ ˆ ˆ( ) ( )

i i i i i i i i
O O O I O Wε λ+ + += + − + − . (5)

1
ˆ ( ) ( )

i i i i i i
O O TI I TW W+= + − + − . (6)

According to Disney and Lambrecht [20], the safety stock 
1

ˆ
i i
Oε + can be viewed as a 

target net stock TIi and the quantity 
1

ˆ
i i
Oλ + as a target pipeline stock or target work in 

progress TWi 

From eq. 4-6 it is possible to identify that, in order to generate an order-up-to level 
in a traditional production-distribution system, the data to be gathered are: local in-
ventory level, local work in progress level, downstream incoming orders, safety stock 
factor and lead time. To conclude, the classical order-up-to is composed by three 
terms: (1) forecast on the order from the subsequent echelon i (2) work in progress 
gap (3) inventory gap. 
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Fig. 2. Operational information for the classical (S, R) 

Figure 2 summarises the information used by an echelon to generate the order 
quantity with the classical (S, R) policy.  

In the following section we show how the three terms of the classical (S, R) modify 
when information is shared among partners and operations are coordinated. 

3   Coordinated (S, R) Policy 

The coordinated decision-making in the multi-echelon supply chain is modelled under 
the same conditions of the previous model. Furthermore, the following two relevant 
assumptions are considered: 

− Market demand is visible to all echelons. All echelons adopt the exponential 
smoothing rule to forecast demand.  

− A generic echelon i receives information about order quantity O’i+1 from the down-
stream adjacent echelon i+1, as in the classical (S, R) order-up-to, plus information 
on the up-to-date market demand d and on safety stock factors εj, lead times λj, in-
ventory levels Ij, and work in progress levels Wj from all downstream echelons 
j=i+1…K.  

First of all we underline that in the coordinated (S, R) policy, unlike the classical 
policy, the aim of a generic tier is not to serve the order generated by the subse-
quent adjacent stage, but the demand coming from market. This implies that the risk 
period (lead time plus review period) has to be referred to the entire time length 
needed to deliver the finished product from the generic tier to the final customer. 
According to Clark and Scarf’s multi-echelon model [25], recognised as the seminal 
work in multi-echelon inventory analysis [26]-[29], in the determination of the 
replenishment quantity any echelon needs to consider its successors as a part of its 
inventory system. 

Maintaining the same formalism as in the classical (S, R), we derive the formula 
for the coordinated order-up-to level S’. The S’ level for a generic echelon i (eq. 7) is 
equal to the forecast of customer demand d during the review period R, plus the ex-
pected customer demand during the multi-echelon lead time λi’, plus the multi-
echelon safety stock to prevent shortages. 

ˆ ˆ ˆ' ' '
i i i i

S d R d dλ ε= + + . (7)
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The multi-echelon lead time λ’ for echelon i is the entire time period needed to deliver 
the finished product from the generic tier to the final customer (eq. 8).  

'
K

i j

j i

λ λ
=

=∑ . (8)

Analogously, the multi-echelon safety stock factor ε’ from echelon i to customer K+1 
is given by eq. 9. 

'
K

i j

j i

ε ε
=

= ∑ . (9)

The inventory position at echelon i (eq. 10) is given by the multi-echelon inventory Ii’ 
(eq. 11) plus the multi-echelon pipeline inventory or multi-echelon work in progress 
Wi’ (eq. 12). 

' ' '
i i i

inventory position I W= + . (10)

'
K

i j

j i

I I
=

=∑ . (11)

'
K

i j

j i

W W
=

=∑ . (12)

The multi-echelon inventory Ii’ is the sum of the inventory levels Ij from echelon i to 
echelon K (inventory level at echelon i plus inventories levels of all downstream 
echelons j=i+1…K). The multi-echelon work in progress  Wi’  is  the  sum of  the 
work  in progress  levels Wj  from echelon i to echelon K (work in progress at echelon 
i plus work in progress of all downstream echelons j=i+1…K).  

Such as the classical (S, R), the order quantity O’ is derived for R=1 (eq. 13, eq. 14 

and eq. 15). Analogously to the previous configuration, the term ˆ'
i

dε can be viewed 

as a multi-echelon target net stock TIi’ and the term ˆ'
i

dλ  as a multi-echelon target 

pipeline stock or multi-echelon target work in progress TWi’.  

ˆ ˆ ˆ' ' ' ' '
i i i i i

O d d d I Wλ ε= + + − − . (13)

ˆ ˆ ˆ' ( ' ') ( ' ')
i i i i i

O d d I d Wε λ= + − + − . (14)

ˆ' ( ' ') ( ' ')
i i i i i

O d TI I TW W= + − + − . (15)

The main difference between a classical (S, R) and a coordinated (S, R) can be  
inferred from the comparison of eq. 4-6 and eq. 13-15. In the classical (S, R) the de-
termination of order quantity is based on the order quantity placed by downstream 
adjacent echelon. In the coordinated (S, R) the determination of order quantity is 
based on the market demand and the inventory levels and in-transit items from all 
downstream echelons. Figure 3 summarises the information used by a generic echelon 
to generate a coordinated order quantity. 
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Fig. 3. Operational information for the coordinated (S, R) 

4   Numerical Example 

We now show a numerical example to highlight the different performance of the clas-
sical (S, R) policy and the coordinated (S, R) policy. In our example the two decision 
rules are adopted in a serial supply chain system.  

The two decision rules are compared in terms of demand amplification and inven-
tory stability, with two referenced metrics: Order Rate Variance Ratio [30] and Inven-
tory Variance Ratio [10]. 

The presented model follows Sterman’s traditional supply chain order of events 
[31]. Refer to [8] for details on the model. To set the numerical values for the experi-
ment, we refer to contributions validated in the literature. The lead time and demand 
smoothing forecasting factor, the initial values of the state variables, safety stock 
factor, and the market demand pattern refer to the setting of Sterman’s traditional 
supply chain model [31] and also used in Wikner et al. [32], Van Ackere et al. [33], 
John et al. [34], Crespo Márquez et al. [35], Machuca and Barajas [36], Jakšič and 
Rusjan [37], and Wright and Yuan [38]. 

The numerical experiments are performed under the following settings: 

− The serial system is composed by K=4 echelons. 
− Supply chain member adopt exponential smoothing to forecast customer demand 

and incoming orders. 
− The initial values of the state variables are: [Wi(0), Ii (0)]=[ λid(0), εid(0)]   
− The lead time is equal to 3, demand smoothing forecasting factor is equal to 0.33 

and safety stock factor is equal to 3. 
− Numerical experiments are performed for a time length T=52. 
− The solutions for the initial-value problem are approximated through Vensim PLE. 

The Euler-Cauchy method with order of accuracy Δt = 0.25 is adopted. 
− The market demand d is initialised at 4 units per time unit, until there is a pulse at 

t=5, increasing the demand value up to 8 units per time unit. 
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Order Rate Variance Ratio Inventory Variance Ratio 

  

Fig. 4. Order Rate Variance Ratio and Inventory Variance Ratio for classical (S, R) and  
coordinated (S, R) 

Figure 4 reports Order Rate Variance Ratio and Inventory Variance Ratio for clas-
sical (S, R) and coordinated (S, R) according to Dejonckheere et al.’s notation [39]. 
Echelon i=1 stands for the manufacturer and i=4 for the retailer. 

The numerical example shows how the classical (S, R) exhibits a geometrical in-
crease of order variance in up-stream direction (from retailer to manufacturer) and 
high inventory variability. On the contrary, under the same parameter setting, the 
coordinated (S, R) policy stabilises inventory and significantly avoids demand ampli-
fication phenomenon. On the basis of the adopted metrics, it is shown that the coordi-
nated (S, R) largely outperforms the classical order-up-to policy. More specifically, 
the significant reduction of Order Rate Variance Ratio shows how shifting from clas-
sical (S, R) to a coordinated (S, R) results in a reduction of several production and 
distribution costs [37], [39]. Analogously, the reduction of Inventory Variance Ratio 
reflects lower holding and backlog costs, drastically diminishing the average inven-
tory cost per period [17], [38]. 

5   Managerial Implications of Coordinated (S, R) 

During the last decade, several companies adopted large-scale collaboration projects 
such as VMI. The implantation of this typology of collaboration practices between 
supplier and retailer have often exclusively modified the ownership of the inventory, 
without changing how the replenishment orders are generated with respect to a tradi-
tional system.  

As reported by Holweg et al. [14], the retailer can and does pass sell-through data 
and inventory levels to the manufacturers’ plants. The supplier exploits this informa-
tion implicitly in strategic planning issues, such as capacity planning and manning 
levels in the factory, but very often she does not exploit the consumption information 
at a tactical planning level. In other words, supply chain members do not fully benefit 
from the shared operational information for the generation of a coordinated decision 
order. Case studies show how this VMI arrangement can degenerate in five-to-one 
increase in the bullwhip effect at each level of the supply chain [14]. Counter to the 
common perception, several VMI supply chains remain, from the operational perspec-
tive, mere traditional structures [14]. As a consequence, several companies did not 
succeed in eliminating inefficiencies such as demand amplification. It was largely  
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shown in the literature that the classical (S, R) is by nature extremely prone to de-
mand amplification phenomenon generation, whatever forecasting method is used 
[40]. On the contrary, it was shown that coordinated order decision making can allow 
elimination of bullwhip [41]-[43], reduction of inventory levels [44], better utilisation 
on transportation resources [45], controlling the risk for constrained components of 
material [46], [47]. 

In this paper we showed how adopting a collaboration system based on the coordi-
nation of operations leads to performance improvement and creates a win-win solu-
tion for all supply chain partners. 

To conclude, the coordinated (S, R) represents a relatively simple solution to sev-
eral inefficiencies in supply chain. Its implementation in the large-scale collaboration 
practices represents a concrete mean to achieve the recently advocated improvements 
in supply chain operations. 

6   Conclusion and New Directions in Coordinated Policies 

This paper presented the mathematical derivation of a new generation of the most 
largely used periodic review policy in supply chain: the coordinated (S, R) replenish-
ment rule. We first derived the classical order-up-to model and then we modified it to 
generate the coordinated decision policy. We concluded on the managerial implica-
tions related to the implementation of the coordinated (S, R) order-up-to.  

Even more supply chain collaboration models and practices appear in literature and 
practices. One of the novel examples is the global inventory policy for a two echelon 
supply chain discussed by Gaalman and Disney [48]: go-policy. This policy is like a 
VMI supply chain in reverse. The innovation of this policy stands in a feedback 
mechanism that corrects some of the manufacturer’s forecast errors with the support 
of retailer.  The realisation of new coordination order policies converts day-by-day in 
a tangible possibility. This is due to the recent advances of ICT and the related de-
creasing of the controlling inventory costs. However, in the future decade, researchers 
and practitioners should focus and overcome one of the real problems (rarely  
addressed in operation management literature) to concretise the operational collabora-
tion: the reluctance of the companies to share with their partners/competitors opera-
tional information regarding their own core business. 
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Abstract. OEMs are focusing more on manufacturing critical components 
whereas non-critical components are outsourced to suppliers. At supplier’s side, 
production planning process is intervened between sales and production proc-
esses. Past experiences can be adapted to support production planning activities. 
Hence, it is crucial to identify knowledge from previously solved cases on de-
mand and assimilate it. At the Information Systems Institute, various method-
ologies (e.g., similarity search in product and process data) are developed to 
support aforesaid knowledge intensive activities in sheet metal forming. How-
ever, these methodologies are used as stand-alone applications. Therefore, the 
current contribution introduces an integrated virtual value creation chain in 
sheet metal forming which utilizes previously developed methodologies. Also, 
these methodologies are elaborated as part of the integrated virtual value crea-
tion chain. The developed methodologies are heterogeneous and are coupled 
through a shared knowledge base. 

Keywords: collision detection, cost calculation, knowledge reuse, sheet metal 
forming, similarity search. 

1   Introduction 

Sheet metal forming, comprising methods like stamping, blanking, (deep) drawing, 
and bending, is an important production method for several industries, especially 
automotive [1]. In accordance to the importance of sheet metal forming, metal form-
ing machine tools have a share of around 20% of the total amount of produced ma-
chine tools in Germany [2]. Due to increased complexity of components and ongoing 
trend of OEMs to focus on core competencies, an increasing number of sheet metal 
components are outsourced to suppliers for design and production. 

At any given time, a customer is catered by different suppliers and, likewise, a 
supplier offers product development and production capabilities to different custom-
ers. As a consequence, customer and supplier have an intricate relationship  
manifested in a plethora of complex and interdependent activities in the course of 
developing and producing complex metal forming parts. Before production, a sup-
plier performs various production planning activities supported by sophisticated 
tools from information technology. These activities are knowledge intensive and 
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time consuming, and can include cost calculation, design, and the application of 
methods and tools from virtual prototyping. To execute these activities, customer 
and supplier employ ‘request-offer-order’ processes as depicted in Fig. 1. 

 

Fig. 1. Customer supplier interaction and value creation process at supplier 

Production planning process is intervened between sales and production proc-
esses (s. Fig. 1) and collaborates with these processes to achieve production man-
agement goals [3]. Production planning process encompasses knowledge intensive 
and time consuming activities like process planning, scheduling and coordination of 
production processes. Hence for efficient execution of its activities, it should be 
equipped with knowledge about upstream and downstream processes. This knowl-
edge can be assimilated to enhance value creation processes (e.g., resource configu-
ration). Unfortunately, knowledge is not available for these processes as there are 
almost no efficient tools to identify it in the enormous amount of data generated 
during previously executed processes. In addition to knowledge, production plan-
ning activities should be supported with integrated virtual prototyping methodolo-
gies that optimize and ensure the required quality of value creation processes, in 
particular during production. 

Due to these observations, the approach presented in this contribution aims at in-
tegrating knowledge-reuse by virtual prototyping methods. The remainder of this 
contribution is organized as follows. Section 2 elaborates an integrated virtual value 
creation chain in sheet metal forming. At each step of this value creation chain, 
knowledge can be identified on demand and applied, as elaborated from Section 3 
to Section 6. Problem description, related work and methodology are elaborated for 
each process step. The contribution is concluded with a discussion on future work 
in Section 7. 

2   Integrated Virtual Value Creation Chain 

Customer-supplier interaction starts with a customer requesting information for ca-
pabilities provided by the supplier. The supplier should be able to respond to the 
customer’s request quickly with reliable information on time and cost utilizing in-
formation technology which supports knowledge intensive and time consuming ac-
tivities. In this context, it is crucial to identify knowledge from previously solved 
cases on demand and assimilate it. These knowledge identification and assimilation 
activities at various stages in production planning are depicted in Fig. 2. The princi-
ple approach of each of these stages can be summarized as follows: 
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Fig. 2. Integrated virtual value creation chain in sheet metal forming 

1. For a product requested by the customer, a similarity search system can be em-
ployed to search for similar products based on product’s specification (e.g., mate-
rial) stored in enterprise’s product databases (e.g., Product Lifecycle Management 
(PLM) systems). The retrieved similar case and the associated product data (e.g., 
process plans) can then be utilized to enhance the production planning process [4] 
and also, act as a template which can be adapted by the domain experts to respond 
to customers’ requests. 

2. Manufacturing cost of a component includes tool-, material- and processing- cost. 
Information requested by the customer is derived using data gathered from differ-
ent departments. This information should be sufficiently precise to increase the 
probability of getting an order and subsequently to avoid financial loss during or-
der execution. However, manually obtaining data from different departments will 
delay the response to the customer. To speed up this task, a methodology has been 
developed which utilizes various systems (e.g., similarity search) and applies 
techniques from knowledge-based engineering (KBE) and case-based reasoning 
(CBR) [5]. 

3. Sheet metal forming process encompasses a sequence of metal forming operations 
like blanking, deep drawing, piercing, and so forth. Blanking is often the initial op-
eration to provide a blank that can be further processed with the aforementioned 
metal forming operations. The prediction of an optimal blank shape (e.g., with 
minimal consumption of material) has already attained considerable attention in re-
search [6]. The predicted blank shape is input for process planning to define the 
number and sequence of metal forming operations. Also, it will be used during cost 
calculation to estimate material utilization. Further, process planning is integrated 
with process simulation to ensure reliability of planned production process [7]. 

4. Based on a process plan, forming dies have to be designed and assembled using 
geometrical modeling process (i.e., CAD systems). Due to their complexity, sheet 
metal components have to be produced with multi-stage metal forming processes, 
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and subsequently, transportation of semi-finished components from one forming 
stage to the next has to be considered. As a consequence, collisions might occur 
between dynamic components (e.g., between transfer equipment and transfer dies). 
In addition, the configuration of transportation systems influences the achievable 
stroke rate of the forming press [8]. Hence, a methodology for collision analysis of 
metal forming processes using CATIA® V5 and a digital mock-up (DMU) software 
OpTiX® KINSIM has been developed [9]. The methodology is integrated with 
geometrical modeling of tool structure and aims at avoiding collisions during pro-
duction as well as increasing the production performance in terms of achievable 
stroke rate. The stroke rate has to be (at least) equal to the value assumed during 
cost calculation process. 
 

Each of the virtual prototyping methodologies mentioned above are utilized to address 
certain production planning activities, which are heterogeneous. However, these 
methodologies are coupled through a shared knowledge base. For instance, cost calcu-
lation utilizes similarity search to identify previous documents from a supplier’s data-
base, and blank prediction to determine the blank shape and material utilization. 

After processing the integrated virtual value creation chain, the start of production 
is initiated. Executing the aforementioned virtual value creation chain mitigates pro-
duction disturbances and increases production efficiency. The individual components 
of the virtual value creation chain are elaborated in the subsequent sections. The pre-
sented components (except for blank prediction) have been developed by the Informa-
tion Systems Institute at the University of Siegen. For completeness, already existing 
tools for blank prediction, process planning and process simulation have been inte-
grated into the outlined virtual value creation chain. Each section starts with a brief 
problem description, proceeds with presenting related work, and ends with elabora-
tion of a methodology. 

3   Similarity Search for Identifying and Reusing Knowledge on 
Demand 

“In modern product development, as the complexity and variety of products increase 
to satisfy increasingly sophisticated customers, so does the need for knowledge and 
expertise for developing products” [10]. In addition, the necessity to shorten the time-
to-market forces enterprises to accelerate and improve their product development by 
reusing knowledge. Knowledge related to development activities is tacit and embed-
ded in the products. Products are described by product data (e.g., geometrical model, 
process data) which can be managed in enterprise’s product databases (e.g., PLM 
systems). Enterprise members can access these product data and reuse it to shorten the 
time-to-market of new products. However, capabilities to efficiently search for vari-
ous kinds of product data are not available. 

3.1   Related Work on Similarity Search 

Available search systems related to product data are mainly based on CBR. CBR can 
be explained as a cycle consisting of four steps [11]: First, RETRIEVE problem  
descriptions which are similar to a given (new) problem from a case base; second, 
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REUSE the assigned similar solution; third, REVISE this solution, and finally,  
RETAIN the current problem and the new solution in the case base. 

There are two approaches for assessing the similarity between products. First, assess-
ing the similarity based on the products’ geometries represented by means of 3D models 
[4]. A survey of possible methods and techniques to assess and retrieve similar 3D mod-
els is available in [12]. Second, assessing the similarity based on products’ assembly 
sequences (e.g., bill of material (BOM)). A comprehensive overview of methods to 
determine differences between BOMs and measure their similarity is presented in [13]. 
Several retrieval systems and search engines have been developed for searching in en-
terprise databases. Most of these systems offer similarity metrics for numerical or al-
phanumerical data, and only a few of them are capable to search for products’ 2D or 3D 
geometry [14, 15, 16]. However, there is no integrated search system which is capable 
to search for all of these different types of data simultaneously. 

3.2   Methodology 

A methodology has been developed to set up an integrated search system which is 
capable to incorporate similarity metrics for numerical, alphanumerical and geometri-
cal product data [17]. This search system is based on CBR, and an architectural over-
view of the search system is illustrated in Fig. 3. The architecture consists of three 
main components: case base, retrieval system, and search views.  

 

Fig. 3. Overview of search system architecture (adapted from [17]) 

In the context of product data, the case base consists of geometrical data (e.g., 
2D/3D CAD models), bill of materials (BOM), cost calculations, process plans). 
Product-related documents along the product lifecycle (PLC) have to be analyzed to 
identify attributes that can be utilized to define similarity metrics. These attributes 
approximate the experts’ idea of searching similar products, and are used to generate 
sufficient case descriptions. The case descriptions are managed in an indexing data-
base and are linked to the cases in the case base. A data aggregator is in charge of 
deriving case descriptions to be stored or modified in the indexing database.  
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The core module of the retrieval system is a search engine encompassing various 
similarity metrics (s. “Retrieval System” in Fig 3). These similarity metrics combine 
techniques from different research areas to derive a similarity value. This value is 
used to retrieve cases from the case base. The search engine is capable of incorporat-
ing various data types (i.e., numerical, alphanumerical, and geometrical data) relevant 
in the context of PLC. View- and image- based methods are employed to measure the 
products’ visual similarity [18]. A density-based shape descriptor is utilized to evalu-
ate the similarity based on local surface features [19]. To assess structural similarities 
(e.g., between BOMs), a graph-based distance measure is applied utilizing an ex-
tended Jaccard similarity coefficient. Edit-distance and Euclidean-distance metrics  
are used for comparing simple data types (e.g., strings). Different search views  
(s. “Search Views” in Fig. 3) are generated to grant enterprise members access to the 
retrieval system. The search views depend on the user’s profile and his privileges. 

4   Cost Calculation for Quick and Precise Responses to Customers 

Cost calculation is knowledge intensive and time consuming process, and the elabo-
rated concepts and actual values depend upon a vast number of interdependent details 
within calculation, calculation depth, and the granularity of calculation. In many 
cases, a customer’s request will be waiting for processing, increasing the lead time to 
respond to customer’s request. Around 10% of the total offers are converted into 
orders [20]. Due to this reason, the cost calculation process is not performed in-depth 
in every case by domain experts from different departments. Instead, sales personnel 
often perform the cost calculation activities of domain experts. As a consequence, 
cost calculation will be based on sales personnel's limited knowledge and experience 
with the actual manufacturing technology. In addition, parameters used to derive the 
offer will act as inputs or constraints to downstream processes (e.g., process planning) 
and might cause problems during order execution. To overcome these problems and 
reduce unrealistic cost calculation, knowledge adopted by various departments has to 
be made available to sales personnel (s. knowledge flow in Fig. 1). 

4.1   Related Work on Cost Calculation 

The major components of an automotive body and chassis are complex sheet metal 
components and require metal forming operations to manufacture them [1]. Manufac-
turing cost of a component consists of tool-, material- and processing- cost [21, 22]. 
Cost calculation application is available with the sales department for metal forming 
processes [20]. Procedures to calculate amortization, processing costs, transportation 
and material utilization are embedded into this application and necessary information 
(e.g., material cost) is retrieved from databases. However, tool cost and forming press 
details should be provided as inputs which sales personnel is not in the position to 
determine these values preciously. In addition, tool cost depends upon the number of 
stages in a process plan and the actual metal forming operations performed at each 
stage. Research has been carried out in isolation to determine process plans in combi-
nation of feature-based engineering (FBE) and KBE [23, 24, 25], and sometimes 
using CBR [23, 26]. 
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4.2   Methodology 

To overcome aforementioned problems and support sales personnel with knowledge 
about downstream processes, a methodology to integrate various systems and tech-
niques has been proposed as illustrated in Fig. 4 [5]. Information about enterprise 
resources, material and components along with previous offers/orders are stored in 
enterprise databases which form a case base (s. Fig. 3). A supplier will be collaborat-
ing with many customers and for a component in focus there is a high probability that 
a similar offer/order was created previously. Search system (s. Section 3) can be util-
ized to retrieve similar offers or orders and the result can be used as a template to 
create a new offer resulting in accelerated offer creation process and increasing reli-
ability of the new offer. 

 

Fig. 4. Cost calculation process (adapted from [5]) 

Accuracy of the estimated values depends upon input data. Hence, data model of 
typical sheet metal forming features and operations can be hierarchically classified 
[23, 25, 27] and this classification can be further enhanced to include process plans 
and manufacturing resources. KBE is employed to capture individuals’ expertise 
within an enterprise and manage it as rules. Rules are modeled based on the data 
model and assist sales personnel to validate inputs and determine unknown process 
parameters (e.g., operations). In many instances, design practices are based on past 
experiences and these experiences are adapted to solve new problems [26]. Knowl-
edge and design experiences are stored in documents (e.g., 3D CAD models) which 
are part of the case base, and case base is enriched and enlarged with each step of the 
offer process. Rules are utilized to create an initial process plan which act as input to 
search the case base for old process plans and iteratively adapt the initial process plan 
resulting in an optimized process plan. This can be achieved using CBR technique, 
especially focussing RETRIEVE and REUSE steps. Once a process plan is deter-
mined and with assistance of rules, it is possible to calculate tool’s size and cost, and 
select appropriate forming press and determine achievable stroke rate. The determined 
values can be provided as inputs to a cost calculation system [20] and subsequent 
production planning activities (s. Section 6). 

The cost calculation methodology presented above is based on different techniques 
(e.g., KBE and CBR) and utilizes different systems (e.g., search system presented in 
Section 3) that support the reuse of existing knowledge. This can help to reduce mis-
takes in the early phases of PLC, and results in a quicker response to a customer’s 
request comprising more precise information.  
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5   Blank Prediction, Process Planning and Process Simulation 

For completeness, available third-party solutions for blank prediction, process plan-
ning and process simulation can be integrated into the virtual value creation chain. 
Process planning in sheet metal forming often starts with the determination of blank 
shape. A blank shape is an important input for calculation of material cost and has to 
ensure the feasibility of the forming process required to achieve the final shape. Re-
search exists to provide methodologies for prediction of optimal blank shape [6, 28]. 
Further, commercial applications are available to optimize blank shapes [29]. 

Based on determined blank shape, further process planning activities are per-
formed to derive the total number and sequence of metal forming operations. After 
design of every die face (metal forming operation) an incremental process simulation 
verifies the feasibility of the (partial) process plan [7]. Nowadays, commercial proc-
ess simulation packages have been established in industry like Indeed® [30]. Prob-
lems (e.g., thinning of component) which would occur during production can be 
minimized or even eliminated before manufacturing the dies. Required corrections 
and redesign of blank shape and dies are done immediately, and subsequently, lead 
to smoother die try-out and shorter lead times [7]. 

6   Collision Detection and Optimization of Tool Structures 

To realize production processes in sheet metal forming, progressive compound dies 
and transfer dies are used. In case of transfer dies, a peripheral transportation system 
(e.g., transfer system) has to be engaged to transport semi-finished components from 
one forming stage to the next. A tri-axis transfer system performs trajectories in three 
dimensions: in longitudinal direction to transport components, in transverse direction 
in the form of a closing movement for gripping parts and in vertical direction to lift 
out drawn parts [1]. 

A domain expert has to define the trajectories of the transportation system and 
forming press in the press control system. Collisions might occur during production 
due to inaccurate configuration of the transfer system and/or design faults in tool 
structures. Collisions are interferences between transfer equipment and transfer dies, 
but also between semi-finished components and the transfer dies. In addition, the 
transfer system configuration influences the achievable stroke rate of the forming 
press. Hence, main challenges during production planning are to design transfer dies 
and to configure the transfer system in order to avoid collisions and optimize the 
stroke rate. 

6.1   Related Work on Collision Detection 

Traditionally, collision curves are derived by the combination or overlay of motion 
curves (e.g., motion of opening/closing of the gripper rail). These collision curves are 
used to analyze if a critical point of the transfer equipment (e.g., gripper tip) is or will 
be in collision with other components during production [31]. The aforementioned 
approach is time consuming, and only includes a few parts of the geometrical model 
which are perceived by domain experts as critical. In addition, physical simulation is 
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also carried out using manufactured transfer dies, transfer equipments and lower press 
[1]. Unfortunately, upper dies cannot be incorporated in such a collision analysis, and 
collisions detected after manufacturing of transfer dies result in costly elimination of 
errors [32]. 

Kinematics simulation has already been used to solve several engineering related 
problems. Extensive research has been carried out to simulate robots using different 
simulation tools and packages like MATLAB®, Open Dynamic Engine (ODE) and 
ADAMSTM (e.g., [33, 34, 35]). Also, validation of machining setup for selected NC 
machines can be done (e.g., using Tecnomatix RealNC [36]). Similarly to OpTiX® 
KINSIM, Tecnomatix Press Line Simulation enables the kinematics simulation of 
forming presses and handling devices [36]. Aforementioned approaches are expensive 
and non-optimal to detect collisions between transfer equipment and transfer dies. 

6.2   Methodology 

To overcome aforementioned drawbacks, a novel methodology for automatic colli-
sion analysis using DMU software OpTiX® KINSIM and CATIA® V5 has been de-
veloped [9]. An architectural overview of OpTiX® KINSIM is illustrated in Fig. 5. 
After analyzing various tri-axis transfer systems along with designed transfer dies, it 
can be deduced that the geometric shape of the dies and their assemblies varies whilst 
the trajectories of most dynamic components (e.g., grippers) are similar. Therefore, 
definition of kinematics mechanisms is separated from geometrical modeling of trans-
fer dies by means of a kinematics reference model constructed in CATIA® V5. 

 

Fig. 5. Architecture of OpTiX® KINSIM and its interfaces to CATIA® V5 [9] 

An interface between OpTiX® KINSIM and CATIA® V5 has been developed using 
CATIA® V5 APIs (connection layer). In the application layer, motion curves and 
corresponding stroke rates are calculated based on a given configuration of transfer 
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equipment and forming press. This configuration is defined by a domain expert via 
presentation layer, and the resulting motion curves are transferred to the kinematics 
reference model using the mechanism update module (application layer). Configura-
tion settings can be stored in a database which also contains vendor specific informa-
tion about transfer systems and forming presses (e.g., accelerations). 

After setting up the kinematics reference model within CATIA® V5, a collision 
analysis can be performed. As all dynamic components of tri-axis transfer are  
incorporated in the collision analysis, all collisions are detected automatically 
during simulation of production process. Although achieved results are adequate, 
the presented simulation approach could be improved by including dynamic  
effects (e.g., bending), which is now impossible with the standard functionality of  
CATIA® V5. 

7   Conclusions and Future Work 

In manufacturing scenarios, customers and vendors have an intrinsic relationship 
as well as interactions. At supplier’s side, production planning is a critical process 
encompassing knowledge intensive and time consuming activities, and is inter-
vened between sales and production processes. These activities have to be sup-
ported with knowledge to enhance value creation process. Information technology 
and virtual prototyping methodologies are required to identify and assimilate 
knowledge from previous experiences on demand. In addition, these methodolo-
gies need to be integrated to optimize and ensure required quality of value creation 
processes. 

Current contribution has addressed the aforementioned requirements of produc-
tion planning process. Integrated virtual value creation chain consisting of differ-
ent methodologies has been elaborated from Section 3 to Section 6. Each of the 
methodologies supports different stages of production planning process by identi-
fying knowledge on demand and assimilating it. Further, these methodologies 
interact with each other through shared knowledge base. Several methodologies of 
the outlined integrated virtual value creation chain have been put into practice  
by Co.Com Concurrent Computing GmbH, Siegen. The practical experiences  
gathered while using these methodologies can be utilized for further development 
activities. 

In future, it is envisaged to enhance the available virtual prototyping method-
ologies and expand the integrated virtual value creation chain by including  
methodologies to support other stages (e.g., simulation-based feasibility study of 
forming components before process planning [7]) of the production planning proc-
ess. Furthermore, research and development will also focus on the calculation of 
design space wherein engineers can design transfer dies without causing collisions 
during transportation and production.  
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Abstract. Globalization leads to increasing competition for companies.
Next to this, customer seek for individual products, leading to a boost in
costs for product development. We try to tackle both aspects in our cur-
rent research. We are trying to develop a solution for the automatic ex-
traction of routings from a three-dimensional product description. This
leads to two advantages. First, costs for product development are de-
creasing because labour intensive planning will be eliminated. Second,
the time between customer inquiry and offer can be reduced, which is an
additional advantage to get ahead of competition. To develop such a so-
lution, different aspects have to be considered. This paper deals with the
product representation, which should allow us to automatically assign
process steps to design-elements.

Feature-based design is a very promising concept for optimizing the
entire product development by enhancing the product model with sig-
nificant information. An approach for its implementation is the ISO-
standard 10303 “Standard for the Exchange of Product model data”.
ISO-10303 provides a formal reference model for a consistent, standard-
ized and complete product description which is fundamentally required
for automated process planning.

This paper summarizes the reasons for choosing the formally specified
feature objects of the ISO-10303 application protocol 224 for
3D-visualization and how we implemented the concept “geometry from
feature”. Therefore we have developed a modular “viewer-concept” for
connecting suitable geometric modeling cores like ACIS with our AP 224
feature library which will be presented in the paper. Additionally, a short
overview of automated process planning will be given.

Keywords: Feature-based design, 3D visualization, ISO 10303, Product
model data exchange, STEP.

1 Introduction

International companies have to face extreme pressure caused by globaliza-
tion. Accompanied by this, customers seek individual solutions to a competitive
price. To obtain potential orders, corporations have to react fast and exact to
customer inquiries [1]. However, innovative and individual customer demands
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require cost- and time-intensive feasibility analysis and cost estimates in the
preliminary stages of the product lifecycle, especially in the design and process
development phase. To stay competitive in the future, a completely automated
solution is required, which links design and calculation. This is already possible
for similar orders, which were already executed and are well documented in an
ERP- or PLM-System like SAP or PARTSolutions.

An efficient product development is prevented by heterogeneous system land-
scapes, their different kinds of data exchange formats and incomplete product
models. Additionally we have recognized that product data management is ex-
tremely difficult to handle, because product lifecycle management is frequently
confused with implementing product data management as an ordinary IT-system.

To solve this problem, it is fundamental to exchange a complete product model
that includes functional, geometrical and technological aspects of the product. In
fact, the digital product model is primarily created by using CAD-systems. These
systems are not able to represent extended product model data. For example,
complete high level objects for the description of forms, dimensions, materials,
tolerances or development rules and associations between them cannot be pro-
vided. From our point of view, these are crucial prerequisites for automated
process planning which leads to automated cost estimation derived from the
product model. Incomplete product models require manual extraction and inte-
gration of necessary parameters during the later stages of product development
which can be a very error-prone process.

Feature-based modeling is an approach for enhancing the virtual product
model with extended and context-depended product data. This enables direct
information exchange between particular stages of the product lifecycle. The
ISO-standard 10303 focuses on the exchange between different application sys-
tems and software implementations within different stages of the product life
cycle. Today’s market-dominating CAD-systems are supporting feature-based
design, but are only able to use geometric form-features. These low-level objects
are neither standardized nor do the systems support a neutral product data
exchange of those feature objects. Therefore the data exchange and the trans-
formation of different product data models between different application systems
are tremendous hampered and in many cases impossible. However, both aspects
are mandatory for an efficient and automated interpretation of the digital prod-
uct model.

The ISO-standard 10303 is titled “Standard for the Exchange of Product
model data”. This standard provides a solution for creating a complete, consis-
tent, standardized and platform-independent product definition across the entire
product lifecycle. The scope of STEP lies on an unambiguous digital data ex-
change format. It consists of different application protocols (AP’s) to cover a
wide range of application areas like shipbuilding industry, electrical engineering
or the automobile industry. Surprisingly, there is a lack of implementation of
STEP in existing CAD-Systems. CATIA for example only supports the storage
of AP 203 and 214 Files. Next to this, the exported files only include a boundary
representation of the designed product.
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This paper focuses on AP 224 of the ISO-standard 10303 with the title “Me-
chanical product definition for process planning using machining features”. It
orientates on milling and turning operations and is a building block for auto-
mated information exchange between process planning and manufacturing. Each
manufacturing feature can be associated with a corresponding manufacturing
process. Using this AP as the basis of a CAD-system, the designer is able to
develop a part corresponding to its manufacturing. The designer has to describe
a minimum required volume as a base shape. Afterwards he applies volumes that
should be removed or shapes that result from machining operations.

During our researches we have realized that there is a surprising lack of imple-
mentations of the specialized context-depended application protocol 224. That
is why we have implemented manufacturing features of AP 224 as an object-
oriented application programming interface within a C++ feature-library. A
modular viewer-concept connects this feature-library with the geometric ACIS
3D modeling core and can be used for the stepwise simulation of manufacturing
processes and design. This results in the visualization of the part-model with
corresponding three-dimensional objects based on the AP 224 manufacturing
features. This model can be used to simulate the manufacturing of the part
stepwise. Therefore we derive significant geometric parameters from feature in-
stances and construct the corresponding geometry by destructive solid geometry.
This process is also called “geometry from feature” [2].

2 Geometric Product Models

Retrieving required product information the right time and at the correct place
is essential for the success and efficiency of each product lifecycle stage. Digi-
tal product models like two-dimensional technical drawings or three-dimensional
CAD-models represent the product shape informative and geometric exact. These
methods of information exchange and representation also replace expensive phys-
ical prototypes or design studies [3]. Furthermore, virtual product models are
combined with modern simulation technologies like digital fabrics or virtual re-
ality. This way, production and assembly faults can be recognized and avoided
in the forefront. Digital product models increase the efficiency of the product
lifecycle significantly [4].

Geometric product shape information is very important in most stages of the
product lifecycle, especially for product design, process planning and manufac-
turing. This was the reason why CAD-systems were invented for modeling, de-
tailing, visualizing and analyzing digital product models [3]. The data structures
of CAD-models primarily consist of geometric primitives like points, lines, faces
and solids. Especially the export to neutral data exchange formats like STEP is
limited to pure boundary representation. This is not satisfying our preconditions
of detailed high level objects.

In fact, incompatible data exchange formats of different computer-aided sys-
tems (CAx-systems) complicate the information flow and create delays. Every
type of a CAx-system supports a corresponding stage of the product lifecycle [5].
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E.g., product design is supported by CAD-systems (computer aided design), pro-
cess planning by CAPP-systems (computer-aided process planning) and manu-
facturing by CAM-systems (computer-aided manufacturing). Accordingly, most
developed product lifecycle environments possess a heterogenious system land-
scape with different requirements and digital product data representations.

The product data exchange and model transformations are not standardized
and cause information losses or disastrous misinterpretations. In worst case’s, the
collaboration can also be hampered within one stage of the product lifecycle. An
example is the usage of different software versions of one vendor which can lead
to incompatibility.

Digital product models represent the product shape with geometric informa-
tion and the model topology. Extended product information like design intentions,
functional requirements or controlling and resource management information are
not represented. They must be documented additionally.

Figure 1 illustrates a further problem for adapting models that is caused
by the model topology and the used CAD-system. There are non-parametric
and parametric CAD-systems. In a non-parametric CAD-system, every new ge-
ometric element is a single instance. Parametric CAD-system refer to the entire
CAD-model. Assume that diameter D of the entire groove in figure 1 has to be
reduced to D′ < D. In a non-parametric CAD-model, every geometric element
has to be changed. The parametric CAD-model can solve this problem but allows
no change of a single geometric element. This is only possible by destructing the
entire model [6].

Fig. 1. CAD-model adaptation [6]

3 Feature-Based Modeling

An easier model adaptation and also product data exchange can be achieved
with feature-based modeling. This approach enhances the digital product model
with functional, geometric and technological product descriptions. Additionally,
products can be designed faster because the designer only has to depose signifi-
cant parameters instead of constructing difficult geometric product aspects like
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threads or gears. The concept of feature-based design is also used in the ISO-
standard 10303 [7], especially in the application protocol 224 with a destructive
design approach [8]. This application protocol offers a mechanical product defi-
nition and a standardized data exchange structure for process planning by using
machining features. Features are an opportunity for creating interpretable prod-
uct models, consisting of high-level objects.

3.1 Definition and Classification of Features

A feature defines physical and geometrical aspects of a part or assembly and con-
tains context-depended information like shape, dimensions, material attributes,
production time or tolerances. Additionally, a feature is an obvious entity with
semantic significance in one or more engineering points of view. In conclusion
Shah and Mantyla defined a feature as following [2]:

“A feature is a physical part of a building component or an assembly. It can
be represented in a general way and owns engineering specific and predictable
attributes. Each feature is an identifiable entity in a feature model and has some
explicit representations.”

The different engineering points of view require several specialized feature-
types such as design-, manufacturing-, deburring- or inspection-features. In our
work we focused on manufacturing features. The reason for this is the need for
representation of important design- and manufacturing-information for process
planning in high-level objects. Each manufacturing feature can be associated
with a real milling or turning operation and with manufacturing operations in
the resulting process plan.

3.2 Creating Features

There are two different concepts for the creation of features: feature-based de-
sign (FBD) and feature-recognition (FR). Both techniques are counterparts to
each other. Feature-based design initializes feature-objects to derive the geom-
etry. Feature-recognition requires geometric primitives to derive corresponding
feature-objects, which are afterwards enriched by additional information. In gen-
eral, feature-based design is also known as geometry from feature (GFF) while
feature-recognition refers to feature from geometry (FFG) [2]. Figure 2 illustrates
the contrary methods.

In both concepts the feature model is in relationship with the geometric model.
The feature model is a functional and technical description of the building com-
ponent or assembly. Derived from (or generated by) the design approach, the ge-
ometric model represents the corresponding geometry. Geometrical information
can be used to visualize the building component or assembly as a two-dimensional
graphic or a three-dimensional solid. We preferred the feature-based design ap-
proach cause of easier implementation and independence of proprietary data
formats. In addition, feature recognition requires enrichment of derived objects
which is an additional step.
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Fig. 2. Relationship between features and geometry [2]

3.3 Feature-Based Design

Feature-based design describes the part or assembly by initializing high-level
feature-objects. The resulting semantics, associated parameters and relationships
include information about form, position, dimension and geometric constraints.
Feature-attributes can be used for derivation of the entire topology and geometry
of the part and its visualization. Feature-based design can be divided into two
different approaches for creating a feature: destruction by machining-features
and synthesis by design-features [6], [9].

Destruction by machining-features orientates on destructive machining oper-
ations like turning, milling, drilling, planing and thread cutting. The part model
of a building component or assembly is created by subtracting volume from its
initial stock. This way the attributes of the subtracted volumes correspond to
features.

Synthesis by design-features doesn’t require an initial base shape volume. The
building component or assembly can be built by adding and subtracting features.
Each feature implies semantics about corresponding manufacturing operations
like joining, welding and soldering or the operations named above.

Deriving the geometric model from the feature model requires a feature li-
brary for interpreting the feature-attributes like feature-position, -dimension or
-orientation [2]. In our approach the destruction by machining-feature approach
is used. The focus lies on feature descriptions of the application reference model
in application protocol 224.

4 ISO-Standard 10303

The ISO-standard 10303 (mostly informally called STEP - “Standard for the Ex-
change of Product model data”) pursues the superior goal to offer a mechanism
for describing complete, obvious and platform-independent product definitions
within the entire product lifecycle and the reuse or extension of existing prod-
uct model data within each stage. The title of this standard implies that the
data exchange is in the center of attention. This is not the only intention of the
standard. It supports a continuous standardized product data representation and
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therefore also contributes computer integrated manufacturing. STEP connects
the heterogenous computer aided systems by creating consistent data exchange
standards for efficient and economical product development. As mentioned be-
fore, implementations are poor or missing in existing systems.

4.1 Architecture

STEP is an international standard for the product data exchange and was
founded by worldwide experts under the patronage of the International Or-
ganization for Standardization (ISO). It includes a series of sub-standards. They
are divided into several application protocols (AP’s) which are listed for example
in [10] and published separately.

Each application protocol is a standardized reference model for a specific ap-
plication domain like machining industry, shipbuilding, electrical engineering or
automobile industry. Different description-, implementation- and testing meth-
ods can be used for accessing common resources and creating a complex product
data structure (see figure 3).

Fig. 3. STEP-Architecture [11]

Every application protocol includes three description models for its documen-
tation and implementation. The application activity model considers the user’s
point of view by describing the scope of the AP with a special kind of activity
diagrams (defined in IDEF-0 notation). Second, the application reference model
presents possible objects (in AP 224 for example features) from an engineer’s
point of view by defining application specific product data. Third, there is an
application interpreted model which supports the mapping of context-depend
information in a neutral data exchange structure for the exchange between dif-
ferent application systems.
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4.2 Application Protocol 224

Application protocol 224 (AP 224) supports feature-based design by using man-
ufacturing features for the digital representation of product model data. It was
standardized in 1999 [8], almost 30 years after the feature concept was invented.
Recently, the 3rd edition was published by the ISO. AP 224 orientates on de-
structive machining operations and is suited for a feature-based design approach
“destruction by machining features”.

Therefore it supports the application of manufacturing features and the dig-
ital representation of product data. AP 224 consists of thirteen different units
of functionality and includes 262 object definitions for managing geometrical
information, product- and production data.

Overall, AP 224 describes textually 48 manufacturing features with their spe-
cific attributes (see figure 4) which we have implemented object-oriented within
a feature-library. For a visual representation some chosen manufacturing features
are illustrated in addition.

The relationships between the manufacturing features are defined in the appli-
cation reference model of AP 224. In the ISO-document it is represented textually
with illustrations. Relations are mapped and visualized in several EXPRESS-G
diagrams. Additionally, the relationships between feature attributes are doc-
umented in the application interpreted model which is provided by different
EXPRESS reference paths. EXPRESS is a specific data model description lan-
guage defined in ISO 10303-11 [12]. Its graphical pan don is EXPRESS-G which
is useful for the interpretation of those complex data models [13]. The follow-
ing figure 4 illustrates the example of an open slot, defined by the application
reference- and the application interpreted model.

4.3 Automated Process Planning with AP 224

Process planning is a fundamental step in the creation of a new product or its
optimization. The process plan (or routing) is a concrete guideline how to man-
ufacture a part. To stay competitive it is important to generate a process plan
under respect of the manufacturing environment and the requirements of the
product in an economic way and a timely manner. Therefore the entire man-
ufacturing environment with its available machines, their capacities and other
resources should be considered. This information can be provided by today’s
enterprise resource planning systems (like SAP or Microsoft Dynamics).

Additionally, process planning requires knowledge about the product, espe-
cially its geometry, dimensions, material properties, tolerances and many other
extended information. With a product model based on AP 224 manufacturing
features, this information can be extracted automatically by an AP 224-based
process planning system. Our primary approach of automated process planning
can be described as a generative planning [14]. To give small and medium enter-
prises (SME’s) a possibility to be ahead over competitors, we want to generate
process plans for new components automatically.
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Fig. 4. Description of an Open slot [8]

Another great advantage of AP 224 is that we can conclude corresponding
manufacturing operations to each manufacturing feature used in the product
model because of their semantics. First, based on the derived manufacturing
operations it is possible to check the manufacturing environment if the required
resources are available. Second, we can generate a dependency graph based on
the features of this application protocol. Because of their semantics, significant
attributes, relationships and rules, we can determine dependencies between single
manufacturing features. Afterwards we divide these features into dependent and
independent ones. Independent features can be employed directly. Dependent
features require others to be employed in the forefront. Taking these two rules,
we are able to build up an dependency graph. Finally we are going to find an
optimized sequence of employing AP 224 features automatically by using genetic
algorithms to produce the final part. The genetic algorithm is used to assess a
process variant by scheduling it within a given factory environment. Further
description of our approach of automated process planning and cost-evaluation
can be found in [15] and [16].

5 Implementing STEP

In our work we have modeled the manufacturing feature-objects of AP 224’s
application reference model in UML-class diagrams. Afterwards we generated
the relating source code with a model driven software architecture framework
GeneSEZ in a C++ feature-library. This library is able to generate e.g. the
building component in figure 5 and enables the definition of shapes, dimensions
attributes, feature positions and orientations.
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For three-dimensional visualization of complex building components we have
developed a modular viewer-concept. It connects the geometric modeler ACIS
with the generated AP 224 feature-library. The geometric ACIS modeler visual-
izes the geometric model in figure 5. Therefore the modeler obtains the necessary
geometric information for the three-dimensional visualization from the AP 224
feature-library (feature model) from the viewer component.

With this solution we can visualize and create a product defined by AP
224 manufacturing features. During our researches we have used a roll axis-
demonstrator (figure 5) which can be designed by using our implemented de-
struction by machining-features approach at runtime.

Fig. 5. Roll Axis-Demonstrator

First, the attributes of the roll axis-demonstrator are retrieved from the in-
stantiated feature objects of the product model. This instantiation is done by the
designer in the product design phase. The initialization starts with the cylindri-
cal base shape (the initial stock) and subtracts all instantiated manufacturing
features to create the final shape of the roll axis-demonstrator. The order of
destruction is given by the derived routing.

We define the minimal geometric information for three-dimensional visualiza-
tion of the cylindrical base shape with additional attributes like base shape length
and diameter. Each manufacturing feature includes different shape attributes for
retrieving its geometry. A round hole for example can own a taper or a special
bottom condition.

After the initialization of an AP 224 library-object it will be transferred to
its special viewer. This viewer extracts the required object attributes and con-
structs the geometric representation with combined ACIS method calls. The
ACIS method api solid cylinder cone can be used for drawing the cylindrical
base shape. Because of the complexity of several manufacturing features we have
created flexible geometric auxiliary constructions for their three-dimensional
visualization.

Future work will lead to a graphical user interface for designing the building
component or assembly. Afterwards, our own, FBD-based CAD-system will be
used to design example parts more easier and will be fed by our automated
process planning CAPP/CAM system.
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Fig. 6. Intermediate Variations

6 Conclusion

During our researches we have realized that there is a huge potential of STEP
to optimize the product data exchange of the whole product lifecycle. An imple-
mentation is essential for fast and effective product development. There is still
a surprising lack of implementations of the specialized context-depended appli-
cation protocol. Although AP 224 and other protocols have great potential for
implementing feature-based solutions and developing integrated CAx-systems
for continuous product data integration.

Our presented viewer-concept realizes the approach “destruction by machining
features” by subtracting different features from a base shape at runtime. The
modular structure of our viewer concept separates the feature model from the
geometric model clearly and practically demonstrates the approach of “geometry
from feature”. Every component of the viewer-concept can be exchanged, reused
and extended.

References

1. Brosze, T.: Seminar Anwendungen der Kontrolltheorie im Supply Chain Manage-
ment. GriN - Verlag für akademische Texte, Karlsruhe (2004)

2. Shah Jami, J., Mantyla, M.: Parametric and Feature Based CAD/Cam. In: Con-
cepts, Techniques, and Applications, John Wiley & Sons Inc., New York (1995)
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Abstract. Workforce management is comprised of several phases, such
as working time model generation and personnel scheduling. The com-
bination of these phases has significant potential, especially for volatile
personnel demand. This article shows that the concepts for the automatic
generation of working time models already used in retail can be trans-
ferred to personnel scheduling in the logistics industry. Through this, the
assignment of personnel can be accurately adapted to personnel demand.
The results suggest the use of heuristics, especially meta-heuristics such
as the evolution strategy or constructive methods which are adapted to
the problem at hand.

Keywords: working time model, workforce scheduling, workforce man-
agement, evolution strategy, constructive heuristic.

1 Introduction

Despite many advantages in automation, logistics is still very labour intensive. At
the same time logisticians are under considerable pressure, among other things
due to legal regulations, stronger customer orientation and increasingly tough
international competition. Above all, though, the current economic situation
forces logisticians to take measures in order to remain competitive. An important
parameter for cost-cutting is demand-oriented workforce management.

Employees spend up to 36% of their working time unproductively, depend-
ing on the branch [8]. Major reasons for this include a lack of planning and
controlling. The problem can be dealt with using demand-oriented workforce
management. Key planning goals are increased productivity, reduction of per-
sonnel costs, prevention of overtime and better motivation of employees [13].

In order to achieve these goals, accurate personnel assignment adapted to de-
mand is required. A multi-level approach to workforce management in seperate
steps can be very inefficient, especially for volatile demand. In retail, where per-
sonnel demand generally depends on customer frequency, which is very volatile,
other methods must be used. For several years working time models have been
created automatically during personnel scheduling, meaning these models are
not preset. Rather, there are rules which are applied directly during personnel
assignment planning (e.g., the minimum and maximum length of the models).
The success of this concept in retail suggests its use in other fields in which
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volatile personnel demand also occurs. Therefore, the present work attempts to
investigate the automatic generation of working time models as a direct part of
personnel scheduling using practical examples.

First, the four phases of workforce management for volatile demand are ex-
plained. Possibilites for combining individual phases are shown at the end of
section 2, in particular the combination of working time model generation and
personnel scheduling. Section 3 discusses the necessity of accurate working time
models using an example from logistics. For this, the limitations of the current
practice (two-phase approach) are highlighted. The remedy is the automatic
generation of suitably adapted working time models directly in personnel sche-
duling, as has already been done in retail. This concept is presented in section 4.
Also, corresponding practical problems from retail, which have already been
worked on, are discussed as well as solution methods used to integrate model ge-
neration and personnel scheduling. The transfer of these approaches from retail
to logistics is done in section 5 using a practical application. Finally, the paper
concludes with a summary and some indications for future work.

2 The Four Phases of Demand-Driven Workforce
Management

Workforce management is a central component of business action and is in-
tricately linked to many other processes in the organisation. Several software
manufacturers follow an idealised approach, which is shown in figure 1 [12]. This
method is quite practical and useful; however, the combination of phases can
bring about further potential for usage. The individual phases are explained
below and the possibilities for combining them are then discussed.

Fig. 1. Four phases of demand-driven workforce management

2.1 Staffing Demand Forecasts (Phase 1)

It is necessary for efficient personnel assignment to determine personnel demand
as exactly as possible. According to a study by Miebach Consulting [7], errors
in this phase alone can cause up to 15% higher personnel costs. In practice,
various methods are employed depending on the planning horizon, with simple
approximation dominating for short-range estimation of demand.

Demand determination based solely on experience is often suboptimal. How-
ever, the planner frequently lacks high-performance support tools. Modern so-
lutions are able to predict the expected work volume using past data. Another
form of demand determination is event-oriented. In logistics, for instance, if it is
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known ahead of time when a lorry (or van, aeroplane or train) of a specific type
will arrive or depart again, the personnel demand can be ascertained.

2.2 Designing Flexible Working Time Models (Phase 2)

A working time model defines work beginning and ending time on a particular
day, among other things. Starting with personnel demand, working time models
are generated which cover that demand as well as possible. Legal and contractual
regulations must be taken into account. The amount of effort required to generate
models is usually quite large. Sometimes, they must also be authorised by the
works council. A set of working time models, onces generated, are usually rarely
changed and are used for later planning. An extreme negative example for an ill-
suited working time model would be a plan with only one model (work begins at
7:00, ends at 15:00, variable break of 30 minutes, no flexitime). If all employees
are scheduled using this model, sub-daily, weekly and even seasonal variations
in personnel demand cannot be compensated for. Unnecessary costs due to idle
time and overtime as well as bad service and low employee motivation would be
just some of the effects.

2.3 Workforce Scheduling (Phase 3)

This phase involves the actual plan generation. It is determined which employee
is assigned to which workstation at what time or rather which task is to be com-
pleted. The size of the planning horizon can be variable, as is the point in time
at which the staff can view a new plan. Various constraints are considered during
the planning, e.g., qualifications, desires of the employees, absences, balance of
flexitime hours, legal and contractual regulations, aspects of fairness and so on.

2.4 Working Time Management (Phase 4)

Time management involves more than just recording the entering and exiting
times of employees. In this phase, the flexitime balances of each employee are
calculated based on their working times. These calculations and the regulations
on which they are based can be quite complex. Absences are also planned and
tracked. Additionally, as part of time management all data are gathered which
are necessary for input into the payroll system.

2.5 Combination of Phases

Generally the four phases are carried out in sequence but there are sensible
exceptions. The integration of personnel demand determination (phase 1) into
personnel scheduling (phase 3) can be found, for example, in call centres, where
personnel demand cannot be separated from scheduling. If the service level sinks
sufficiently due to a lack of manpower, many customers will phone again in
subsequent periods, affecting the personnel demand of that period as well.
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The combination of working time model generation (phase 2) and personnel
scheduling (phase 3) is also of interest. These approaches are sometimes used in
retail when working time models are dynamically created during each planning
session (phases 2 and 3 in one step). This combination significantly increases
the flexibility of assignment planning and makes accurate scheduling adapted to
demand possible. Sections 4 and 5 discuss the combination of these phases in
more detail.

Even more optimisation potential lies in a combination of all three phases
1 to 3, as one could not only fit personnel supply to demand, but also shift
demand in a favourable way for planning. However, this is only possible when
personnel demand is fairly deterministic and the precise moment of occurence is
not completely externally determined. Such flexibility is available, for instance,
when customer orders can be individually planned ahead and to some extent be
moved between different time slots.

Various approaches can be found with respect to phase 4; it can be arranged
before or parallel to other phases. In this way, personnel scheduling can influence
time management. On the other hand, if the time management data flow into the
next planning session, flexitime balances and absences can be taken into account.
Planning for days off alone would require a parallel approach because providing
days off reduces personnel capacity, possibly requires adjusted working time
models and even influences personnel demand (refusal/postpone of customer
orders due to reduced personnel capacity).

3 Demand-Oriented Working Time Models

This section discusses the effects from the generation of demand-oriented working
time models. The limits of this approach are also examined. The differences
between fixed and demand-oriented working time models are illustrated using a
case from logistics.

Figure 2 shows real data from a logistics service provider, who mainly carries
out loading and unloading activities. The personnel demand fluctuates through-
out the five days. However, it is not possible with only three available working
time models to cover the demand well. The result indicates large phases of over-
and understaffing due to the volatile demand with unadapted personnel assign-
ments. This situation is critical for the logistics company because a high service
level is contractually obligated to the customers.

This problem can be countered with the introduction of further working time
models. Figure 3 clearly shows how the personnel assignment is oriented toward
demand. By better utilising the normal working times of all employees, over-
and understaffing can be greatly reduced while maintaining the same number
of employees and the same level of effort. The effects which result from this are
obvious: cost reduction through improved utilisation of employee time and fewer
temporary workers, increase of turnover through a higher level of service and a
rise in employee motivation.

Through an increase in the number of working time models, even short-term
fluctuations in personnel demand can be covered economically. This, of course,



214 M. Günther and V. Nissen

Fig. 2. Personnel demand and personnel assignment with three working time models

Fig. 3. Personnel demand and personnel assignment using more working time models

means a rise in complexity and effort needed for the generation and maintenance
of the working time models. It is impractical to do this manually or by using
spreadsheets, but a powerful software solution is needed.

On the basis of the working time models generated in this phase, employees
are subsequently assigned working time models and workstations or orders for
a defined time period in the assignment planning phase (phase 3). During this
phase, qualifications, flexitime balances, teams, sub-daily workstation switches,
planned absences and so on are taken into account. Using an approach in which
phases 2 and 3 are not integrated, the latter phase must necessarily leave some
constraints and some data unaccounted for. An otherwise optimal solution for
phase 2 and subsequently for phase 3 could be determined to be sub-optimal
when the result is regarded as a whole. Therefore, a combination of both phases
is desirable.

Such as combination, however, requires that personnel demand can be fore-
casted accurately, using, for instance, past demand data, fixed customer events
or information from returns data. However, this already applies, when the phases
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2 and 3 are not integrated, but only the number of working time models is in-
creased. Any attempt for demand-oriented personnel planning must ultimatively
be based on reliable demand figures. Moreover, stochastic influence (dynamic
demand) should be fairly low. Otherwise, there are more effective measures to
capture stochastic demand peaks, for instance employing temporary workers,
who can be ordered to work or sent home at short notice (but at extra cost).

4 Integrating the Phases 2 and 3: Lessons from Retail

Through the automatic generation of working time models directly within work-
force scheduling it possible to generate a plan without fixed working time models.
More specifically, automatic working time model generation refers to separating
oneself from the idea of using only a few rigid working time models, because
they do not always provide optimum coverage of the actual personnel demand.
Instead, the planner only needs to provide some rules for the generation of work-
ing time models suitably adapted to demand. These include the minimum and
maximum duration of the models as well as the limits for their beginning and
end. Individual working time models are then generated for each employee for
each day. Naturally, aspects as employee availability and planned weekly working
hours are accounted for.

This apporach has been successfully implemented at many retailers and sev-
eral software manufacturers provide specialized methods for this task. This
stresses that the combination of phases 2 and 3 in workforce management is
both possible and indeed successful. However, only a few scientific sources have
dealt with this topic, yet. Below, we discuss this related work.

4.1 Work of Others

In 2007 Sauer and Schumann [11] introduced a constructive method for a per-
sonnel planning problem with automatically generated working time models in
retail. The procedure was implemented in the workforce management system of a
software manufacturer. Demand is viewed as deterministic and forecasted based
on historical data. No demand dynamics are considered at the time of plan-
ning. Due to the fact that the scheduling algorithm was designed for interactive
scheduling, greedy heuristics were chosen for two reasons. Expert knowledge can
easily be integrated into the algorithm to generate acceptable plans for the hu-
man planner. And greedy heuristics generate a solution quickly. Unfortunately,
this solution method cannot take into account more than one workstation or
sub-daily workstation switches. Additionally, the planning horizon is limited to
a maximum of one week.

Prüm [9] also addresses different variants of a personnel planning problem
from retail. He uses 20 test problems with 4 to 168 timeslots as well as 2 to 576
employees. Prüm creates working time models parallel to assignment planning
with varying demand in one-hour intervals. However, only one workstation is
present in the scenarios of Prüm, and sub-daily workstation rotations are not
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included. He experiments with simplex, branch & bound as well as a hybrid
method. His results indicate that problems of realistic size with constraints can
in general not be successfully solved with exact methods.

4.2 Own Work

A practical retail problem with two workstations and also including planned
sub-daily job rotations is considered in our own, previously unpublished work.
Here, working time models are generated directly as part of personnel assign-
ment planning. Fifteen employees work in the department for ladies’ wear at a
department store. The store is open Monday to Saturday from 10:00 to 20:00
and closed on Sunday and holidays. Six employment contracts exist, differing
in the amount of planned weekly working time from between 10 and 40 hours.
Employees are assigned to two different workstations (till and sales), with all
employees trained for both stations. Qualifications are therefore not required to
be taken into account. Many other factors influence planning, such as regula-
tions, employee availability, promotions and time sheets. The personnel demand
can be forecasted fairly accurately. It is given in one-hour intervals and centrally
determined based on past data.

In order to find a solution to the problem described, automatic working time
model generation is performed. Because of high fluctuations in demand, sub-
daily workstation changes are allowed. Several hard and soft constraints must
be considered during the planning process. They include rules supplied by the
personnel planner of the company to ensure reasonable working time models.
One year is planned ahead based on available historical data, resulting in a
very complex search space with 131,400 dimensions (decision variables). If the
assigment plan violates soft constraints, this is punished with error points that
reflect the companies requirements as inquired through interviews. The planning
problem can now be modeled as an optimisation problem where the sum of error
points must be minimised. For real data sets and benchmarks see [14].

Staff scheduling is a hard optimisation problem. Garey and Johnson [3]
demonstrate that even simple versions of staff scheduling problems are NP-
complete. Kragelund and Kabel [6] show the NP-hardness of the general em-
ployee timetabling problem. Thus, heuristic approaches appear justified for the
combined tasks of automatically generating working time models and scheduling
the workforce in a company. In particular, we compare heuristics based on the
evolution strategy (ES) [1], particle swarm optimisation (PSO) [5], multi-start
local search (MLS) and a commercially successful constructive heuristic.

Our solution approaches based on adapted versions of ES, PSO and MLS
create working time models automatically in the following way: The problem is
represented as a two-dimensional matrix of employees and time periods, where
the cells are filled with workstation assignments. A dummy workstation is used
to mark times where an employee is not available. The heuristics change these
workstation assignments, implicitly generating working-time models that are
evaluated through the penalties in the objective function. Faulty models (wrong
length, gaps etc.) are additionally corrected by a repair heuristic within ES and
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PSO. For each heuristic, different strategy parameter settings were tested. 30
runs were performed for each setting using 400,000 evaluated solutions as the
uniform termination criterion.

We compare these results to a commercial workforce management software
package that delivers an adequate constructive method, capable of solving the
problem at hand. All restrictions are supported and the associated error points
can be entered into the software. Unfortunately, no code is available and no
information is given in the documentation as to how the working time models
are generated, so it must be considered a black box. However, our application of
the constructive heuristic was supported by the software manufacturer, so errors
in software handling can be excluded.

Table 1 presents results for the different solution approaches to the retail
problem. For ES and PSO only the best strategy parameter sets are given, i.e.
a swarm size of 20 particles in a gBest neighbourhood structure for PSO, and
a (1, 5)-selection strategy for the evolution strategy. The constructive heuristic
can be regarded as a benchmark, since it is part of a commercially successful
software package that is actually used at around 300 companies for personnel
planning.

ES with classical Gaussian mutation (Type G) yields the best mean error
points. ES with a mutation adapted to combinatorial search spaces using the
concept of maximum entropy (Type E) [10] finds the best of all solutions. If
one inspects the assignment plans generated with the ES, one sees that they
can hardly be improved upon, even with highly complex manual changes. For
this reason, and because of the superior performance over the other solution
methods, these plans can be regarded as very usable.

ES and PSO significantly outperform the commercial constructive heuristic.
The constructive method delivers unsatisfactory results, because it is unable to
cope with the various employee contracts. However, one run requires only some
10 minutes as opposed to 6 hours for a single run with the ES or PSO. Multi-
start local search, as some form of ’brute-force’ solution approach, is the worst
heuristic and not able to generate reasonable solutions at all.

5 Transfer to an Application from Logistics

5.1 Description of the Problem

It can be seen in table 1 that several solution methods were able to almost
eliminate over- and understaffing using automatically generated working time
models. While this form of personnel planning has already gained significance in
retail, practical applications in logistics are unknown to us. Very small personnel
budgets, a tendency for understaffing and intense competition have promoted
automatic generation of working time models in retailing.

However, logistics in many areas is also characterized by tough competition,
cost pressure and volatile demand. Therefore, a transfer of workforce manage-
ment approaches originally developed in a retail context appear useful. At this
stage, the applicability of individual solution methods is not our focus. Rather,
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Table 1. Comparison (minimisation of error points) of the different approaches, based
on 30 independent runs each. Best results are bold and underlined.

error number under- over- too much more than
of staffing staffing weekly one working

heuristic mean min job- in in working time model
changes (h/yr) (h/yr) time in per employee

(h/yr) per day
constructive
heuristic

84,690.0 84,690 0.0 25.0 0.0 1,386.5 0.0

multistart
local search

4,265,931.9 3,807,375 2,434.5 209.5 1,420.8 955.8 410.8

PSO (20) 37,117.9 14,385 389.9 13.9 0.3 597.9 0.0
ES (1,5) Type
G

8,267.1 5,924 214.3 13.9 0.1 120.2 0.0

ES (1,5) Type
E

8,464.8 4,911 248.0 14.0 0.1 122.8 0.0

the objective is to check whether this type of integrated work force planning
can be reasonably transferred from retail to a given logistics service provider
scenario, which is typical for many companies in that sector. Again, the idea is
to automatically generate working time models as part of workforce scheduling.
For this reason, three variations with diverse preset working time models will
be compared to the combination of model generation and assignment planning.
The fixed working time models were directly taken from the human resources
department of the respective company.

The problem shown below exhibits many similarites to the logistics problem
discussed in [4]. Personnel demand varies greatly at sub-daily intervals and for
different workstations. Sub-daily workstation rotations are to be planned as well.
Actual data are available for an entire year. The logistics provider operates
between 6:00 and 19:00 with 480 employees. Their contracts are the same in
most cases, so that the contractual weekly amount of work varies only slightly.
In order to keep personnel assignments flexible, flexitime balances are kept and
workers may maintain the balance within the range of -30 to +80 hours. The work
volume is subject to economic and seasonal fluctuations, but can be regarded as
fairly deterministic. Sub-daily jumps in personnel demand occur as well. In order
to automatically generate working time models, the regulations found below are
in effect and violations are assigned an amount of error points that reflects the
companies requirements as inquired through interviews:

– compliance with the given allocations (no over- or understaffing)
– employees should not be assigned to workstations with no demand
– compliance with the contractually arranged maximum number of hours
– working time models should not be shorter than 3 hours
– working time models should not be longer than 9 hours
– working time models must not be split up during the course of a working

day
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– working time models must not begin or end outside operating hours
– working time models begin and end on the hour
– work must not be done on Sundays and holidays
– absent employees (holiday etc.) may not be planned for the corresponding day
– sub-daily workstation changes are only allowed on the hour
– no unnecessary workstation changes (no improvement of assignment plan)

5.2 Results and Discussion

Table 2 shows the effects of increasing the number of working time models and
adding automatic model generation. The calculations were done for an entire
calendar year, with the focus of the optimisation in each case on reducing over-
and understaffing. All of the working time models operate on the period between
6:00 and 19:00. As a rule, working time models were generated whenever pos-
sible with a length of 7.5 hours. Stronger consideration of employee desires or
unplanned absences would worsen the results. However, the main tendency seen
in table 2 remains even then.

Personnel demand is viewed as deterministic and planning is based on histor-
ical data. In practice, dynamic changes (late truck arrival etc.) occur, but only
rarely. Nevertheless, this points to the limits of personnel planning. Personnel
demand must be known in advance and stochastic influence should be low to
allow for demand-oriented, integrated planning as suggested here.

It is clear from the table that over- and understaffing in personnel assignment
are reduced through the corresponding increase in the number of models. The
fluctuating demand can be covered significantly better with more models avail-
able. In principle, a maximum of 62 different models could be generated given the
existing restrictions. The generation, administration and possible later adjust-
ment of these models, however, is significantly time consuming and error-prone.
These problems can be avoided through the use of automatic model generation
in parallel to workforce scheduling. Moreover, the problem of over- and under-
staffing is completely eliminated with this method, as can be seen in table 2.
This demonstrates that an integrated approach to automatically generate work-
ing time models and schedule personnel to work at given workstations can indeed
be very beneficial in logistics. It must be pointed out that the resulting working
time models respect the constraints (rules) on model generation as provided by
the planner. Moreover, the resulting plan can be made available to employees
long before the relevant working periods actually begin, so that also contractual
regulations regarding plan stability are covered.

The results in table 2 were generated with the constructive heuristic also
shown in table 1. While this approach performed poorly for the retail problem,
it proved to be very useful for the logistics problem. The constructive method
is more suited to staff whose contractual amount of hours are similar, as is the
case in the logistics problem. The retail problem, by contrast, presented highly
variable contracts (full-time, student helpers, so-called 400e workers etc.). With
this diversity in retail, the constructive approach had significant difficulties and,
consequently, was unable to produce adequate sub-daily staffing changes.
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Table 2. Effects of increasing the number of (preset) working time models and in-
troducing automatic working time model generation on over- and understaffing in a
representative logistics personnel planning application

working time overstaffing understaffing total
models (in h/yr) (in h/yr) (in h/yr)

5 different working time models 26,094 528 26,622
6 different working time models 16,488 4,734 21,222
15 different working time models 3,426 438 3,864
automatically generated working time models 0 0 0

As a rule, constructive heuristics are suitable for automatic generation of
working time models when the method is specifically designed to solve the par-
ticular problem at hand. Small changes of the application area can be enough to
severely limit the quality of the results, though. Because the constructive heuris-
tic fits well to the logistics problem and produces very satisfactory results in a
short time, the implementation of further and potentially more time-consuming
approaches, such as metaheuristics, was dispensed with for now.

6 Conclusion and Future Work

It was shown that the demand-oriented generation of working time models can
contribute significantly to accurate workforce scheduling adapted to personnel
demand. This enables the minimisation of overtime and idle time, among other
things, which positively affects personnel costs, workload on individual employ-
ees and service level. The limits of a two-phase approach for working time model
generation and subsequent personnel assignment planning were shown. The rem-
edy is the combination of both phases into one planning step. This approach
has already gained significance in retail, where personnel demand is extremely
volatile. The concept was successfully transferred from the retail domain to a
logistics personnel planning application that is representative for many similar
problems in the logistics sector. This opens up the possibility to use a practically
tested instrument for the flexibilisation of workforce scheduling under volatile
personnel demand in logistics. The corresponding heuristic solution methods
should be integrated in todays workforce management software to fully leverage
the benefits.

Future work will involve the implementation and comparison of further solu-
tion methods for the mentioned logistics application as well as other scheduling
applications from the logistics and retail domains.
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Abstract. Knowledge and information flow within supply chain has
gained more and more significance. A timely and accurate information
exchange among the actors of the supply chain prevents unnecessary loss
due to failed planning and missed forecasting. The method of collabo-
rative supply chain management should reduce uncertainties in supply
chain. Nevertheless, because of its complexity, its implementation has
not been fully optimized. Knowledge and information flows within the
supply chain has been unattended. To achieve transparency and trust
among partners in the supply chain, a new approach, which allows the
visualization of these knowledge and information flows and their par-
ticipants, is required. Knowledge Modeling and Description Language
(KMDL) offers a means to meet this requirement.

Keywords: knowledge intensive process, collaborative supply chain, in-
formation flow, supply chain management, knowledge management.

1 Introduction

Due to the growing competition, companies are forced to perform their best in
order to survive in the market. Every supply chain management approach aims
to produce the right goods at the right time for the right customers for the right
price [1]. Any companies unable to stand up to this expectation are most likely
to fail [2]. The importance of an efficient supply chain management should not
be underestimated if one tends to accomplish alignment to new markets [3].

All decisions made in the supply chain are based on certain information.
However, this information is not always available. Therefore, decisions made in
the supply chain are always connected to risks and an insignificant misstep at
the beginning may cause a huge damage during the further execution of the
chain (bullwhip effect) [4], [5]. In a collaborative supply chain all partners in
the supply chain are integrated to facilitate an accurate and timely information
exchange [6].

Collaborative supply chain management (CSCM) has nowadays been widely
used by most companies. However, due to the complexity of a collaborative sup-
ply chain, it is often difficult to control and comprehend its information flow [7].
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The main reason is because the knowledge intensive activities within this flow
have been merely individually and randomly performed. CSCM is in need of
a method that provides a person oriented representation of the knowledge and
information flow in order to enforce transparency of the knowledge intensive
activities. This paper introduces the application of Knowledge Modeling and
Description Language (KMDL), a tool that is developed to visualize and ana-
lyze the flow of knowledge and information of knowledge intensive processes [8].
In this paper we will demonstrate how KMDL solves the knowledge oriented
shortcomings of the implementation of CSCM.

In the next section (section 2) we will briefly recapitulate the definition of sup-
ply chain management. Within this section the implementation and potentials
of CSCM will be explained in a thorough manner. Theoretical basis of KMDL
follows in the consecutive section (section 3), different types of knowledge and
the definition of a knowledge intensive process will be described. This is fol-
lowed by the procedural model and view concepts of KMDL. In section 4 we
will demonstrate the integration of KMDL into CSCM. Section 5 will cover the
conclusion of the paper and the needs for further research.

2 Supply Chain Management

Supply chain is a term that emerges from the practice. Back then, it was a chain
of events that occurs naturally within a value creation process. Researchers in
management science have been developing methods and structures to manage
these events. The divergent objectives of the practitioners and the various con-
cepts of supply chain management have led to inconsistency in the definition of
supply chain management [9]. In this paper we agree with Scholz-Reiter, who
defines supply chain management as “an inter-organizational coordination of
material and information flows through the whole value creation process from
the production of raw materials [...] up to the end-customer, with the aim to
organize the entire process at optimal costs and time” [10].

In planning a supply chain, one should master the coordination of each partic-
ipant within the phases of value creation, otherwise it would lead to increase in
variability in the supply chain. This phenomenon is the so-called bullwhip effect
[9], [1], [5]. The bullwhip effect highlights the importance of information flow in
supply chain. Timely and accurate information from each company participat-
ing in the chain and from the customers reduces the bullwhip effect significantly
because it reduces unnecessary uncertainties. The next subsection will briefly de-
scribe the collaborative planning, forecasting and replenishment (CPFR) method
as a concrete implementation of CSCM.

2.1 Collaborative Supply Chain Management (CSCM)

According to Anthony, “supply chain collaboration occurs when two or more
companies share the responsibility of exchanging common planning, manage-
ment, execution, and performance measurement information” [6]. It is crucial
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that the collaboration is also based on a partnership, which is a “tailored busi-
ness relationship based on mutual trust, openness, shared risk, and shared re-
wards that yields a competitive advantage, resulting in business performance
greater than would be achieved by the firms individually” [11]. In other words,
a CSCM is based on mutual trust by two or more companies, who share risks,
responsibilities and rewards, in order to reach competitive advantage. CPFR is a
business model of multiple companies participating in a supply chain, which re-
quire a collective preparation and organization of the supply chain. Fig. 1 shows
the CPFR process model.
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Fig. 1. CPFR Model [12]

Collaborative planning marks the first step of CPFR. The participating com-
panies develop an agreement containing their expectations and the required re-
sources [9]. Based on this agreement a joint business plan is created, in which the
ground rules are defined. In the collaborative forecasting, the partners predict
sales based on the exchanged information. After the sales forecast is created, the
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partners predict the exceptions that might appear during the supply chain and
determine the solutions to the problems arising from the expectations.

The next step in the collaborative forecasting is generating the customer order
forecast. The obtained prognosis from the previous steps are brought together
with data regarding the stock of inventory. This step aims to assure the capacity
and disposition of each partner in terms of the amount of order within a certain
period of time. Afterwards, the exceptions that might occur after the receipt
of order are identified and their solutions are figured out. In the collaborative
replenishment, a binding order is generated, which then results in the production
of the goods by the manufacturers.

2.2 Knowledge Oriented Prerequisites of Collaborative Supply
Chain Management

The success of collaborative supply chain management depends significantly on
the fulfillment of some substantial prerequisites. Adequate communication is one
of them [7]. From each partner a person responsible for supply chain communi-
cation should be selected. Having to communicate with different persons every
time specific information should be provided or a collective decision should be
made results in communication delay and content loss. Furthermore, the assign-
ment of competence in the decision making should be defined. Otherwise, it
might happen that some decisions are made without incorporating the partners.
This would result in a deteriorating relationship in the collaboration.

It is imperative that the partners clarify their expectations [7]. According to
Ireland, it is even a requirement to have partners that have a “synchronous col-
laborative vision” [13]. Vague expectations causes misunderstanding and unfair
conditions. The partners should understand what is being expected from each
other. Another prerequisite of CSCM is the availability of relevant technologies
[7]. At the beginning of the collaboration process, the technical requirements
between partners should be adjusted for a timely and effective information flow.
It is important to determine which technology is required in order to avoid in-
compatibility during the collaboration process.

The success of CSCM depends highly on reliable information from the part-
ners. Trusting each other is a critical factor but the information being provided
is not always as accurate as it should be. This might result from a human error
or a partner betrayal. A possibility to track the information as in from whom
or where it came and where it is being transferred would help to pursue trans-
parency of the information flow.

As implied by Barratt and Oliveira, there are only few sources found regarding
which information should be shared to create the visibility offered by CPFR and
which business function should be involved in the CPFR process [14]. Lack of
documentation on these matters results in a confusing and an unclear mess of
information exchange. Recording the information needed, its origin and its use
would save the time needed to figure them out in case a new employee should
substitute the person in charge.
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3 Knowledge Modeling and Description Language
(KMDL)

Attempts to integrate the knowledge management approaches into aspects of
supply chain management have been made [15],[16], [17]. However, none of the
existing tools and methods consider the person-bound aspect of knowledge and
how it affects the flow and exchange in the supply chain. KMDL was chosen
over other modeling languages because of the method’s capability to model how
knowledge is originated, how it develops and how it is being shared among the
participants of the process [18]. It also enables a potential analysis of the model
for the process improvement. In this section we will briefly describe the theoret-
ical foundation of the method, followed by the procedural model and the view
concepts of KMDL.

3.1 Knowledge Intensive Processes

Davenport and Prusak state that a process is knowledge intensive when its input
and output are uncertain [19]. Hoffmann defines the large varieties of sources and
medias as well as high variance and dynamic development of the process organi-
zation as indicators for a knowledge intensive process [20]. These definitions are
coherent to the characteristics of a supply chain management process. As such,
a supply chain management process can be categorized as a knowledge intensive
process.

3.2 Procedural Model

Fig. 2 illustrates the procedure of KMDL implementation in the practice.
The project begins with phase 0, in which the KMDL method is introduced to the
project partner. In phase 1, the project partner and the analysts agree on a project
aim and the relating objectives. Based on this, they decide on the knowledge in-
tensive process, which will be modelled and analyzed. The next phase (phase 2)
begins with the analysts gathering information from the employees participat-
ing in the process (process participants). Commonly they use a semi-formal in-
terview. Based on this information, the analysts model the process view, which
represents the chain of events in the process. This view is presented to the pro-
cess participants and they provide inputs to improve the model if necessary. This
phase ends when the process participants state their final validation.

Not all tasks within the process are knowledge intensive. Although the se-
lected process may fulfill the characteristics of a knowledge intensive process,
some administrative tasks needing less creativity or innovation ability within
this process should nevertheless be conducted in order to provide a structured
framework for the process. However, since knowledge non-intensive tasks are
not the focus of KMDL, in phase 3, these tasks are identified and filtered out.
The knowledge intensive tasks are used as basis for phase 4, where the process
participants share their activities within each task in detail. The analysts use
the obtained information to model the activity view, which shows the knowledge
oriented activities of the process and the process participants validate the model.



Knowledge Oriented Implementation of CSCM 227

Capturing of knowledge 
intensive tasks

Participation

Analysis Development of 
a to-be concept

5 6

Implemen-
tation

7

Evaluation

8

Suggestions 
for improvement

Classification 

5.2

5.3

Evaluation of potentials

5.4

Identification and validation

5.1

Project
preparation

Agreement on 
objectives and 
identification of 

a business 
process

Capturing 
process view

it
er

at
iv

e 
p
ro

ce
ss

0 1 2

Capturing of process

Re-capturing and modeling

Validation of the model by the 
project partner

2.1

2.2

2.3

Identification of 
knowledge 

intensive tasks 
(process view)

3

Capturing 
activity view

it
er

at
iv

e 
p
ro

ce
ss

4

Re-capturing and modeling 

Validation of the model by the 
project partner

4.2

4.3

4.1

Fig. 2. KMDL procedural model [8]

By means of the generated process and activity views, the analysts then iden-
tify and evaluate the weak points of the captured process in phase 5. The an-
alysts then provide recommendations for improvement based on this finding.
The recommendations are confronted with the company’s vision and aim as well
as available resources. In phase 6, a to-be concept is developed under the con-
sideration of the found weak points and the suitable and agreed improvement
recommendations. In phase 7 and 8, this to-be concept is implemented and
evaluated.

3.3 KMDL Layer Concept

Tacit and Explicit Knowledge. There are numerous ways to categorize
knowledge. KMDL uses the categorization proposed by Polanyi, who classifies
knowledge into tacit and explicit knowledge [21]. Tacit knowledge is produced by
personal experiences, individual perceptions and value systems. It is difficult to
articulate and formalize [22]. The most important characteristic of tacit knowl-
edge is its person-orientation, meaning that it is originated in the mind of its
holders [19].

Explicit knowledge can be found in documents, repositories, processes and
other transferable and verbalizable forms. It is a type of knowledge, which is
independent from the context and the knowledge holder [8]. In this case the
utilization of information and communication technologies plays an important
role. Both knowledge types are connected to each other. Nonaka and Takeuchi
define the interdependency of both knowledge types as “knowledge conversion”
[22], which is explained as follows:

Socialization is an exchange of experiences between one tacit knowledge holder
and another. This can occur through informal conversation during coffee breaks
or by expert observation.

Externalization marks the conversion of tacit into explicit knowledge. Knowl-
edge sharing is enabled through articulating, documenting and formalizing tacit
knowledge, so that it does not remain only in mind of the holder.
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Combination produces new explicit knowledge from the existing explicit
knowledge. Using information and communication technologies one can com-
bine, categorize, complement, delete and revise documents in order to generate
new context of information.

Internalization converts explicit knowledge into tacit knowledge. Reading a
book, watching a film, listening to a presentation, etc. belong to the practices of
this conversion. Explicit knowledge contributes to the development of a person’s
tacit knowledge through internalization.

Process and Activity View. KMDL is a semi-formal and graphic-based mod-
eling language. In this paper we refer to version 2.1, which offers two alternative
views: process view and activity view. These views are interdependent and should
be taken into account in their entirety.

The process view describes the operational flow of tasks and their alternative
routes as explained in section 3.2. Using this view, it is also possible to identify
the units performing the tasks in the process and the information system used.

The activity view enables a detailed description of these tasks. The main
objects of this view consist of tacit knowledge and explicit knowledge. Tacit
knowledge is symbolized as knowledge object (KO) and explicit knowledge is sym-
bolized as information object (IO). As explained in section 3.3, tacit knowledge
is always person oriented. This view enables the identification of each knowledge
crucial for the process and its bearers as well as its shortfalls.

This view also shows the knowledge conversions along with their frequencies
within each task. These conversions can be refined into conversion methods, in
which the type of activity performed is explicitly mentioned. For example: the
method used for the knowledge conversion internalization is reading a manual.

Some conversions can only be completed under the circumstances that cer-
tain conditions are fulfilled. These conditions are symbolized as requirements. A
function defines the type of action enabled by the information system (of the
process view). Fig. 3 shows the objects of the process and activity view.

4 Integration of Knowledge Management into Supply
Chain Management

4.1 Modeling CPFR

In this section we present the potentials of KMDL in helping to improve the im-
plementation of the collaborative supply chain. The following example is applied
to the CPFR method. Fig. 4 and 5 shows an exemplary KMDL model of the
knowledge flow within the first sub-process in CPFR: collaborative planning1.

1 As observed by Barratt and Oliviera and by the authors themselves, there exists
no step-by-step procedure in the literature on how to implement CPFR [14]. The
presented KMDL model is only a showcase and is intended to be advisory and
not regulatory. The development of this model is based on many years of practice
experiences in the field.
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Collaborative planning consists of the tasks: developing front-end agreement
and creating a joint business plan. Within the first task an ERP system is used.
Participants of the process are the manufacturer and the distributor.

Planning
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Distributor

Fore-

casting
Start

ERP System

Manufacturer

Create a joint 

business plan

Fig. 4. Exemplary process view of the collaborative planning

Fig. 5 shows the activity view of the task: developing front-end agreement. In
this case, the KMDL notation is adjusted in order to enable the visualization of
an interorganizational knowledge flow. The roles presenting the business func-
tions, which usually belong to the process view, are dragged down to the activity
view so they can be assigned to the person.

Within this view, person A from the production department of the manufac-
turer company discusses the company’s resource and product availability with
person G, the supply chain manager, using his knowledge about the company’s
production capacity and spectrum. Person D from the legal department, together
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with person L, the IT manager, contribute their knowledge about the confiden-
tiality of the potentially exchanged information as well as its storage location
and access rights to the discussion with person G (the SC manager) to determine
the company’s preferred rights and duties.

At the distributor side of this view, person E as a representative of the top
management discusses about the company’s distribution capacity with person
H, the supply chain manager of the distribution company, by contributing his
knowledge about the company’s inventory capacity, marketing strategies and
the available capital. In determining the companies’ rights and duties, the same
knowledge activity at the distributor as well as manufacturer side was performed.

In order to collaborate, an agreement between both sides has to be developed.
Person G, the supply chain manager of the manufacturer company contributes
his knowledge about the resource and product availability and the preferred rights



Knowledge Oriented Implementation of CSCM 231

and duties of his company. Person H, the supply chain manager from the distribu-
tor company shares his knowledge about his company’s distribution capacity and
the preferred rights and duties. Both person C and person E from the top manage-
ment of both companies take into account the expected competitive advantages
as well as the profits and costs emerging from the collaboration. Collaboration
rules are the result of this discussion. Person I and person J, controllers from each
company, analyze the sales data, which is accessible from the CRM system, and
decide on the key performance indicators for later investigations.

The given example shows that mostly tacit knowledge is being exchanged and
transformed while explicit knowledge, such as documents, is hardly used in this
part of the CPFR process.

4.2 Potentials of KMDL

KMDL not only enables the visualization of knowledge and information flow
within a CPFR process. Since it is a process oriented knowledge management
method it also describes the operationalization of the CPFR model (see Fig. 1).
The activities happening within each task can be presented and adjusted by the
process participants with a high level of detail along with the knowledge and
information flow.

KMDL also enhances the performance of CPFR as it offers solutions to im-
prove its implementation by helping to fulfill the prerequisites (see section 2.2).
A transparent view of the corresponding persons (and their business functions)
reduces the confusion caused by the unclear assignment of person being respon-
sible for providing information. Knowing who to contact is a crucial condition to
establish an adequate communication. In case of personal or hierarchical change,
the model can be adjusted as well as expanded. This serves as a prerequisite of an
effective knowledge transfer if a new employee enters the process. Decisions can
be made faster when knowing who has the competence to make them. The com-
panies can identify their employees’ knowledge and competence shortfalls and
effectively acquire them, which in turn gives them the opportunity to strategi-
cally plan their employment and qualification policies.

The process participants can also make early planning regarding the tech-
nology used to facilitate the information exchange. The process view shows the
type of the information system and the activity view presents the type of action
conducted using the technology. This way, both companies can be prepared if
the need to adjust or upgrade their technologies arises, especially when more
documents are exchanged at the later stages of CPFR.

Companies are able to identify the origin of the knowledge, its holders and de-
velopment. In case of flawed information it is possible to track down the provider
of the knowledge at the first place for clarification. The model allows the identi-
fication of key persons, which are the ones holding core knowledge and handling
important information, and the impacts that might occur if they leave the com-
pany. One of the conditions mentioned in section 2.2 is the clear expectation
of companies. This is not easy to fulfill since tacit knowledge is hardly articu-
lable. The KMDL model also provides a framework showing which knowledge
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and information is needed, what it is needed for, the interrelating information
that adds the value of the information, etc. The framework serves as a basis of
requirements to be fulfilled when submitting an information or requesting it.

Last but not least, due to its adaptability the KMDL model can be used as
a guideline to operationalize the CPFR process. If a failure is discovered during
the implementation, improvement measures can be planned and modelled first
before they are being analyzed for implementation. It is also possible to build a
to-be process based on the actual process, which serves as a target process. This
way, a continuous process improvement can be performed.

5 Conclusion and Outlook

This paper proposes KMDL as a method to operationalize and visualize the
CPFR steps by integrating the aspects of knowledge management in order to
enhance the knowledge and information flow. Due to the space limitation and
complexity of the process this model has been significantly simplified. Many
potential aspects of KMDL have not yet been covered in this paper, for example
the reporting possibility and the pattern recognition. The next paper should
include these aspects. Further research can be conducted in many areas. Due to
the growing trend of outsourcing decision making processes in a collaboration,
the cultural differences and their impact on the collaboration are interesting
aspects to cover. The use of suitable information and communication technologies
to facilitate the collaboration process also needs closer investigation, especially
in the Web 2.0 era. Special attention should be given to applications such as
social software and social network concerning their implementation within the
collaborative supply chain management.
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Geschäftsprozessorientiertes Wissensmanagement, Springer, Heidelberg (2002)

21. Polanyi, M.: The tacit dimension. Peter Smith, Gloecester, Mass (1966)
22. Nonaka, I., Takeuchi, H.: The Knowledge-Creating Company – How Japanese Com-

panies Create the Dynamics of Innovation. Oxford University Press, New York
(1995)



W. Dangelmaier et al. (Eds.): IHNS 2010, LNBIP 46, pp. 234–244, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Reference Modeling of an IT-Based Logistics System 

Iris Hausladen 

Heinz Nixdorf Chair of IT-based Logistics, Leipzig Graduate School of Management (HHL), 
Jahnallee 59, Leipzig, Germany 
iris.hausladen@hhl.de 

Abstract. Both the logistics as well as the production management have to face 
challenging requirements nowadays. Not only evolutions in markets and new 
organizational structures induce important both systems and methods adapta-
tions, but especially the enhanced application of information and communica-
tion technologies along the worldwide distributed value creation chain results in 
a sustainable paradigmatic change. While in the field of production an already 
field-tested concept, the production system approach exists to meet the various 
demands, a similar concept is lacking in the area of IT-based Logistics. The 
given resemblances between the two disciplines favor a transfer of concept by 
reference modeling of an IT-based Logistics System depending on the produc-
tion system framework. 

Keywords: IT-based Logistics, production system, reference modeling. 

1   Introduction 

IT-based Logistics, often also known as E-Logistics, becomes more and more impor-
tant within a globalized and complex networked value creation chain to coordinate the 
material and information flows in an efficient manner. Researchers as well as practi-
tioners have outlined the benefits of intelligent information and communication tech-
nologies for the logistics area in recent years [1]. In addition to the emphasizing of 
their benefits on the underlying business processes (see Fig. 1.), meanwhile also the 
specific impact of IT-Logistics tools on a company’s competitiveness has been ana-
lyzed by an empirical study [2]. However, a clear conceptual both strategic as well as 
methodical and operational system framework is missing compared to other manage-
ment areas, such as for example the production or marketing management. Predomi-
nantly, only isolated tools and strategic guidelines are found in literature and praxis, 
considering and discussing aspects related to the design, realization and controlling of 
IT-based Logistics applications and the respective business processes. Regarding the 
challenges (IT-based) Logistics has to face nowadays as a multifarious and networked 
field of action, practitioners have to answer a lot of questions, like: “How to handle 
the diversity of IT-based Logistics, how to define the right strategy, at the right time, 
at the right location supposing the right action guidelines for the people involved in 
the IT-supported Logistics function?”. For that reason, complexity in theory and 
praxis often “calls for” an overarching concept to structure the related decision mat-
ters and design variables, thus to induce transparency, to balance targets and finally to 
allow a target-oriented allocation of resources.     
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Fig. 1. Benefits of IT-based Logistics – Overview 

One possible way to resolve this problem consists in the reference modeling ap-
proach, i.e. looking at other disciplines, outlining the given structural and content 
related similarities and finally transfer of concept by adjusting the reference model to 
the paradigm related characteristics.  

In search of an adequate reference concept to model IT-based Logistics, the pro-
duction system approach seems to be a promising scheme from my point of view. 
Over the past two decades numerous methods and tools evolved from innovative 
production management concepts that pushed companies to think about an integration 
concept to structure systematically all activities in the manufacturing area: the produc-
tion system approach was born. For me, the situation turns out to be quite similar to 
the IT-Logistics development. Especially big companies started to build up individual 
production systems, in most cases based on the well-known benchmark the Toyota 
Production System [3]. The automotive industry acted as a first mover in applying the 
Toyota Production System as a role model to their business concept [4]. Meanwhile 
also small and medium sized enterprises (SME) are more and more interested in spe-
cific aspects of the production system approach and the concept has been transferred 
to different industries, also to the Health Care Management sector [5]. So why not 
using it as a reference model for the IT-based Logistics? 

2   Production and Logistics as Interdependent Paradigms 

The deduction of an IT-based Logistics System approach depending on the production 
reference model does at first not only require the availability of a content related but 
also of a structural equivalence of both paradigms. 

By looking at the crucial trends in the field of production and (IT-based) Logistics 
management, as shown in Table 1, the interdependency and coexistence of both disci-
plines should be examined. 



236 I. Hausladen 

Table 1. Production and (IT-based) Logistics management – A trend comparison 

(IT-based) Logistics Management Production Management Trend  

Establishment of logistics networks
and collaboration with logistics service
providers due to the changes of value
creation structures. Enhanced IT-
application. 

Global production, global sourcing
and worldwide distribution require
new and flexible logistics structures.

Internationalization 

Higher logistics costs induced by the
Outsourcing trend in industry. Cost
reduction and Value orientation as
basic targets of logistics management
as a consequence. Logistics costs
share depends e.g. on industry [6].

Permanent need to reduce production
costs to safeguard competitiveness.
Outsourcing/Offshoring as one option 
to reduce costs results in a globalized
value creation network with higher
demands on logistics. 

Cost reduction and
Value orientation 

Speed is one essential pillar of logistics
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Conclusion. Although the multiple aspects demonstrated above represent no com-
plete list both the content and structural related analogousness of the paradigms pro-
duction and (IT-based) Logistics management become evident from my point of view. 
Therefore the production management concept forms an adequate reference approach 
for the IT-Logistics topic. In the next step it has to be outlined how the production 
system, as background of a successful production management, is structured to pre-
pare the following reference modeling of an IT-based Logistics System. 

3   Production Systems as a Reference Modeling Approach 

Today production systems are characterized by important design factors that should 
act as guiding structural principles for a planned reference modeling in the context of 
IT-based Logistics later on (see paragraph 4). 
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− Strategic focus: Companies have to concentrate their activities on the present and 
future core competences. Therefore a long-term planning approach, i.e. a clear strat-
egy has to be captured. Furthermore a market orientation of the production process 
as well as a deduction of long- and medium-term objectives has to be realized. 

− Operational focus: The famous “Lean” approach serves as a guiding concept in the 
sense of an operational improvement program. Lean Production implies that all 
business processes connected to the field of manufacturing are to hundred percent 
value-adding, i.e. free of any wastage (e.g. idle times, unnecessary storage times, 
times for getting information) [10]. Recently the “Lean” philosophy has been trans-
ferred to nearly all business functions, thus also to the cross-sectional function lo-
gistics [11]. The initiation of a companywide Continuous Improvement Process 
(CIP) helps to realize cost reductions in manufacturing, logistics and further busi-
ness process areas. 

− Integration focus: In the sense of a holistic organizational design it is not useful to 
develop and apply isolated methods and tools, with respectively perhaps conflict-
ing targets. In order to realize existing synergies it is indispensable that a consistent 
range of concepts is outlined during the design and implementation phase. Hence 
those structures are named Integrated Production Systems. 

Integrated Production Systems consist of different subsystems and elements. On 
the upper level production strategies are formulated that represent the future pathway 
for all activities in this area (see Fig. 2). Total Quality, Just-in-Time, Asset-Light, 
Flexibility & Agility, and Efficiency are considered as the relevant strategic course of 
action for a successful production management to meet the challenges in a global 
value creation network. 

Design guidelines on the second level act as a kind of rule for all participants of the 
Integrated Production System. They concretize the production strategies in order to 
facilitate the respective implementation on the shop floor level. Thus Standardization, 
the realization of Synergies, Transparency, Self-responsibility, Consistency as well as 
a Continuous Improvement should guide the staff members through their day-to-day 
business. 

Production
Strategies

Design
Guidelines

System
Elements

Production

Methods &
Tools

• Value Stream 
Mapping

• Segmentation of 
Production

• Logistical principles
• ...

• Maintenance Mgmt.
• Lot size Mgmt.
• Set-up times Mgmt.
• ‘Stop-the-line-
Principle’

• …

• Teamwork
• CIP
• Visualization
• ....

• PPC-Systems
• Control Centers
• ...

• Six Sigma
• Quality assurance

methods and 
concepts

• ...

Material
Flow

System

Processing
System

Workforce
System

Planning & 
Control
System

Quality
System

Standardization Synergy Transparency
Self-

responsibility Consistency
Continuous 
Improvement

Total Quality
Just-in-

Time
Asset-Light

Flexibility &
Agility

Efficiency

Production
Strategies

Design
Guidelines

System
Elements

Production

Methods &
Tools

• Value Stream 
Mapping

• Segmentation of 
Production

• Logistical principles
• ...

• Maintenance Mgmt.
• Lot size Mgmt.
• Set-up times Mgmt.
• ‘Stop-the-line-
Principle’

• …

• Teamwork
• CIP
• Visualization
• ....

• PPC-Systems
• Control Centers
• ...

• Six Sigma
• Quality assurance

methods and 
concepts

• ...

Material
Flow

System

Processing
System

Workforce
System

Planning & 
Control
System

Quality
System

Standardization Synergy Transparency
Self-

responsibility Consistency
Continuous 
Improvement

Total Quality
Just-in-

Time
Asset-Light

Flexibility &
Agility

Efficiency

 

Fig. 2. System Structure of an Integrated Production System (modified; according to [12]) 
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Production strategies and the related design guidelines are defined companywide to 
establish a common understanding of what production management is about and to 
enhance a creative corporate culture. 

Methods and tools are structured in subsystems on level three. Material Flow, 
Processing, Workforce, Production Planning & Control, and the Quality System con-
stitute the pillars of an Integrated Production System. Each subsystem contains meth-
ods as system elements that are assigned to the respective subsystem according to 
their main functional and process related impact. As a consequence the tool allocation 
is not free of overlap, but reality is too complex to consider the interdependent aspects 
all at once. In some examples nearly one hundred different methods are part of a pro-
duction system [13]. Regarding the local supply infrastructure the elements of the 
individual subsystems have to be designed company or site specific. 

From an IT point of view the link of the physical production with information 
technologies represents an important milestone in the evolution of production man-
agement concepts. Therefore the above mentioned modeling framework has to be 
modified to overcome the shortcoming in that field of action, especially if the transfer 
of concept should take place for the IT-based Logistics. 

The definition of the underlying conception of a system emerges as a necessary 
task in order to realize such a structural organization in praxis anyway. A system 
represents a network of elements that influence each other – and if open systems are 
considered – it interacts with the surrounding environment. A system itself consists of 
several subsystems and is furthermore part of a meta or super system. The paradigm, 
in that sense the production system (later on: the IT-based Logistics System) mani-
fests itself furthermore as a social system [14]. People interact in a workshop for ex-
ample and their behavior is characterized by their former socialization, qualification 
as well as by the corporate culture of the company they are working for. 

4   Reference Modeling of an IT-Based Logistics System 

Before developing a suitable concept and system framework the paradigm considered 
has to be clearly defined. IT-based Logistics covers the transformation of logistics 
business models and processes by the application of ICT. Those represent core com-
petencies of logistics service providers or comprise logistical functions in any com-
pany. The task of IT-based Logistics consists in providing the exact quantity of the 
appropriate objects as logistical subjects (i.e. goods, persons, energy, and information) 
at the right place, at the right time, in the right quality and according to the accurate 
costs [15]. 

In recent years the paradigms IT-based Logistics, E-Logistics and E-Supply Chain 
Management (E-SCM)1 have been considered by a lot of researchers and practitioners 
coming from a business administration, technical or informatics disciplinary view. 
Although some frameworks for IT-based Logistics exist [16], the implementation 
stage of a corresponding system approach is located on a more or less basic level. 
___________ 
1  In this context the terms IT-based Logistics and E-Logistics are considered as coincident 

concepts. E-SCM represents from the author’s point of view a more comprehensive concept 
that includes all cooperating partners along the complete value creation chain. 
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High flexible and dynamic structures like they are found in the IT-based Logistics 
emerge both from a process, functional, and ICT related point of view as risky man-
agement topics. Therefore the specific system elements have to be continuously moni-
tored, controlled and coordinated in order to secure the fulfillment of the ambitious 
targets set by the management. The overarching concept (i.e. in the sense of a meta 
system) of a respective framework requires as a consequence – in addition to the 
already introduced production system reference model - an adequate anchorage in the 
company’s management system. From my point of view a suitable approach in this 
context is represented by the coordination oriented controlling concept developed by 
Küpper. 

Following this understanding each company consist of a leadership system on the 
one hand and a performance system on the other hand [17]. The controlling is respon-
sible for the coordination of all leadership subsystems, i.e. the Planning, Control, 
Information, Organization, and Human Resource System. Controlling itself can be 
seen as an individual subsystem that is marked as a cross-functional task in every 
company, regardless the related industrial sector or business model. From the main 
coordination function also the adaptation and innovation function, the target orienta-
tion function as well as the service function can be deducted as additional tasks [18]. 
Controlling is responsible for the coordination within one subsystem and between the 
single subsystems on the leadership system level. 

Logistics and therefore also IT-based Logistics are conceived as management top-
ics with their own strategies, targets, resources etc. IT-based Logistics then represents 
one specific element in the performance system that is coined by the cross-functional 
integration of the IT-supported diversified logistics and supply chain, i.e. mainly of 
the procurement, production, distribution and redistribution logistics. Following the 
coordination oriented controlling approach each individual subsystem (here: the IT-
based Logistics System) within the performance system (further subsystems are e.g. 
R&D, Procurement, Production, Sales) disposes over its own decentralized leadership 
system. Consequently the controlling function includes (a) the coordination of the 
leadership subsystems within the IT-based Logistics System (decentralized control-
ling), (b) the coordination with the centralized company controlling and (c) the coor-
dination with the decentralized controlling of other functional or business process 
fields, i.e. subsystems within the performance system [19]. 

Coming from a logistics service provider company, IT-based Logistics represents a 
core competence and defines the business model. Thus the coordination oriented 
controlling approach locates the IT-Logistics paradigm on the upper leadership  
system level, i.e. centralized (a). Considering an industrial company or a retailer  
IT-based Logistics is processed on the performance system level, as part of the decen-
tralized controlling function. Implementing the controlling task on this level IT-based 
Logistics emerges as a cross-company linking pin to all available decentralized lead-
ership subsystems (b). The perspective assumed in this article, coming from the pro-
duction management, will be the one of an industrial company; therefore option (b) is 
followed up. 

The next reference modeling level of an IT-based Logistics System consists in the 
definition as well as allocation of strategies and design guidelines (see the conceptu-
alization of Integrated Production Systems). Coming from the system and controlling 
approach as described above the decentralized leadership system (as part of the  
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performance system of a company) is now constructed. The respective inherent sub-
systems are basically structured as shown in Fig. 3. 
 

− The planning subsystem includes the IT-based Logistics management strategies, 
i.e. Total Quality (e.g. TQM, Six Sigma), Just-in-Time (production and demand 
synchronous supply), Asset Light (concerning warehouse stocks, WIP, logistics  
assets like trucks, loading equipment etc.), and Flexibility/Agility (i.e. response 
time to changes in the logistics environment). Besides the modeled production 
management strategies, also Value Orientation/Efficiency (i.e. IT-based Logistics 
affects a company’s profit in a positive way by relying on optimized material and 
information flows), Sustainability (i.e. balancing of economic, ecological and so-
cial dimensions of an IT-based Logistics) and Technology/Innovation Orientation 
(i.e. ICT management, technology transfer in the field of IT-based Logistics and 
invention of IT-based Logistics applications, tools, concepts and methods). 
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Fig. 3. Decentralized IT-based Leadership System – Basic Structure 

− The organization subsystem includes all relevant design guidelines of an IT-based 
Logistics System, i.e. (in analogy to the reference modeling approach Integrated 
Production Systems) Standardization (standardized IT-supported processes, stan-
dardized organizational and IT-interfaces), Synergies (realization of the inherent 
economies of scale and scope), Transparency (as regards e.g. strategies, design 
guidelines, philosophy & culture, targets, processes, responsibilities etc.), Self-
responsibility (i.e. employees act as co-leaders), Consistency (harmonization of 
tools and methods application both from a business and ICT related point of view; 
a fact that leads to a kind of “doubled complexity”), and Continuous Improvement 
(i.e. CIP as an important task of each system member). 

− The information subsystem covers the enabling information and communication 
technologies of an IT-based Logistics System, i.e. for locating purposes (e.g.  
GPS, Galileo), for identification purposes (e.g. Barcode, RFID), for mobile com-
munication (e.g. GSM/GPRS, UMTS, Satellite communication, WLAN), mobile 
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ICT-devices (e.g. On-board vehicle computer, Handheld device), and for electronic 
data exchange purposes (e.g. Data networks, XML, EDI, Telematics). 

− The control subsystem is dedicated to the monitoring of the IT-based Logistics 
strategies and guidelines. Therefore concepts like for example risk management 
(focused both on the logistics and IT paradigm), event management (pro-active 
control of the decentralized leadership system) as well as approaches to safeguard 
the IT-based Logistics chain (by integrating safety, i.e. a continuous supply is 
guaranteed and security, i.e. protection against criminal or natural occurrences) 
constitute the related framework. 

− The Human Resource subsystem is responsible for the development of responsible 
and effective managers and workers which are part of the IT-based Logistics  
System. Therefore training and qualification activities are tailor-made regarding 
the age, pre-qualification, and career plan of all system members (target group  
orientation). Requirement specification, personnel and leadership audit as well as 
organizational development, and the evolution of a sustainability oriented corpo-
rate culture represent basic elements of this respective subsystem.     

− The controlling subsystem predominantly incorporates on this level the coordina-
tion and service function, especially by providing an (IT-based) Logistics System 
controlling (e.g. Key Performance Indicator Management, Balanced Scorecard Re-
porting, Pro-active Notification and Counter Measurement Tracking). 

 

In comparison to the Integrated Production System approach the IT-based Logistics 
System inherent planning (strategies), organization (design guidelines) and control 
(safety & security aspect) subsystems have to be designed in a company-wide stan-
dard. Regarding the information and Human Resource subsystem the basic rules have 
to be done company-wide, the related tools and methodological concepts must be 
defined by consideration of the site specific situation. 

Continuing the reference modeling of an IT-based Logistics System, the produc-
tion system approach requires the definition and structuring of the methodical subsys-
tem level, i.e. the performance system content resulting from the coordination ori-
ented controlling point of view. IT-based Logistics emerges as a cross-function and 
thus as a logistics process spanning task along the whole value creation chain.  
Consequently, regarding the specific logistics stage the related ICT applications are 
primarily dedicated to [20], the subsystem structure as illustrated in Table 2 can be 
defined. The selection and description of the single methods and tools per subsystem 
have to be done company or site specific regarding the local conditions. Similar to a 
production system, the methods level of an IT-based Logistics System is also not free 
of overlap and the responsible persons designing such a framework are asked to solve 
the resulting conflict, i.e. to keep primarily the guidelines Synergy and Transparency. 

The integration of the two core modeling steps leads to a holistic structure of an 
IT-based Logistics System developed on the reference basis Integrated Production 
System and related to the coordination oriented controlling approach (see Fig. 4). 

From the viewpoint of a practitioner one could ask how such a more theoretical 
framework actually contributes to realize synergies along the IT-based logistics chain 
in praxis. The answer is as follows: some enterprises (regardless the company type 
and the related industrial sector) already dispose over single elements of such a kind 
of system, albeit the basic philosophies, strategies, guidelines and methods are not 
clearly structured and documented in a written way. As a consequence the elaborated 
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Table 2. Decentralized IT-based Performance System – Overview 

IT-based Logistics Applications
(Exemplary) 

Subsystem  

• Production Planning & Control Systems (PPC)
• Enterprise Resource Planning Systems (ERP)
• Advanced Planning Scheduling Systems (APS)
• Supply Chain Management Systems (SCM Systems)
• Order Processing Tools

Supply Chain
Subsystem 
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• Online Auctions
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Procurement
Logistics

Subsystem 

• Just-in-Time (JIT)
• Just-in-Sequence (JIS)
• Production E-Kanban
• Digital Factory/Virtual Logistics
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Logistics

Subsystem 

• Computerized Maintenance Management Systems
(CMMS)

• Supervisory Control And Data Acquisition Systems
(SCADA)

• Condition Monitoring Systems
• Maintenance Platforms

Maintenance
Logistics

Subsystem 

• Vendor Managed Inventory (VMI)
• Merchandise Information Systems (MIS)
• Cross Docking
• eConsignment
• Robogistics
• Warehouse Management Systems (WMS)

Warehouse
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Subsystem 

• Efficient Consumer Response (ECR)
• Customer Relationship Management (CRM)
• Logistics platforms
• Tour planning & Route optimization
• Tracking & Tracing
• Telematics
• Milkrun
• ePayment
• Last Mile Logistics
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framework has to be applied to the practical company situation, i.e. design and visual-
ize the integrated model and communicate it to all involved staff members. Thus the 
benefits of integrated, harmonized and pro-actively controlled company activities can 
be realized. If the topic IT-based Logistics itself hasn’t been discussed yet, it is impor-
tant, regarding the success relevance of the paradigm, to start up with the concept 
development and to go through all the defined modeling steps.   

The system framework designed in this article serves as a future pathway both to 
meet the challenges of an intelligent logistics management nowadays and to cope with 
the complexity resulting from IT-supported logistics processes in a global, networked 
value creation chain. 
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Fig. 4. Structure of an IT-based Logistics System 

From a scientific point of view, the next steps would be to implement the IT-based 
Logistics System in praxis in order to get a feedback via different case studies, thus to 
proof the concept regarding its practicability and finally if necessary to modify it. 
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Additionally, the reference modeling can be done for logistics service provider whose 
business model is characterized by the core competence “production of logistics  
services”.   
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Abstract. The German Collaborative Research Centre 637 ‘Autonomous  
Cooperating Logistic Processes’ tries to make a paradigm shift from central 
planning to autonomous control in the field of logistics. Among other things, 
autonomous routing algorithms based on internet routing protocols are devel-
oped. The Distributed Logistics Routing Protocol (DLRP) was originally de-
signed for transport networks to match goods and vehicles and to continuously 
make route decisions. Now the protocol was transferred to production logistics 
as a promising autonomous control method. The DLRP enables the abilities for 
logistic objects, orders and machines, to make own decisions with the informa-
tion actually and locally available. In contrast to common scheduling algo-
rithms, the DLRP is not a planning, but a control method with the capability for 
multiple, user defined optimization goals. The new autonomous control concept 
for production logistics will be presented in this paper and a first evaluation 
with common scheduling heuristics will be given. 

Keywords: Flexible Flowshop, Scheduling, Dynamics, Autonomous Control. 

1   Introduction 

Due to growing dynamics and complexity of logistics systems, common concepts of 
hierarchical planning and control are questioned. A possible alternative is a shift from 
central planning to decentralized, autonomous control strategies (see e.g. [1], [2], [3], 
[4]). This concept of autonomous control is the main research area of the German 
Collaborative Research Centre 637 „Autonomous Cooperating Logistic Processes – A 
Paradigm Shift and its Limitations”. 

One possibility to implement an autonomous control strategy is to transfer existing 
routing protocols from data communication to similar routing problems in transport 
logistics. This idea lead to the development of a new autonomous control concept 
called Distributed Logistics Routing Protocol (DLRP). The DLRP was originally 
designed for transport logistics. The general idea was to make a paradigm shift from 
central planning to decentralized, autonomous control where each logistic entity is 
able to interact and decide autonomously (see [5], [6], [7]). 

After the suitability and performance of the DLRP concept was shown for the  
field of transport logistics ([6]), it was obvious to transfer the basic concept to other 
logistic fields, like production control. Due to this transfer, two different names are 
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introduced: DLRPt and DLRPp for transport and production respectively. The long 
term vision is here to connect all concepts to one system where a product order is able 
to route its way through a production environment, between production sites (global 
production networks) and after its completion through a transport environment to 
reach the costumer at the right time.  

 

Fig. 1. Basic scheme for the Distributed Logistics Routing Protocol for Production 

A brief overview about the DLRPp can be illustrated on the basis of fig. 1. When an 
order enters the system, it needs a route through the production environment. It sends a 
RouteRequest object to the next machine which fills it with necessary information. The 
machine now manifolds the RouteRequest object and sends ahead the objects to suc-
cessional machines (not to all possible machines; this point is discussed later). These 
do the same until the last production step is reached. By this scheme each of the many 
RouteRequest objects represents a possible routes through the production set. At the 
last production step all the collected information are sent back to the order as a Route-
Reply object. This RouteReply object is basically a RouteRequest object on its way 
back to the order. The order receives several RouteReply objects as route alternatives 
by this discovery scheme. After its route decision, the order announces the new routes 
and possibly disannounces old routes from previous routing processes by sending Rou-
teAnnouncement and RouteDisAnnouncement objects respectively. Together with the 
RouteAnnouncement, plenty of information can be passed to the relevant machines, 
like production times, setup times, probabilities, urgencies etc. Because of the ongoing 
processes, this scheme leads to a continuous cooperative structure - at any time there is 
enough information for any decision. Orders decide their preferred routes, machines 
decide their setup plan and the dispatching. 

In contrast to classical scheduling algorithms, the DLRPp is designed for control-
ling an ongoing process. It does not need all information in advance – although it 
would be possible to announce roughly planned future orders to the system. The 
structure of the DLRP leads to some crucial advantages like adaptivity, robustness, 
possible manual interventions, estimation of future net states and an arbitrary decision 
process (see [7]). 
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In the next section, the DLRPp concept is presented in detail. Section 3 then gives 
a brief evaluation of the DLRPp by taking common scheduling algorithms as refer-
ence. The problem used for this evaluation is a dynamic flexible flowshop problem 
with unrelated parallel machines and sequence-dependent setup times. The paper 
closes with a conclusion of the evaluation and an outlook on further research and 
application possibilities. 

2   Distributed Logistics Routing Protocol for Production 

The core function of this autonomous control concept is to route orders through a 
production logistics scenario. Figure 2 exemplarily shows a simple flexible flowshop 
scenario. At this, some optimization criteria may be defined such as minimization of 
the throughput time or the maximization of the machine utilization. 

 

Fig. 2. Example of a production logistics scenario 

In order to deal with all possible optimization criteria, all logistic objects involved 
have to be defined within the protocol. For this case, the DLRPp defines two logistic 
object types: machines and orders. The main attributes for these objects are shown in 
Table 1, where italic names are representatives for larger data structures. 

In addition to logistic objects, there are four different data objects defined by the 
DLRP: RouteRequest, RouteReply, RouteAnnouncement and RouteDisAnnounce-
ment. These objects are data packages, which are sent from one logistic object to 
another. Every single instance of these data objects belongs to one routing process of 
one order. To identify this process, every data object has the two attributes ‘OwnerID’ 
and ’RouteRequestID’ according to the order attributes. The routing information itself 
is stored within these data objects as a special data structure, which may be user-
defined according to the application. 

To give a detailed description of the DLRPp, let’s follow an order object through 
the system. Figures 3 and 4 show the procedures of the logistic objects, which are 
described in the following. Firstly, the order has to be initialized. This means that the 
order object does its first routing process. It gets a ‘StartRouting’-message from the 
system (see fig. 3). The order is in ‘no Routing’-state, so it creates a new RouteRe-
quest object and sends it to all possible machines for the first production step (this 
information has to be defined within the ‘Production Steps’-attribute). After that, it 
sends two delayed messages to itself. One is to ensure the next routing process after a 
maximum time interval (MaxRoutingInterval). The other one is to ensure the end of 
 

machine

buffer

source

sink
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Table 1. Main attributes of the logistic objects 

 

the actual routing process after a maximum routing time (MaxRoutingTime) – even 
without any answer from the system. The ‘WatchRouting’-process can be retraced 
with fig. 3. 

The RouteRequest objects are received by a machine as a ‘GetRouteRequest’-
message (see fig. 4). The machine fills up the RouteRequest with relevant data such 
as expected waiting time or processing time for the order type. This point (see ‘1’ in 
fig. 4) is discussed below. The crucial point here is, that the machine writes its own 
ID, expected arrival and departure time into a list of the RouteRequest. By this proce-
dure, the way of a RouteRequest object is collected and creates a possible route for 
the order. 

If this machine is not the last production step for the order, it generates a recipient 
list of possible following machines for the order (this information must be placed 
within the RouteRequest). For the performance of the protocol, this is a very crucial 
point (see ‘2’ in fig. 4) and is discussed below. Multiple copies are made of the Rou-
teRequest object and they are sent to all recipients. These recipients follow the same 
scheme. When a machine is the last production step, it sends back the RouteRequest 
as a RouteReply to the order. This RouteReply object has now all data from all ma-
chines on its way. 

The order now receives the RouteReply object as a ‘GetRouteReply’-message. If 
the routing process is still active (state = ‘Routing’), the data from the RouteReply is 
saved and the counter is counted up. When the order has received a maximum number 
of RouteReplys (MaxCountRouteReplys), the order sends an ‘EndRouting’-message 
to itself. With this ‘EndRouting’-message, the RouteReuestID is counted up and the 
order decides for a route (see ‘3’ in fig. 3). The pool of received RouteReplys defines 
all route alternatives for this decision. This point is described below. After the routing 
decision, the order disannounces older route decisions and announces the actual 
routes at the corresponding machines by sending ‘RouteDisAnnouncement’- and 
‘RouteAnnouncement’-objects. 

Logistic Object: Order Logistic Object: Machine
Name Type Name Type

ID string ID string

Type string OrderTypes strings

ReleaseTime double RetoolingTimes double

DueTime double ProcessingTimes double

Production Steps TransportTimes double

MaxRoutingInterval double Neighbour-IDs strings

MaxRoutingTime double Data for buffer content

MaxCountReceivedRouteReplys integer Data for announced orders

MaxAnnouncedRoutes integer Data for server

Position ...

State ('routing'/'no routing') string

RouteRequestID integer

CountReceivedRouteReplys integer

Data from routing process

...
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Fig. 3. Chart for order objects 

In the following, some important points and parameters for the autonomous control 
are described. There are many different possibilities to configure the DLRPp at these 
points. These possibilities are the focus of actual and future work concerning the 
protocol. 

Route Decision. The decision process itself is not a part of the DLRP. It may be user 
defined depending on the application. The route decision of an order object is based 
on the received RouteReplys, so the machines have to put the necessary information 
into the RouteRequest objects. For the evaluation presented below, the decision was 
made very simple for this first step. The smallest expected completion time  is the 
only criterion for the decision. The completion time of an order is directly connected 
to its throughput time and the makespan (see below). 
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Fig. 4. Chart for machine objects 

MaxAnnouncedRoutes. The orders do not announce one definite but several possible 
routes. For these alternatives, there are values defined for the preference  for the 
route . The preference is defined by the expected completion time : ⁄∑ ⁄  , where ∑ 1 

Fill up RouteRequest. According to the route decision criteria, the values for the 
RouteRequest are the arrival time, the estimated waiting time, the production time and 
finally the estimated departure time. The waiting time is estimated on the basis of the 
actual orders in the machine buffer and the announced orders. The workload from the 
announced routes are allocated with the preference of the route. 

MaxCountRouteReplys. This value is important for the route decision quality. When 
this value is too small, there may be only bad RouteReplys as alternatives. 

Generate Recipient List. This is a deciding point for the DLRP. In small scenarios, it 
is the best to sent the RouteRequest to every possible next machine. But this would 
lead to a combinatory explosion. Therefore, an intelligent method for the reduction of 
the recipient list is needed. For the actual DLRP, this reduction is realized in a com-
plex way and is still under investigation. 

Order Path Decision. This decision process is not part of the DLRP. It may be user 
defined depending on the application. When an order is finished at a machine, it has 
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to decide where to go next. Because of the announcement of several routes, there 
possibly are alternative machines as next step. This decision is made randomly, while 
the probability for the alternatives are set to the according preference of the route. 
At this point, it has to be ensured that all announced routes have a chance to be cho-
sen. Otherwise the announcement of more than one route has no effect. The random 
decision is a simple possibility here and it also ensures that the route preference of an 
order has an effect. Other possibilities which include machine states, for example, are 
still under investigation. 

Dispatching. This decision process is not part of the DLRP. It may be user defined 
depending on the application. The order with the shortest retooling time is taken as 
next order. 

3   Evaluation 

In order to evaluate this new autonomous control concept, a dynamic flexible flow-
shop scenario with unrelated parallel machines was chosen. Figure 2 sketches an 
exemplary scenario with three stages and two parallel machines. On the basis of this 
production scenario, a brief evaluation study for the DLRPp is presented below.  

A crucial advantage of the DLRP is the ability to optimize multiple goals. The de-
cision points can be user defined depending on the application. For a complete 
evaluation of the logistic performance of a system many key figures are relevant. 
Work in process, utilization, throughput time and due date reliability are some of 
these values (see e.g. [8]). The reference heuristics for this evaluation study try to 
minimise the makespan of the system as a single goal. In order to keep the compara-
bility between the systems, the DLRP had to be simplified to minimise the makespan 
only. 

3.1   Problem Description and Instances 

In order to obtain comparability for this evaluation, an existing problem formulation 
from Jungwattanakit, Reodecha, Chaovalitwongse and Werner [9] is chosen. It 
defines a flexible flowshop problem with unrelated parallel machines and sequence-
dependent setup times. The term dynamic denotes the nature of the job arrivals 
defined by Conway (see [10]). In a static problem a certain number of jobs arrive 
simultaneously. In a dynamic problem the shop is a continuous process - Jobs arrive 
intermittently. In addition to this problem formulation, order types were defined 
here. Order types assign orders into groups with equal production and setup times. 

Consider a flexible flowshop system like sketched in fig. 2. There are  stages and 
 unrelated machines at every stage . All  orders have to pass every stage from 1 to , whereas the machine choice in every stage is free. There are  differ-

ent order types defined for all orders. All order types have different processing times ,  on the different machines and they have different sequence-dependent setup 
times , , . The completion time  and the throughput time  are defined for the 
whole network at the end of last stage . 
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Parameters: 

 number of orders 
 number of order types (indices  and )  
 number of stages 

 number of parallel machines at stage  
 release time of order   , ,  

setup time from order type  to  at machine  at stage  
 standard processing time of order type  at stage  

 relative speed of machine  at stage  ,  processing time of order type  on machine  at stage  
  where ,  ⁄  

Variables: 

 completion time of order  
 makespan, where max 

  
 throughput time of order ; where  

 mean throughput time; where  
 
The problem instances for this evaluation were chosen very close to the so called 
‘large size problems’ defined by Jungwattanakit et al in [9]. 
 

− the number of orders  is 250 
− the number of order types  is set to 10, they are uniformly distributed 
− the number of stages  and the number of parallel machines  are set to the vari-

ants 3x5, 5x3, 5x10 and 10x5 
− the standard processing times  are integers uniformly distributed in the interval 

[1 50] 
− the relative speeds  are uniformly distributed in [0.7 1.3] 
− the setup times , ,  are integers uniformly distributed in [1 10] 
− the release times  are all 0 (st, static) or a poisson process with  orders per time; 

 can be st, 0.5, 0.1, 0.075, 0.05, 0.025 for the small and 0.5, 0.1, 0.075, 0.05 for 
the larger scenarios (due to computation time). Lambda can be considered as a pa-
rameter for the dynamic or the workload of the scenario. 

3.2   Reference Heuristics 

The flexible flowshop scheduling problem itself is NP-hard (see e. g. [11]). Therefore 
there are no algorithms known so far for finding an optimal solution for a larger dy-
namic flowshop scheduling problem in feasible time, not to mention unrelated parallel 
machines. In order to find approximate solutions, many heuristic methods were de-
veloped for the classical flexible flowshop problem (see [12], [13] or [14] for an 
overview for the more general job shop scheduling). These heuristics were taken as 
basis for the development of heuristics for the dynamic flowshop problem.  
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Jungwattanakit et al made large simulation studies to evaluate some heuristics for 
the flexible flowshop problem mentioned (see [9]). They used the following sequenc-
ing algorithms as basis for their heuristics: 

− PAL: a slope index heuristic by Palmer, see [15] 
− CDS: a best choice heuristic by Campbell, Dudek and Smith, see [16] 
− GUP: a slope index heuristic by Gupta, see [17] 
− DAN: a heuristic by Dannenbring, see [18] 
− NEH: a constructive heuristic by Nawaz, Enscore and Ham, see [19] 

All heuristics try to minimise the makespan of a given problem instance. They are 
taken as reference algorithms to evaluate the new developed method. 

3.3   Results 

The problem instances were solved by all five reference algorithms and by a 
DLRPp simulation. The results of these calculations are shown in figures 5 and 6. 
Each point in the graphs represents an average value for five instances. To have an 
estimation for a lower bound for the makespan, an average of a minimum makespan 
is calculated: 

min max max · mean , · mean , ,· mean , mean , , ⁄  

Similar to the makespan, a lower bound for the throughput time is estimated: min TPT · mean , · mean , ,  

Concerning the makespan, fig. 5 shows that NEH is the best of the reference algo-
rithms. For more static scenarios (larger  or ) and those with less stages than 
parallel machines, the DLRPp and the NEH are both close to the lower bound. One 
can say that they are more or less equal for these problem instances. For instances 
with more stages than parallel machines, the DLRPp gets better than the NEH  
heuristic only with more dynamic workload (smaller ). This is quite reasonable, 
because the scheduling algorithms are originally made for static scenarios and they 
are best with smaller scenarios, because of the extraordinary increase of scheduling 
alternatives with larger scenarios. Around a reasonable system workload of 0.1, 
the DLRPp gets better than the reference and it even gets near to the estimated  
minimum. 

In fig. 6, one can see the main disadvantage of scheduling algorithms in a dynamic 
environment. They are made to optimize a schedule for a given set of orders, but they 
don not look on throughput times. For an ongoing production process, where orders 
continuously enter and leave the system, they cause high throughput times. The 
DLRPp in contrast is made for a continuous process - therefore the results are best for 
dynamic instances. 
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Fig. 5. Makespan against scenario size and workload 

 

Fig. 6. Throughput time against scenario size and workload 
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4   Conclusion 

A new autonomous control approach for production logistics was presented and the 
Distributed Logistics Routing Protocol for production was described in detail. The 
evaluation study showed, that the DLRPp is a promising alternative to common sche-
duling algorithms.   

For the scenarios chosen, it is shown, that the DLRPp is nearly equal the reference 
algorithms for small and more static scenarios. For larger and more dynamic scena-
rios, the DLRPp shows better results. These results are rooted in the basic difference 
of the concepts: On the one hand prior static and centralized planning, which leads to 
good results in static environments. On the other hand the ongoing and decentralized 
concept of autonomous control, which leads to good results in large and dynamic 
environments. Additionally, it is shown that the DLRPp has crucial advantages with 
multiple optimization goals. Additional key figures and goals like tardiness or ma-
chine utilization could easily be implemented. As an ongoing autonomous control, it 
is plainly able to cope with dynamic environments and process disturbances. And in 
contrast to scheduling algorithms, the DLRP does not need all information in advance 
but is able to adapt to new incoming orders and new situations. 

Future research will extend these investigations to other production topologies and 
different DLRPp variants. The deciding points of the DLRPp mentioned above are all 
under current investigation. Additionally an extended evaluation study will be made, 
e. g. with additional reference algorithms with rolling horizon planning concepts.  

The autonomous control concept DLRP is not only useful with the special scena-
rios presented, but it can cope with many different logistic tasks. After transportation 
logistics and now production logistics, it is suggestive to transfer the protocol to more 
tasks like assembly or warehousing. The long term vision is here to connect all con-
cepts to one integrative autonomous control system. 
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Abstract. Though agility is a core demand for firms, software based process 
modeling and execution approaches realize strict and inflexible formalization. 
We propose an extension of process modeling and execution based on the inte-
gration of real world information as trigger for process variance. As decisions 
are knowledge-intensive they are propagated to knowledge workers to support 
the decision process. These activities are again tracked, to identify demand for 
process redesign. Thus, processes become basis for proactive support and a rep-
resentation of reality, even in change-ridden domains. 

Keywords: agile business processes, internet of things, knowledge-intensive. 

1   Introduction 

In today’s world, speed of business environment changes is rapidly increasing. So, 
companies need to enable agile business processes. One key prerequisite for agility is 
transparency. The integration of valuable information is hence a key success factor. 
Agile business processes can be defined by tackling two information blind-spots that 
will be identified in this paper: a lack of real-world object information integration in 
process-driven business environments (blind spot 1) and detection of actual compared 
to planned process execution (blind spot 2). Firstly, the evolution of the Internet of 
Things (IoT) for reality based object information increases transparency. Secondly, 
transparency is needed in terms of process execution deviations as an indicator that 
current processes are too static. According to our research, both blind spots are par-
ticularly relevant to operational, complex and knowledge-intensive processes. 

2   Initial Example 

Motivation and Status quo. In production logistics, just-in-time (JIT) arrangements 
as an interface between production processes and JIT-supplier logistics are important 
for process efficiency. By leveraging the information quality at this interface, proc-
esses such as Receiving Inspection can be improved. An exemplary smart phone 
producer relying on a JIT strategy supposes displays to arrive in time and in quality. 
Today, employees at receiving inspection run checks according to their best judg-
ment or based on stochastic approaches such as parts per million checks. If quality 
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deviations, for instance due to vibrations during transport, are not revealed they 
hamper succeeding production processes. If they are revealed, follow-up measures 
have to be defined. A production manager in charge has to decide if acceptance of 
delivery has to be denied and if production processes have to be adapted. In any 
case, information has to be aggregated in order to adjust supplier classifications for 
future contract negotiations such as suppliers’ lot sizes. The impact on various busi-
ness processes is hence tremendous. 

Opportunities. Transparency is a key prerequisite for any proactive measure as  
well as reactive follow-up activities. The earlier a potential deviation can be identified 
and communicated, the better process scheduling can be adjusted, particularly in a 
JIT-environment. At best, quality deviations are avoided at all based on a continuous 
root-cause analysis. For instance, transport containers could be improved. Secondly, 
quality deviations are indicated by respective logistic partners, proactively. Smart tags 
on transport containers can monitor vibrations, for example. At the latest, deviations 
in quality should be revealed at receiving inspection. In any case, instant and valuable 
information is needed on an information granularity that is as specific as possible 
while still economically reasonable. By that, flexibility of business processes can be 
improved accordingly. With that respect, knowledge workers being in charge of proc-
ess adjustments need to be supported. Information retrieval, handling, distribution, 
and integration are hence in the sweet spot of any potential solution. 

3   Big Picture  

Business process management (BPM) means supporting business processes by using 
methods, techniques, and software to design, enact, control, and analyze operational 
processes involving humans, organizations, applications, documents and other sources 
of information [1]. Workflow engines are used to model and run business processes. 
Workflows are used to automate business processes in whole or parts according to a 
set of procedural rules [2]. Many attempts to add dynamics and flexibility to proc-
esses and workflows have been introduced, always in the light of automation: e.g. 
change patterns, change support techniques and business rule integration [3]. Still, 
only few idealized process traces integrated in static models. These are foundation for 
process instances to coordinate and control reality. Two blind spots of current ap-
proaches are of specific importance (see Fig. 1.): 

Blind-spot 1. “Lack of transparency and timely delay with respect to real world in-
formation in a firm’s respective environments”. Environmental factors that have a 
tight relationship to company processes are only partly tracked and often with a delay 
in time. Likewise, the broader environment of physical states of things, regulations etc 
is generally completely out of standard business processes’ scope. 

Blind-spot 2. “Lack of transparency with respect to actual process execution on func-
tional level”. The actual execution process of human tasks is neither modeled, nor is a 
feedback mechanism of actual execution integrated. The resulting intransparency of 
the execution process might conceal a discrepancy between designed process activi-
ties and actual process execution. 
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Fig. 1. Transition in business process model to reflect blind-spot information 

Processes shall become a reflection of real world execution which also hold true in 
dynamic domains beyond pure production workflows. Therefore, we introduce an 
extension of process modeling, which integrates awareness of the environment and 
awareness of the actual process execution to include triggers for process variance. 
This information, captured in static models generates executed models of processes 
which coordinate and control processes based on actual data. 

4   State of the Art 

4.1   Blind Spot 1 – Awareness of the Environment 

The term IoT encapsulates a variety of sensor based technologies which provide event 
and status information to connect information systems and the physical-world-based 
sensor data. Such real world integration still lacks means to connect such devices and 
integrate them in a standardized way into existing business process management sys-
tems. We see two demands: standardized collection and business oriented processing 
of the accessible information. [4] proposes smart tags to create a general object mem-
ory, standardizing the storage and distribution of information collected during the 
lifetime of a product. The IoT generates high value event streams of data, which need 
to be organized and processed. [5] describes complex event processing (CEP) as  
useful approach to identify patterns of interest in streams of real world information, 
enabling the aggregation of such information to events. Such events need to be con-
textualized with respect to the business. [6] proposes an extended modeling approach 
integrating event and process modeling. 

4.2   Blind Spot 2 - Awareness of the Actual Process Execution 

The second identified blind-spot reflects the transparency of human-process interac-
tion. The discovery of such execution processes demands the externalization of activi-
ties. [7] generate Task Patterns which mediate weakly structured processes by means 
of abstracted and personalized information based on ad-hoc task objects. [8] uses 
sensors to track user activity on the operating system. Thereby, the data is used to 
generate task models and provide execution support once a known task is detected. 
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Connecting such externalized task data with respective processes is not in scope of 
these approaches. [9] tracks delegation structures of ad-hoc tasks and refines process 
models. Although such refinement provides a good basis for process extraction, the 
identification of all aspects of the execution process is missed. 

5   System to Support Agile Business Processes 

5.1   Agile Business Processes 

A system concept to support agile business processes was developed based on the 
solution approaches for the revealed blind-spots. Agile business processes can be 
realized in business process design, planning, and execution. 

During business process instance planning and execution, employees need support 
in various dimensions. Firstly, instance specific information is needed. Speed and 
relevance are core quality properties that have to be met by information inputs. With 
that respect, IoT is expected to be the information input channel that will leverage 
existing process transparency, significantly. Likewise, the design of business proc-
esses can be improved. For instance, information over certain time intervals is very 
important to identify continuous deviations between designed business processes and 
actual business process instances. Information revealed from either of both blind-
spots can significantly support the business process design. 

In any case, dynamic design, planning, and execution need to be supported. The 
combination of information, supporting tools such as modeling environments, and 
business context enables knowledge-workers to implement agile business processes. 
The definition of different business process variants should be as easy and fast as 
possible. User context detection is one of the key elements in this area. In order to 
ensure consistency of the modeled business processes, certain business constraints 
should be indicated as well. Finally, IoT-based pro-active solutions can be achieved 
by defining leading indicators. 

5.2   Human Process Interaction Platform 

As detection and handling of process variance cannot be fully automated, supporting 
human process interaction is a core demand for agile business processes. We propose 
the integration of proactive delivery of process related IoT information in a control-
ling and task execution platform. Current human process interaction focuses on  
task lists. Delivery of necessary information and support of execution process exter-
nalization are usually not in focus. We realize it by a process linked dashboard with 
whiteboard functionalities for task-specific service and information composition. 
Organization of working tasks, adaptation of processes, and problem identification are 
supported by the composition of information objects, KPIs, webservices, and widgets. 
General whiteboard capabilities are provided such as spatial arrangement of objects, 
annotations, and collaboration by whiteboard sharing. The whiteboards persist execu-
tion knowledge in objects arrangements that can be re-used in future process in-
stances. User activities are externalized based on desktop sensors to identify the users’ 
plans and support them by recommendations. 
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5.3   Real World Integration 

Real world transparency is one of the key prerequisites in our solution concept. Rele-
vant information sources as well as information retrieval rules have to be identified. 
All kinds of events that are retrieved via the IoT have to be defined, analyzed, struc-
tured, and aggregated. In the context of the ADiWa project (www.adiwa.net) a gen-
eral event classification was developed as shown in Fig. 2. 

 

Fig. 2. Classification of events and the impact thereof 

Potential relevant events are those events that are generated out of the real world 
along a pre-defined set of input information sources. Via technology-based algorithms 
such as CEP relevant events will be identified, structured and aggregated. Relevant 
events, then, present the information source for event subscribers. The retrieved 
events are input parameters for the agile business process adjustments, which can be 
performed on a business process design or a business process instance level. Referring 
to the initial example, smart tags transmit vibration events and hence production plan-
ning can be adjusted on an instance and meta level. The environmental blind spot is 
hence transformed into event based inputs for agile business processes. 

6   Outlook 

In the present paper we have described an approach for enabling IoT-based agile 
business processes. Therefore, we have extended business process models by infor-
mation on variance and triggers for variance. To integrate these aspects we have 
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shown that two blind-spot need to be brightened: the environment and the actual 
process activities. We have described concepts how to realize these challenges in a 
system, using internet of things integration and a dedicated process execution envi-
ronment. Within the ADiWa project, the described ideas are currently refined and will 
be realized in a prototype system. This will be used to evaluate the applicability of the 
described approach. 

Acknowledgement. The work presented in this paper was developed in the context of 
the project Allianz Digitaler Warenfluss (ADiWa) that is funded by the German Fed-
eral Ministry of Education and Research. Support code: 01IA08006. 
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Abstract. This paper outlines general methods, calculation models and some 
available software for the calculation of carbon dioxide (CO2) emissions in lo-
gistics activities. General calculation formulas are presented mostly for trans-
portation by truck, but by train as well. Listed are CO2 emission factors (EFs) 
for the different types of fuels and partially average numbers for the various 
transport carriers. The relevance of the calculation of CO2 emissions in the lo-
gistics sector is described to show the growing importance of sustainability in 
the world of logistics. 

Keywords: sustainability, Carbon dioxide (CO2), emission factors (EFs), CO2 
equivalents, CO2 emissions, CO2 balance, life cycle assessment (LCA), fuel-
based method, distance-based method. 

1   Introduction 

According to the International Energy Agency (IEA) the transportation sector is re-
sponsible for approximately 23% of the global carbon dioxide (CO2) emissions [1]. 
However, there is quite a big energy savings potential in those transportation activi-
ties, too. In many cases these potentials cannot be used because of economical rea-
sons. Another problem is the identification of energy savings potentials which could 
often times lead to a cost reduction. 

A lot of companies calculate the carbon footprint of their products and their sup-
ply chains (SCs) to identify these potentials. This paper describes which methods, 
calculation models or software tools are used to calculate CO2 emissions in the SCs 
of industrial companies or logistics service providers (LSP). For those firms intend-
ing to calculate their CO2 emissions this paper gives an overview of how the possible 
calculations. 

2   Existing Methods for the Calculation of CO2 Emissions 

2.1   The Greenhouse Gas Protocol 

The Greenhouse Gas Protocol (GHGP) is one of the most important standards for the 
calculation of CO2 emissions. It offers the general instructions to accomplish a CO2 
balance. The GHGP distinguishes between direct and indirect emissions (see Fig. 1). 
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Scope 1 covers all direct emissions occurring from sources owned or controlled by 
the company. Scope 1 does not include direct CO2 emissions from the combustion of 
biomass. This kind of emissions shall be reported separately. Greenhouse Gas (GHG) 
emissions resulting from the generation of purchased electricity consumed by equip-
ment or operations owned or controlled by the company is included in scope 2. Thus, 
these emissions account for the largest part of GHG emissions in many companies 
and are the best chance to reduce these emissions. Last, scope 3 covers all other indi-
rect GHG emissions. According to the GHGP scope 3 emissions are optional and not 
caused directly by the company itself, but indirectly by its activities [2]. However, 
these are the most important activities in the logistics sector. A standard for the calcu-
lation of scope 3 emissions is still missing, but its development is in progress and will 
be finished in December 2010. 

 

Fig. 1. Overview of scopes and emissions across a value chain [2], Fig. 3, p. 26 

There are two possibilities to calculate the CO2 emissions of mobile sources: the 
fuel-based method and the distance-based method. Both methods use CO2 or CO2 
equivalent emission factors (EFs) for the calculation of CO2 emissions. These factors 
express the calculated ratio between GHG emissions and activity data, for example 
fuel consumption and distance traveled. EFs can also include the emissions of the 
previous SC, for example emissions occurring during the production of diesel or its 
transport to the gas station. 

If the absolute fuel consumption or the distance traveled and the average fuel con-
sumption (AFC) are available the fuel-based method can be applied. The data for the 
distance-based method is usually available from records of odometer logs or company 
fleet records [3]. To calculate the absolute fuel consumption the following formula is 
to be deployed: 

Absolute fuel consumption = distance traveled  average fuel consumption . (1)

The CO2 emissions in the fuel-based method depend on the heating value of the spe-
cific fuel, the share of the oxidized carbon in the combustion (usually between 99 % 
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and 100 %, thus simplified to 100 %), and the carbon content of the fuel. This correla-
tion is expressed by formula 2. Examples for different fuel types are shown in Table 1. 
 

CO2 emissions = absolute fuel consumption  heating value  emission  
factor . 

(2) 

Table 1. Examples of heating values and emission factors for different fuel types 

Fuel type Heating value 
[GJ / l] 

Emission Factor 
[kg CO2 / GJ] 

Emission Factor 
[kg CO2 / l] 

Gasoline / Petrol 0.0344 69.25 2.3822 
Diesel 0.0371 74.01 2.7458 
Propan 0.0240 62.99 1.5118 
Kerosene 0.0357 71.45 2.5508 

The distance-based method is used when the distance traveled is available but the 
AFC is missing. In this case the distance-based EFs (in ton kilometer - tkm, person 
km - pkm or vehicle - vkm) are required for the calculation of CO2 emissions. For-
mula 3 expresses this correlation. Table 2 shows examples for EFs of different vehicle 
types. 

 

CO2 emissions = distance traveled  emission factor . (3) 

Table 2. Examples of emission factors for different vehicle types in the distance-based method 

Vehicle Type Average Fuel Consumption
[l / 100 km] 

Emission Factor 
[kg CO2 / km] 

Gasoline light truck 16.8 0.4002 
Gasoline heavy truck 39.2 0.9338 
Diesel light truck 15.7 0.4311 
Diesel heavy truck 33.6 0.9226 

Another method for the calculation of transports will be introduced in the standard for 
scope 3 emissions: the activity-based method which uses cargo transport activity 
based EFs (e.g. g / tkm). Formula 4 shows the calculation. In addition, the new stan-
dard will introduce the calculation of emissions from storage (see formula 5) and 
terminal activities. 
 

CO2 emissions = transported weight  distance traveled  emission factor . (4) 
  

CO2 emissions = storage days  emission factor . (5) 

2.2   Databases for Emission Factors 

One main database for EFs in the road transportation sector is the Handbook Emission 
Factor for road transport (HBEFA). HBEFA provides data related to the emissions of 
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several air pollutants such as carbon monoxide (CO), CO2, hydrocarbons (HC), nitro-
gen oxides (NOx) and particles based on g per vkm. The results of the calculation 
depend on the vehicle category (car, light-duty vehicle, heavy-duty vehicle, public 
service bus, coach, and motorcycle), the emission category (hot, start, etc.), the fuel 
type (gas, diesel), and the base year (1990 to 2020). In addition, the professional ver-
sion of HBEFA distinguishes between different traffic situations, pitch attitudes, the 
driving style of the driver, and engine categories. HBEFA does not calculate the 
amount of emissions, but the EFs. An example for 2005 is shown in Table 3 [4]. 

Table 3. Sample emission factors from HBEFA 

Year Vehicle category Pollutant Fuel 
Emission 

factor Unit 
2005 Heavy-duty vehicle CO2 diesel 685.63 [g/vkm] 
2005 Light-duty vehicle CO2 diesel 245.997 [g/vkm] 
2005 Light-duty vehicle CO2 gas 250.959 [g/vkm] 

Another important database especially for the life cycle assessment (LCA) is the 
Global Emission Model for Integrated Systems (GEMIS). GEMIS is a tool for the 
assessment of emissions and resource consumption over the life cycle of products and 
processes. The database offers information on energy sources (fossil fuels, renewable 
energies, nuclear energy, biomass and hydrogen), processes for electricity and heat 
production, sourcing of materials (especially raw materials), and transportation proc-
esses (cars, trucks, trains, ships, airplanes, etc.). All relevant processes are included in 
the calculation, e.g. from raw material sourcing to the waste treatment. For each proc-
ess the following data is available [5]: efficiency, power, capacity factor, lifetime, 
direct air pollutants (SO2, NOx, CO, etc.), GHG emissions (CO2, CH4, N2O, etc.), 
solid wastes (ashes, overburdens, process wastes and others), liquid pollutants, and 
land use. In addition, a calculation of costs is possible with GEMIS since key figures 
for fuels, energy and transportation systems (investment and operating costs) are 
available. 

2.3   CO2 Calculation Tools 

At this point some tools for the calculation of CO2 emissions shall be introduced. The 
first one is the Transport Emission Model (TREMOD). TREMOD was developed by 
the Institute For Energy and Environmental Research (IFEU), Heidelberg, Germany. 
For the calculation of CO2 emissions arising from road traffic TREMOD relates to the 
HBEFA. TREMOD takes all traffic performances on road, rail, water and air into 
account for different scenarios between 1960 and 2030. The results for the assessed 
traffic performances are the primary energy consumption (EC) (in MJ), the end EC 
(in t or kWh), and emissions (for example CO2). The model distinguishes between 
direct and indirect emissions. Direct emissions result from the operation of the vehi-
cle, whereas indirect emissions arise during the upstream energy and SC [6]. 

Another tool for the calculation of CO2 emissions is the Ecological Transport In-
formation Tool (EcoTransIT) which was developed by the IFEU, the Rail Management 
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Consultants GmbH and by several European rail companies. EcoTransIT uses data 
from HBEFA and TREMOD and is available online [7]. It is possible to calculate the 
ecological impacts of a transport for a given origin and destination in Europe. The 
basis for the calculation are the flow direction of rivers, the fuel type, the energy mix in 
each country, the topography, the infrastructure, and the transportation distance. For 
the transports by airplane the straight-line distance is multiplied with 1.1 to take the 
start and landing processes into account. The mass and volume of the goods determine 
the needed quantity of means of transportation. Thus the more vehicles are required the 
more energy is used. 

The underlying calculation formulas are described in the German logistics maga-
zine “VerkehrsRundschau” [8]. For each mode of transportation formula 6 applies. 
The specific EC can be given as l per 100 km, Wh per tkm, g per tkm, etc. Formula 7 
is required for the calculation of emissions from road transportation caused by addi-
tional empty trips. 
 

 CO2 emissions = energy consumption specific  emission factor .  (6) 
  

EC net load = EC empty + (EC empty - EC full)  (weight load / load capacity) . (7) 

3   Conclusion 

A number of methods, calculation models and software tools for the measurement of 
CO2 emissions already exist, especially for traffic and transportation activities. But 
first, there is no standard companies can rely on. Second, the existing tools are not 
completely elaborated yet. Last, the attribution to the causer is difficult since most 
transports are executed by LSPs and not by the company itself. For the LSP it is com-
plicated to attribute the CO2 emissions to a specific client because the cargo of one 
truck consists of goods of multiple clients in many cases. Vice versa it is difficult to 
provide the clients with the relevant data. Hence standards for the calculation of CO2 
emissions must be developed and it must be assured that the emissions can be attrib-
uted to the causer. Not only LSPs can be made accountable for CO2 emissions and 
their reduction. 

Since most transports are realized by LSPs these companies must be proactive in 
developing a standard approach for each means of transportation, e.g. truck, train, 
ship, and airplane because the calculation varies between these means of transporta-
tion. A good example is the train. The CO2 emissions depend on the length of the 
train, the type of transported goods, the topography, and the electricity mix in the 
specific country. At the moment the CO2 calculation formulas do not distinguish be-
tween the means of transportation. The basis for an approach to do so should be an 
international recognized standard like the Greenhouse Gas Protocol. The development 
of a GHGP standard for scope 3 emissions is in progress. The EFs of this future stan-
dard should depend on the specific means of transportation and whether a LSP oper-
ates nationally or internationally. 

Some companies have started to calculate the CO2 footprint of their products  
but this is not target-oriented. Logistics managers must be able to calculate the CO2 



268 H. Zadek and R. Schulz 

emissions of the SC network or the CO2 emissions of the transports allocated to their 
customers. Once the basis for the calculation by customer is established a monitoring 
tool can be implemented. 

In the future it will be very important for the LSP to be ecologically efficient be-
cause this will be one judgment criteria of their customers. Furthermore, it is relevant 
to take CO2 emissions into account during the design of a SC network, in addition to 
the costs and service levels. Knowing about the calculation of CO2 emissions will 
become necessary due to future worldwide legislative decisions. Every company must 
calculate the company’s overall CO2 emissions and will be judged by its efforts to 
reduce them. 
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Abstract. This paper studies a strategic supply chain management
problem of designing robust networks which perform well under both
normal condition and disruptions. A mix-integer programming model
which incorporates p-robust measure is presented. The objective is to
minimize the total nominal cost, while setting upperbounds on relative
regrets in disruption scenarios. A GA-based hybrid metaheuristic algo-
rithm is proposed and tested. Computational results demonstrate that
system robustness can be substantially improved with little increase in
cost. Our solution is also less conservative compared with common ro-
bustness measures.

Keywords: Network Design, Facility Disruption, p-Robust, Meta-
heuristics.

1 Introduction

Recent events have highlighted supply chain risks arising from facility disrup-
tions. Hurricanes Katrina and Rita trembled U.S. oil production and refining
industry in 2005 [13]. Ericsson lost 400 million euros after an eight-minute fire
at a supplier’s semiconductor plant, and eventually gave up the mobile phone
market in 2000 [12]. Facilities are forced to be shut down temporarily during dis-
ruptions, and it may take a long time to recover and resume operation. Failing to
consider disruption in the design phase, and thus lack of countermeasures may
result in huge costs during a disruption event and serious ripple consequences.
The popularization of “lean” concept which allows minimum redundancy and
the development of global supply chains has exacerbated the problem. Empiri-
cal studies [7][8] have shown significant decline in sales growth and stock returns
for companies after major disruption events.

An emerging research topic is to design supply chain systems which attain con-
tinuity and efficiency in presence of all sorts of disruptions. Tang [19] discussed
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the need and strategies for mitigating supply chain disruptions. Drezner [4] stud-
ied unreliable p-median and (p, q)-center location problems, assuming that a
facility has a given probability of becoming inactive. Snyder and Daskin [15]
formulated the reliable models for facility location problems, in which sup-
ply facilities may fail with certain probabilities and customers are assigned to
suppliers in a hierarchical fashion. These location problems are special cases
of network design problems with two echelons, while designing general net-
works will result in much complex network structures and larger problem sizes.
Bunschuh et al. [3] studied multistage network design problems, in which they
tried to improve network robustness by creating supplier redundancy. Snyder et
al. [18] summarized a variety of analytical models developed for supply chain
network design problems under threat of disruptions.

The requirement for accurate estimation of the probability distribution of
disruptions has restricted the application of above stochastic programming ap-
proach in practice. Robust optimization provides an alternative approach by
which no probability has to be estimated. Kouvelis and Yu [11] proposed a
framework for robust discrete optimization and introduced two widely consid-
ered robustness measures: minimax cost and minimax regret, which minimize
maximum cost or regret across all scenarios. A major drawback of this approach
is being overly pessimistic by planning against worst-case scenarios which rarely
occur. To enable the companies to create a flexible capability to design the sup-
ply chain around both long-term goals and short-term unexpected events, we
try to minimize the nominal cost, which is the operational costs under normal
conditions, while adopting the p-robust measure to set bounds on the relative re-
gret during disruption. The p-robust measure was introduced in a facility layout
problem [10] and later in uncapacitated network design problems [6]. Snyder and
Daskin [17] first adopted the term “p-robust”and formulated stochastic models
for two classical facility location problems.

To the best of our knowledge, we are the first to take this approach in designing
general robust supply chain network to insure high-level performance during
disruption. We follow the definition of p-robust by Snyder and Daskin [17]. For
a given set of scenarios S, let Ps be the deterministic minimization problem for
scenario s, which is a fixed-charge capacitated network design problem and c∗s be
the optimal objective value for Ps. Let X be a feasible network design and ,Y be
the corresponding optimal flows, and cs(X,Y) be the corresponding objective
value. (X,Y) is called p-robust if for all s ∈ S,

cs(X,Y) − c∗s
c∗s

≤ ps (1)

or equivalently,
cs(X,Y) ≤ (1 + ps)c∗s (2)

where ps ≥ 0 is a given constant, indicating the desired robustness level for
scenario s. The left-hand side of (1) is the relative regret for scenario s. The p-
robust measure is to set bounds on maximum allowable relative regret for each
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scenario. For the sake of convenience, we assume that ps = p for all s ∈ S. All
of our results can be extended to the more general case.

The rest of the paper is organized as follows. In Section 2, the p-robust net-
work design model is formulated. A GA-based hybrid metaheuristic algorithm
is proposed in Section 3. We report the numerical results in Section 4, as well as
management insights drawn from these results. Section 5 concludes our studies.

2 The p-Robust Network Design Model

We propose the following mix-integer programming model for the p-robust net-
work design problem. Suppose that we have a general network (V ,A). Let
VS ,VT ,VD denote the sets of supply, transshipment and demand nodes, respec-
tively. For notational convenience, define V0 = VS ∪ VT as the set of all supply
and transshipment nodes. Let S be the set of scenarios in which different sets
of facilities fail simultaneously. The scenarios can be identified by examining the
potential threats to the supply chain, and how the facilities will be affected. For
example, facilities which are located in the same area have a higher probability
of becoming inactive together during disruption events such as earthquake, elec-
tricity shortage and so on. Then we have a good reason to consider a scenario in
which all facilities in the region are disrupted. Specifically, denote s = 0 as the
nominal scenario, i.e., the scenario with no disruption. We assume that all unmet
demands will be satisfied by an emergency facility that is always open, with un-
limited capacity but much higher costs. This can be interpreted as outsourcing
from another supplier, strategic emergency buffers or lost-sale costs.

Let fj be the fixed cost to open node j ∈ V0; qij be the unit transportation
cost on arc (i, j) ∈ A. Let sj denote the supply ∀j ∈ VS , dj be the demand
∀j ∈ VS and kj be the capacity ∀j ∈ V0. We use ajs to indicate whether facility
j is disrupted in scenario s (“1”) or not (“0”). Note that in general, ajs may
take any value in [0, 1], which represents that the facility only suffers partial
loss of capacity during disruption. The robustness coefficient p is the maximum
allowable relative regret. c∗s is the optimal scenario cost for scenario s.

For each j ∈ V0, define a binary variable Xj , which is 1 when facility j is
opened and 0 otherwise. Finally, for every (i, j) ∈ A and s ∈ S, define a non-
negative variable Yijs to represent the flow from node i to node j. The p-robust
network design model is then formulated as follows:

Minimize
∑
j∈V0

fjXj +
∑

(i,j)∈A
qijYij0 (3)

Subject to ∑
j∈V0

fjXj +
∑

(i,j)∈A
qijYijs ≤ (1 + p)c∗s ∀s (4)

∑
(j,i)∈A

Yjis −
∑

(i,j)∈A
Yijs = bj ∀j, s (5)
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(j,i)∈A

Yjis ≤ (1 − ajs)kjXj ∀j, s (6)

Xj ∈ {0, 1} ∀j (7)

Yijs ≥ 0 ∀i, j, s (8)

where bj equals sj for all supply nodes, −dj for all demand nodes and 0 for all
transshipment nodes.

The objective function (3) minimizes the nominal cost, including fixed location
costs and transportation costs. Constraints (4) enforce the p-robust criterion,
such that the scenario cost should not be more than (1+p)% of the optimal sce-
nario cost c∗s. Constraints (5) are the flow conservation constraints. Constraints
(6) ensure that the total flow through a node can not exceed its capacity when it
is opened and fully functional in that scenario, while no flow is permitted when
it is closed or disrupted. Constraints (7) and (8) are the standard binary and
nonnegativity constraints.

3 GA-Based Hybrid Metaheuristic Algorithm

Algorithms based on Lagrangian relaxation and Benders decomposition have
been proposed to solve the p-robust models [6,10,17]. However, as the problem
size grows exponentially with the network size and the number of scenarios, the
previous methods will not be as efficient. Practitioners are more interested in
obtaining quality near-optimal solutions in relatively short time. Genetic Al-
gorithm(GA) is a powerful global search heuristics inspired by evolution the-
ory(Holland [9]). GA has gained much popularity for ease of implementation
and successful application in a wide variety of optimization and search prob-
lems [5][16]. Unlike other heuristics such as tabu search, which work on improv-
ing one single solution, GA keeps a pool of solutions and perform comparatively
little work on each one.

We propose a hybrid metaheuristic algorithm which combines genetic algo-
rithm, local improvement and shortest augmenting path method. A major im-
provement to the basic GA scheme is that for each generation, we apply a local
search procedure called learning to improve the average population fitness. Nu-
merical experiments have shown that the algorithm outperforms CPLEX in
terms of CPU time and solution quality for most data sets. The algorithm can
be easily adapted to solving extensions of the problem, such as additional con-
straints or defining different objective functions.

3.1 Representation Scheme

We use a n-digit binary string chromosome structure to represent a solution X,
where n is the number of candidate sites. The i-th digit on the string indicates
whether the ith facility is open (“1”) or not (“0”).

In order to expedite the later local improvement procedure, the digits on a
chromosome are sorted by two criteria: (1) Cost-saving of each facility. We first
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assume all candidate sites j ∈ V0 are opened and set to their original capacities
kj , then solve the min-cost flow problem(MCFP) and obtain the optimal flow
cost c∗f . For each facility j, we increase its capacity by 1 unit with all other
facilities remain unchanged, and solve the resulting MCFP again for the optimal
flow cost c∗f (j). The cost-saving for facility j is defined as c∗f − c∗f (j). We solve
the MCFP |V0| + 1 times to calculate cost-saving for all candidate facilities.
The more cost a facility can save, the higher probability it will be opened in
the optimal solution. (2) Total times of opening. We solve for optimal scenario
solutions at the beginning to get c∗s, for all s ∈ S. For each candidate sites, we
count the number of scenarios in which it is opened in the optimal solution. The
more times a facility is chosen to be opened, the it will be more likely to be
open in the optimal master problem solution. We sort the facility indexes on the
binary string non-increasingly first by (1) and then by (2).

3.2 Fitness Function

For a specific solution X, we solve the MCFP to get optimal flow assignments Y
by shortest augmenting path method [1] for each scenario, and obtain optimal
objective value c0(X,Y), as well as the minimum scenario costs cs(X,Y). The
object function is a commonly used fitness function to justify the quality of a
solution X. However, it cannot determine the fitness of the solutions which are
infeasible, i.e., have violated some p-robust constraints. Therefore, we introduce
a modified fitness function as follows:

f(X) = cs(X,Y) + ω ·
√∑

s∈S

[1A(cs(X,Y) − (1 + p)c∗s)]2 (9)

where c∗s is the optimal scenario cost, 1A(x) is a indicator function defined as

1A(x) =
{

x If x > 0
0 Otherwise (10)

A smaller value indicates better fitness. If a solution X is feasible, the second
part in the equation is 0 and the fitness value is exactly the optimal objective
value; if a solution violates some p-robust constraints, its fitness will be penalized
by the regret from the scenario optimum. Finally, the value of ω is a factor that
the decision-maker can adjust to weigh the penalty of violating the p-robust
constraints in different scenarios. We set ω = 50 in numerical tests.

3.3 Initial Population

The experimental work by Anlander [2] suggests that a value between n and 2n
is optimal for the population size, where n is the length of a chromosome (V0)
in our case). We use 100 as population size (pop size), which is within [n, 2n]
for most of the data sets we have tested.

The initial population is generated by first selecting the optimal solutions of all
scenarios by solving the scenario subproblems Ps. If we have more than pop size



274 Z. Liu et al.

scenarios, choose the first pop size best solutions. If the number of scenarios is
smaller than pop size, the rest of individuals are generated by crossover between
randomly drawn pairs from the scenario optimal solutions.

3.4 GA Operators

We perform the crossover and mutation operations after the learning process.
Crossover starts by randomly pairing up the individuals from current popula-
tion. For each pair, two new individuals are generated by switching some ran-
domly chosen digits of the same position on the strings. A probability is drawn
uniformly from set {0, 10%, ..., 90%, 1} to decide whether these digits are to be
switched or not. Mutation serves as a mechanism to prevent solutions from being
trapped in local optima and to ensure a diverse population. Each individual has
a probability of 20% of being chosen for mutation. If selected, one digit will be
randomly selected and changed from 1 to 0 or 0 to 1.

3.5 The Learning Process

Before the crossover and mutation operation, we perform a learning process,
which is a local improvement procedure for all individuals in each iteration. The
philosophy behind this process is that we want to “train” the individuals to
be more “stronger”, thus increasing the probability of producing better quality
offsprings. Local improvement heuristics have added a great deal of power to
GAs shown by various researchers(e.g., [16]). The process has greatly shortened
the time needed for convergence in GA, therefore, improved the solution speed.

Constructing Search Tree. We construct a search tree with the individual to
take the learning process as the root node. The children nodes are obtained by
setting the “1”s to “0”s one by one, starting from the end of the chromosome.
Therefore, the number of children for a node is the number of “1”s in it. A sample
of a complete search tree with “11100” as root node is illustrated in Fig. 1. Note
that there are duplicated branches if a search tree is constructed in this way, so
that we will check and discard the duplicated branches during the search.

Local Search. We apply the depth-first-search(DFS) algorithm to traverse the
search tree. The search starts from the root node, and explores as far as possi-
ble along each branch before backtracking. To accelerate the search procedure,
We adopt Deterministic Annealing(DA) [14] with slightly modification as the

1 1 01 0

1 0 00 0 0 1 00 0 1 0 00 0 0 0 01 0 0 1 00 0 0 0 01 0

1 1 00 0 0 1 01 01 0 01 0

Fig. 1. Search Tree
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pruning criterion. Let the current node be X with fitness f(X). We calculate
fitness f(X′) for its first child X′, then compare f(X′) with f(X). In traditional
DA, we will only search X′ and its children if f(X′) < δf(X), where δ > 1
is a given gap. In our algorithm, δ is initially set to 1 and kept being updated
during the search. We will search X′ if f(X′) < f(X). δ will then be updated
to f(X′)/f(X). After searching node X′ and its children, we then consider the
second child X′′ of X. Similarly, we will search X′′ only if f(X′′) < δf(X), and
update δ if needed.

One potential problem is that it is possible to prune good descents of node X,
which may even contain the optimal solution. However, we use the crossover and
mutation operations to create new individuals as a compromise. Numerical test
does not show significant effects on performance, i.e. in most of the test instances,
we are able to find the optimal or high quality near-optimal (gap < 5%) solutions.
Furthermore, We have set a time limit of 5 seconds for the learning process, and
replace root node solution with the solution of best fitness at termination. We
have tried longer time, i.e., 20 seconds, but the improvement was not obvious.

3.6 Termination Criteria

In numerical test, we have observed that the best objective value converges in
20 generations most of the time. Therefore, we terminate the algorithm after
30 iterations, or the improvement to the best solution is less than 10−5 for 10
consecutive iterations. We also set a time limit of 1200 seconds and optimality
gap of 5% to terminate the algorithm. Note that we do not require the best
solution to be kept in population to avoid being trapped in local optima, but we
always keep record of the best solution during one execution. At termination,
we compare the best solution in current population with the best solution kept
in record, and return the better one.

4 Computational Results

Numerical experiments have been performed to evaluate the performance of
our algorithm. The algorithm was coded in C++ and executed on a computer
with Intel Xeon E5430 2.66GHz processor and 2 gigabyte of RAM, operating
under Microsoft Windows XP Professional SP2. We benchmark our results to
solution by branch-and-bound algorithm in CPLEX 11.0, which runs in the same
environment. Computing times are reported in seconds.

4.1 Experimental Design

We have generated 46 data sets of different problem sizes based on total number
of facilities, scenarios and the edge density. In detail, we first choose the number
of supply, transshipment and demand nodes, respectively; then construct arcs
between nodes based on probability specified by the edge density.

The fixed costs fj and unit transportation costs qij are drawn uniformly from
[5000, 15000] and [1, 500]. The emergency cost is 1500. The demands dj are drawn
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uniformly from [50, 110]. Supplies sj are determined as follows. We first calculate
the average supply as s = (|VD|/|VS |) · d, where d is the average demand. Each
sj is then drawn uniformly from [1.5s, 2.5s]. The capacity of a supply node is the
same as its supply, while the capacity of each transshipment node is determined
similarly by first calculating the average capacity c = (|VD|/|VT |) · d, and then
drawn uniformly from [1.5c, 2.5c]. We generate disruption scenarios randomly
with facility failure rate of 10%. We set p = 0.15 for all instances.

4.2 Algorithm Performance

We compare the performance of our algorithm with that of CPLEX in Table 1.
The “Test Problem” column gives the problem setting, in which the “Density”
column gives the density of the arcs, the “Problem Size” column describes prob-
lem sizes. The four numbers linked by “ − ” are the numbers of supply, trans-
shipment and demand nodes and number of scenarios, respectively. Test results
including the running time(“Time”), objective value(“Cost”) and Optimality
gap(“Gap”). Results are compared in column “Comparison”, where “Time” col-
umn gives the fraction of time that our algorithm requires to obtain solution at
least as good as that given by CPLEX, and the “Gap” column gives the differ-
ence between the optimality gap given by our algorithm and CPLEX. A negative
value indicates that our algorithm has found a better solution.

From the results we can see that when compared with CPLEX, our algorithm
is able to find the same or better solutions for 34(or 73.9%) of the 46 data sets,
by taking only a small fraction of CPLEX’s time(26.8% on average). There are
three instances for which CPLEX could not return a 5% solution in 1200 seconds,
while our algorithm has found near optimal solutions in much shorter time.

4.3 Comparison with Other Robustness Criteria

Widely studied robustness measures minimax cost and minimax regret [11] are
usually too conservative from a managerial stand-point, by protecting against
merely the worst-case scenarios. Our modeling approach is to think more from
the business side. Minimizing the nominal cost is more suitable goal for the
companies in long-term, while limiting the scenario costs greatly reduces the
short-term risk when exposed to disruptions. This approach is less conserva-
tive compared with other robustness measures, as demonstrated in numerical
tests(See Table 2). We have chosen a set of randomly generated data of size
20%-10-20-40-20. The optimal objective values by the p-robust model, minimax
cost and regret models are compared and the differences(in %) are given in
parentheses. We can see that the minimax cost model only protects the worst-
case scenario, which is scenario 13 in this case, and has much higher cost in
other scenarios. Compared with the minimax regret model, the p-robust model
results in lower costs in all but four scenarios. Another advantage of the p-robust
measure is that it provides decision makers more flexibility by allowing them to
adjust the p values, while the minimax regret approach only gives one solution
which minimizes the regret over all scenarios. We will next discuss this in detail.
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Table 1. Algorithm Performance

Test Problem CPLEX Heuristic Comparison
Density Problem Size Time Cost Gap Time Cost Gap Time Gap

10-20-30-10 2.7 1089309 0.0213 0.6 1083225 0.0156 22.22% -0.0057
10-20-30-20 4.4 1083397 0.0158 1.1 1100347 0.0316 25.00% 0.0159
10-20-30-30 7.3 1083225 0.0120 0.8 1098120 0.0260 10.96% 0.0139
10-20-40-10 2.1 1301360 0.0082 0.6 1297906 0.0055 28.57% -0.0027
10-20-40-20 4.0 1308196 0.0112 0.9 1297906 0.0033 22.50% -0.0080
10-20-40-30 6.6 1307370 0.0072 1.9 1307370 0.0072 28.79% 0
20-30-50-10 4.1 1445399 0.0736 1.9 1356548 0.0076 46.34% -0.0660
20-30-50-20 11.6 1352886 0.0048 3.7 1356548 0.0076 31.90% 0.0027
20-30-50-30 48.0 1357762 0.0084 5.1 1356548 0.0075 10.63% -0.0009

20% 20-30-50-40 31.3 1363529 0.0042 3.5 1367487 0.0072 11.18% 0.0029
20-40-60-10 10.2 1265404 0.0082 2.8 1265404 0.0082 27.45% 0
20-40-60-20 22.8 1286958 0.0248 5.2 1267788 0.0095 22.81% -0.0153
20-40-60-30 41.9 1290052 0.0188 5.7 1277615 0.0090 13.60% -0.0098
20-40-60-40 159.1 1306235 0.0308 7.1 1277615 0.0082 4.46% -0.0226
40-50-60-10 207.8 1061264 0.0154 175.4 1069501 0.0233 84.41% 0.0079
40-50-60-20 1200 N/A N/A 176.7 1116626 0.0585 14.73% N/A
40-50-60-30 976.7 1084595 0.0180 807.4 1097533 0.0301 82.67% 0.0121
40-50-60-40 1200 N/A N/A 359.1 1115546 0.0465 29.93% N/A
10-20-30-10 2.3 775589 0.0223 0.7 772216 0.0178 30.43% -0.0044
10-20-30-20 4.9 786124 0.0362 1.4 772216 0.0179 28.69% -0.0183
10-20-30-30 9.8 777349 0.0232 2.3 774351 0.0193 23.47% -0.0039
10-20-40-10 3.6 837035 0.0185 0.5 836723 0.0181 13.89% -0.0004
10-20-40-20 6.9 837585 0.0136 1.1 836723 0.0126 15.94% -0.0010
10-20-40-30 14.2 848359 0.0263 1.6 836723 0.0123 11.27% -0.0141
20-30-50-10 22.4 937162 0.0197 2.4 929912 0.0118 10.71% -0.0079
20-30-50-20 79.5 947762 0.0213 74.5 944494 0.0177 93.71% -0.0035
20-30-50-30 62.5 952897 0.0311 7.6 951886 0.0300 12.16% -0.0011

30% 20-30-50-40 664.0 972631 0.0302 223.3 972183 0.0297 33.63% -0.0005
20-40-60-10 32.7 946954 0.0047 4.5 944588 0.0022 13.76% -0.0025
20-40-60-20 46.6 980612 0.0226 8.9 985606 0.0278 19.10% 0.0052
20-40-60-30 170.4 983037 0.0205 140.1 987159 0.0247 82.22% 0.0043
20-40-60-40 1200 N/A N/A 17.7 1020961 0.0547 1.48% N/A
40-50-60-10 89.1 908885 0.0679 44.4 894260 0.0507 49.83% -0.0172
40-50-60-20 733.2 915288 0.0335 432.3 943158 0.0649 58.96% 0.0315
10-20-30-10 3.8 540019 0.0278 0.6 528375 0.0057 15.79% -0.0222
10-20-30-20 7.2 548073 0.0247 1.1 541350 0.0121 15.28% -0.0126
10-20-30-30 22.9 547223 0.0173 1.9 545787 0.0146 8.30% -0.0027
10-20-40-10 5.8 666770 0.0244 1.1 665422 0.0223 18.97% -0.0021
10-20-40-20 10.8 696778 0.0698 2.3 667780 0.0253 21.30% -0.0445
10-20-40-30 24.4 672728 0.0309 3.0 670613 0.0277 12.30% -0.0032

50% 20-30-50-10 46.4 700737 0.0251 19.5 697477 0.0203 42.03% -0.0048
20-30-50-20 170.8 697477 0.0225 13.1 697477 0.0225 7.67% 0
20-30-50-30 258.9 706586 0.0315 15.8 707212 0.0324 6.10% 0.0009
20-30-50-40 227.4 706654 0.0334 17.7 709919 0.0382 7.78% 0.0048
20-40-60-10 89.5 694156 0.0173 26.0 701026 0.0274 29.05% 0.0101
20-40-60-20 570.5 707029 0.0321 177.4 705661 0.0301 31.10% -0.0020
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Table 2. Comparison with other Robust Criteria

S p-robust Minmax Cost Minmax Reg. S p-robust Minmax Cost Minmax Reg.
0 1304742 1380486(5.81) 1340636(2.75)
1 1417387 1536837(8.43) 1435828(1.30) 11 1304742 1381811(5.91) 1340636(2.75)
2 1536831 1718892(11.85) 1539185(0.15) 12 1342785 1471419(9.58) 1381522(2.88)
3 1424161 1616208(13.48) 1420871(-0.23) 13 1843482 1763248(-4.35) 1816693(-1.45)
4 1395719 1471926(5.46) 1408501(0.92) 14 1488826 1511722(1.54) 1502212(0.90)
5 1520669 1681322(10.56) 1558724(2.50) 15 1394089 1502552(7.78) 1430055(2.58)
6 1574351 1530685(-2.77) 1562348(-0.76) 16 1414395 1477127(4.44) 1441102(1.89)
7 1526260 1575124(3.20) 1555332(1.90) 17 1336351 1492141(11.66) 1373204(2.76)
8 1368789 1477890(7.97) 1401844(2.41) 18 1304742 1380486(5.81) 1340636(2.75)
9 1338619 1424519(6.42) 1374447(2.68) 19 1513518 1713979(13.24) 1476344(-2.46)
10 1338619 1424519(6.42) 1374447(2.68) 20 1417273 1502552(6.02) 1430055(0.90)

Table 3. Nominal Cost vs. Maximum Regret

Problem P1(20-40-60-20-20%) Problem P2(30-40-50-20-20%)
p Cost % Inc. Max Reg. % Dec. p Cost % Inc. Max Reg. % Dec.
∞ 1081873 N/A 0.6926 N/A ∞ 1240547 N/A 0.6856 N/A

0.6925 1084742 0.27% 0.5972 13.75% 0.6855 1240634 0.01% 0.5497 19.79%
0.5972 1087107 0.22% 0.5100 14.60% 0.5497 1241184 0.04% 0.5463 0.60%
0.5099 1089461 0.22% 0.4325 15.17% 0.5463 1244359 0.26% 0.5344 2.16%
0.4325 1089760 0.03% 0.4213 2.57% 0.5344 1244441 0.01% 0.5212 2.46%
0.4213 1089967 0.02% 0.4197 0.35% 0.5212 1245636 0.10% 0.5122 1.70%
0.4197 1091741 0.16% 0.4183 0.31% 0.5122 1245737 0.01% 0.3942 23.01%
0.4183 1093949 0.20% 0.4145 0.88% 0.3942 1247396 0.13% 0.3908 0.84%
0.4145 1095008 0.10% 0.4139 0.13% 0.3908 1249465 0.17% 0.3241 17.04%
0.4139 1094801 -0.02% 0.4106 0.76% 0.3241 1250898 0.11% 0.2961 8.61%

4.4 Interpret p-Robustness

One of the main purposes of this research is to show the “price of robustness”, in
other words, how much it costs to design a more robust system. We generate a
tradeoff curve between the maximal relative regret and nominal costs as follows.
We first set p = ∞ and solve the problem. We calculate the maximal relative
regret over all scenarios. Note that when p = ∞, the p-robust constraints become
inactive and the problem becomes a fixed-charge capacitated network design
problem. Then we set p to the maximal relative regret less 0.000001 and re-
solve the problem, find the maximal relative regret again and reset p. By doing
this, the objective value will increase because we have tightened the p-robust
constraints. Continue this process until no feasible solution can be found. Note
that the smallest p value with a feasible solution also provides a lowerbound for
the minimax regret problem.

This experiment was performed on two data sets P1 and P2. The result is
summarized in Table 3. The column “p” gives the value of p-robust level. The
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column “Cost” returns the optimal objective value. “% Inc.” is the percentage
by with the objective value has increased compared to the value obtained by
previous p value. The “Max Reg.” is the maximal relative regret over all sce-
narios, while “% Dec.” is the percentage by which the maximal relative regret
has decreased. We only include the left 10 points on the curves because they
will be of more interests to the managers. The tradeoff curve between objec-
tive value and maximal relative regret of both P1 and P2 are plotted in Fig. 2.
We can see that left portions of the curves are quite steep, which means that
the maximal relative regret can be greatly reduced with small increase in the
objective value. For example, in P1, we are able to reduce the maximal rel-
ative regret from 0.6925 by 26.3% to 0.5099, with a slightly increase in cost
from 1084742 to 1089461, or 0.4%. In other words, with little additional invest-
ment, one can obtain robust supply chain networks which are more resilient to
disruptions.
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Fig. 2. Tradeoff between maximal relative regret and nominal cost

5 Conclusion

In this paper, we present a p-robust network design model to protect against
risk of disruption. A GA-based metaheuristic is proposed and computational ex-
periments have shown that quality solutions can be obtained in a relative short
time compared with CPLEX, which makes it attractive in practise where nu-
merous data tests are required. Although GA has been successfully applied to
many combinatorial problems and solves our problem well, it is still interest-
ing to test whether other metaheuristic methods, such as Tabu Search to see if
they can provide better alternative solution options in future research. We also
demonstrate that this approach is less conservative when compared with tradi-
tional robustness measures. From managerial point of view, we have shown that
system robustness can be improved greatly without large increase in investment
and creating financial constraints to companies.
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Abstract. The paper considers the operational planning task in the
supply network of an Original Equipment Manufacturer (OEM), includ-
ing the logistics from first tier suppliers to the assembly areas of the
OEM. We propose an integrated planning approach both for the ex-
ternal and internal part of the network. The approach is based on a
mixed-integer optimization model with a multi-commodity network de-
sign formulation. We present a generic modelling construct, which is
capable of representing various tariff structures and discount schemes.
These tariffs and discounts are parameters to the model and can be con-
figured without altering the model formulation. Finally, we present a
case study including numerical results for instances of practically rele-
vant magnitude using a standard solver as well as a specially tailored
heuristic algorithm.

1 Introduction

In this paper we consider the operational planning task in the supply network of
an Original Equipment Manufacturer (OEM), including the logistics from first
tier suppliers to the assembly areas of the OEM. Figure 1 shows an example with
four suppliers, two consolidation points, i.e., intermediate storage facilities where
freight is repacked and rerouted, and two plants. The left hand side represents
the external part and the right hand side the internal part of the network. The
transportation tasks of the external part are taken over by freight forwarding
services over maritime, air, highway or railway connections, whereas operations
in the internal part are carried out by employees of the OEM. The internal
transportation requires consideration of various alternative connections that are
capacitated by one or more resources such as volume or weight. Connections
between different plants or locations of a plant are given in the network, so
that incoming goods may pass several plant locations before arriving at the final
location. Thus the material flow of numerous articles between the supplier and
the demand location can be considered. Within the time frame considered here
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Fig. 1. Supply network with four suppliers, two consolidation points and two plants

the network structure remains unchanged: in each time period identical arcs
and nodes are available. However, the capacities and/or costs have a dynamic
character and can change between the time periods.

In the operational time scope the production plan is considered as fixed, and
it covers a given time period, typically 52 weeks. The dominant planning tasks in
the external part of this network, i.e., from the first tier supplier to the stock re-
ceipt of the OEM are supplier selection, order sizing and replenishment planning.
In the internal part from stock receipts to assembly work stations optimal mate-
rial flows, inventories and safety stocks have to be determined, crates have to be
assigned and workforce and other resources have to be allocated and deployed
efficiently.

In the supply chain literature, these different planning tasks have mostly been
treated independently. [1] showed in the early 1970’s that capacitated lot sizing
models can be used for order sizing and procurement planning. [2,3] revised
and extended these models in the early 1990’s. In these times, discounts were
not considered. More recently, [4] and [5] proposed extended formulations for
the consideration of quantity discount schemes. [6] and [7] investigate special
cases of inventory lot sizing with multiple transportation modes. [6] describes a
model which includes transport modes with individual container sizes and set-up
costs, discounts are not used though. This is a single product model and there-
fore container sizes can be determined during a preprocessing phase. The model
shown in this paper allows variable amounts of different products to be packed in
containers. [7] shows another single product model considering transport modes
and even time windows. A comprehensive overview over (joint) replenishment
models is given in [8]. The DJRP basis model stated in this publication does not
include the choice of supply paths and any discounts. [9] integrated quantity dis-
counts into replenishment models and suggest efficient heuristics. The model uses
individual discount levels for product prices, which in contrast to the model
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shown in this paper, do not interfere with each other. The work of [10] is one of
the few, in which network design models are used for operational logistics plan-
ning. The authors consider multi-commodity, multi-mode transportation and
time-windows. With deterministic and dynamic demands as well as prohibited
backlogging the model shares some assumptions with the one shown in this pa-
per. Nevertheless discounts are not considered in this model.

In this paper, we propose an integrated planning approach that integrates
the external and internal logistic operations. The approach is based on a mixed-
integer optimization model with a multi-commodity network design formulation.
The model is able to consider different tariff structures and discount schemes. We
present a generic modeling construct to handle complex tariff systems including
quantity discount schemes, multi-mode transportation and other internal and
external cost drivers.

The new model considers time divided into periods so that the arcs between
nodes may start and end in different periods. All logistic operations utilize re-
sources within their capacities. The overall usage of resources leads to total cost.
Resource costs may be discounted based on their total usage in an unlimited
number of steps. The actual discount step is based on the usage of an unlimited
number of resources. This discount system is utilized to represent discounts on
transports as well as product prices. Additionally the presented model represen-
tation covers different product crates (carriers) for each product. Operations on
crates utilize resources as well, based on the number of crates required to pack
a certain amount of items.

The remainder of the paper is structured as follows. In section 2 we describe
and define the operational logistics planning problem. Furthermore, we high-
light the importance of complex tariff systems and transportation modes in the
external and resource utilization in the internal part. In this section we also
present and illustrate the two modeling concepts resource pools and resource
groups. In section 3 we develop a mixed integer programming formulation for
these concepts and embed it into a multi-commodity network flow formulation.
The formulation is improved through symmetry breaking constraints. The prac-
ticability of the whole approach is demonstrated in a case study in section 5
including a computational study. Finally, we finish with conclusions and further
research directions in section 6.

2 A Resource Based View on Operational Logistics
Planning

The main goal of operational logistics planning is to fulfill production demands
at the lowest possible costs. [11] shows how costs incurred in logistics networks
can be represented by the utilization of independent resources. Resources can
be capacitated such as the working time of an employee, available storage space,
number of transportation vehicles etc., or uncapacitated such as stock hold-
ing cost. The costs of utilizing a resource can be linear, piece-wise constant or
piece-wise linear. An example for linear costs are interest expenses, piece-wise
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constant costs could be incurred by wages which are paid shift-wise. Exam-
ples for piece-wise linear costs are given below. In the internal part main cost
drivers are linear stock holding costs and piece-wise constant handling costs.
These steps reflect shift costs. The usage of these resources is linear in the
number of operations, though. In the external part of the logistics network the
costs are highly influenced by long-term contracts the OEM establishes with
several logistics service providers such as freight forwarding businesses. In the
context of operational planning each of such contracts constitutes a transporta-
tion mode, which can differ in the type of carrier (truck, rail, ship, aircraft, etc.),
the type of shipping space (container, parcel, etc.) and several other conditions,
which determine its capacity and tariff system (see [12] for a detailed study and
overview of transportation modes). Transportation tariffs are usually differenti-
ated by both volume and weight. Figure 2 shows a selection of seven typical tariff
systems.
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Fig. 2. Cost structure of tariff systems based on a single resource

D1, D2 and D3: In all of the three systems a tariff cap is given, which can
only be valid for a certain weight or volume as D3, e.g., a full container,
within certain intervals as D1 or can be totally independent of the amount
of freight as D2.

Svariabel, Sconstant: Costs of transportation depend on weight and are differ-
entiated into several levels, which can be valid within intervals of constant
(Sconstant) or variable (Svariable) length. For each level a constant price ap-
plies, which cannot be charged against other levels.

L1 and L2: In system L1 quantity discounts lead to costs which depend piece-
wise linearly on weight. Additional level discounts in L2 result in overlapping
pieces in terms of price.

Transport agreements with courier, express mail and parcel services are often
similar to tariff D1, those with exclusive shipping storage to tariff D2. Freight
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forwarders price their pre-leg transport using freely negotiable weight levels as
in Svariable and Sconstant. A variety of further combinations of tariff levels with
arbitrary lower and upper limits, base prices and linear component are possible.
A comprehensive overview of tariff systems and their application areas is given
by [13].

Complex tariff systems often consider several freight characteristics at a time,
e.g. weight and volume. These characteristics can be regarded as resources which
are utilized by shipping a certain amount of freight. We call the subset of re-
sources which are cost drivers of a specific tariff system a resource group. A
resource group can be used to represent a tariff system with piece-wise linear or
piece-wise constant discount levels. This generic formulation leads to a reusable
model formulation. The model adopts to different tariff structures and discounts
by changed parameters only, altering the model formulation is unnecessary. Fur-
thermore, resource groups can be used to add logical or and and expressions
on resource usages. Table 1 shows an example of a resource group with two re-
sources, weight and volume, representing a pre-leg transport tariff system. Up
to a volume of 108 units the discount level is determined by weight only (within
steps of 50, 100 and 200 units). The discount levels n− 1 and n were defined to
cover the special cases of utilizations of over 90% of weight (25200) or volume,
respectively. In between, all kinds of discount levels are possible. Also, fixed and
variable costs can be associated with each discount level as described above.

Table 1. Resource group representing a tariff system for a shipping space, RS: discount
level, R: resource, LB and UB: lower and upper limit of a validity interval

RS R LB UB
1 weight 0 50
1 volume 0 108

... ... ... ...
n-1 weight 25200 28000
n-1 volume 0 120

n weight 0 28000
n volume 108 120

Of course, the concept of resource groups can also be used to represent com-
plex cost systems in the internal part of the network, such as costs for capacity
expansion etc, non-linear handling costs etc. Furthermore, the concept is capable
of representing logic expressions on resource usage.

3 A Multi-period Multi-commodity Network Design
Formulation

Let T be the set of time periods. The planning problem is represented by a time-
space network with nodes N , supplier nodes NS ⊂ N and arcs A ⊆ N×N×T ×
T . A set P of products is routed through the network such that demands di,p,t of
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products p ∈ P at nodes i ∈ N in time periods t2 ∈ T are fulfilled. All products
are packed in a carrier chosen from a set of given carriers c ∈ C with a maximum
amount of qp,c per carrier. This results in the finally requested supply sj,p,t′ from
supplier j ∈ N in time periods t′ ≤ t.

Given a set R of the independent resources of a supply network, each resource
r ∈ R can be characterized by lower and upper bounds LBR

r and UBR
r and

unit usage costs gr. A material flow of product p on arc (i, j, t, t′) ∈ A which
starts in time period t at node i and arrives in period t′ (t ≤ t′) at node j
is represented by a flow variable xi,j,p,t,t′ and the integer number of required
carriers yi,j,p,t,t′ . It can utilize a resource r ∈ R in time period t by a rate
of ui,j,p,r per product item and ũi,j,c,r per carrier. The utilization is represented
by a variable kr,t. Let RG be the set of all resource groups and RRG

rg ⊆ R be the
subset of resources constituting resource group rg ∈ RG. A resource can only
be part of at most one resource group, which means that the sets RRG

rg must be
pairwise disjunctive.

Complex cost systems, e.g., costs of transportation given by complex tariff sys-
tems, can be completely represented by the cost values associated with resources
and resource groups as indicated in the preceding section. The cost system asso-
ciated with a resource group rg ∈ RG is represented by a set of discount levels
RSrg. Each discount level rs ∈ RSrg is characterized by a fixed cost value fRS

rg,rs

and variable costs cRS
r,rg,rs as well as a validity interval [LBRS

rg,rs,r, UBRS
rg,rs,r] for

each resource r ∈ RRG
rg . A discount level is active if the utilizations of all the

resources in the associated resource group fall within their respective validity
interval. Only one discount level of a resource group can be active at the same
time. The definition of a resource group is valid if there is an active discount
level for all possible resource utilizations.

In the following, we present a basic model formulation. Note, that, for the
sake of simplicity, we do not consider storages, crates and transportation vehi-
cles for simplicity. Storages are considered implicitly in the sense that the set
A can contain storage arcs (i, i, p, t, t + 1) to represent a storage at a node i.
Storage costs can be accounted for by associate resources to storage arcs. To
consider crates and transportation vehicles, further dimensions can be added to
the set of arcs. Furthermore, the model can be enhanced by discrete utilizations
of resources, e.g. starting with constant offsets, which requires further binary
variables. An elaborated version of the model including all these extensions is
presented in [14].

min Z =
∑
t∈T

∑
r∈R

gr · kr,t

+
∑
t∈T

∑
rg∈RG

∑
rs∈RSRG

rg

∑
r∈RRG

rg

(
cRS
r,rg,rs · (kRG

r,t,rg,rs − LBRG
rg,rs,r · ωRG

rg,rs,t)
)

+
∑
t∈T

∑
rg∈RG

∑
rs∈RSRG

fRS
rg,rs · ωRS

rg,rs,t (1)
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subject to∑
j,t′:(j,i,t,t′)∈A,c∈C

xj,i,p,c,t,t′ −
∑

j,t′:(i,j,t′,t)∈A,c∈C
xi,j,p,c,t′,t = di,p,t

∀t ∈ T , i ∈ N \ NS ,
p ∈ P (2)

∑
j,t′:(i,j,t′,t)∈A,c∈C

xi,j,p,c,t′,t −
∑

j,t′:(j,i,t,t′)∈A,c∈C
xj,i,p,c,t,t′ = si,p,t ∀t ∈ T , i ∈ NS , p ∈ P (3)

kr,t =
∑

i,j,t′:(i,j,t,t′)∈A,
p∈P,c∈C

(
ui,j,p,r · xi,j,p,c,t,t′

+ũi,j,c,r · yi,j,p,c,t,t′

)
∀r ∈ R (4)

kr,t =
∑

rs∈RSRG
rg

kRG
r,t,rg,rs ∀rg ∈ RG, r ∈ RRG

rg (5)

yi,j,p,c,t,t′ ≥
xi,j,p,c,t,t′

qp,c

∀(i, j, t, t′) ∈ A,
p ∈ P , c ∈ C (6)∑

rs∈RSRG
rg

ωRS
rg,rs,t ≤ 1 ∀rg ∈ RG (7)

kRG
r,t,rg,rs ≤ UBRG

rg,rs,r · ωRG
rg,rs

∀t ∈ T , rg ∈ RG,

rs ∈ RSRG
rg , r ∈ RRG

rg
(8)

kRG
r,t,rg,rs ≥ LBRG

rg,rs,r · ωRG
rg,rs

∀t ∈ T , rg ∈ RG,

rs ∈ RSRG
rg , r ∈ RRG

rg
(9)

LBR
r ≤ kr,t ≤ UBR

r ∀t ∈ T , r ∈ R
(10)

xi,j,p,c,t,t′ ≥ 0 ∀(i, j, t, t′) ∈ A,
p ∈ P , c ∈ C

(11)

yi,j,p,c,t,t′ ≥ 0
∀(i, j, t, t′) ∈ A,

p ∈ P , c ∈ C
(12)

ωRG
rg,rs,t ∈ {0, 1} ∀rg ∈ RG,

rs ∈ RSRG
rg , t ∈ T

(13)

In our formulation the objective function (1) consists merely of resource driven
cost components, i.e., a component linear in the resource utilizations, one that
is linear in certain discount levels of resource groups and a fixed cost component
associated with discount levels. As shown above all kinds of linear, piece-wise lin-
ear and piece-wise constant cost systems can be represented by defining proper
resources and resource groups. Constraint set (2) assures material flow balance
and demand satisfaction for each product in each node except supplier nodes.
Flow balance for supplier nodes is shown in constraint set (3). We assume that
total supplies are free of choice and demands are given. The concept of resource
groups is established by constraint sets (4) to (10). Resource utilizations are
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derived from material flows in constraints (4). If a resource is part of a resource
group, constraint set (5) assigns the utilization to a valid discount level. Note,
that we assumed that all discount levels of a resource group are pair-wise dis-
junctive. Constraints (7) assures that only one discount level per resource group
can be active. Active discount levels are indicated by binary variables ωRG

rg,rs and
indicator constraints (8) which establish also the upper limits of the level validity
intervals. Lower limits of discount levels are modeled in constraints (9).

Symmetry breaking. Practical instances of the model presented above can
comprise symmetries, e.g., by offering alternative transportation modes which
have the same cost structure. Symmetries are regions of the set of feasible so-
lutions which contain virtually equivalent solutions from the viewpoint of the
planner. More specifically, if one of the symmetric regions contains a solution
then each of the other regions contains an equivalent one. If one region does
not contain a solution then neither do the other regions. Therefore, it suffices to
search one of the regions and discard the other regions from the set of feasible
solutions (s. [15]). Variants of the branch-and-bound solution method that cope
with symmetries have been developed by [16], [17] and [18]. We use the following
idea developed by [16], which eliminates symmetries on trucks by adding valid
inequalities.

The shown model uses arcs and resources in a generic manner. In the following,
symmetries created by alternative arcs representing several trucks between two
locations, are broken by additional constraints on resources. Let SYM denote
the set of symmetry groups RSY M

sym . Each group is an ordered set of affected re-
sources of a symmetry group sym ∈ SYM and item(RSY M

sym , n) the n-th element
of an ordered set. Within this order, the preceding resource must have a greater
or equal usage than its successor. A group is added for each group of alternative
arcs, i.e., for a set of trucks with identical limitations and tariff systems. Then,
symmetries can be eliminated by adding the following constraint:

kitem(RSY M
sym ,n),t ≥ kitem(RSY M

sym ,n+1),t∀sym ∈ SYM, n = 1..|RSY M
sym | − 1, t ∈ T

(14)
Extending the generic model formulation by this constraint enables the model to
use any resource for symmetry breaking, instead of the usual limitation to flow
variables. A formulation with these constraints is used in the numerical tests
below.

4 A Construction Heuristic

A heuristic approach is required to find a first valid solution to the problem in
reasonable time. Every heuristically generated solution may be transferred to
the MIP solver as starting value and can reduce the branch and bound search
space. The general procedure of the heuristic algorithm is shown in Figure 3. It
consists of two phases. Phase 1 calculates a valid solution from scratch. Without
considering the objective, it constructs flows ignoring resource constraints. If any
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Fig. 3. Heuristic activity diagram

constraint is violated certain repair mechanisms are applied to fix the solution.
Phase 2 improves the valid solution of phase 1 in the sense of the objective
function.

The internal functions are designed to operate on flow chains. A flow chain is
considered as a flow from a single supplier node to a single demand. The amount
of flow on all path elements of this flow chain is equal. A flow chain never splits
or joins. If a part of the amount shall be routed on a different path, the flow
chain amount is reduced and a new flow chain, following the different path, is
added to the solution.

Phase 1: Construction. During Phase 1 a new flow chain is constructed for
each demand. For a depth first search from the demand node to some supplier
node, the network is considered with reversed arcs. The flow is constructed from
the first supplier found to the demand node (considering the network with orig-
inal arcs). These flow chains are established in the solution without considering
resource constraints.

If some constraint is violated, a repair cycle starts. It iterates over all broken
constraints and applies a repair strategy. The strategy is chosen based on the
type of the broken constraint and the direction of violation. The usual repair
strategies are lower resource usage if a resource is above its upper bound and
shift of flows to different edges. If echelon storage is allowed, additional flows may
be generated. If a resource is below its lower bound flows are shifted to different
edges. A simple search strategy for finding and evaluating appropriate edges is
used in both cases. If a resource group is violated, several levels are selected
as repair goals. The resource repair methods shown before are applied to all
affected resources. Symmetry groups are repaired by a minimal number of swaps
of flows. The cycle round number determines the depth of the neighborhood
search applied to find an alternative flow chain to fix the issue. The strategies
are:
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– Reroute: Reroute a flow chain over a different path or add storage arcs in
order to use earlier arcs.

– Add: Add additional flow amounts to the network, which results in final
storage but may fulfill lower bounds on resource usages.

– Fix resource groups: Adjust the resource usages within a resource group to
match a single level. Add and Reroute are utilized by this strategy.

Phase 2: Improvement. Phase 2 improves a given valid solution in terms of
the objective function. It evaluates several strategies and keeps chains only if
the objective improves. Each improvement step must end with valid solution. A
repair operation is applied, if an improvement step breaks some constraint. If
the repair operation fails, this particular step is undone. The strategies are:

– Minimize storage: Delay flow chains in order to reduced stored amounts.
– Split flow chains: Flow chains can only be rerouted completely. In order to

allow for a more diverse network usage the existing flow chains are split into
individual ones.

– Maximize flow on used edges: Scale effects on resources may be gained by
moving flow chains on used edges and thereby freeing other edges.

– Delay flows: Group of flow chains are stored and delivered in earlier periods
to maximize resource utilization on earlier arcs.

5 Case Study

In this section, the effect of optimization is evaluated in a case study with real-
istic data. We consider inbound logistics of an original equipment manufacturer
(OEM) where an area forwarding network is used. The network contains seven
areas each with 1 to 20 suppliers. Within a pre-leg the deliveries are first trans-
ported into a consolidation point of an area, and then within a main leg into the
OEM. The basic structure is shown in Fig. 4. The optimization balances internal
and external costs generated by transporting and storing products and crates.
Storage costs are considered as interest and per crate cost.

In practice, the delivery times are irregular and given through the orders
which are placed according to the employed order policy. The transportation is
fixed as area forwarding mode. The optimization model presented in this work
was then used to evaluate other possible delivery modi. The tariff structure and
discounts used are D2, D3, Sconstant and Svariable (cmp. Fig. 2). In particular,
we evaluated the use of different transportation modi between a supplier and the
OEM, not necessarily fixed to area forwarding. As an alternative it is possible
to use direct transportation from supplier to customer or, on the other hand,
Courier, Express and Parcel (KEP) services can be provided. As another aspect
a fixed delivery profile for each supplier was evaluated. This means that the
delivery of a given supplier arrives regularly with a given frequency, for example
on Mondays, Tuesdays etc. or on two given weekdays. We implemented and
tested 12 different delivery profiles for each supplier within the optimization.
The following three models were tested and compared:
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Fig. 4. Network structure of case study Transportation Mode and Delivery Profile Op-
timization: dark arrows show selected transportation connections, grey arrows represent
alternative routes, line thickness corresponds to the amount transported

– TM (Transportation mode): A transportation mode is assigned to each sup-
plier, it can be area forwarding, direct transportation, or KEP services. The
amounts transported remain as in the original model.

– DP (Delivery profile): One of the 12 different delivery profiles is assigned to
each supplier.

– TM&DP: Both TM and DP are combined within one single model: both
transportation mode and delivery profile are assigned to each supplier.

The required quantities were derived from the original model and expressed as
aggregated daily amounts of each item and supplier. When the delivery dates
change because of a given delivery profile, additional storing of items is usually
required. This happens especially when it becomes necessary to deliver earlier
than needed because of the fixed delivery frequency. The quantities stored and
their costs were considered when generating the delivery quantities within the
model. Thus upper bounds for the storage capacity were included into the model
and realized as a resource. Because the deliveries from different areas are inde-
pendent from each other, it is possible to decompose the optimization model
into smaller models, each considering one area.

Results of the optimization with the original model compared with the TM,
DP, and TM&DP models are illustrated in Fig. 5. The costs are shown as sum
of the transportation costs with KEP services, direct transportation as well as
area forwarding including costs of pre-leg, main leg and storage. The percentage
of the costs with TM&DP model of the original costs of the area forwarding
model are shown for each area.
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Fig. 5. Case study Transportation Mode and Delivery Profile Optimization: Results of
the seven areas with total costs without optimization (STD) as well as with the models
TM, DP and TM&DP

Figure 5 shows that optimization results in high cost reduction for all areas.
The amount of stored items is rather small as expected. The relative cost reduc-
tion is significant up to 59%. It tends to be higher in areas where the trucks are
not fully loaded compared to areas with full trucks. In such cases it is advan-
tageous to combine deliveries and to deliver on certain given days. Overall, the
optimization implies a significant cost reduction. The results can be integrated
into planning and dispatching systems in a simple way.

Further numerical tests have been carried out with data of test networks
having a structure similar to real logistics networks in practice. In particular
the quantities number of suppliers, products, crates, tariff discount levels, and
nodes are equals. Product mass, create mass and sizes, demands and all prices
are equal in average value and variance to the original instances. The numerical
study involves 14 different networks with up to 102 products, six time periods
and 696 rebate levels. Table 2 shows the properties of the optimized instances.

Table 2 also states the solution quality and computing time for all instances.
Computational results are shown for three model formulations: the original for-
mulation, an extended formulation with symmetry breaking as well as extended
formulation with explicit definition of semi-continuous variables and special or-
dered sets (SOS) where appropriate. The maximum optimization time is 14400
seconds. An integer gap smaller than 0.1% is considered as solved to optimality.
The solver ILOG CPLEX 11.0 was used on a 2.9 GHz Intel Core 2 Duo. 7 GB of
RAM were available for optimization. The heuristic algorithm provided a valid
solution to CPLEX as mip starting values.

On average symmetry breaking speeds up optimizations by 42.1% compared
to the original formulation. Using semi-continuous variables gives an average
time advantage of 7.4%. When using symmetry breaking only three, instead of
five, instances could not be solved to optimality within time. In only one case
(instance 10) symmetry breaking did not gain the best result. However, this



Integrated Operational Logistics Planning 293

Table 2. Instance properties: only unique elements are counted, edges are distinct not
considering given product and carrier combinations. Remaining gap in percent and
optimization time (sec.) are shown for each instance.

Instance P
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e
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B
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a
k
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g

S
e
m

iC
o
n
t,

S
O

S

1 24 6 12 11 11 150 123 21 250
0,1%

80
0,1%
290

0,1%
687

2 61 5 23 64 18 205 262 35 424
17,74%
14432

17,21%
14459

19,58%
14410

3 48 5 18 50 11 150 205 26 270
0,25%
14404

0,1%
77

1,88%
14416

4 39 5 18 24 14 165 184 29 354
0,1%
2915

0,1%
202

0,1%
318

5 1 5 1 1 4 30 19 4 38
0%

0
0%

0
0%

0

6 102 5 21 87 25 340 439 62 696
4,77%
14410

0,1%
1841

3,73%
14410

7 61 5 23 64 18 205 262 35 424
0,2%

14412
0,18%
14407

0,85%
14406

8 33 5 15 33 12 145 158 25 290
0,09%

24
0,04%

17
0,09%

24

9 8 5 7 4 9 95 62 15 178
0%

0
0%

0
0%

0

10 42 5 15 43 20 290 243 54 598
2,1%

14424
2,35%
14409

2,23%
14412

11 12 5 8 8 9 95 75 15 178
0%

1
0%

1
0%

4

12 30 5 12 19 13 145 149 25 314
0,1%
141

0,09%
52

0,1%
172

13 11 5 5 10 9 95 72 15 178
0%

2
0%

1
0%

1

14 8 5 5 8 5 45 46 7 74
0%

0
0,1%
1155

0,1%
1709

instance could not be solved to optimality in time and the shown gap may only
be considered as an approximation of the best model formulation.

6 Conclusions

We have presented a mixed integer optimization model to minimize total logistics
costs of an integrated internal and external supply network. The model comprise
the generic concepts of resource groups which is an elegant and flexible tool to
represent several piece-wise linear tariff systems. This can be done by adjusting
the model parameters only, no modifications of the model formulation is required.
Our numerical experiments show that models of practical size can be solved to
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optimality after a first feasible solution is generated by a heuristic procedure. In
a practical case study significant savings of up to 59 per cent could be realised.
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Abstract. Job shop scheduling is among the most well studied problems in  
production planning. Yet, there is still a lack of comprehensive treatment of  
intermediate buffers. This paper deals with limited intermediate buffers with the 
important extension that not all jobs need to be handled in the same way regard-
ing buffer space consumption. A heuristic to find feasible solutions is described 
and computational results are presented. While a reference procedure from litera-
ture devoted to case of unit buffer space consumption does not guarantee feasi-
bility in all cases, the approach developed in this paper does. Moreover, it allows 
for variable space consumption, a feature which is new to literature paying better 
attention to more practical requirements than other models. 

Keywords: job shop, buffer, generation scheme. 

1   Introduction 

In traditional job shops every job j of a set J = {j1, …, jn} traverses a set M = {μ1, …, 
μm} of machines on a specific route (μ1j, …, jk j

μ ) where kj is the number of opera-

tions of j. That is, each j can be sub-divided into kj operations forming a set {o1j, …, 

jk j
o }. Associated with each operation oij is a machine μij ∈ M. Usually the number kj 

of operations equals the number m of machines. Operation oij has to be processed on 
μij ∈ M for pij time units. Contrary to a flow shop the routings may arbitrarily differ 
from each other but are fixed in advance. Furthermore, every machine is only visited 
once by a job and no preemptions are allowed. A feasible schedule S is generated by 
assigning starting times sij and completion times cij to each oij on μij in a way that the 
predefined routing for each job is met. Besides, the conditions sij + pij = cij must hold 
and neither the time intervals [sij, cij] on the same machine μij nor the time intervals 
assigned to the operations of a job j may overlap. A common objective in job shop 
scheduling is to minimize the makespan, i.e., the time from start to finish for complet-
ing all jobs. Another important objective is the minimization of the sum of flow times 
of all jobs defined for each job by the time span from its start up to its completion. 

In a classical job shop as defined so far every job leaves a machine immediately af-
ter its processing. However, in a modified job shop with buffer constraints this is only 
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possible if enough buffer capacity is available to store a processed job. If this is not 
the case the job must either wait on the machine until the relevant buffer offers 
enough free capacity or it is not allowed to schedule the job in the respective time in-
terval. The first alternative reflects a blocking of the machine where a job has not to 
leave a machine after its processing. The second alternative implies that the machine 
must be immediately unblocked at cij. A third alternative arises if a no-wait problem is 
considered where every job j must immediately be manufactured on the next machine 
μi+1,j after its completion on μij. Both the blocking case and the no-wait case imply 
buffer capacities κi = 0 in front of every machine μi (behind a machine or between two 
machines, respectively). In the scheduling literature it is usually assumed that buffers 
with capacities κi > 0 offer exactly one buffer place for one job. However, particularly 
in real-world problems the jobs might consume different space in a buffer. Such a 
modified situation can be modeled by introducing an additional parameter qij for each 
operation oij reflecting the buffer space that is consumed by an operation. For in-
stance, a material quantity that is associated with an operation could be represented by 
qij. By setting  qij = 1 such a considered problem reduces to the case in which every 
job (operation, respectively) consumes one place in a buffer. 

In a job shop with limited buffer capacities specific deadlock situations might occur 
that are characterized as follows: One operation oij of job j is processed on machine μij 
and another operation oab of job b is processed on machine μab. If the conditions i + 1 = 
a, a + 1 = i and cij = cab hold and if the buffers in front of both machines i and a are 
filled, a deadlock situation arises because none of the two jobs is able to leave its cur-
rent machine. Such deadlocks cannot occur in flow shops because all jobs traverse the 
machines in the same direction and cannot meet or “collide” face-to-face as in a job 
shop. In an effective scheduling procedure such deadlocks have to be avoided system-
atically in order to generate feasible schedules. 

This paper considers a job shop problem where limited buffer capacities have to be 
observed. It takes the cases into account where every job consumes exactly one buffer 
place and the other where different jobs consume different buffer space. The blocking 
case is not considered. That is, in this paper every job has to leave a machine immedi-
ately after its processing and must not block it. After a literature review in Section 2 a 
heuristic that guarantees to generate feasible schedules is presented in Section 3. 
Computational results are given in Section 4. The paper concludes with some final 
remarks in Section 5. 

2   Literature Review 

For the classical job shop problem with a makespan objective a well known bench-
mark problem with 10 jobs and 10 machines was introduced in [1] and could be 
solved only 25 years later in [2] based on a branch-and-bound algorithm. Other exact 
methods are presented, e.g., in [3], [4], and [5]. In [6] a 15 × 15 instance is solved 
which seems to be among the largest instances solved exactly up to now. Apparently 
larger problems must be solved by heuristics so far; see for a recent approach, e.g., 
[7]. Further solution approaches and general descriptions can be found, among others, 
in [8] and [9]. Most of the approaches make use of a disjunctive graph representation. 
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Buffer constraints are mostly considered in flow shop scheduling; see, e.g., [10] 
and [11]. In [10] intermediate storage (buffer, respectively) capacities κi for flow 
shops are defined based on the following classification: 

1. Unlimited Intermediate Storage (UIS): Storage capacities κi are very large and may 
be considered as unlimited. That is, storage capacities are irrelevant. 

2. No Intermediate Storage (NIS): There are no intermediate buffers between any two 
machines. That is, all storage capacities are zero. Consequently, all jobs have to be 
processed on the next machine after they were finished on a machine without any 
waiting time. Alternatively, a blocking might occur if a job is allowed to remain on 
a machine after its processing since the subsequent machine is not idle. These cases 
comply with no-wait and blocking problems mentioned in Section 1. 

3. Limited Intermediate Storage (LIS): Between two machines there are buffers with 
limited capacities κi ≥ 0. At least one buffer has a capacity κi > 0. Every job con-
sumes exactly one place inside a buffer. 

According to this classification the case LIS is considered in this paper, however, with 
the important extension that jobs may consume different space in a buffer. 

The job shop problem with buffer constraints as a generalization of the classical 
problem received considerable interest only recently. In [12] an approach based on an 
alternative graph formulation which is a modification of disjunctive graphs is pre-
sented. They distinguish two cases of blocking: In a blocking problem with swaps al-
lowed jobs can move simultaneously between machines and buffers whereas in a 
blocking problem without swaps jobs can only move strictly after the subsequent ma-
chine has become available. Furthermore, heuristics and a branch and bound algorithm 
are described. However, the heuristics to generate initial solutions do not guarantee to 
find feasible schedules. 

Representations of solutions for job shops with limited buffers are investigated in 
[13]. Furthermore, a constructive heuristic for a job shop with output buffers is pre-
sented. In [14] the following types of buffers are defined: 

1. A buffer is called general if any assignment of operations to buffers is possible. 
2. If every job has its own buffer the buffers are called job-dependent. 
3. If the assignment of operations to buffers depends on the machines μi the type is 

called pairwise. In this situation a separate buffer is associated with every pair (μi, 
μa) of machines μi and μa. 

4. If the assignment of operation i to a buffer depends on the machine μi+1 on which 
the successor operation i + 1 is processed this type is called input buffer. Symmet-
rically, another type output buffer can be defined. 
According to this classification the type input buffer is considered in this paper. 

The topic of systematic deadlock avoidance seems to be rather scarce in the literature 
on job shop scheduling with buffer constraints. Recently, in [15] an insertion heuristic 
based on matrices and “latin rectangles” was presented. This heuristic is capable to 
systematically avoid deadlocks and to take into account limited buffer capacities. 
However, the computation times appear to be too long especially when applying the 
procedure within a metaheuristic. Contrary to the job shop literature flexible manufac-
turing systems (FMS) are another area of scheduling research where deadlocks re-
ceive a large amount of interest. In [16] a neighborhood policy named RUN as a 
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deadlock avoidance policy for FMS is developed. They apply a buffer capacity reser-
vation scheme where high-capacity workstations are treated as central storage buffers 
for jobs. In [17] a deadlock policy for computer operating systems called “Banker’s 
algorithm” (BA) was proposed. In [18] and [19] the interaction between these dead-
lock avoidance policies and dispatching rules is investigated. 

Deadlock avoidance methods using Petri net models are developed and imple-
mented for FMS among others in [20], [21], and [22]. In most cases reachability 
graphs have to be computed to determine if a marking of the Petri net could lead to a 
deadlock. As this might be very time consuming heuristics are applied in most cases. 

All above mentioned works on limited buffer space except [11] assume that each 
job consumes exactly one place inside a buffer. However, it may be important to con-
sider different measures related to different jobs. Therefore, the case where jobs  
consume different space inside a buffer is considered. This seems to be particularly in-
teresting for real-world applications. Furthermore, related general solution approaches 
are needed in advanced planning systems to be able to handle various configurations 
that might be realized in such a system. That is, approaches with the assumption that 
every job consumes one buffer place do not seem to be completely sufficient for ad-
vanced planning systems. 

3   A Heuristic to Generate Initial Feasible Solutions 

In the sequel different heuristics are developed. Note that a disjunctive graph formula-
tion or any other graph representation is not necessary as there appears to be no graph 
formulation for job shop problems where the jobs consume variable buffer space. 

The basic approach of the heuristic to generate feasible solutions is to schedule one 
job after another whereas the operations of a job are scheduled recursively one after 
another by a procedure ScheduleOperation( ). This idea is adopted from [23] who ap-
ply a similar procedure to a traffic control problem and illustrate the analogy to job 
shop scheduling. After all operations of a job were scheduled all operations of the 
next job are scheduled and so on. The sequence for the scheduling of the jobs is arbi-
trary. At first for every operation oij that is currently considered a set Σij of possible 
start times is calculated that consists – according to the definition determined here – 

of the earliest possible start time *
ijs and all completion times c on the relevant machine 

μij which are greater than *
ijs . That is, }|{}{ **

ijijij sccs
ij

>Φ∈∪←Σ μ where 
ijμΦ  is 

the set of all current completion times on machine μij. The earliest possible start time 
*
ijs  equals the completion time of the preceding operation of the same job or zero if 

the first operation of a job is considered. All start times are sorted in an increasing or-

der. Alternatively, all periods t > *
ijs  into Σij could be included what would imply a 

more detailed search for a starting time on the one hand but much longer computation 
times on the other hand. However, the preferred approach in this paper is to limit the 
computation times. Therefore, this alternative is neglected in the sequel. In the next 
step of the heuristic it has to be verified for every possible start time s ∈ Σij if oij can 
be inserted into the current schedule at s. For this verification a latest next start time 
LNSTi+1,j for the next operation oi+1,j on the next machine μi+1,j is calculated in the  
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following way: For every period t greater/equal than the current potential completion 
time c = s + pij up to the planning horizon T it has to be examined if the condition Ii+1,t 
+ qi+1,j ≤ κi+1 holds where Iit indicates the inventory in front of machine μi in period t. 
If it does not hold the procedure sets LNSTi+1,j = t. That is, the next operation oi+1,j has 
to start not later than si+1,j = LNSTi+1,j. Otherwise, the maximal buffer capacity κi+1 
would be exceeded. If Ii+1,t + qi+1,j ≤ κi+1 holds for every period t up to the planning ho-
rizon T the procedure sets LNSTi+1,j = T. Note that minimal and maximal waiting times 

for the operations could easily be considered by a modified calculation of *
ijs and 

LNSTij. However, in the sequel the paper continues without such an enhancement. 
Consequently, an operation oij may be inserted at the current potential start time s if 

the following three conditions hold: 

1. The current potential start time s has to be lower/equal LNSTij. 
2. The current potential completion time c = s + pij has to be lower/equal LNSTi+1,j. 
3. Machine μij is idle within the time interval [s, s + pij]. 

In the following algorithm a Boolean indicator variable insertable is used that is true 
if the defined three conditions are true. If an insertion of oij is allowed at s the current 
schedule is extended accordingly and the inventories in front of μij and μi+1,j are up-
dated. That is, for all t = c up to t < LNSTi+1,j the procedure has to set Ii+1,t := Ii+1,t + qij 
and for all t = s up to t < LNSTij it has to set Iit := Iit – qij. Furthermore, the earliest start 

time for the next operation must be set by ijji cs =+ :*
,1  and the current potential start 

time s has to be removed from Σij. After that the next operation oi+1,j is scheduled re-
cursively in the same way etc. 

It might happen that the variable insertable is not true for a succeeding operation. 
In such cases the recursively called procedure ScheduleOperation( ) returns another 
Boolean variable inserted = false. Consequently, the scheduling of the preceding op-

eration oi-1,j has to be reset, i.e., the earliest start time *
ijs  and the inventories Iit and Ii-1,t 

have to be set to their former values. Then the next start time s ∈ Σi-1,j is considered 
and the procedure continues as described above. 

Unfortunately, it might happen that no further potential start time is available for 
an operation to be scheduled. That is, Σij = ∅ and all attempts to schedule the opera-
tions returned inserted = false. How such a situation arises is illustrated by the follow-
ing example. A no-wait job shop with two jobs, five machines and the data provided 
in Table 1 is considered. 

Job j =1 is scheduled first. Due to the no-wait assumption the heuristic provides the 
start and completion times shown in Table 2. Afterwards job j =2 is scheduled. For 
operation o12 the set Σ12 = {0, 146} is obtained where s=146 is chosen as machine μ4 
is not idle in the interval [0, 77]. For operation o22 the set Σ22 = {223} is obtained 
where s=223 may be chosen. In conclusion Σ32={302, 320} is calculated where s=302 
must not be selected since μ2 is not idle and s=320 would violate the no-wait con-
straint. Consequently, the procedure ScheduleOperation( ) returns inserted = false for 
o32. A reset of the preceding operation o22 does not solve the problem because of Σ22 = 
∅. Hence, the heuristic so far does not provide a feasible solution. 
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Table 1. Instance of a no-wait job shop 

p ij μ ij

i 1 2 i 1 2
1 69 77 1 μ 3 μ 4

2 77 79 2 μ 4 μ 3

3 87 43 3 μ 1 μ 2

4 87 75 4 μ 2 μ 1

5 93 96 5 μ 0 μ 0

j j

 

Table 2. Solution for job j = 1 

i s ij c ij μ ij

1 0 69 μ 3

2 69 146 μ 4

3 146 233 μ 1

4 233 320 μ 2

5 320 413 μ 0

j = 1

 

Table 3. Solution for job j = 2 

i s ij c ij μ ij

1 164 241 μ 4

2 241 320 μ 3

3 320 363 μ 2

4 363 438 μ 1

5 438 534 μ 0

j = 2

 

A very easy but time consuming solution could be realized by adding all periods t 
greater than the last completion time on the relevant machine to Σij as mentioned 
above. One of these new potential start times would finally lead to a feasible solution. 
In the following an approach executed by an additional procedure SetNewFirstStart-
Time( ) implying a more efficient alternative is proposed: 

The current potential start time s that causes insertable = false under the condition 
Σij = ∅ is used to calculate a new earliest start time for the first operation o0j by  
subtracting the current processing time pij from s within every recursive call of  
ScheduleOperation( ) until the first call, i.e., the first operation o0j is reached. In the  
example illustrated above the procedure returns the new earliest start time *

0 js  = 320 – 
p22 – p12 = 320 – 79 – 77 = 164 for the first operation that results in the feasible solu-
tion for job j = 2 (j = 1 remains unchanged) shown in Table 3.  

The heuristic described in this section guarantees to find feasible solutions for all 
input buffer scenarios except the blocking case because deadlocks are systematically 
avoided due to the recursive scheduling of all operations of a job. If an operation 
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currently under consideration faces a deadlock the respective start time s is neglected 
and the next potential start time from Σij is chosen. Figures 1, 2 and 3 depict a formal 
description of the heuristic. 

Main algorithm: 
S
for all j  {j1, …, jn} do 

inserted = false 
ScheduleOperation(S, o1j, inserted, T)

endfor 
return S

 

Fig. 1. Main algorithm 

Procedure SetNewFirstStartTime( ):
Parameter: insertable, current set of start times ij, currently considered start time s
if insertable(S, oij, s, LNSTij, LNSTi+1,j) = false and ij =  and i > 0 

ssnewj0

 for h = i – 1 down to h = 0 do 
hj

new
j

new
j pss 00

 endfor 
endif 

 

Fig. 2. Procedure SetNewFirstStartTime( ) 

4   Computational Results 

To provide computational results the generation scheme described in Section 3 was 
implemented in C++ on a PC with a 2.2 GHz dual-core CPU and 1 GB RAM. As test 
data five instances abz05 – abz09 presented in [8], the three instances ft06, ft10, and 
ft20 from [24], 40 instances la001 – la040 from [25], ten instances orb01 – orb10 
from [9], and ten instances swv11 – swv20 from [26] were used.* For every instance 
ten different scenarios established by different buffer capacities as shown in Table 4 
were solved. Scenarios A – D reflect the case where every job consumes one place in-
side a buffer whereas scenarios E – J represent cases where the jobs consume variable 
buffer space.  

Table 4. Buffer capacities and buffer consumptions 

A B C D E F G H I J

κ i 0 1 2 3 1 · p max 1.25 · p max 1.5 · p max 2 · p max 3 · p max ∞
q ij 1 1 1 1 Σ p Σ p Σ p Σ p Σ p Σ p  

___________ 
* All instances are available at http://people.brunel.ac.uk/~mastjjb/jeb/orlib/files/jobshop1.txt 
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Procedure ScheduleOperation( ):
Parameter: current schedule S, operation oij, bool inserted, LNSTij
if i < kj

}|{}{ **
ijijij sccs

ij
     //calculate potential start times for oij

 while ij  and inserted = false do 
s  min ij         //choose next potential start time 
ij = ij \ {s}

  calculate LNSTi+1,j for c = s + pij
calculate insertable(S, oij, s, LNSTij, LNSTi+1,j)

  if insertable(S, oij, s, LNSTij, LNSTi+1,j) = true 
sij s
cij sij + pij
S S  {oij}

*
,1 jis cij

   for t = cij to t = LNSTi+1,j do 
ijtt qII

ii ,, 11
      //update inventory in front of i + 1

endfor 
   if i > 0 
    for t = s to t = LNSTij do 

ijtt qII
ii ,,      //update inventory in front of i

endfor 
   endif 

ScheduleOperation(S, oi+1,j, inserted, LNSTi+1,j) //continue recursion with oi+1,j
   if inserted = false 
    initialize sij and cij

S S \ {oij}       //reset current schedule 
    reset *

,1 jis
    for t = cij to t = LNSTi+1,j do 

ijtt qII
ii ,, 11

     //reset inventory in front of i + 1 
endfor

    if i > 0 
     for t = s to t = LNSTij do 

ijtt qII
ii ,,     //reset inventory in front of i

endfor 
    endif 
   endif 
  endif 

SetNewFirstStartTime(insertible, ij, s)
 end while 
else 

inserted  true        //last operation of job j was inserted 
endif 

 

Fig. 3. Procedure ScheduleOperation( ) 
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Table 5. Makespan for a descending and ascending sorting 

Instance Size
(n, m) A B C D E F G H I J A B C D E F G H I J

abz05 (10, 10) 3601 1874 1890 1890 1874 1874 1874 1890 1890 1890 4113 2320 2137 2093 2320 2320 2320 2137 2093 2093
abz06 (10, 10) 3392 2060 1306 1306 2060 2060 1896 1306 1306 1306 3313 1690 1397 1397 1690 1690 1534 1397 1397 1397
abz07 (15, 20) 4382 1343 1142 1065 1343 1343 1343 1142 1065 964 4259 1527 1194 1058 1527 1527 1527 1194 1058 1058
abz08 (15, 20) 3584 1381 1205 990 1381 1381 1250 1205 990 990 4177 1511 1155 1202 1511 1511 1436 1155 1202 1110
abz09 (15, 20) 3635 1382 1244 1082 1382 1382 1361 1244 1059 947 3851 1612 1290 1249 1612 1612 1452 1290 1249 1224
ft006 (6, 6) 138 72 67 67 72 67 67 67 67 67 146 96 94 94 96 96 94 94 94 94
ft010 (10, 10) 2621 1541 1272 1272 1541 1541 1460 1272 1272 1272 2586 1477 1530 1530 1477 1477 1477 1530 1530 1530
ft020 (20, 5) 2778 1936 1617 1580 1936 1765 1666 1537 1544 1544 2500 1888 1745 1602 1872 1817 1799 1855 1602 1602
la001 (10, 5) 1653 1208 1033 1033 1208 1123 1208 1033 948 948 1964 1453 1210 1210 1453 1270 1270 1210 1210 1210
la002 (10, 5) 1525 1118 985 1084 1118 999 1009 1084 882 882 1701 1180 939 966 1072 1090 939 966 966 966
la003 (10, 5) 1744 1156 895 843 1156 1156 817 778 843 843 1669 1030 899 897 1030 972 940 899 897 897
la004 (10, 5) 1541 1042 892 1017 1042 955 943 892 968 968 1380 1185 1248 1055 1185 1333 1185 1248 1055 976
la005 (10, 5) 1435 814 754 699 770 754 754 699 699 699 1396 1067 905 905 1067 929 929 905 905 905
la006 (15, 5) 2304 1512 1157 1196 1419 1283 1219 1196 1196 1196 2218 1328 1303 1333 1328 1303 1303 1333 1333 1333
la007 (15, 5) 2421 1483 1153 1205 1475 1173 1176 1205 1123 1098 2106 1482 1279 1282 1482 1360 1300 1244 1282 1282
la008 (15, 5) 2541 1263 1070 1003 1125 1218 1070 1003 1003 1003 2146 1427 1393 1348 1427 1427 1383 1393 1348 1348
la009 (15, 5) 2316 1641 1552 1280 1493 1563 1446 1404 1280 1280 2362 1687 1465 1384 1687 1687 1687 1465 1384 1384
la010 (15, 5) 2358 1573 1223 1160 1550 1329 1213 1223 1151 1151 2272 1660 1509 1509 1660 1596 1509 1509 1509 1509
la011 (20, 5) 3226 1763 1458 1389 1657 1661 1541 1429 1498 1498 2892 1931 1689 1653 1894 1741 1741 1689 1653 1653
la012 (20, 5) 2795 1633 1409 1166 1383 1289 1379 1220 1143 1143 2807 1918 1499 1456 1747 1898 1843 1456 1456 1456
la013 (20, 5) 2832 1759 1618 1467 1759 1573 1541 1512 1467 1384 3360 1927 1644 1671 1944 1811 1811 1671 1671 1671
la014 (20, 5) 2845 1866 1519 1482 1621 1651 1477 1452 1470 1388 3189 1928 1888 1691 2285 2109 2064 1987 1669 1669
la015 (20, 5) 2582 1900 1695 1533 1859 1731 1651 1574 1533 1533 3245 1913 1904 1770 1913 2101 2020 1876 1900 1900
la016 (10, 10) 2752 1411 1262 1262 1411 1411 1533 1262 1262 1262 3284 1709 1644 1371 1709 1958 1644 1644 1371 1371
la017 (10, 10) 2695 1264 1154 1167 1264 1264 1343 1154 1167 1167 3054 1701 1560 1543 1701 1701 1764 1646 1439 1416
la018 (10, 10) 3431 1590 1117 1117 1590 1590 1487 1117 1117 1117 2919 1753 1384 1353 1753 1753 1753 1384 1353 1353
la019 (10, 10) 3182 1586 1146 1146 1586 1586 1586 1146 1146 1146 2726 1448 1302 1302 1448 1448 1448 1302 1302 1302
la020 (10, 10) 3562 1768 1245 1327 1768 1698 1321 1245 1327 1321 3375 1481 1447 1447 1481 1481 1460 1447 1447 1447
la021 (15, 10) 4129 2017 1623 1550 2017 1883 1586 1623 1367 1367 4662 2767 1918 1906 2767 2130 1985 1874 1906 1806
la022 (15, 10) 3960 1468 1687 1374 1468 1468 1468 1563 1374 1374 5210 2526 1677 1755 2526 2526 2077 1677 1778 1736
la023 (15, 10) 3977 1792 1523 1441 1792 1792 1763 1523 1441 1441 4847 2308 1645 1677 2308 2308 2130 1645 1677 1677
la024 (15, 10) 4644 1954 1643 1609 1954 1954 2019 1513 1609 1606 5045 2184 1856 1624 2184 2184 1826 1856 1624 1624
la025 (15, 10) 4401 1823 1533 1374 1823 1755 1529 1350 1465 1465 4101 2027 1849 1849 2027 2027 1982 1849 1849 1849
la026 (20, 10) 6289 2470 2044 1886 2470 2316 2212 2044 1717 1886 5415 2465 2355 2240 2465 3151 2315 2355 2240 2133
la027 (20, 10) 5885 2431 2213 2012 2431 2431 2016 2343 2012 1844 6238 2899 2616 2067 2899 2899 2887 2616 2160 2086
la028 (20, 10) 6040 2407 1962 1867 2407 2309 2087 1865 1867 1867 6527 2716 2162 2119 2716 2864 2607 2309 2119 2145
la029 (20, 10) 5436 2827 1841 1735 2827 2215 1771 1936 1735 1703 5718 2770 2118 2145 2770 2336 2747 2196 2154 2154
la030 (20, 10) 5000 2559 2186 2012 2559 2274 2238 2070 1858 1858 6241 2813 2333 2500 2813 2719 2806 2306 2500 2444
la031 (30, 10) 8074 3466 2865 2758 3466 3214 3027 2673 2532 2425 7819 3762 2969 3037 3762 3262 3346 2804 2934 2822
la032 (30, 10) 8232 4166 3094 2699 4166 3751 3020 2938 2722 2521 8788 4316 3260 3063 4316 4069 3616 3068 2880 2880
la033 (30, 10) 7343 3306 2568 2440 3306 2952 2566 2462 2361 2273 7746 3740 2833 2699 3740 3339 3432 2833 2723 2514
la034 (30, 10) 7506 3493 2736 2455 3493 3493 2926 2736 2455 2466 7658 4071 2673 2792 4071 4071 3232 2903 2943 2570
la035 (30, 10) 8148 3598 2894 2574 3598 3360 3183 2874 2574 2437 7971 3841 3136 3352 3841 3841 3795 2918 3352 2892
la036 (15, 15) 5678 2420 1995 1982 2420 2420 2232 1995 1982 1982 6739 2738 2280 2280 2738 2738 2304 2280 2280 2280
la037 (15, 15) 6669 2321 1907 1907 2321 2321 2321 1907 1907 1731 7118 2493 2204 2176 2493 2493 2493 2204 2176 2176
la038 (15, 15) 6214 1910 2235 1752 1910 1910 1871 2235 1752 1752 7117 2777 2081 2081 2777 2777 2472 2081 2081 2081
la039 (15, 15) 5912 2299 2263 2065 2299 2299 2129 2263 2065 2065 5573 2681 1998 2033 2681 2681 2681 1998 2033 2033
la040 (15, 15) 7111 2273 2023 1942 2273 2273 2058 2023 1916 1916 5367 2657 2007 2146 2657 2657 3049 2007 2146 2231
orb01 (10, 10) 2906 1558 1427 1391 1558 1558 1262 1427 1391 1391 2415 1945 1627 1489 1945 1945 1644 1627 1489 1489
orb02 (10, 10) 2985 1689 1500 1320 1689 1689 1453 1500 1320 1320 2744 1528 1609 1370 1528 1528 1528 1609 1370 1370
orb03 (10, 10) 2415 1518 1360 1360 1518 1518 1518 1360 1360 1360 2131 1689 1472 1463 1689 1689 1689 1472 1463 1463
orb04 (10, 10) 3292 1748 1674 1674 1748 1595 1674 1674 1674 1674 3260 1993 1604 1604 1993 1773 1773 1604 1604 1604
orb05 (10, 10) 3605 1497 1180 1180 1497 1497 1476 1180 1180 1180 2833 1283 1314 1296 1283 1283 1283 1314 1296 1296
orb06 (10, 10) 2852 1730 1713 1713 1730 1730 1723 1713 1564 1674 3101 1906 1562 1530 1906 1906 1478 1562 1530 1530
orb07 (10, 10) 1831 789 702 666 789 789 761 702 666 666 1427 984 618 618 984 984 984 618 618 618
orb08 (10, 10) 1997 1317 1207 1207 1317 1317 1375 1207 1207 1207 2188 1449 1386 1424 1449 1449 1558 1386 1424 1424
orb09 (10, 10) 2951 1787 1493 1450 1621 1621 1621 1450 1450 1450 3218 1852 1398 1398 1852 1852 1852 1398 1398 1398
orb10 (10, 10) 4092 1643 1437 1343 1643 1643 1355 1437 1343 1343 4694 1436 1501 1501 1436 1436 1436 1501 1501 1501
swv11 (50, 10) 10255 5671 4718 4640 5643 4897 4518 4430 4277 4195 10472 5279 4524 4495 5211 5050 4980 4321 4275 4279
swv12 (50, 10) 9597 5748 4656 4443 5748 5327 4759 4388 4194 4033 10980 5702 4566 4255 5702 5663 5001 4664 4201 4219
swv13 (50, 10) 10122 5722 4923 4439 5530 5134 4865 4882 4385 4231 10691 5936 4688 4131 5692 5796 5096 4723 4140 4314
swv14 (50, 10) 9885 5266 4639 4344 5155 4732 4422 4277 4318 3991 11128 5521 4368 4432 5473 5732 5293 4547 4231 4149
swv15 (50, 10) 10136 5471 4595 4237 5471 4904 4481 4553 4225 4194 10186 5297 4321 4172 5297 5441 5337 4722 4184 4229
swv16 (50, 10) 12047 5343 4050 3584 5343 5105 4397 4016 3505 3505 12312 5715 4210 4365 5715 5555 5040 4562 4158 4164
swv17 (50, 10) 10380 5173 4037 3643 5173 4627 4189 3985 3506 3425 11767 5614 4377 3964 5614 5415 4757 4343 4132 3765
swv18 (50, 10) 10797 5097 4274 3551 5097 4787 4307 4115 3551 3571 12012 5723 4126 4000 5723 5813 5015 4512 3932 3768
swv19 (50, 10) 11088 5495 4299 3782 5495 5079 4464 4191 3708 3570 12430 5570 4700 4236 5570 5359 5741 4669 4444 4190
swv20 (50, 10) 11263 5696 4127 3573 5696 5499 4106 3969 3457 3379 11639 5622 4419 4030 5622 5752 4874 4204 4040 3998

descending sorting ascending sorting

 

Scenario A corresponds to the no-wait case. For E – J the space that is consumed 

by a job was determined by setting ∑∑ ==
=

ppq
m

i
ijij

0

. That is, the buffer consump-

tion of a job is proportional to its total processing time. The buffer capacities κi for E 
– J in front of each machine i of the same instance were defined by κi = 

max

0

max pfpf
m

i
ij ⋅=⎟
⎠

⎞
⎜
⎝

⎛⋅ ∑
=

. The values chosen for f are depicted in Table 4. 
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Table 6. Makespan for a mixed sorting 

Instance Size
(n, m) A J A B C D E F G H I J

abz05 (10, 10) 2781 1318 4536 2096 1906 1906 2096 2096 2096 1906 1906 1906
abz06 (10, 10) 2743 985 3800 2081 1387 1527 2081 2081 1619 1387 1527 1527
abz07 (15, 20) 2538 753 4111 1474 1190 1050 1474 1474 1474 1190 1050 1050
abz08 (15, 20) 3145 783 4082 1442 1217 1271 1442 1442 1539 1217 1271 1085
abz09 (15, 20) 2350 777 3493 1733 1150 1129 1733 1619 1278 1150 1129 1129
ft006 (6, 6) 73 55 104 75 74 74 75 74 74 74 74 74
ft010 (10, 10) 2271 985 2095 2094 1426 1426 2094 1652 2066 1426 1426 1426
ft020 (20, 5) 1820 1338 2702 1940 1548 1510 2007 1748 1570 1510 1464 1489
la001 (10, 5) 1106 666 1879 1411 1212 919 1411 1058 1110 919 919 919
la002 (10, 5) 1296 694 1858 1060 840 840 952 952 840 840 840 840
la003 (10, 5) 955 735 1731 909 831 831 909 909 815 831 831 831
la004 (10, 5) 1039 679 1685 1309 991 991 1139 931 903 991 907 907
la005 (10, 5) 1094 593 1583 894 894 857 894 894 894 857 857 857
la006 (15, 5) 1758 926 2256 1765 1162 1139 1765 1576 1139 1067 1139 1067
la007 (15, 5) 1609 984 2464 1384 1193 1114 1371 1335 1325 1193 1114 1114
la008 (15, 5) 1580 873 2116 1535 1379 1141 1521 1469 1379 1141 1141 1141
la009 (15, 5) 2430 986 2789 1651 1172 1207 1872 1872 1409 1295 1207 1207
la010 (15, 5) 1506 1009 2500 1444 1380 1268 1359 1465 1380 1427 1276 1276
la011 (20, 5) 2226 1239 3141 1803 1743 1454 1837 1675 1623 1582 1387 1387
la012 (20, 5) 1935 1039 3316 1762 1345 1322 1742 1696 1345 1322 1322 1322
la013 (20, 5) 1867 1161 2704 1757 1553 1484 1813 1578 1556 1542 1516 1433
la014 (20, 5) 2381 1301 3096 1753 1505 1615 1787 1505 1500 1615 1615 1615
la015 (20, 5) 2134 1369 3177 2182 1700 1673 1816 1836 1610 1578 1554 1554
la016 (10, 10) 2337 979 2949 1720 1441 1382 1720 1456 1503 1382 1382 1382
la017 (10, 10) 1898 800 2630 1291 1159 1146 1291 1291 1231 1159 1146 1146
la018 (10, 10) 2197 916 2539 1565 1259 1249 1565 1565 1641 1259 1249 1249
la019 (10, 10) 2245 846 4478 1696 1358 1358 1696 1696 1696 1358 1358 1358
la020 (10, 10) 1971 930 2526 1796 1452 1372 1796 1664 1452 1452 1372 1372
la021 (15, 10) 3033 1241 4045 2500 1678 1589 2500 2385 1588 1599 1515 1515
la022 (15, 10) 2668 1032 3759 1948 1554 1554 1948 1948 1947 1554 1554 1453
la023 (15, 10) 3296 1131 5019 2119 1801 1801 2119 2119 2119 1801 1801 1801
la024 (15, 10) 2473 999 4154 2124 1703 1652 2124 2124 1649 1703 1686 1686
la025 (15, 10) 2750 1071 3926 1874 1625 1525 1874 2037 1594 1525 1525 1525
la026 (20, 10) 3687 1378 6932 2873 2287 1974 2873 2388 2253 2156 1815 1815
la027 (20, 10) 3488 1353 5639 3094 2081 1880 3094 2640 2737 2081 1880 1838
la028 (20, 10) 4806 1322 5314 2815 2268 1895 2815 2601 2001 2104 1833 1833
la029 (20, 10) 3086 1392 5260 2543 1977 2027 2508 2136 2090 2027 1912 1912
la030 (20, 10) 3392 1476 5390 2390 2124 2105 2963 2670 2407 2351 2025 2025
la031 (30, 10) 4838 1871 7907 3284 2561 2699 3284 3676 2790 2919 2617 2633
la032 (30, 10) 5469 1942 7859 3904 3382 2755 3904 3913 3122 3082 2601 2444
la033 (30, 10) - 1897 7381 3165 2774 2611 3134 3718 2653 2606 2486 2486
la034 (30, 10) 5016 1942 7586 3667 2958 2641 3667 3667 3184 2958 2572 2543
la035 (30, 10) 5360 2017 8493 3781 2898 2705 3781 3607 3850 2898 2606 2637
la036 (15, 15) 3651 1347 7322 2644 2156 2116 2644 2644 2797 2156 2116 2116
la037 (15, 15) 4326 1547 6742 2623 2465 2420 2623 2623 2623 2465 2420 2164
la038 (15, 15) 3872 1342 6387 2233 1915 1915 2233 2233 2567 1915 1915 1915
la039 (15, 15) - 1361 5846 2143 1974 2017 2143 2143 2412 1974 2017 2040
la040 (15, 15) 4422 1340 6571 2574 1893 1909 2574 2574 2318 1893 1909 1837
orb01 (10, 10) 1675 1213 2593 1732 1364 1364 1732 1732 1365 1364 1364 1364
orb02 (10, 10) 2324 924 2747 1736 1348 1348 1736 1736 1736 1348 1348 1348
orb03 (10, 10) 1647 1113 2054 1526 1471 1471 1526 1526 1709 1471 1471 1471
orb04 (10, 10) 1952 1108 3391 1961 1494 1418 1961 1961 1618 1494 1418 1418
orb05 (10, 10) 2261 924 2697 1543 1224 1109 1543 1543 1543 1224 1109 1109
orb06 (10, 10) 1788 1107 2653 1491 1470 1470 1491 1491 1691 1470 1470 1470
orb07 (10, 10) 922 440 1472 616 645 645 616 616 733 645 645 589
orb08 (10, 10) 1559 950 2114 1420 1344 1344 1420 1420 1468 1344 1344 1344
orb09 (10, 10) 1542 1015 2718 1598 1456 1456 1598 1598 1625 1456 1456 1456
orb10 (10, 10) 2467 1030 2782 2375 1473 1473 2375 2375 2075 1473 1473 1386
swv11 (50, 10) - - 10403 5512 4556 4244 5916 5430 4616 4481 4233 4126
swv12 (50, 10) - - 11123 5626 4523 4406 5626 5298 4748 4522 4181 4238
swv13 (50, 10) - - 10229 5627 4635 4714 5784 5501 4615 4986 4091 4079
swv14 (50, 10) - - 11269 5694 4527 4239 5569 5326 4599 4545 4016 4126
swv15 (50, 10) - - 10123 5334 4663 4198 5334 5483 4515 4456 4127 3960
swv16 (50, 10) - - 11576 6005 4432 3893 6008 5397 4846 4364 3855 3648
swv17 (50, 10) - - 11084 5206 4175 3650 5791 5469 4335 4325 3677 3564
swv18 (50, 10) - - 10872 5550 4310 3871 5550 5232 5042 4211 3771 3611
swv19 (50, 10) - - 12312 5775 4624 4157 5948 5393 5040 4427 3860 3749
swv20 (50, 10) - - 11204 5372 4514 3767 5662 5834 4506 4040 3503 3542

mixed sortingM&P

 

Furthermore, three different kinds of sorting for the job list were defined determin-
ing the sequence for the jobs to be scheduled by the generation scheme: In the first 
case the jobs were sorted according to their total processing time in a descending se-
quence and in the second case with an ascending sequence. The third kind of sorting 
was mixed in a way that it alternated between a job with longest total processing time 
first, a job with the shortest total processing time, followed by a job with second long-
est total processing time, one with second shortest total processing time and so on.  

The computed results for the makespan for each instance and each defined scenario 
A – J are shown in Tables 5 and 6. For the scenarios A (no-wait case) and J (unlimited 
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buffer capacities) the objective values heuristically obtained in [12] are depicted in 
column “M&P” in Table 6. Overall, 680 problem instances (68 instances in 10 scenar-
ios) were solved for three times. Our results clearly indicate their advances and their 
weaknesses. Results of [12] are better than our results for those cases where they are 
applicable. However, [12] does not guarantee feasibility, and does not allow for  
solution of all scenarios. Figure 4 depicts the distribution of the makespans for the 
scenarios E to J based on the instances swv11 – swv20. 
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Fig. 4. Makespan distribution for swv11 – swv20 

The best solution concerning the makespan was obtained with a descending sorting 
in 406, with an ascending sorting in 77 and with the mixed sorting in 197 cases. 
Computational times are almost neglectable for all instances but swv11–swv20, where 
the generation scheme might re-iterate due to deadlock prevention (this occurs for up 
to three minutes in the worst case swv14, scenario G, descending sorting). 

5   Conclusions 

In this paper a generation scheme to calculate feasible schedules for job shops with 
buffer constraints and jobs that consume different buffer space was presented. Com-
putational results were obtained by applying the solution procedure to problem  
instances known from the scheduling literature. 

The objective function values generated by a heuristic for the scenarios A and J in 
[12] outperform the results calculated by the heuristic presented here. However, the 
heuristic described in [12] does not guarantee feasibility in all cases and the job-wise 
scheduling within the generation scheme described above is essential to avoid dead-
locks and guarantees to find feasible solutions in all cases. Furthermore, the genera-
tion scheme is capable to handle variable consumptions of buffer space what is new 
and seems to be particularly interesting for real-world applications and advanced 
planning systems. In conclusion, a generation scheme with an operation-wise schedul-
ing in combination with deadlock avoidance and variable buffer consumption by the 
jobs seems to be an interesting topic for future research. 
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Abstract. The three dimensions of sustainability have predominantly been  
addressed in a standalone fashion by academic researchers. Businesses and their 
supply chains often follow this trend, as environmental and social initiatives 
tend to be disconnected from overall strategies. Most sustainability frameworks 
are not directly applicable to the inherent complexity of supply chains. Supply 
chains need to address the sustainability dimensions in a strategic way that  
encompasses all stakeholders and aligns supply chain goals with the aims of in-
dividual members. Supply chains have to adjust their transformation strategy 
depending on the level of maturity. Our research proposes a model that inte-
grates sustainability in supply chains with maturity considerations. Furthermore 
a sustainability modeling and reporting system is developed that facilitates a 
progression towards higher maturity levels. The proposed artifacts leverage the 
features from established frameworks and may be used in a prescriptive manner 
for design and implementation. 

Keywords: Supply Chain Management, Strategy, Social, Environmental,  
Economic, Sustainability, Framework, Maturity, Modeling, Reporting. 

1   Introduction 

Corporate sustainability is about integrating social, environmental, and economic 
considerations into managerial decision making so that companies and their wider 
supply chains (SC) can survive on a long term basis [1-3]. These sustainability di-
mensions are highly interdependent and even though the concept of sustainability has 
been around for many years, businesses and their SC still struggle to implement more 
sustainable practices. This is partially caused by the contestable opinion that socially 
and economically responsible actions cannot be viable on an economic basis [1-2, 4]. 
Many firms have applied sustainability concepts into their processes, but often con-
sidered the sustainability dimensions independently rather than interdependently [5]. 
Organizations are increasingly faced with global competition and effective supply 
chain management (SCM) has become essential to all firms [6-8]. Often organizations 
no longer compete as single independent entities but rather as SC [9]. Hence, the 
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concept of sustainability has to be extended from an organizational focus to entire SC. 
Decision makers designing SC have to consider the impact of their decisions on qual-
ity of life, safety, health, and welfare of the public to act in an ethical manner [10]. 
Compliance to management standards to improve environmental and social perform-
ance is commonplace nowadays [11], which pressures companies to adopt more  
sustainable operations and sustainability measures across the SC [12].  

The interaction of sustainability and SCM is a timely and critical step in examining 
operations and sustainability [2, 13-14] and focuses on a product or service through-
out the whole production and delivery process [14]. This research attends to both 
sustainability and SCM to provide results of interdisciplinary nature to benefit re-
searchers and practitioners alike. There is an apparent lack of theory-building research 
in the field of sustainable supply chain management (SSCM) [14-15]. A conceptual 
theory building process provides a balance between inductive and deductive reason-
ing and gives researchers a possibility to develop valid theories and guide business 
practice. A review of existing literature and frameworks provides the foundation for 
this research by interpreting and synthesizing published research [16] and providing 
the reader with the major developments, questions, and issues in the field of SSCM 
[17]. Evaluation and comparison allows us to extract the common elements, contrast 
the differences, and extend the existing work with logical reasoning [18]. The emerg-
ing main research artifacts are a maturity model with a cyclical progression  
component presented in Figure 1 and Table 1, which connect and extend existing 
frameworks and studies. A sustainability modeling and reporting system that supports 
the cyclical progression model explicitly is presented in section 5. 

2   Sustainable Supply Chains 

SCM has become a method to effectively manage organizations and their business 
relationships, in particular to realize organizational goals when business partners are 
dispersed around the world [6, 9]. Successful integration and management of key 
business processes along the SC and the network of relationships between business 
partners can determine the success of the single firm [9], as it enhances competitive-
ness, customer service, and profitability [6]. SCM is a concept used by many organi-
zations as an essential way of planning, designing, and controlling their business 
networks and tasks involved in the different stages of the SC [7]. The concept in-
volves the integration of operations, technologies, information, processes, capital 
flows, and resources with business partners to ensure better coordination along the SC 
and to have a sustained competitive advantage [6-7, 19-20]. 

SC are evolving towards dynamic supply networks with every member influencing 
the finished product/service and the processes involved. The applicability of sustain-
ability for the different aspects of SC has been pointed out by various studies. Sus-
tainable development is accepted as a guiding principle, but actual application in 
business practices is still low [21]. The pressures on SC to operate sustainably on 
environmental, social and financial levels are steadily increasing. Often new legisla-
tions, customer expectations or competitive opportunity drive companies and their SC 
to align their operations to improve sustainability [22]. Practical implementation of 
sustainability measures is complex [23] and is often only applied to one’s own SC and 
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rarely extends towards second order SC. Research concerned with the connection 
between several SC remains also rather limited [13]. There is a gap in SC research 
when it comes to the effects of decisions on present and future ecosystems [24]. It is 
also not clear what constitutes an appropriate balance between individual tastes, the 
rights of others and the collective good [25]. The pressure to focus on the sustainabil-
ity of SC is especially relevant for global market products [26]. In production or 
manufacturing the focus for more sustainable development is generally on supporting 
resource efficiency, as a very significant amount of today’s production output is actu-
ally waste [4]. Furthermore ecological damage can be minimized by designing all 
production stages in an environmentally sustainable way [27]. A higher degree of 
social and ecological control throughout the SC can yield financial benefits and  
support long term relationships between business partners, which in turn support 
financial sustainability [3, 28]. Cooperation up- and downstream in a SC can improve 
environmental performance for the whole SC [29].  

Many companies have embraced the concept of sustainability for their own com-
pany. However, sustainability management has to take the SC into account as often 
50-70 percent of the value of a product is derived from suppliers. Thus, efforts in 
sustainability management that only concentrate on the corporate environment cannot 
achieve genuine sustainability [30]. SSCM is an extended approach to the traditional 
SCM based on the triple bottom line [5] to improve the long-term economic perform-
ance of the firms involved in the SC, and the SC itself [13]. The concept of sustain-
able SC refers to the transparent integration and achievement of the organization’s 
economic, environmental and social goals by effectively coordinating the main inter-
organizational business processes [5, 31]. There is no generally accepted definition of 
SSCM and it is also difficult to quantify the results that companies can achieve. Carter 
and Rogers [5] employ conceptual theory building in order to derive a number of 
potential benefits that companies can reap from SSCM. Though well justified by 
literature, overall validity has yet to be empirically verified. Key aspects of SSCM 
practices include the sustainability of the SC network and SC environment, applica-
tion of environmental-friendly strategies, and embracing social responsibilities [13]. 
In order to ensure the sustainability of an entire SC, each of the individual companies 
has to be sustainable [1]. Thus, sustainable SC need to extend beyond the fundamental 
matters of SCM such as design, manufacturing, the creation and use of by-products, 
and product recovery and disposal [22].  

Several internationally operating firms proposed initiatives to reduce waste and pol-
lution in China’s export-focused manufacturing industries, e.g. Wal-Mart, Procter & 
Gamble, FedEx, Lenovo, and Coca-Cola [32]. Wal-Mart acknowledges that its envi-
ronmental footprint is primarily based on their SC as a company [32]. It is important to 
note that many companies seem to be interested in the sustainability of their SC for 
economic, ethical or marketing reasons. However, these efforts can only be seen as a 
starting point [33]. Such developments are often not holistic approaches to improve the 
organization’s impacts on all sustainability dimensions and the inter-relations between 
the dimensions are only rarely considered [5, 20]. Some sustainability efforts can also 
easily be categorized as unverifiable claims in order to ‘greenwash’ the company’s or 
SC’s operational practices [34].  

Overall the reviewed publications and the practical examples show that there is an 
urgent requirement for directed sustainability strategies within SC. 
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3   Maturity Models 

A maturity level can be defined as an evolutionary plateau of process improvement 
[35]. SC maturity can be seen as a series of successive levels or stages that a SC goes 
through from early forming stages to a collaborative SC environment with common 
goals, measures and extensive information and resource sharing. Generally skipping 
maturity levels is described as counter-productive as the levels are interconnected and 
lower levels provide a foundation for subsequent levels [35-36]. Thus, a series of 
maturity levels or stages can also be assumed for SSCM including the assumption that 
a SC has to undergo each step in an evolving manner.  

A well recognized capability model with five maturity layers has been developed 
by Carnegie Mellon [35]. At maturity level one, processes are ad hoc and chaotic. 
Business success depends solely on the competence of individuals. More visibility is 
evident in level two and requirements, processes, work products, and services are 
managed. Maturity level three is based on well documented standard processes. For 
the next level performance measures have to be established so that processes become 
quantitatively managed. Thus, the performance of processes becomes controlled and 
predictable. Maturity level five focuses on a continuous improvement process, so that 
all the goals for the preceding levels can be optimized further. 

Yusuf et al. [37] propose a three stage model which shows agility and capability of 
a SC in relation to its SC maturity. Three interdependent dimensions of SC maturity 
are used, i.e. customer interaction, asset configuration, and knowledge leverage. This 
SC maturity model is based on a model developed by Venkatraman and Henderson 
[38] which focuses on virtual organizing. The three stages are meant to be used to 
“evaluate progress on each of the three dimensions of SC maturity” [37]. Venkatra-
man and Henderson [38] also add two more considerations in their work, i.e. target 
locus which refers to focus point of action and performance objectives for each of the 
three stages. The target locus would be on task units for stage one, on the organization 
for stage two and finally extends to inter-organizational relations in stage three. The 
performance objectives for the three stages change from improved operating effi-
ciency for stage one to enhanced economic value added which evolves further to 
sustained innovation and growth in stage three. Yusuf et al (2004) point out that a SC 
aiming for agility should aim to reach the characteristics specified in stage three 
which according to their model contain the requirements for the highest level of SC 
maturity. These requirements are “ownership of customer communities or niche  
markets, membership of manufacturing resource coalitions, and possession of a  
workforce that operates within a community of professional experts” along with an 
inter-organizational target locus which drives “competitive strategies, plans and inno-
vation” leading to sustained innovation and growth [37]. 

A five stage SC maturity model is proposed by Lockamy III and McCormack [36] 
which show “the progression of activities toward effective SCM and process matur-
ity”. All five levels are connected to maturity characteristics such as predictability, 
capability, control, effectiveness and efficiency. At the ‘Ad hoc’ level the SC is unde-
fined and there are no established process measures. Process performance is therefore 
unpredictable and not on target. Functional cooperation between SC members is low 
which results in high SCM costs and unsatisfied customers. SC maturity increases 
from the ‘ad hoc’ level to the ‘defined’ level where processes and targets are defined 
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and become more predictable. Companies are still not working together but are more 
concerned about local optimization. Hence, SCM costs are still relatively high and 
customer satisfaction is low. The ‘linked’ level is referred to as the breakthrough level 
as SCM is applied in a strategic fashion with structures in place that support SCM. 
Measures and goals are shared among SC members and problems are solved on a SC 
level which results in lower SC costs and higher customer satisfaction. Collaboration 
on a process level is common place in the ‘integrated’ level along with organizational 
structures which fully support the SCM strategy. SCM is a deeply integrated strategy 
and SC members work collaboratively with regard to planning and forecasting. SCM 
costs are low and customer satisfaction is high. In the ‘extended’ level finally compe-
tition is on a SC level and SC members work closely together with complete informa-
tion sharing and deeply embedded collaboration in place. Risks and rewards are 
shared among SC members, e.g. investments are taken on together and benefits are 
given back to the entire SC. A high level of trust and mutual dependency encourages 
firms to develop common goals and processes to fulfill customer demand in a collabo-
rative fashion [36].  

Maturity of corporate sustainability has also been described in a five level model 
[39], focusing on required capabilities to reach the five maturity levels. Companies on 
level one are unaware and non-compliant to any regulations and undertake no sustain-
ability efforts. Basic compliance with a limited awareness of sustainability issues and 
reactive compliance has been achieved in the next level. The company develops inter-
nal skills in level three, undertakes more directed voluntary efforts and exceeds regu-
lations. In the fourth level sustainability becomes integrated into the business model 
including proactive sustainability programs and regular corporate reports on sustain-
ability. The last level finally is based on sustainability leadership with sustainability 
values deeply integrated into the company culture and setting business standards.  

4   SSCM Maturity Model 

In section 2 the aspects and issues connected to SSCM were discussed and the con-
cept of maturity levels was introduced in section 3. When looking at the described 
maturity models for SCM, corporate sustainability, and process capability, it becomes 
evident that there are many similarities. The lessons learned in the reviewed frame-
works can be leveraged to achieve higher sustainability maturity in SC as well. A 
maturity model helps to establish a common structure to achieve a specific goal or a 
number of objectives. It is similar to a typical strategic roadmap and should provide a 
clear direction and shared vision by outlining the overall purpose of the business 
transformation, provide a common language by setting clear goals and objectives, 
provide guidelines, determine the roles of all parties involved, define action plans 
outlining the steps to fulfill the goals and objectives, and help users to communicate 
and evaluate the strategic decision [35, 40-41]. Furthermore the time dimension needs 
to be considered by outlining a progression strategy between the current state of the 
business and the long-term vision [41].  

To address the mentioned requirements we propose the SSCM maturity model as 
depicted in Figure 1 which offers support for a long term sustainable SC strategy. The 
goals and requirements of each maturity level as well as a description are provided in 
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Table 1. There is a clear requirement for a sustainability maturity model specific to 
SC due to the unique requirements in SC outlined. There are few models which con-
nect maturity considerations in SC with sustainability imperatives. However, such a 
model is needed in order to address the challenges that companies and their SC are 
faced with. 

Level 1:
Un-aware & Non-compliant

Level 2:
Ad hoc & Basic Compliance

Level 3:
Defined & Compliance

Level 4:
Linked & Exceeds Compliance

Level 5:
Integrated & Proactive

Level 6:
Extended & Sustainability Leadership Discover 

& Learn

Strategise

DesignTransform

Monitor 
& Control

S
S

C
M

 M
at

ur
it
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Fig. 1. SSCM Maturity Model 

Table 1. Description, Goals, and Requirements of SSCM Maturity Model 

Level Description Goals and Requirements 
6 Processes are systematically managed through 

continuous improvement. Full SC collaboration 
embracing sustainability leadership role 

Keep optimizing processes and ensure 
future leadership role 

5 Sustainability has become a fully integrated concept 
and SC has moved towards proactive measures. 

Make strategic concepts available to 
others and move towards leadership role 

4 SC is linked and includes a comprehensive 
sustainability performance measurement system. 

Move from compliance level towards 
proactive sustainability efforts. 

3 Sustainability goals/standards have been defined and 
SC members are compliant with regulations.  

Establish key indices to measure  
sustainability performance within SC. 

2 Sustainability measures are disconnected from 
strategic direction. Compliance on a basic level. 

Align sustainability goals and efforts with 
defined processes. Establish consistency.  

1 SC are unaware and non-compliant to any 
regulations and undertake no sustainability efforts. 

Raise sustainability awareness. Introduce 
sustainability initiatives. 

The time dimension is clearly addressed by outlining the strategic progression  
between the potential current state of a SC and the long term vision. This strategic 
progression between the levels of maturity is supported through an iterative roadmap 
made up of clearly defined stages of discovery and learning, strategizing, design, 
transformation, and monitoring and controlling [40]. After the last phase a new cycle 
can be performed to progress from one maturity level to the next. This cyclical multi-
step approach for maturity progression is a common approach for business process 
transformation as shown by e.g. the ARIS framework or the Natural Step [42-43].  

In the following section we introduce a system that supports these stages explicitly 
allowing organizations to progress from being unaware and non-compliant to sustain-
ability leadership. 
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5   Sustainability Modeling and Reporting System  

The SSCM maturity model embraces the sustainable business transformation roadmap 
[40] for discovery, learning, strategic planning and alignment through incremental 
design, application and adaptation, and management of the process through continu-
ous monitoring, controlling, communication through reporting and iteration of the 
process again and again. Gradual progression and achievement towards staged matur-
ity levels of the proposed maturity model can be realized using the sustainability 
modeling and reporting (SMART) system [44]. The SMART system supports every 
aspect of the discovery and learn, strategize, design, transformation, and implementa-
tion phases. It supports data entry and analysis, definitions and execution of models 
(simulation, workflow, data), definitions of KPIs and reporting for monitoring and 
control, and it provides extensive support for integration with commonly available 
databases and systems. A group of experts that included academics, system architects, 
system and business analysts, and domain experts evaluated the framework, architec-
ture and implementation of the SMART system. The system provides a number of 
functions that relate to the end-to-end implementation of the iterative roadmap  
discussed above and thereby the progression from one maturity level to another.  

 

Fig. 2. Main Screen of the SMART System 

The SMART system’s graphical user interface directly maps to the iterative road-
map (Fig. 2). The five high-level phases of the roadmap are shown as five main menu 
items on the menu bar or five interactive buttons for user interaction. Each of these 
menu items or graphical buttons incorporates several sub-menus or context-sensitive 
menus for representing various steps for each of the SC transformation roadmap 
phases. The Discover and Learn menu supports discovery and learning activities. The 
Strategize menu supports import, selection, instantiation, simulation and analysis of the 
sustainability models. It also supports strategy documentation and domain model-based 
sustainability development and simulation. The Design menu supports flow-through of 
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the roadmap processes as well as integration of business process models and their 
simulation and analysis for the business process design. This design phase includes 
development of the scenario model and management, development of domain object, 
data models, organization model and functional model, design documentation and 
business blueprint. The Transform menu supports project planning, and actual execu-
tion of the business process models, information systems, and organizational structure. 
The Monitor and Control menu supports continuous monitoring of the newly imple-
mented system using a dashboard. It also supports the use of report and data models for 
sustainability modeling and reporting. As shown in Fig. 2, we have also included  
several other menu items such as Report, Tools and Window for supporting activities. 
The Report menu pulls all the reports from various phases, (such as discover and learn, 
strategize, design, monitoring and controlling) under one heading. It also includes 
sustainability and ad-hoc reports. Tools and Window menus contain various support-
ability and usability features such as configuration tool, connection to third party  
systems and modeling environments. 

The SMART system enables the decision makers to undertake the required deci-
sion support activities ranging from strategic to tactical to operational towards the 
accomplishment of the tasks at various maturity levels of the proposed model. For 
example, the SMART system supports maturity level 1 by enhancing sustainability 
awareness and enabling sustainability initiatives through its directed and undirected 
knowledge discovery process (Fig. 3). It facilitates organization and presentation of 
various compliance requirements, leading corporate practices and innovations within 
the similar industries and sustainability business and SC leaders.  

 

Fig. 3. Discovery and Learning 

At maturity level 2, sustainability goals are disconnected from the strategic direc-
tions. The SMART system however supports measuring performance indicators of the 
existing SC processes and operations for establishing consistency and achieving basic 
compliance at level 2 of the maturity model. The system furthermore supports align-
ing sustainability vision, goals and strategic objectives through system thinking based 
simulation modeling and reengineering of SC processes. It helps to identify and  
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define sustainability key performance indicators for the SC stakeholders that are fully 
compliant with regulations. It also prescribes KPI measurement process and their 
realization and thereby supports the 3rd level of the SSCM maturity model.  

Once the initial transformation of various parts of the SC network is completed, the 
SMART system supports the application of the system dynamics approach. This en-
ables the exploration, definition, description and measurement of the sustainability 
KPIs for the entire SC. This allows decision makers to pro-actively manage the com-
prehensive compliance levels and communicate within the SC members for achieving 
4th level SSCM maturity and stepping towards 5th level maturity. The SMART sys-
tem supports proactive measurement of the SC performance based on predefined 
leading target KPIs. It supports KPI comparison of current, industry standard, target, 
historical data and best performing SC unit (Fig. 4) for achieving 5th level of the 
SCM maturity model. The SMART system supports continuous iteration and refining 
and innovating of the SC process for taking up a sustainability leadership role in the 
SC industry for establishing a level 6 SC network. The level of certain KPIs in itself 
helps the user to understand their maturity in terms of sustainable SC. As one im-
proves in terms of various sustainability initiatives and KPIs with respect to SC, the 
SMART system enables the organization and user to monitor in a systematic fashion 
more and more aspects and elements of the SC.  

 

Fig. 4. KPI Reporting 

6   Conclusion 

Conceptual theory building has led to the development of a SSCM maturity frame-
work. We recognized the need for more conceptual work in the field of SCM which 
justifies the chosen approach. We have accepted that organizations and their SC have 
to “link environmental, social, and economic goals within a broader strategic perspec-
tive” [5] and provides a strategic approach to link formerly disconnected and frag-
mented sustainability efforts to economic goals of SC [45]. Our framework explicitly 
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links the members of a SC, with the goals of SCM, and the multi-dimensional nature 
of sustainability and also includes the main stakeholders of sustainability efforts. We 
furthermore include maturity considerations that guide SC towards higher order ma-
turity levels. Thus, the developed frameworks and roadmap provide an over-arching 
view that combines multiple lenses in order to guide a more comprehensive SSCM 
strategy. 

The described framework can be seen as a starting point for academics towards 
more research in this particular area. Due to the exploratory nature of this work and 
the early stage of the proposed framework, we cannot make claims about validity and 
precision. The SSCM strategy framework and roadmap therefore demand validation 
and refinement through more empirical research methods which can be of qualitative 
as well as quantitative nature. Thus, this research can potentially provide the back-
ground for further studies in the field. One possible avenue could be case study  
research in order to test the validity of our conceptual artifacts in a real-life SC envi-
ronment. Additionally further refinement could be accomplished by taking an even 
wider theoretical background into account. A larger literature database coupled with 
interviews with experts in the field of SCM as well as sustainability could provide 
further insights. Survey research could also be applied in order to validate the frame-
work as surveys allow the researcher to collect information “from the individual or 
unit directly responsible for managing a certain operation of interest” [46]. It could 
therefore be used to measure the aspects of the artifacts from an expert’s perspective. 
A Delphi study with experts in the field of SSCM could also be used to refine and 
validate the framework and roadmap [47-48]. 

There are also implications for practitioners in the field of SCM. It can lead and di-
rect sustainability efforts as it delivers a common ground and starting point for SC 
managers. The multi lens approach brought forward in the framework helps to direct 
inter-organizational communication. It furthermore helps to provide a common under-
standing of what constitutes a SSCM strategy and how the dimensions of sustainability 
link with the economic success of a company. Furthermore the multilayered roadmap 
can guide decision makers to elevate their SC from an ‘ad hoc’ approach to sustainabil-
ity towards an ‘extended’ strategic sustainability concept ably supported by systems 
such as the Sustainability Modeling and Reporting System. 
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Abstract. Scenario technique is a tool to reveal the knowledge of an
expert group about possible and consistent scenarios of the future. The
current use of this technique suffers from an inflexibility of the available
software. To overcome this shortage, the core part of this solver, i.e. the
scenario generation phase, has to be re-implemented. It is demonstrated
that this problem can be formulated as an integer linear programming
problem. To find all feasible solutions the solver SCIP was adapted. The
solutions are then clustered and these clusters are verbally described.
The approach is demonstrated by using data from the research project
remanufacturing oriented production equipment development, in which
scenarios for sustainable value creation were identified and described.

Keywords: Sustainable Manufacturing, Scenario Technique, Integer
Programming, Solution Enumeration, Clustering.

1 Introduction

The acceleration over the past decades in demand for natural resources has
reached a point where it is now considered to be a serious threat to the func-
tioning of economies and societies. If the lifestyle of rapidly advancing nations
becomes shaped by the predominant technologies of the industrialized countries,
the global resource consumption will exceed every ecologically, economically and
socially responsible level [1]. This is associated with environmental problems
such as biodiversity loss, climate change, desertification and ecosystem degrada-
tion [2,3]. It also affects a fair wealth distribution economically, and the needs
of future generations socially.

To tackle these issues, scenarios have to be set up for various fields of appli-
cations to show sustainable approaches for value creation. The term scenario,
within the area of future research, was coined by Khan et al. in the 1960s. Their
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study “The Year 2000: A Framework for Speculations on the next Thirty-Three
Years” is considered to be the driver for todays scenario technique [4]. As stated
by Börjeson et al., scenarios can be classified into three different types: predic-
tive, explorative, and normative scenarios [5].

According to Gausemeier et al., scenario creation builds on two main princi-
ples. Firstly, system thinking describes the environment of enterprises, stating
that it must be perceived as a complex network of interrelated influencing fac-
tors. Secondly, influencing factors may have different projections for the future.
Thus, taking different projections of these factors into account, different multiple
futures can be considered [6,7]. Scenarios are defined as a generally intelligible
description of a possible situation in the future, based on a complex network of
influencing factors. This scenario technique approach can be classified into the
category of exploratory scenarios. It consists of five phases: scenario preparation,
scenario field analysis, scenario prognostic, scenario development and scenario
transfer. This approach has been adapted to the usage of sustainability influenc-
ing factors and then been used for scenario creation.

1.1 Scenarios for Sustainability in Value Creation

Sustainable value creation nets attempt to achieve welfare through a balance
between cooperation and competition. Their competitive strength derives from
the productivity of their processes and the quality of their products. The par-
ticipants in these nets also learn that they depend on each other in the global
village. They try to achieve reciprocal benefits by working together in a coop-
erative manner. It becomes more and more obvious that material resources are
the bottleneck, and that therefore both use and welfare in product life cycles
have to be conceptualized with respect to a maximum in resource efficiency.

If four fifth of humanity possess less than one fifth of the global prosper-
ity today, then there is clearly potential in demand and supply for developing
these unsaturated global markets. Work is no longer the key factor, but natural
resources. More use of fewer resources becomes a production paradigm.

The insights presented here are based on scenarios for sustainable value cre-
ation, which were identified in a previous project conducted in the Brazilian
machine tool community. Different from the original outlines, the present ap-
proach includes criteria for sustainability and offers an alternative mathematical
way for clustering scenario data.

1.2 Mathematical Background of Scenario Technique

The core element of the scenario technique is the computation of consistent sce-
narios. From an operations research point of view, this is a problem that can
be formulated as a linear program with integrality constraints on the variables
(ILPs, for short). The details of this model will be presented in Section 3 below.
ILPs belong to a class of computationally difficult problems (that is, they are
NP-hard), which means that no efficient algorithm (that is, an algorithm that
finds a global optimal solution in polynomial running time) is known for their
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solution. One way to practically solve problems of this class is by enumeration
schemes, where every possible assignment of values to the variables is tested – a
divide-and-conquer approach. In this way the global optimal solution is guaran-
teed to be found in finite time, but due to the inherent complexity this approach
is unpractical for more than 30 variables, even on fast computers (or clusters of
computers). To speed up the solution process lower and upper bounds on the op-
timal solution are taken into consideration. In a maximization problem a lower
bound is given by the objective function value of any feasible solution to the
problem. Such feasible solutions can be obtained by heuristics, such as greedy
algorithms and local search improvement strategies, or meta-heuristics such as
genetic algorithms, tabu search, or simulated annealing, to name just a few. An
upper bound value to a problem given as ILP is typically found by solving the
linear programming relaxation, where the integrality constraints on the vari-
ables are dropped and a pure LP remains. The overall procedure of enumeration
with lower and upper bounds is known as branch-and-bound or branch-and-cut
method. It is today successfully applied to large scale optimization problems
having several thousands variables and constraints. For further details we refer
to [8] and the references therein.

In the case of exploring future scenarios, however, we are not interested in
finding one particular solution, such as the global optimum. Instead it is desired
to find all solutions to a given instance, and then to cluster the solutions into
a few groups. The groups are then analyzed and this analysis is the foundation
of the (non-mathematical) interpretation of the scenarios in the context of the
application at hand. In order to become applicable we have thus to modify
the branch-and-bound search, in a way that not only one, but all solutions are
returned.

2 Scenarios for Remanufacturing Oriented Production
Equipment Development

To meet the challenges of sustainability, Brazil and Germany established the
Brazilian German Collaborative Research Initiative in Manufacturing Technol-
ogy (BRAGECRIM) in 2008. The goal is to investigate how production tech-
nology can foster sustainable value creation. As a case study, this paper uses
results of the joint research project entitled “Remanufacturing-oriented produc-
tion equipment development”.

Scenario technique was used to develop scenarios for the remanufacturing/
reuse of machine tools and assembly equipment for Brazil in 2020. To consider
sustainability related influence factors, the methodology was adapted through
taking into account the Global Reporting Initiative (GRI) [9]. In a scenario
workshop with governmental representatives, academic and industry experts a
total of 30 projections were generated and then evaluated with regards to their
consistency by means of a cluster analysis approach. Two consistent projection
sets were identified, which provide and maintain information quality of manage-
able amounts. Finally, two remanufacturing scenarios were created. The data
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generated in this project provide the input for the current investigation. The
following outlines, however, refer only to the insights. A detailed description of
the reference project is available online [10].

3 A Mathematical Model for the Scenario Technique

In the sequel we demonstrate that the problem of defining a consistent scenario
can be modeled as a binary integer linear programming problem.

A scenario is defined by a set of key factors D. For each key factor several
projections are possible that the key factor can assume, typically between 2 and
4. We denote by P the set of all projections of all key factors. Hence an element
p ∈ P is in fact a tuple p = (d, i) where d ∈ D is the corresponding key factor
and i is the number of the actual projection of d.

For each pair of projection (p, q) ∈ P × P a consistency value cp,q ∈ I is
specified. We use I := {1, 2, 3, 4, 5}. A value cp,q = 1 means that p and q cannot
occur together in a scenario, p and q exclude each other. A value of 2 means
that it is unlikely but not impossible that both p and q occur. 3 means that
p and q are not related to each other. Similarly in the other direction a value
of 5 means that p and q will and will only occur together, and a value of 4
indicated that p and q are likely but not entirely sure to occur together. The
matrix C := (cp,q)p,q∈P is called consistency matrix.

3.1 A Consistency Model

We introduce binary decision variables

∀ p ∈ P : xp ∈ {0, 1}. (1)

If xp = 1 for some p = (d, i) ∈ P then key factor d will assume projection i in
the scenario, and xp = 0 otherwise. We introduce auxiliary decision variables

∀ p, q ∈ P : yp,q ∈ {0, 1}. (2)

Here yp,q = 1 if and only if p and q are both selected, that is, iff xp = xq = 1.
The constraints of the problem are formulated as follows. Exactly one projec-

tion per key factor must be chosen:

∀ d ∈ D :
∑
i∈N

p=(d,i)∈P

xp = 1. (3)

If key factor d1 assumes projection i1 and key factor d2 assumes projection i2
then the corresponding auxiliary variable must also be switched on:

∀ p = (d1, i1), q = (d2, i2) ∈ P : xp + xq ≤ 1 + yp,q. (4)

Vice versa, if the auxiliary variable is active, then both projection selector
variables must be switched on:

∀ p, q ∈ P : yp,q ≤ xp, yp,q ≤ xq. (5)
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Note that constraints (4) and (5) are a formulation in terms of linear constraints
of the logical clause xp ∧ xq ⇔ yp,q, which can also be seen as a pseudo-boolean
constraint. Further details can be found in [11] and the references therein.

The objective rates the consistency of the scenarios as follows:∑
p,q∈P

cp,q · yp,q. (6)

Again we remark that the scenario technique is not using just one optimal solu-
tion but needs all feasible solutions. In the basic version of the scenario technique
the objective function concept actually is of minor importance, since all feasible
solutions are computed, independent of their objective function value. The value
of the objective is only used as a level of confidence for a particular scenario.

3.2 Counting and Clustering Solutions

Computing the most consistent scenario, i.e., a global optimal solution to the
integer programming problem

ξ = max (6), s.t. (1), (2), (3), (4), (5) (7)

can be computationally carried out by applying an ILP solver. However, it is
typically not enough for a successful application of the scenario technique to
have just one solution, even if it is the global optimal one. In fact it is desired to
obtain the entire solution space, or at least those solutions that have an objective
function value that is within a certain range of the global optimal value ξ. A
modification of the MIP solver SCIP to count all feasible solutions of an integer
program was described by Achterberg, Heinz, and Koch [12]. Counting solutions
is now a build-in feature of SCIP. We slightly modified this routine so that it
does not only to count the solutions, but actually outputs them row-wise in a
file.

Now standard scenario technique software applies some greedy-type clustering
algorithm on this set of feasible solutions. The disadvantage of this clustering
method is that it does not allow the incorporation of an evaluation of sustain-
ability. Since this is exactly what we need for our analysis, we follow a different
approach. To this end we specify how much each of the projections contributes
to the welfare and sustainability in terms of social, economical, and ecologi-
cal aspects. For each of the three categories we specify a value between 0 (no
contribution) and 100 (high contribution). Denote by dp,s ∈ [0, 100] the con-
tribution of projection p to category s (social, economical, or ecological). Then
we can project each scenario x, i.e., each feasible solution of (7), into the three
dimensional space by computing (s1, s2, s3)-coordinates as follows:

∀ k ∈ {1, 2, 3} : sk(x) :=
∑
p∈P

dp,sk
· xp. (8)

In this way we can visualize all feasible solutions as a “cloud” of points, and
identify a reasonable number of clusters. In general such visual approach is only
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possible if one deals with at most three categories. For more than three categories
one has to resort to cluster algorithms in order to identify them (see Späth [13]
for a survey). In particular, Lloyd’s k-means clustering algorithm is suitable for
this application [14].

Since each cluster consists of a huge number of individual scenarios (solutions
of the consistency model), the output has to be aggregated to become meaningful
for the human user. To this end we count the number of projections that are
realized per cluster. That means we compute a value aggi(p) as the aggregation
of projection p in cluster i as follows:

aggi(p) :=
1
|Ci|

∑
s∈Ci

xs
p. (9)

4 Results

For our study the data from the BRAGECRIM project was available for testing
purposes. We have 10 key factors having 2-4 projections each, which gives a total
number of 30 projections.

4.1 Scenario Generation

Each projection has a certain influence on the ecological, the economical, and
social aspects. Our approach is to assign values from 0 (no influence) to 100
(strong influence) to each of the projections in each of the three categories. In
order to clarify the extent of contribution of the different projections, and the
choice of numerical value to reflect that extent, an example will be given through
the key factor “sustainable development”.

The possible projections associated with that factor are financial incentives,
marketing and no promotion of sustainable development. Financial incentives
implies a wide promotion campaign by the government and national as well as
federal bodies, offering financial support and tax reductions to companies to re-
ward remanufacturing and sustainability. The assigned value for that projection
is [100, 100, 100] ranking those measures very high in all three dimensions. The
economical incentive makes it far more appealing for companies to favor pro-
cesses with ecological benefits instead of just calculating production costs the
traditional way. To accomplish that, it is up to the companies management to
establish ways of training and encouraging employers to think and act in this
way. Again, the numerical value just compares this particular projection to the
following two, pointing out that incentives which support sustainability as a
whole, will always affect all three given dimensions.

The second possible projection is marketing, assuming that the government is
fostering public discussions and environmental education through advertisement
campaigns. Those measures will also affect all three dimensions of sustainability,
but compared to the first projection this one is valued [50, 50, 75] to reflect
the weaker impact on the different aspects. Changes motivated by marketing
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campaigns will primarily affect social facets, but for companies to strengthen
their image they will certainly have to act upon those social changes. If consumers
favor the use of products which have been labeled remanufactured, companies
are motivated to obtain that certain label to increase their sales.

The third projection implies no promotion of sustainable development. Having
no effect on sustainable development whatsoever, it is assigned a value of [0, 0, 0].

Using this data we set up the model (7) using the modeling language Zimpl
[15]. We introduce two additional families of constraints to this model in order
to focus on those solutions having a high consistency. That is, we exclude all
scenarios that have any total inconsistencies:

∀ p, q ∈ P , cp,q = 1 : yp,q = 0. (10)

And further we limit the number of weak inconsistencies by allowing at most W
of them within the scenario: ∑

p,q∈P
cp,q=2

yp,q ≤ W. (11)

Here W is a parameter that can be controlled by the modeler. In our computa-
tional experiments we varied W in the range from 0 to 10 (there cannot be more
than 10, since we have 10 key factors). Within the scenario technique framework
it is desired not to describe one single projection of the future but at least two
different consistent potential scenarios. In order to be consistent we have to limit
the number of weak inconsistencies, hence a low value of W is preferred. A value
of W = 0 or W = 1 turned out to be too restrictive in the sense that only
very few scenarios fulfill this, and they are all in the same region of the solution
space. For values of W larger than 3 on the other hand we obtain one single large
cluster that fills the entire solution space. For W = 2 or W = 3 we obtained 3
independent clusters. These clusters will be described in the next section.

The model then has 434 all-binary variables, 1250 constraints and 2934 nonze-
ros. We applied the solver SCIP1.2 [16] with the modifications described in [12]
to count all feasible solutions. As an LP solver we used Soplex1.4.2 [17]. As
computer platform we used an Apple MacBookPro 2.33 GHz Intel Core 2 Duo
processor and 3 GB 667 MHz DDR2 SDRAM running MacOSX10.6.2. The solver
evaluated 2381 branch-and-bound nodes in 3.3 seconds and found 1148 feasible
solutions.

All 1148 feasible solutions were evaluated using the impact weights. In this way
we obtained a point in R

3 for each scenario. The set of all points (the “cloud”)
is shown in Figure 1. The darker the point is drawn, the higher its objective
function values, which means, the more consistent is the corresponding scenario.
We remark that the most consistent scenarios all belong to cluster 3, which in
addition is also the largest. Within the scenario technique framework, however, it
is not valid to deduce that this will be “the” future, it still is only one possibility
among others. Hence we do not focus solely on cluster 3 but describe also the
other two clusters in the next section.
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Fig. 1. The “cloud” of all scenarios, projected into R
3 space. Three clusters are marked.

Having such visual representation we identified three clusters that are marked
with (red) circles in Figure 1. For each cluster we carried out an aggregation,
c.f. Section 3.2. In the next section we describe these three scenarios in detail.

4.2 Scenario Description

In the following, the three scenarios are described based on their projections.
Overall, regarded broadly, scenario 1 displays a low level for all three sustain-
ability dimensions (ecological, economic, and social). Especially the social di-
mension is insufficient here. Compared to scenario 1, scenario 2 shows a higher
level of the sustainability dimensions, particularly regarding the social aspect,
which is due to qualification perspectives. Scenario 3 shows the highest level
on all three dimensions. Although it is quite similar to scenario 2, it includes
financial incentives and higher reusability of the product itself.

In the following, scenario 1 and 2 are each described in detail and in their
respective entirety. Since scenario 3 is in large parts identical to scenario 2,
for this scenario only those parts are outlined in more detail, which are either
different or additional to the aspects that occurred in scenario 2.

Scenario 1. Even though advantages of remanufacturing exist, Original Equip-
ment Manufacturers (OEMs) stay out of the market. They neither remanufac-
ture themselves nor subcontract companies to do the remanufacturing on their
behalf. Therefore, the number of independent remanufacturers increases. How-
ever, due to the fact that the reusability of production equipment is mainly
influenced during the product development process at the OEMs, a shift in the
OEMs paradigms is hardly imaginable. The focus during product development
will mainly be on the production process itself, rather than on the remanufactur-
ing process. The increase in third party manufacturers leads to the outsourcing
of manufacturing processes of OEMs to these parties. Therefore, users neither
buy nor contract production equipment themselves, but contract third parties
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to produce certain products on their production equipment. Associations for
remanufacturing/machine tools and assembly equipment have low influence on
business and governmental decisions. Most initiatives, e.g. certifications, stan-
dards or regulations, promoted by the associations do not prove to be successful.
No or only a low impact on the development of the market can be seen. The
traditional profit strategy of selling products instead of services still dominates
the market of machine tools and assembly equipment. The expected changes
towards a more service-oriented value creation through Product Service Sys-
tems (PSS) based manufacturing equipment do not take place. Therefore, most
of the machine tool producers are still focusing on selling products rather than on
the sale of additional services. Manufacturing firms in general are not increas-
ing the product variety anymore. Also the tendency of shortened product life
cycles and increasing product changes is slowed or stopped. It is still necessary
to change the manufacturing system designed for one generation of products to
a system for the next generation of products, but due to increasing flexibility
of manufacturing equipment this can be easily done within the existing system.
There has neither been a major increase nor a decrease in the demand for reman-
ufactured machine tools and assembly equipment. The demand stays the same,
which means that it still focuses on specific areas, for example on some compo-
nents of the control (retrofitting), and has not been widely spread within the
industry. Even though sustainable development has been at the center of public
discussion, government bodies are not actively engaged in any activities that
would promote this development. With regards to end-of-life laws the Brazil-
ian government has not released any laws that would affect remanufacturing.
Thus, this forward projection of the status-quo does not provide any pressure
from the law that would make manufacturers responsible for their products at
the end-of-life. Concerning qualification that is needed to undertake remanufac-
turing activities, a forward projection of the status-quo is visible. There is no
public promotion and offering of trainings related to remanufacturing. Thus, the
knowledge keeps being restricted to the OEM.

Scenario 2. Due to expected advantages of remanufacturing, such as supply
of spare parts, growing demand for remanufactured products or governmental
financial incentives, OEMs enter the remanufacturing market through reman-
ufacturing of their own products. All value-adding processes are executed by
the OEMs, which leads to a share of up to 30% of the OEMs overall turnover.
Some OEMs may also prefer to only manage the process and the control of
these processes, for example by means of project management or price. How-
ever, the OEMs stay responsible for the product as the products wear their
label. Despite differences in purchasing prices, manufactured as well as reman-
ufactured machine tools and assembly equipment are both relatively expensive.
Moreover, the overall lifetime of these products is decreasing. Therefore, OEMs
will increase PSS, providing for example the possibility to contract production
equipment. As a consequence, users will tend to mainly contract their produc-
tion equipment. New design techniques have increased the interchangeability of
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components. In addition, the modularity of production equipment makes the re-
manufacturing operation easier. These operations can therefore be made by the
OEM, the owner, or by third part companies at the shop floor of the owner or
the supplier. This new practice reduces logistic costs and the time of the over-
all remanufacturing process, which in turn leads to an increase in productivity.
Associations for remanufacturing/machine tools and assembly equipment sup-
port technical standards and legal regulations of remanufactured products. This
results in an increased quality of products and services, and causes a positive
influence on their demand.

Product accompanying information systems integrated into products are ca-
pable of monitoring relevant product and process data throughout the entire
product life span. The available data enable a better overview of the product
and its processes. This may foster higher product responsibility concerning ad-
vertising, customer health, safety, new products and services. Monitoring sys-
tems for predicting the life time of the parts are installed with electronic devices
that use sensors. The demand for remanufactured machine tools and assembly
equipment has increased. This is mainly due to the improved quality of reman-
ufactured equipment and components. Certifications and new standards grant
a certain quality level that is equal to that of equivalent new products. More-
over, new technologies and methods for disassembling have led to lower costs
for remanufacturing of equipment and have with this increased its market share.
Even though sustainable development has been at the center of public discus-
sion, government bodies are not actively engaged in any activities that would
promote this development. The creation of specific rules, which take into account
the specificities of each individual sector, has become the choice with regards to
end-of-life laws. This leads to an increase in responsibility of these companies
for their products end-of-life treatment. However, these sectorial rules vary be-
tween the different sectors and can thus not direct companies towards the same
goal. It may also be possible that government released general laws exist that
relate to the end-of-life treatment of products. This causes companies to rethink
their strategies regarding the management of their products end-of-life possi-
bilities. These general laws, including goals and instruments, make companies
from different sectors move towards the same goal. In addition, also sector spe-
cific regulations direct the companies. The public as well as business entities
have realized the enormous potentials that come along with remanufacturing.
Therefore, trainings in the areas of mechanics and electronics, which enable the
fulfillment of certificate requirements, emerge. These trainings are mainly of-
fered by associations, universities and companies. In addition to these special
trainings, informal education has increased. This is due to the growth of public
discussions with regards to sustainable development and in particular reman-
ufacturing. Moreover, with a growth in remanufacturing business, an exchange
with international experts has emerged.

Scenario 3. Associations for remanufacturing/machine tools and assembly
equipment support certifications for remanufactured products, which assures
the quality of remanufactured products. This asserts a positive influence on the
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demand for production equipment through the reduction of the overall technolog-
ical gap and environmental impacts. Associations for remanufacturing/machine
tools and assembly equipment may also support technical standards and legal
regulations of remanufactured products. This results in an increase in the quality
of products and services, which in turn has a positive influence on the demand
for these products.

Manufacturing firms may also become increasingly interested in manufactur-
ing systems that produce a variety of products. Product variety is continuously
increasing: Customer demand is becoming more and more diverse, and the fre-
quency of model change continues to rise. It is still necessary to change the manu-
facturing system designed for one generation of products to a system for the next
generation of products. Thus, manufacturing companies have sought methods to
rapidly change production equipment in economical ways. One method has been
to increase reusability by employing adaptive components/parts of machine tools
and assembly equipment. The government, national and federal bodies provide
financial incentives in order to promote sustainable development. They offer fi-
nancial support as well as tax reductions to the companies as a stimulus and
reward to undertake activities with regards to remanufacturing. Alternatively, it
is also likely that the government is fostering the public discussion on sustainable
development. Environmental education through advertisement in different media
and television is increasing. In addition, green labeling of products is introduced
and thus further contributes to environmental education.

5 Summary and Conclusion

We gave an introduction to the scenario technique and demonstrated that the
consistency problem inherent in this method can be formulated as an integer
programming problem. For its solution we adapted the ILP and constraint pro-
gramming solver SCIP, which generates all feasible solutions. Having defined
suitable weights for the categories of ecological, economic and social impact, we
mapped the set of solutions into a three dimensional space. We aggregated the
solutions into three clusters and described them.

The evaluation of the scenarios to three categories is a common approach to
estimate different sustainability levels. It is intended to create a predefined set
of questions to receive more objective evaluation process of projections under
sustainability criteria.

In conclusion, our approach is particularly valuable in situations where the
black box projection methods of standard scenario technique solvers do not give
satisfying results. While in these traditional approaches the user has no control
of the way the individual scenarios are clustered, our approach allows using
additional knowledge of the modeler. Using this knowledge can finally lead to new
insights for the scenario to be analyzed, which were overlooked when applying
only the classical method.
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Abstract. Groupage transports are frequently calculated based on freight rates 
assuming a declining rate with respect to volume and to transportation distance. 
This paper investigates the case of feeding many small shipments to customers 
via a freight forwarder network. It is argued that costs for post-carriage trans-
port dominate other costs. Based on a theoretical estimate, simulation experi-
ments for the case of a uniform distribution of customer locations around the 
subsidiary with a fixed shipment size per drop suggest that the aggregate costs 
grow progressively with increasing customer drop distances from the subsidi-
ary. The resulting implications for transport modelling are discussed. 

Keywords: cost-by-cause principle, freight forwarder, freight rates, network, 
overhead costs, pricing, simulation, transport. 

1   Introduction 

This paper considers the case of LTL (Less than Truck Loads) shipments in a grou-
page network. A typical physical groupage process includes the following steps: 

− Pickup at the consignor and short distance pre-carriage to the forwarding agent’s 
subsidiary or depot, that serves as a transshipment point 

− Long distance (on-carriage) linehaul to the destination subsidiary, possibly passing 
further transshipment points and based on regular connections in the network 

− Short distance post-carriage transport to the consignee. 

In Western countries, wages and salaries typically account for the largest proportion 
of the transport cost, far more than fuel consumption or transshipment costs (cf. [4], 
[6], [10] and [16]). Large German groupage networks include 40 or more subsidiaries. 
Distribution areas of a single depot usually go up to a maximum of 80 to 100 km (cf. 
e.g. [10]).  

Typically, the cost for the pre- and post-carriage transports comprises between 50 
and 80 % of total transport cost, depending on network density, service levels and 
actual distance from consignee to consignor (cf. [16] and [25]). Therefore, short dis-
tance transports dominate the network costs.  

Many theoretical logistics optimisation models either completely ignore trans-
portation costs or assume them to be linear (cf. e.g. [9], [11], [13], [19], [24]). At 
best, some models are based on freight pricing in practice: Regular transports are 
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priced based on standard freight rates, frequently assuming a declining rate with 
respect to volume and to transportation distance (cf. [5], [10], [15], [17], [20], [21], 
[22] and [23]).  

However, it seems plausible, that drops that are farther away from the subsidiary 
than others would, on average, lead to tours with longer first and last ‘legs’ (distance 
from depot to first and from last drop back to depot), leaving less time for additional 
drops. This leads to the assumption that costs would actually increase progressively 
with the drop distance from the depot. 

Grouping shipments from several shippers generates significant economies of scale 
compared to shipping individually. However, the result is a high proportion of over-
head costs that cannot be directly allocated to the individual customer drop or pick-
up, making individual price calculations more complicated (also cf. [12]). 

The objective of this paper is to develop an approach to evaluate the relationship 
between distance and post-carriage transport costs according to the cost-by-cause 
principle. Following a theoretical estimate, the presented approach is examined by 
means of simulation experiments to quantify the aggregate cost effect of increasing 
customer drop distances. 

2   Cost Model and Simulation Design 

2.1   Objective and Framework 

This paper assumes the case of a medium-sized manufacturer or retailer with a central 
warehouse, feeding many small shipments to customers via a freight forwarder net-
work (few-to-many). The aggregate network volume is much higher than the sourcing 
manufacturer’s. 

In this case, costs for post-carriage transport dominate the other costs. Therefore, 
we try to determine costs related to the individual customer drop. Only few costs are 
directly related to the customer drop, some can at least be related directly to the re-
spective pallets dropped:  

− Customer drop: Some transport processes induce costs that are directly associated 
with the specific customer drop, e.g. waiting for contact person, ramp allocation or 
printing the respective delivery note etc. 

− Pallet: Other processes are directly linked to an individual customer’s pallet, like 
pre- and post-carriage loading/unloading, printing and applying pallet labels. 
Most costs, however, are overhead both to the drop and to the pallets at the drop: 

− Tour: Some costs are directly associated with a single tour or route, but cannot be 
allocated to specific drops or pallets. They include scheduling, planning and print-
ing the respective packing lists, ramp docking at the subsidiary, cleaning and refu-
eling trucks after each tour.  

− Vehicle or Trailer: Some costs are linked to vehicle or trailer mileage e.g. fuel 
consumption, depreciation due to wear and tear. Also, related fixed costs such as 
insurance, tax etc. are direct costs with regard to the vehicles or trailers. 

− Subsidiary: Some costs are associated with the subsidiary, e.g. costs for maintain-
ing all the subsidiary’s assets and for managing and operating all overhead 
processes in the respective subsidiary.  
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− Company/Network: Finally, some costs cannot be allocated to specific drops or 
pallets, tours or even subsidiaries. They include central management, scheduling 
and operating the linehaul network and maintaining the overall IT systems etc. 

In order to allocate these overhead costs to the individual customers, the following 
procedure is suggested, using Fleischman’s ring model as a loose analogy (cf. [7] 
and [27]): 

− Step 1: Divide delivery area A into circles of increasing radius of rk around the 
subsidiary for k = 1 to kmax, with rk_max as the maximum distance of a customer 
drop from the subsidiary. 

− Step 2: Set k = 1. 
− Step 3: Plan tours for all customers within a radius of r1 around the subsidiary and 

calculate all resulting direct and overhead tour, pallet and drop related costs. 
− Step 4: Direct drop costs are allocated to the individual drop, direct pallet costs are 

allocated to drops according to their individual pallet demand. 
− Step 5: All overhead costs are divided by the total number of pallets within the 

radius of r1 and allocated to the drops according to their individual pallet demand. 
− Step 6: Set k = k + 1. 
− Step 7: Plan tours for all customers within a radius of rk around the subsidiary and 

calculate all resulting direct and overhead tour, pallet and drop related costs. 
− Step 8: Determine the marginal increase of customer drops, pallet demands and 

respective costs. 
− Step 9: Divide marginal overhead costs by marginal increase of pallets from rk-1 to 

rk and allocate overhead costs to drops according to their individual pallet demand. 
(This is in order to avoid that, in the case of fluctuating demand, a very large cus-
tomer restricting the available pallet capacity for other customers would otherwise 
receive the same costs as very small customers on the exact same tour). 

− Step 10: Repeat from Step 6 until k = kmax.

2.2   Assumptions and Cost Model 

In order to determine the costs, a simulation approach based on the following assump-
tions is developed: 

− Delivery area A: Customer drop locations are uniformly distributed in A. The max-
imum distance of a drop i from the subsidiary is set at max{d0i} = 100 km.  

− Customer demand volume in pallets: It is assumed that every customer receives  
vi = 1 pallet. If the goods are handled on pallets, it is realistic to assume that there 
is hardly any difference in the process oriented costs incurred with regard to the ac-
tual pallet weight (also cf. [8], [21]). 

− Drop time: Total time per drop consists of tdrop,flat = 15 minutes plus tLU = 5 minutes 
for loading/unloading per pallet. 

− Cost per hour: For the case of this simulation, all rates for drop, loading/unloading 
and driving related time are set at cdrop = cLU = cdriv = 80 € per hour. 

− Mileage cost: Fuel, wear and tear and other driving distance-related expenses lead 
to ckm = 0.80 € per km. 
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− Tour related overhead cost: All other overhead costs are charged via ctour,flat = 200 € 
per tour. 

− Driving speed: due to the uniform drop distribution with fairly large distances, an 
average driving speed of s = 50 km/h is assumed. 

The following, process oriented cost model is suggested. Direct costs with regard to 
an individual customer drop i and to the corresponding volume in pallets are calcu-
lated as follows: 

Cdrop,i = tdrop,flat ⋅ cdrop (1) 

Cpall,i = vi ⋅ tLU ⋅ cLU (2) 

Total direct costs for all drops and the corresponding pallets up to a radius of rk are 
then given by: 

Cdrop(rk) = n(rk) ⋅ tdrop,flat ⋅ cdrop (3) 

Cpall(rk) = v(rk) ⋅ tLU ⋅ cLU (4) 

Overhead costs related to the sum of all tour lengths (Lkm) and to the total driving 
time for servicing all drops up to a radius of rk are calculated as follows: 

Cdriv(rk) = tdriv(rk)⋅ cdriv (5) 

Ckm(rk) = Lkm(rk)⋅ ckm (6) 

The remaining overhead tour costs and the resulting total overhead costs up to rk are 
given by: 

Ctour(rk) = m(rk)⋅ ctour,flat (7) 

Cover(rk) = Cdriv(rk) + Ckm(rk) + Ctour(rk) (8) 

Finally, from the second ring on, for k > 1 total overhead costs are allocated as ‘mar-
ginal’ costs per pallet to the additional pallets: 
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All in all, the individually assigned total cost for a specific drop i with rk-1 < d0i  rk 
consists of: 

Ci = Cdrop,i + Cpall,i + vi ⋅ Δcover(rk) = tdrop,flat ⋅ cdrop + vi ⋅ tLU ⋅ cLU + vi ⋅ Δcover(rk) (11)
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This leads to total overall costs of: 

C(rk) = Cdrop(rk) + Cpall(rk) +Cover(rk) (12) 

Tours are planned based on Clarke/Wright’s Saving algorithm and a subsequently 
employed 2Opt-procedure (cf. [2]; for an overview of alternative algorithms cf. [14] 
and [18]). 

2.3   Estimating the Length of Tours in Ring-Radial Transport Networks 

Recently, an analytical approach to estimate the total length of tours in ring-radial 
transport networks was presented by Boone/Quisbrock (cf. [1]). For the case of a 
capacitated vehicle routing problem (CVRP) with volume restrictions Rpall and re-
stricted driver working hours Rtime, estimating the respective average first and last legs 
of all tours within rk leads to: 
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The average distance between two drops within a tour can be estimated by: 
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If only the volume restriction were active, the number of tours required would be: 
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If, instead, only the drivers’ working hours were restrictive, the amount of drops that 
an average single driver can service is given by: 
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The total number of tours m(rk) required to service all drops up to rk can then be esti-
mated as follows: 
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This leads to the expected total number of tours required to service the area A(rk): 

m(rk) = max{μpall(rk); μtime(rk)} (18) 
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Finally, the expected total length of all tours in km for all customer drops up to rk is 
given by:  

( ) ( ) ⋅⋅−++⋅=
n

A
)r(m)r(n)r(d)r(d)r(m)r(L kkklast,0kfirst0,kkkm  (19)

In our case, the time required for driving can be calculated by dividing the tour length 
by the constant driving speed s. ([3] examines the correlation between realistic driving 
speeds and distances in a real world setting.). Customer drop times do not depend on 
the specific distance to the depot, but only on the pallet demand. They can easily be 
computed by determining the expected customers within A(rk).  

2.4   Results of Various Parameter Pretests 

Using equidistant radii, results of several pretests lead to dividing the delivery area A 
into kmax = 8 circles around the subsidiary with rk+1 = rk+1 – rk = r1 = 12.5 km. In 
order to avoid circles without drops, the total number of customer drops was set at 
n(rk_max) = 250. In this case, the expected amount of drops n(r1) = 3.91 and the proba-
bility of finding no customer in the first ring is only 1.95 %.  

In order to calculate a lower bound, the theoretical case of a ‘Mega’-Travelling Sa-
lesman tour was solved without either pallet restrictions per truck or a work time 
restriction for the drivers, Rpall = Rtime = infinite. For 250 customers with one pallet 
each, total time for all drops is 83.3 hours. Theoretically, the ‘Mega-tour driver’ 
would need a total of just under 128 working hours, of which he or she would spend 
44.4 hours to drive approximately 2220 km. 

For Rtime = infinite, rather obviously, the less restrictive Rtime becomes, the less net 
driving time is needed (only two ‘legs’), see figure 1. As the actual driving distance 
Lkm, the total time required for driving tdriv, total work hours t and the total number of 
tours n are practically 100 % correlated (see table 1), similar results apply to their 
respective relation to the driving time restrictions Rtime. 

 
Fig. 1. Net driving time for 250 drops related to the work time restriction per driver without a 
pallet space restriction 
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Tests showed that similar results also apply to the case of Rtime = infinite and in-
creasing values of Rpall.

Based on several pretests, Rpall was set to 14 pallets per truck, and Rtime was set to 7
hours per driver. This takes into account that, in practice, sometimes unpredicted, but 
necessary pick-ups at a drop point may occur. Also, unforeseen troubles (e.g. traffic 
jam, customer not available) spoil the originally planned tour, thus reducing the theo-
retical maximum working periods and rest periods in line with legal restrictions (cf. 
EU drivers' hours rules (EC) 561/2006). 

Table 1. Bravais/Pearson correlation coefficients 

Rtime Lkm(rk_max) tdriv(rk_max) ttotal(rk_max) m(rk_max)

Rtime 1     

Lkm(rk_max) -0,40276558 1    

tdriv(rk_max) -0,402775113 0,999999996 1   

ttotal(rk_max) -0,402779418 0,999999995 0,999999989 1  

m(rk_max) -0,467880707 0,993848716 0,993848006 0,993849729 1 

3   Simulation Results and Conclusions 

3.1   Total Tour Length of the CVRP 

Excluding test runs and sensitivity analyses, a total of 50 simulation experiments, 
corresponding to 50 work days, were run with the afore mentioned parameters.  
Table 2 shows the results of the simulation as well as the theoretical estimate of the 
total tour length. For a value of κ = 0.79, the estimate yields fairly good values, al-
though it underestimates the actual number of tours and therefore the actual total tour 
length for very large radii. (This may be improved by varying the values of κ with rk,
cf. [1]). Due to the correlation, similar results apply to net driving time. 

Drop times are the same per customer for the theoretical estimate and for the simula-
tion and, therefore, only depend on the customer distribution. For uniformly distributed 
customer locations, n(rk) increases proportionally to the size of the delivery area A(rk). 

3.2   Total Costs Related to Drop Distance 

The following figure 2 shows the corresponding increase of total costs, depending on 
rk. In practice, due to a concentration of customers close to the subsidiary, we would 
expect an even more rapid increase of total costs. 

Figure 3 shows the average total cost per pallet in relation to the drop distance. The 
simulation yielded values of 1  n(r1)  9, with an average of 3.66 (compared to the 
expected value of approx. 4) customers drops. While m(r1) = 1 for all of these values 
of n(r1), m(r2) remained one in 28 % of all simulation runs, with m(r2) at a maximum 
of two in all other cases. This is why total costs per pallet are so high for r1, due to the 
allocated tour flat-rate. 
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Table 2. Simulated tour length Lkm vs. theoretical estimate for κ = 0.79 

  
Estimated tour length (km) Simulated tour length (km) 

k rk min average max 

1 12.5 42 12 38 64 

2 25.0 196 105 160 204 

3 37.5 452 283 395 466 

4 50.0 878 654 817 1,004 

5 62.5 1,439 1,296 1,429 1,592 

6 75.0 2,337 2,088 2,335 2,638 

7 87.5 3,320 3,339 3,665 4,014 

8 100.0 4,872 5,316 5,597 5,878 

 

Fig. 2. Total costs related to drop distance 

 
Fig. 3. Total cost/pallet related to drop distance 
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More interesting than the overall averages, however, are the characteristics of the 
'marginal’ costs. 

3.1   Marginal Costs Related to Drop Distance 

Total direct drop related costs are constant (cf. formula (1)). Due to the assumption 
that every customer receives one pallet each, total direct pallet related costs are also 
constant. (This is not a critical assumption: Test runs with uniformly distributed pallet 
demand vi  7 exhibited the same basic results.) 

The following figure 4 shows the result of allocating the marginal indirect over-
head costs according to the marginal pallets dropped. Test runs for the case of fluc-
tuating pallet demand suggest that this procedure is more adequate than allocating the 
marginal overhead costs to the additional drops. (In this special case, due to vi = 1 per 
drop, it makes no difference.)  

Fig. 4. Marginal overhead cost/pallet related to drop distance 

Fig. 5. Marginal total cost/pallet related to drop distance, starting from r2
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Again, due to the small number of drops n(r1), that still require at least one tour, 
inducing the allocated tour flat-rate, total overhead costs per pallet are so high for r1 
(and costs aren’t ‘marginal’ for r1, either, cf. (10)). Apart from this special case, one 
can easily see, that, even in the case of a uniform distribution for the drop locations, 
marginal costs per drop actually increase progressively, rather than decrease with 
growing distance. 

As ‘marginal’ drop-time oriented costs are constant per pallet, marginal total costs 
exhibit the exact same structure as the marginal overhead costs (cf. fig. 5). If one took 
into account a more realistic customer concentration, it is very likely that the increase 
be steeper still. 

4   Conclusion and Outlook 

Our simulation results suggest that the classic transport modelling approaches can be 
misleading: Even for the ‘benign’ case of a uniform distribution of customer locations 
around the depot and for one pallet per drop, costs seem to increase much stronger 
than most models assume. It is argued that a realistic basis for pricing should take into 
account both a direct drop-related and a pallet-related price component, that is inde-
pendent of the distance from subsidiary to drop. Additionally, overhead costs should 
be allocated according to the costs-by-cause principle, leading to higher prices for 
more distant customers.  

If customer concentration in industrial zones were taken into account, delivering to 
outside customers would lead to an even stronger cost increase. (For the influence of 
population density on transport costs cf. [16].) Also, in the case of more restrictive 
driving times (e.g. due to time windows), costs are likely to grow even faster with 
regard to the distance. 

One way to avoid post-carriage costs that are too high is to reduce delivery areas, 
e.g. by introducing additional subsidiaries or transshipment points. 

Following limitations should be taken into account: The results presented are re-
sults for a specific set of cost parameters. Additional simulation runs suggest that, as 
long as driving distance and driving time related costs aren’t ‘too small’ compared to 
the drop time related costs, the basic conclusions still hold. This, however, needs to be 
evaluated more systematically, in future.  

As the approach presented here focused on post-carriage transports, the effects that 
the corresponding pickup and network linehaul have with regard to total cost per drop 
need yet to be examined. (For approaches to plan and how to coordinate linehaul 
networks cf. [25] and [26]). 

Further research should include the cases of fluctuating customer pallet require-
ments, fluctuating customer densities or combined pick-up and drop situations. Final-
ly, analysing practical aspects of subsidiary customer pricing strategy, intercompany 
transfer pricing and sub-contractor pricing in practice still require further empiric 
research activities. One of the reasons why prices frequently aren’t based on a cost-
by-cause allocation might be that many freight forwarders don’t seem to really know 
their own costs (cf. [12] and [27]). 



342 N. Boone and T. Quisbrock 

References 

1. Boone, N., Quisbrock, T.: Why Size Does Matter - Estimating the Length of Tours in  
ringradial Transport Networks, Lemgo (2010) 

2. Clarke, G., Wright, J.W.: Scheduling of vehicles from a central depot to a number of deli-
very points. Operations Research Quarterly 12, 568–581 (1964) 

3. Ebner, G.: Controlling komplexer Logistiknetzwerke – Konzeption am Beispiel der Trans-
portlogistik eines Multi-Standort-/Multi-Produkt-Unternehmens. Nürnberg (1997) 

4. Erkens, E.: Kostenbasierte Tourenplanung, Bremen (1998) 
5. Feige, D.: Optimierung von Frachtnetzstrukturen. In: Gabler Lexikon Logistik - Manage-

ment logistischer Netzwerke und Flüsse, S. 186–193. Gabler/GWV Fachverlage, Wiesba-
den (2004) 

6. Fiedler, J.: Fahrzeugkostenrechnung und Kalkulation. In: Praxis des Controllings in Spedi-
tionen, pp. 45–69, Bildungswerk Spedition und Logistik e. V., Frankfurt a. M (2007) 

7. Fleischmann, B.: Design of Freight Traffic Networks. In: Advances in Distribution Logis-
tics, pp. 55–81 (1998) 

8. Gfüllner, C., Raab, M.: Wider dem Tonnage-Denken im Nahverkehr – Prozessorientierung 
als Basis für eine leistungsgerechte (Sub-) Unternehmervergütung. In: DVZ Deutsche 
Verkehrszeitung, Ausgabe 87, p 3. Dt. Verkehrs-Verlag, Hamburg (2004) 

9. Glagow, M., Riek, J., Zimmermann, J.: Tourenplanung mittelständischer Speditionsunter-
nehmen in Stückgutkooperationen: Modellierung und heuristische Lösungsverfahren.  
In: Zeitschrift für Planung & Unternehmensführung, vol. 17, pp. 365–388. Springer,  
Heidelberg (2007) 

10. Herry, M.: Transportpreise und Transportkosten der verschiedenen Verkehrsträger im 
Güterverkehr. In: Verkehr und Infrastruktur, No. 14. Kammer für Arbeiter und Angestellte 
für Wien, Wien (2001) 

11. Holmberg, K., Ling, J.: A Lagrangean heuristic for the facility location problem with stair-
case costs. European Journal of Operations Research 97, 63–74 (1997) 

12. Kapell, E.: Preise nicht verursachungsgerecht - Erstmals ZLU-Umfrage zu Frachtraten in 
Handel und Industrie. Lebensmittel Zeitung (2009) 

13. Kopfer, H., Kopfer, H.W., Stache, U.: Strategien für die Auftragsdisposition in Spedition-
sunternehmen. In: Intelligent Decision Support – Current Challenges and Approaches,  
pp. 157–175. Gabler Verlag, Wiesbaden (2008) 

14. Laporte, G.: The Vehicle Routing Problem: An overview of exact and approximate algo-
rithms. Management Science 40, 1276–1290 (1994) 

15. Mayer, G.: Strategische Logistikplanung von Hub&Spoke-Systemen. Gabler Verlag, 
Wiesbaden (2001) 

16. Müller, S.: Pick-up and delivery als zentrales Element des Wertschöpfungsprozesses in der 
Stückgutspedition. Logistik Management 9(1), 34–49 (2007) 

17. Oelfke, D., Oelfke, W.: Speditionsbetriebslehre und Logistik – Die wichtigen Prüfungsfra-
gen mit Lösungen. Gabler Verlag, Wiesbaden (2003) 

18. Richter, A.: Dynamische Tourenplanung - Modifikation von klassischen Heuristiken für 
das Dynamische Rundreiseproblem (DTSP) und das Dynamische Tourenplanungsproblem 
(DVRP) mit der Möglichkeit der Änderung des aktuellen Fahrzeugzuges. Univ. Dresden 
(2005) 

19. Schmidthöfer, A.: Taktische Bestimmung von Tourgebieten für die speditionelle Touren-
planung, Univ. Augsburg (2003) 



 Modelling Post- arriage Transport Costs in Groupage Networks 343 

20. Stolletz, L., Stolletz, R.: Linearisierungsverfahren für Standortplanungsprobleme mit nich-
tlinearen Transportkosten. Zeitschrift für Planung & Unternehmenssteuerung (19), 261–280 
(2008) 

21. Stumpf, P.: Tourenplanung im speditionellen Güterfernverkehr, Nürnberg (1998) 
22. Tempelmeier, H.: Die Bestimmung des optimalen Standorts eines Auslieferungslagers 

beientfernungsabhängiger Nachfrage und nichtlinearen Transportkosten. Zeitschrift für 
Operations-Research B 24, B167–B187 (1980) 

23. Voth, M.: Leistungsprozesse Spedition und Logistik – Lernsituationen. Bildungsverlag EINS, 
Troisdorf (2008) 

24. Webb, M.H.J.: Cost Functions in the Location of Depots for Multiple-Delivery Journeys. 
Journal of the Operations Research Society 19(3), 311–320 (1968) 

25. Weddewer, M.: Verrechnungspreissysteme für horizontale Speditionsnetzwerke –
Simulationsgestützte Gestaltung und Bewertung. Wiesbaden, Gabler (2007) 

26. Wieberneit, N.: Linienverkehrsplanung in speditionellen Sammelgutnetzen. Univ.Augsburg 
(2008) 

27. Wl ek, H.: Gestaltung der Güterverkehrsnetze von Sammelgutspeditionen. Nürnberg (1998) 

Appendix: Notation  

A(rk) Circular delivery area around the subsidiary up to radius of rk 
Ci Total costs for customer drop i 
C(rk) Total costs up to a radius of rk 
cdriv Cost per hour for driving 
Cdriv(rk) Total driving time related costs up to a radius of rk 
cdrop Cost for drop per hour 
Cdrop,i Direct costs for drop i 
Cdrop(rk) Total direct drop related costs up to a radius of rk 
ckm Cost for driving per km 
Ckm(rk) Total driving distance related costs up to a radius of rk 
cLU Cost per hour for loading/unloading pallets 
Δcover(rk)  Marginal overhead cost per pallet from radius rk-1 to rk 
Cover(rk) Total overhead cost up to a radius of rk 
Cpall,i Total drop related pallet cost for customer i 
Cpall(rk) Total direct pallet related costs up to a radius of rk 
ctour,flat Fixed transfer price for indirect overhead costs per tour 
Ctour(rk) Total tour related overhead costs up to a radius of rk 
δ Average distance between two drops in a shortest path tour 
δ(rk) Average distance between two drops in a shortest path tour within rk 
d0i Distance of customer drop i from subsidiary 
d0,first(rk) Averge first ‘legs’ of all tours within radius rk 
dlast,0(rk) Average last ‘legs’ of all tours within radius rk 
kmax Maximum number of rings around subsidiary 
Lkm(rk) Total length of all tours up to rk in km 
m Total number of tours 

c
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m(rk) Number of tours up to a radius of rk

μpall(rk) Estimated number of tours (up to rk) due to Rpal

μtime(rk) Estimated number of tours (up to rk) due to Rtime

n Number of customer drops 
n(rk) Number of customer drops up to a radius of rk

νtime(rk) Estimated number of drops per driver (up to rk) due to Rtime

rk Radius of the kth circle around the subsidiary 
Rpall Pallet capacity restriction per truck 
Rtime Working time restriction per driver 
s Driving speed 
tdriv(rk) Total driving time up to a radius of rk

tdrop,flat  Time per drop (constant) 
tLU Time for loading/unloading per pallet 
ttotal(rk) Total working time of all drivers up to a radius of rk

v(rk) Total drop pallets up to a radius of rk

vi  Customer demand volume in pallets for drop i 
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Abstract. Constraints on the lifetime of items force organizations to
carefully plan their production in cooperation with their supply chain
partners up- and downstream along the chain. This is important be-
cause waiting times due to suboptimal planning give rise to increasing
lead times and, consequently, to deterioration and thus decreasing qual-
ity of items so that, in the worst case, they cannot be used. Increased
costs, delivery delays, quality decreases and unsatisfied customers are
negative effects that can be avoided by accounting for product deprecia-
tion in the production process. We highlight the importance of including
deterioration and perishability in planning decisions and present well-
known discrete lot-sizing and scheduling models extended in this regard.
The effects on plans derived by these models including depreciation is
shown using a numerical example.

Keywords: Production Planning, Lot-Sizing, Scheduling, Deterioration,
Perishability.

1 Introduction

Deterioration has a great influence not only on inventory management, but on
every area of production where items are stocked or forced to wait due to un-
certain demand, technical matters, variabilities or disruptions of the production
process. Not surprisingly, scrap is one of the major causes of inventory loss re-
gardless of the types of industries or products.

The aspect of deterioration and perishability of items came to prominence
with the modeling of inventory in blood bank management and the distribution
of blood from transfusion centers to hospitals. Later, the interest shifted also
to other products, e.g., chemicals, food, various drugs, fashion clothes, technical
components, newspapers etc. In accordance, the attention changed to a more
general view on how to include deterioration and perishability constraints into
mathematical models for production planning in different settings, e.g., regarding
multiple facilities, warehouses, as well as supply chain perspectives.

In this paper we propose discrete lot-sizing and scheduling models account-
ing for depreciation effects of products in the production process. While de-
preciation effects are widely regarded in the area of stochastic and continuous
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inventory management, only very few models have been proposed for the deter-
ministic, discrete case. Nevertheless, it may be useful to examine depreciation
effects in non-complex, straightforward settings in order to develop a better un-
derstanding for more complex situations. Therefore, we analyze the capacitated
lot-sizing problem (CLSP) extending it to deterioration and perishability effects.
Furthermore, scheduling decisions are taken into consideration, too. The effects
of depreciation are emphasized using a numerical example which is certainly not
representable for practical cases due to its small size, but very useful regarding
the effects on planning decisions.

The remainder of the paper is organized as follows. In Section 2 we give a
review on the related literature on depreciation of products (Section 2.1) and
lot-sizing and scheduling models (Section 2.2). In Section 3 we present the CLSP
with perishability and deterioration further extending it to scheduling decisions.
Section 4 provides a numerical example used to highlight computational results
for two of the proposed scheduling models and Section 5 concludes with ideas
for future research.

2 Literature Review

Depreciation effects are especially interesting in situations where items are forced
to wait in the production process. The task of lot-sizing is to plan quantities
of items produced together so as to minimize certain cost factors such as or-
der or setup costs and inventory holding costs. For instance, the importance of
accurately accounting for setup times and costs and their effects on capacity
utilization has been highlighted by the discussion of just-in-time manufacturing
[1] which requires small and frequent batch sizes in order to decrease WIP inven-
tory. This influences capacity utilization, because setup times decrease machine
capacity utilization and represent idle times.

Scheduling decisions play an important role regarding overall processing or
lead times of items. If products are subject to enhanced deterioration or per-
ishability it may be preferable to schedule them so that they do not spend much
time waiting in inventory. This is even more true for multi-level situations regard-
ing multiple (sequenced) machines. Consequently, when regarding depreciation
effects scheduling decisions should be taken into account.

2.1 Depreciation of Parts and Products

All products deteriorate sooner or later depending on the considered time hori-
zon. If the time horizon is chosen to be sufficiently short there may be no need to
consider such product characteristics. Nevertheless, in practice and depending
on the product, the time horizon for tactical and even operational planning is
long enough, so that the influence of deterioration and perishability tends to
play an important role.

Deterioration or perishability of goods is regarded as the process of decay,
damage or spoilage of items such that they can no longer be used for their orig-
inal purpose, i.e., they go through a change while stored and lose their utility
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partially or completely [2,3,4,5,6]. Deterioration is a continuous process so that
items have a stochastic lifetime in contrast to perishable goods which are con-
sidered as items with a fixed, maximum lifetime [7]. This is true for products
that become obsolete at some fixed point in time, due to various reasons or
external factors, e.g., change in style, technological developments, outdates or
external regulations (e.g. pharmaceuticals) that predetermine their shelf-lifes.
Consequently, deterioration or perishability can be characterized by different as-
pects. [4] give three characteristics of decay of goods: direct spoilage (e.g. fresh
food, vegetables), physical depletion (e.g. gasoline, alcohol), or the loss of effi-
cacy in inventory (e.g. electronic components, medicine). A detailed discussion
of a classification of deterioration and perishability is given in [8].

The lifetime of products can be regarded fixed or random: the first case implies
that the products’ lifetime is pre-specified and time-independent of deterioration
factors. The utility of these products is given during a specific time period. When
the products pass their lifetime, they perish completely. In the second case there
is no specific lifetime for the products, instead there is depreciation over time.
For instance, the lifetime of food items can be seasonal as, e.g., vegetables deteri-
orate faster in summer time. This kind of deterioration is called time-dependent.
In the literature we find the integration of lifetime probabilities as, e.g., gamma
distributions, Weibull, two-parameter Weibull, or exponential distributions. An
alternative basis for classification is the value loss of the goods; see [9]. [10]
emphasize the related utility loss and distinguishes products whose actual func-
tionality deteriorates over time, e.g., fruits, vegetables, or milk, and those whose
functionality does not degrade, but customers’ perceived utility deteriorates over
time which can be true for, e.g., fashion clothes, high technology products with
a short life cycle, or items whose information content deteriorates, e.g., news-
papers. For instance, [11] prove empirically that the willingness to pay for a
product continuously decreases with its perceived actuality or utility; see also
[12]. So this is somewhat fuzzy, as it clearly depends on customer preferences
if a good still has some value, viz. if a customer still regards it as valuable or
useful. A multitude of authors in the field of deterioration and perishability use
the words interchangeably.

We make a clear distinction between perishable goods that cannot be used
anymore and lose all their utility at once after a certain point in time whereas
items that lose their utility gradually are regarded as being subject to continuous
deterioration. For instance, Figure 1 depicts three functional relationships of the
value of items in time where the first graph shows the course of perishability, the
second the discrete and variational course of deterioration and the third three
possible courses of continuous deterioration as defined above.

2.2 Simultaneous Lot-Sizing and Scheduling

Lot-sizing and scheduling decisions are generally considered in tactical and op-
erational production planning. Often, these planning steps are executed sequen-
tially which can transform formally feasible (tactical) lot-size plans to infeasible
plans due to subsequent scheduling decisions that violate capacity constraints.
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Fig. 1. Three examples for perishability and deterioration rates

Consequently, iterations of planning decisions and information are needed or,
better, their simultaneous consideration. The classification of such models dif-
ferentiates between single or multiple resources, single or multi-level structures of
products, finite or infinite planning horizon, discrete or continuous time, and/or
deterministic or stochastic input data. In this paper we concentrate on the de-
terministic, discrete single resource single structure case with finite planning
horizon.

Discrete dynamic modeling assumes that the time dimension can be divided
into “time buckets” that can be further segregated into “big bucket” and “small
bucket” models. Big bucket models contain long time periods in which several
different products can be set up and produced unlike small bucket models where
time periods are rather short, so that startups, switch-offs and/or change-overs
are modeled. Small bucket models can be further divided into those that allow
at most one setup per period and those allowing more than one setup [13].
Simultaneous lot-sizing and scheduling models have been subject to extensive
research for many decades. Consequently, we refer the reader to excellent surveys
and reviews on (multi-level) lot-sizing and scheduling provided by [14], [15], [16],
[17]. Nevertheless, discrete lot-sizing and scheduling decision models including
deterioration and perishability constraints are rare. A short review on these
models is given in the subsequent section.

2.3 Models Including Depreciation Constraints

Economic lot-sizing models (ELSP) including deterioration and perishability
constraints are provided, e.g., by [18,19,20], where deterioration rates of inven-
tory are dependent on the age of products. This is also true for the replenishment
model of [21] where the shelf-life of items is constrained by two periods. [19] shows
that the ELSP with perishability constraints is equivalent to a minimum cost
network flow problem with flow loss. He analyzes special structural properties of
the optimal solution in order to develop a dynamic programming algorithm able
to solve the problem in polynomial time. Shortages and complete backorders are
added to the model by [20]. [18] employ a Cobb-Douglas cost function in order
to integrate effects of economies of scale.
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Optimal utilization policies of time-varying deteriorating items are studied by
[22] in the field of blood bank management. They define diverse age categories
of items due to the fact that, in general, requested but unused blood preserves
are returned to the blood bank after one or two days. Consequently, they do
not begin to deteriorate in stock, but enter already aged. [23] studies the par-
allel machine scheduling problem with deteriorating jobs where the objective is
to minimize the total completion time of jobs or total machine workload. Algo-
rithms to solve the scheduling problem base on steepest descent search heuristics.
[24] provides an economic order quantity (EOQ) model with deteriorating items
and time proportional demand.

Our approach described in the next section integrates perishability that con-
strains the time items can be held in inventory. Thus, the inventory balance
equation is subject to modifications. Furthermore, disposal costs are regarded in
the objective function.

In order to consider deterioration and perishability constraints, we begin with
the CLSP. We will extend it step by step in the course of our discussion consider-
ing the above mentioned aspects of lot-sizing and scheduling including sequence-
dependent setup times and costs with depreciation.

3 Model Formulations

The CLSP presents a standard model for discrete, dynamic, capacitated multi-
product lot-sizing where multiple products are planned on one machine or
resource subject to finite capacity. Demand is deterministic and known in ad-
vance for each period t. Backlogging is not allowed and first-in-first-out (FIFO)
is assumed regarding the stock outflow process. The objective is to find op-
timal production lot-sizes that minimize inventory and setup costs. Regard-
ing perishability, we include the minimization of costs for disposal of perished
items.

Given the variables, parameters, and indices in Table 1 that is valid for all pre-
sented models, the CLSP with perishability constraints (CLSP-P) is formulated
as follows:

min
M∑
i=1

T∑
t=1

(
Ks

i δit + πiIit + φD
i ID

it

)
(1)

subject to:

Iit = Ii,t−1 + Xit − Dit − ID
it ∀ i, t (2)

ID
it ≥

t−Θi∑
τ=0

Xi,τ −
t∑

τ=0

Diτ −
t−1∑
τ=0

ID
iτ ∀ i, t ≥ Θi (3)
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Table 1. Variables, parameters and indices used in the models

Parameters
Ks

i setup costs of product i
φD

i waste disposal cost factor for product i
πi inventory holding cost factor for product i
Dit demand of product i in period t
ξi resource consumption factor or production coefficient of product i
ϑi setup time for product i

Capt capacity that is available in period t
αΘ

i deterioration rate of product i
V big number

Variables
Xit production of product i in period t
Iit inventory holding of product i in period t
ID

it perished inventory of product i in period t
δit setup indicator denoting if a product i is set up in period t
δs

is setup state variable denoting if product i is set up at the end of
period s (δs

is = 1) or not (δs
is = 0) used in scheduling models

Indices
i product with i = 1, . . . , M
j subset of products with j ∈ M, i �= j
t time period with t = 1, . . . , T
τ subset of periods
Θi shelf-life of product i
s micro-periods with s = 1, . . . , S used in scheduling models
u subset of micro-periods used in scheduling models

M∑
i=1

ξiXit +
M∑
i=1

ϑiδit ≤ Capt ∀t (4)

Xit ≤ V δit ∀ i, t (5)
Ii0 = IiT = 0 ∀ i (6)

Xit, Iit, I
D
it ≥ 0 ∀ i, t (7)
δit ∈ {0, 1} ∀ i, t (8)

The objective function (1) minimizes the sum of costs of setting up for product
i in period t, inventory holding costs, and disposal costs of perished products.
Equation (2) describes the inventory balance equation where inventory of pro-
duct i in period t is composed by inventory of the previous period t − 1 and
production less products that are used to satisfy demand in that period and
less the products that are deteriorated in that period. Inequality (3) presents
items that need to be disposed in period t. These are calculated by the sum of
produced items in the interval [0, t − Θi], thus production from the beginning
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of the planning horizon until period t deduced by the shelf-life of items, less
those items that are used to satisfy demand until period t and items that have
been already disposed in the previous period t − 1. In order to incorporate de-
terioration effects in the model, the parameter Θi is modified to Θit, so that
changing deterioration rates over time are captured. Thus, the course of deteri-
oration for items is defined via input data. This is valid also for the subsequent
models. In our model formulation, we limit the mathematical presentation to
the perishability case. Inequality (4) requires production and setup times to
be smaller or equal available capacity in period t. Constraint (5) entails the
machine to be set up for item i when production of that item takes place
where V is a large number that needs to be chosen in a way that the produc-
tion amount is not restricted. This constraint is also frequently formulated as
follows:

Xit ≤
Capt

ξi
δit ∀ i, t (9)

linking continuous variables Xit to the binary variables δit ensuring that when-
ever product i is produced in period t, thus Xit > 0, the related setup indicator
δit is set, accordingly. Equality (6) denotes that initial and final inventory is zero.
Non-negativity on the variables and the definition for the binary setup variable
δit are given by (7) and (8), respectively.

Inequality (3) might be reformulated assuming that a certain amount of items
in stock perish/deteriorate in a time period t independent of their age and how
long they have been in stock. The inventory balance equation is reformulated,
accordingly:

Iit = (1 − αΘ
i )Ii,t−1 + Xit − Dit ∀ i, t (10)

where αΘ
i denotes the deterioration rate of product i. A certain percentage of

inventory of the previous period t−1 perishes in stock and need to be subtracted
from the inventory balance. For instance, this formulation is used by [19,20].

The CLSP is a “big bucket” model and, consequently, scheduling decisions are
not included. Additionally, setup states are not carried over from one period to
the next, thus, regardless if a product i is planned on the machine in period t−1
and period t, the model induces two setups. Moreover, a lot-size cannot be split
and produced in two consecutive periods, but has to be produced in one period.
Neither is it possible to setup the machine twice for the same product. In other
words, a product i can be produced only once in a period t which constrains
the maximal possible number of setups to the number of products (types) i.
Additionally, lot-sizes Xit are constrained by Capt/ξi.

In order to include scheduling decisions, the CLSP-P is modified to a discrete
lot-sizing and scheduling problem with perishability (DLSP-P). It inherits the
assumptions from the CLSP despite that the macro-periods of the CLSP are
subdivided into micro-periods denoted by s = 1, . . . , S. The DLSP-P further
assumes that at most one product type i is produced in a period s, so that
full capacity is utilized for that product. This is denoted as the all-or-nothing
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assumption. Consequently, the capacity restriction of the CLSP, inequality (4),
is reformulated considering micro-periods:

Xis =
(Caps − ϑi)

ξi
δs
is ∀ i, s (11)

where δs
is is a setup state variable denoting that, e.g., no setup is required if

the machine was left set up in the previous period for product i, thus δs
is = 0.

Consequently, the inventory balance equation is modified as (13) below. The
setup state variables δs

is are linked to the setup costs Ks
i δis in the objective

function by δis ≥ δs
is − δs

i,s−1 ∀ i, s denoting that if a setup in two consecutive
periods takes place, a setup operation δis must have occurred. The complete
DLSP-P is stated as follows:

min
M∑
i=1

S∑
s=1

(
Ks

i δis + πiIis + φD
isI

D
is

)
(12)

subject to

Iis = Ii,s−1 +
(Caps − ϑi)

ξi
δs
is − Dis − ID

is ∀ i, s (13)

ID
is ≥

s−Θi∑
u=0

(
Caps−Θi

− ϑi

)
ξi

δs
iu −

s∑
u=0

Diu −
s−1∑
u=0

ID
iu ∀ i, s ≥ Θi (14)

S∑
s=1

δs
is ≤ 1 ∀ s (15)

δis ≥ δs
is − δs

i,s−1 ∀ i, s (16)

Ii0 = IiS = 0 ∀ i (17)

Iis, I
D
is ≥ 0 ∀ i, s (18)

δs
is ∈ {0, 1} ∀ i, s (19)

The preservation of setup states across periods gives a certain kind of conti-
nuity [25]. Nevertheless, still the all-or-nothing assumption underlies the model
restricting lot-sizes to be produced within one period and not exceeding this
period. This can be interpreted as a minimum lot size or batch. In practice,
this might be required, e.g., due to technical issues in the production process.
In fact, minimal lot sizes are the very hard constraints that lead to disposals,
because enforcing production higher than demand due to capacity leading to
increased inventory can cause disposals. Otherwise, disposals are always avoided
independently how high setup costs might be due to the fact that these costs
are due anyway within the production horizon in order to switch to production
of another product type. Thus, producing at most the required demands is cost
optimal. This is also highlighted in Section 4.

The problem of spoilage due to minimal lot sizes implied by the all-or-nothing
assumption may be remedied by allowing production lot-sizes to take any value
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up to the capacity limit [26] further carrying over setup states without incurring
additional setup costs [27]. Consequently, the inventory balance equation (13) is
changed as follows:

Iis = Ii,s−1 + Xis − Dis − ID
is ∀ i, s (20)

with the production lot-size being constrained as in (11). Such model formu-
lation is denoted continuous setup lot-sizing problem (CSLP) in the literature,
although without perishability constraints. Still, in the CSLP with perishability
(CSLP-P) production capacity may be lost due to the constraint that only one
product type i can be produced per period which is given by inequality (11).
This problem is readdressed by the proportional lot-sizing and scheduling prob-
lem with perishability (PLSP-P). Therefore, the production constraints (11) and
capacity constraints are reformulated:

Xis ≤ (Capi − ϑi)
ξi

(
δs
is + δs

i,s−1
)

∀ i, s (21)

M∑
i=1

ξiXis +
M∑
i=1

ϑiδis ≤ Caps ∀ s (22)

where the remainder of the CSLP-P remains unaltered.

4 Numerical Results

In this section we highlight the effects of the all-or-nothing assumption calcu-
lating the DLSP-P, and the PLSP-P using exemplified data sets. We consider
four types of products and a planning horizon of 10 periods. The capacity of
one machine is 70 units per period. The data sets used are rather small, because
the aim is to provide some insights regarding the mechanisms and hard con-
straints of minimum lot sizes that lead to disposals. Applying larger data sets to
the models leads to increased computational calculation times as variables and
constraints increase exponentially. This is straightforward and experienced by
extending the data set to 7 products and 50 periods.

The models are implemented in AMPL/CPLEX and are calculated on a com-
puter with an Intel Core(R) Pentium(R) 4 CPU processor with 2.42 GHz and 1
GB RAM.

Due to the relative small numerical example the calculating time for finding
the optimal solution is negligible. When extending the example to seven products
and 20 time periods and thus dealing with 550 variables and 423 constraints the
optimal solution is still found within seconds, but time begins to be relevant.
The optimal solution for the DLSP-P is found with the production/inventory
plan as given in Table 3 resulting in total costs of 6.440. The calculation employs
289 MIP simplex iterations including one branch-and-bound node.

The PLSP-P gives a plan that does not generate disposals. Therefore, dispos-
als that are zero for all products in all periods are not included in Table 4. For
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Table 2. Demand data for the small numerical example

Cost Factors Demand in Periods
Products Ks

i πi φD
i ϑi Θi ξi 1 2 3 4 5 6 7 8 9 10

A 400 2 10 10 2 1 10 10 − − − 40 − − − 60
B 400 1.5 10 10 2 1 − − − 5 30 30 − − 40 −
C 400 0.5 10 10 2 1 − − 10 − 10 − 10 − 10 −
D 400 0.5 10 10 2 1 − − − − 10 20 30 − − 60

Table 3. Results of the DLSP-P model

Periods
1 2 3 4 5 6 7 8 9 10

Production A 60 - - - - 60 - - - 60
B - 60 - 60 - - - - 60 -
C - - 60 - - - 60 - - -
D - - - - 60 - - 60 - -

Inventory A 10 - - - - - - - - -
B - 5 5 60 30 - - - - -
C - - 10 10 - - 10 10 - -
D - - - - 50 30 - 60 60 -

Disposal A 40 - - - - 20 - - - -
B - 55 - - - - - - 20 -
C - - 40 - - - 40 - - -
D - - - - - - - - - -

the PLSP-P, the optimal solution results in 3.740 total costs. CPLEX employed
16.879 MIP simplex iterations in order to find the optimal solution including
1.187 branch-and-bound nodes. This is due to the fact that the DLSP-P con-
tains the all-or-nothing assumption which leads to full utilization of capacities
even if demands are not equally high. Therefore, inventory does not decrease
due to demand, so that items perish after their lifetime and need to be disposed.
This is not true for the PLSP-P where production utilization is as high as the
demand, so that items do not wait in inventory and the risk of perishability
is rather low. When comparing the results for the PLSP-P to the PLSP with-
out perishability we see that the number of setups in the PLSP are relatively
small, inventory higher and, therefore, total costs smaller than in the PLSP-P.
This is due to the fact that products not subject to perishability can be hold
longer in inventory than perishable items which is straightforward. Furthermore,
when less capacity is available for production, inventory increases. This behavior
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Table 4. Results of the PLSP-P model

Periods
1 2 3 4 5 6 7 8 9 10

Production A 10 10 - - - 40 - - 60
B - - - 5 60 - - - 40 -
C - - 20 - - - - 20 - -
D - - - 30 - - 30 40 20 -

Inventory A - - - - - - - - - -
B - - - - 30 - - - - -
C - 10 10 10 - - - 10 - -
D - - - 30 20 - - 40 60 -

is true for all presented models except the DLSP-P where the number of products
in inventory for all periods remains the same, but spoilage decreases. This is
reasonable, because less capacity decreases minimum lot sizes implied by the
all-or-nothing constraint.

5 Conclusion

Aspects of deterioration and perishability are important for tactical and opera-
tional production planning, because such effects might generate increased costs
if not considered in production plans. We have integrated such effects in well
known discrete lot-sizing models and compared resulting plans using a numerical
example. The DLSP turns out to be not suited to problems where products are
subject to deterioration and perishability due to the all-or-nothing-assumption
which implies minimal lot sizes, because it enforces full utilization of capacities
disregarding periodic demand rates and, thus, causing spoilage and related costs.
Further research will be in the direction of sequence-dependent setup times and
multiple levels including diverse product structures where items depend on each
other further considering rework, thus the possibility to rework items that need
perish during the production process.
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Abstract. Although there is a rich steam of literature championing the impor-
tance of trust in long-term business relationships, there has been relatively little 
interest in the area of the development and maintenance of trust in hastily 
formed networks that are formed at short notice and that operate for a limited 
period of time. Such networks can be found in the aftermath of a rapid onset 
disaster where individuals from a broad variety of organisations and geographic 
locations come together in order to bring relief to a disaster-stricken area. The 
aim of this paper is, therefore, to further the understanding of trust in hastily 
formed networks through the presentation of a theoretical model, a discussion 
of its practical application in a post-disaster scenario, and proposals for testing 
the approach in a live setting.  

Keywords: Humanitarian Logistics, Trust in Networks, Supply Chain  
Management. 

1   Introduction 

The fields of inter-personal and inter- and intra-organisational trust have been the 
subject of significant academic research stretching back over at least three decades 
including, for example, special editions devoted to the subject in the journals Organi-
zation Studies [1] and Organization Science [2]. This has led to the development of 
frameworks that integrate psychological and behavioural concepts and, although fur-
ther research is unquestionably required [3], such models offer useful insights into the 
antecedents of trust, as well as subsequent evolutional patterns.  

Whilst the need for inter-organisational trust is a core concept in a broad spectrum 
of management literature [4] [5] [6] [7], much of this is devoted to understanding how 
appropriate long term relationships can be developed and maintained. This reflects 
issues such as the potential for reduced transaction costs [8], the relationship between 
trust and risk [9], trust and vulnerability [10], and as a substitute for contracts [11] or 
control [12] [13] [14]. By comparison, however, there are relatively few studies on 
trust in temporary networks even though such networks exist in a variety of settings 
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such as the “minimal organizations” [15], “emergent multi-organizational networks” 
or “emergent response groups” [16] and hastily formed networks (HFNs) in a military 
context [17] and in disaster relief [18] [19].   

Whilst the phrase “hastily formed network” provides a relatively clear mental 
model, the concept has been formally described by the HFN Research Group [20] as 
having five elements. It is a network of people (1) established rapidly, (2) from differ-
ent communities, (3) working together in a shared conversation space, (4) in which 
they plan, commit to, and execute actions, (5) to fulfil a large, urgent mission. In 
following this definition of an HFN, it is important to note that such networks differ 
from the minimal organisations described by Weick [21] where the individual mem-
bers (such as fire fighters) are likely to share a common aim, ethos, background,  
approaches and working practices. By contrast the members of an HFN in a humani-
tarian context, whilst sharing the same high level goals, may have not worked  
together previously nor have undergone the same training. For example, it is esti-
mated that over 400 official international non-governmental organisations (NGOs) 
and over 5,000 associated staff were present in Indonesia in the immediate aftermath 
of the 2004 Southeast Asian tsunami [22], whilst the United Nations Joint Logistic 
Centre (UNJLC) formed in the aftermath of Cyclone NARGIS that struck Burma in 
2008 was based in two separate countries (Burma and Thailand), and drew its 18 staff 
from 10 separate organisations [23].  

The aim of this paper is, therefore, to further the understanding of the development 
and maintenance of inter-personal trust in hastily formed networks (HFNs) in the 
aftermath of a rapid onset disasters. To achieve this, the paper will begin by discuss-
ing the concept of HFNs in more in detail, before considering the ways in which, 
using a theoretical approach, trust can be formed in such networks. In doing so, it will 
discuss the problem of developing and maintaining trust from psychological, behav-
ioural and physiological perspectives, drawing in particular on the concept of “swift 
trust” that has been developed by Meyerson et al. [24]. This will be followed by a 
discussion of the operationalisation of trust in an HFN, after which potential ways in 
which the model might be tested are considered. 

2   The Development of Trust in Post-disaster Hastily Formed 
Networks 

In the aftermath of such high profile events as the 2004 Indian Ocean tsunami, Paki-
stan earthquake and Hurricane Katrina in 2005, and Cyclone Nargis and the earth-
quake in Szechuan in 2008, there has been a significant movement towards improving 
the response to such rapid onset disasters. In this respect, the effectiveness of the 
relief operations is critically dependent on the speed of logisticians to be able to “pro-
cure, transport and receive supplies at the site of a humanitarian relief effort” [25]. 
Indeed, it can be argued that the humanitarian response is, in effect, a logistic opera-
tion given that an estimated 50-60% [26] to 80% [27] of the income of an NGO is 
spent in this broad area. Whilst the need for those responding to disasters to do so 
with speed is self-evident, perhaps less apparent are the sheer numbers of such or-
ganisations involved. For example the UK is estimated to have 3-4,000 internationally 
operating humanitarian organisations [28], whilst a recent analysis has suggested that 
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over 30,000 such international NGOs exist world-wide [29]. It is unsurprising, there-
fore, that the arrival of a plethora of organisations within a disaster area can lead to 
huge challenges as evidenced by the 72 inter-agency co-ordination meetings reported 
to have been held weekly in Banda Aceh alone [30].   

With this need for speed set against the influx of many organisations and individu-
als in mind, the need to achieve a high degree of inter-personal trust at an early stage 
in the response becomes more apparent. But, in considering how to conceptualise 
trust in the disaster relief context, it is appropriate to begin with a definition of the 
concept – although, as observed by Kramer [31] “a concise and universally accepted 
definition has remained elusive.” On the other hand, there are many authors in this 
field who offer broadly similar definitions (e.g. [32] [33] [34] [35]) and these are 
reflected in the following which will be used within the paper: 

Trust is present when the one party has a fundamental belief that the other can be 
relied upon to fulfil their obligations with integrity, and will act in the best interests of 
the other. 

Importantly, this definition of trust focuses on inter-personal, rather than intra- or 
inter-organisational relationships. It is argued that decisions within organisations are 
made by individuals and, therefore, the level of intra/inter-organisational trust can be 
seen as a reflection of those individual relationships – although it is recognised that, in 
reality, the spectrum of possible and actual relationships is significantly more com-
plex as demonstrated by Currall and Inkpen [36]. But how does such inter-personal 
trust develop? In decomposing the vast swathe of literature that discusses the concept 
of trust from a variety of perspectives, it is suggested that the key to understanding it 
in the context of HFNs is the recognition that, in this scenario, trusting inter-personal 
relationships need to be achieved in a very short time frame. For this reason, the work 
of Meyerson et al. [37] into the development of “swift trust” has significant applica-
bility, and it has been expanded into a more general framework by Hung et al. [38] 
(see Fig. 1). Hung et al. [38] suggest that there are three different routes to trust: the 
peripheral, central, and habitual. If seen in sequence, the peripheral route refers to the 
early stages of a relationship in which the individuals forming the network cannot rely 
on their, as yet to be formed, perceptions of the trustee(s) ability, integrity and  
benevolence; rather trust at this stage is based on (peripheral) cues such as those pro-
vided by third parties. Hung et al. [38] suggest that adoption of this peripheral route to 
trust involves less cognitive effort than making one’s own judgments and is, there-
fore, the preferred route in the initial stages of a relationship. However, once teams 
have formed, individuals are able to cognitively engage and this may lead to the de-
velopment of trust through the central route. The final route is that of habitual trust 
which reflects the historical build up of successful trust transactions, and often leads 
to strong emotional bonds.  

According to Hung et al. [34] the peripheral (i.e. swift) route, has five antecedent 
conditions that influence trust formation: (1) role, (2) third party information, (3) 
category, (4) rule and (5) dispositional. Importantly, it is argued that, in addition to 
the simple feedback loop generated by improved knowledge of the others in the rela-
tionship, the process is mediated by the perceived level of risk which, in turn, reflects 
the communications environment within the network. It will be appreciated that, in 
the context of HFNs in the aftermath of a disaster, there are likely to be many virtual  
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elements to the network (including for example, head and regional offices, together 
with individuals who are on the ground in the disaster zones), and therefore this as-
pect of the framework is of particular importance. 

Peripheral Route

Role

3rd Party Information

Categories

Rules

Dispositional Trust

Perceived 
Risk

Communication 
Environment

Trust
Trust 

Behaviour
Outcomes

Central Route

Perceived Ability

Perceived Integrity

Perceived Benevolence

Habitual Route

Habit Based Trust

Personal 
Knowledge

 

Fig. 1. Routes to trust formation (modified from Hung et al. [38, p.4]) 

3   Operationalising the Swift Trust Framework in a Humanitarian 
Logistic Context 

In operationalising the framework shown in Figure 1, a number of overarching points 
must be considered. The first is the interdependence of the trusting relationships 
which means that, in essence, there is no one trustor or trustee; rather each member of 
the network engages in a relationship with the other members. Furthermore, the out-
comes of any interchange between the parties will affect each party in, potentially, 
different ways. Secondly, the level of trust within a relationship is not static. Indeed, 
as Hung et al. [38] argue, over time, the relatively fragile swift trust can develop, via 
the central route, to the robust habitual form; on the other hand, trust can also decline. 
Furthermore, there is no absolute level of trust at any given time in a relationship, 
rather, parties may trust each other in relation to one issue, but not another. Finally, 
there is good evidence to suggest that, subject to any negative impacts of the per-
ceived success of prior alliances [39], individual members of a network often act as if  
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trust were in place and this leads to self-fulfilment. The very act of forming a network 
may of itself trigger an initial level of trust, where a positive assumption about the 
trusting behaviour of others becomes the baseline position [40]. However, Coppola et 
al. [41] and Ben-Shalom et al. [42] suggest that this baseline is also affected by the 
expectations of trust that members import from other settings with which they are 
familiar.  

With the above points in mind, the following sections will discuss the antecedents 
of swift trust. This discussion is developed from the perspective of an individual who 
has been designated the leader of a post-disaster logistic team whose members are 
drawn from a number of organisations and who come from different countries (and, 
hence, cultures). 

3.1   Role 

In line with the concept of the peripheral route for the formation of swift trust, using 
roles as the basis for making initial assumptions allows the trustor to make assump-
tions about an individual’s ability based on the fact that they are fulfilling a particular 
role rather than through specific knowledge about their competence, motives, etc [43]. 
A typical example of role-based trust is the positive predisposition of individuals to 
trust a doctor for her/his medical expertise even in their first consultation based sim-
ply on the fact that the doctor holds the relevant professional qualifications. Similarly, 
individuals trust engineering and, therefore, trust engineers because they have been 
taught to apply the principles of engineering [44]. 

In a post-disaster HFN, the fact that a particular humanitarian organisation is em-
ploying an individual in the role of, say, a logistician leads others to assume that the 
individual has been judged to have the relevant competencies and capabilities, and 
can therefore be trusted. For this means of developing trust to be effective, there is a 
very clear onus on humanitarian organisations to fulfil their side of this notional  
bargain – in other words only to employ staff who do, indeed, possess the relevant 
competencies etc. However, this quickly leads one to the prior question of what are 
the appropriate skills and attributes required of a humanitarian logistician and it 
should be noted that this remains an under-researched question [45]. Indeed, whilst 
there have been a number of models developed [46], the linkage between such pro-
posed competencies and the logistics performance of an organisation has yet to be 
demonstrated [47].  

That said, there is a general move towards the introduction of certification through 
such schemes as those provided by the UK Chartered Institute for Logistics and 
Transport (CILT) which are delivered in concert with the NGO RedR. Successful 
anchoring of the required skills and experience in an internationally recognised 
framework would provide valuable underpinning for the antecedent of “role” within 
the swift trust model and, hence, support the development of the desired inter-
personal trust. However, in the absence of such internationally recognised standards, 
our exemplar team leader should still use this role-based route whenever possible and, 
where appropriate, promote the reliability and trustworthiness of individual team 
members to the group as a whole. 



 Developing and Maintaining Trust in Post-disaster Hastily Formed Networks 363 

3.2   Third Party Information 

Third party information enables the formation of trust based not on the, as yet, uniden-
tified capabilities of an individual, but on their prior reputation. Thus, whilst the HFN 
itself does not have a shared history, some of the individuals within it may have carried 
out similar roles under different, but similar, circumstances. Thus, for example, whilst 
the leader may not know team member A, he or she does know team member B who, 
in turn, knows A. By drawing on team member B’s (positive) view of A, it is possible 
to promote A’s credentials – and hence their trustworthiness to the team at large.  

This generic approach could be assisted by the development of a database of those 
members of humanitarian organisations who are on call for short term post-disaster 
duties which would include details of their qualifications and/or experience. However, 
in the absence of such a data base, it is suggested that humanitarian organisations 
have a responsibility to “advertise” the skills of their employees both within the or-
ganisation itself and between organisations. The aim here is not to develop an elitist 
mentality, rather to support the formation of trust by emphasising that individuals are 
likely to have the appropriate skills in advance of their demonstration of these. 

3.3   Category 

Further peripheral cues of trust are given by the membership of individuals in social 
groups or categories such as gender or race [48]. Within the context of disaster relief, 
this is potentially a highly divisive area – indeed, evidence of the negative effects of 
such categorisation has been noted by Zolin [49, p.7] who observed: “difficulties in 
establishing interpersonal working relationships between [the US Military] and 
[NGOs] due to perceived differences in organisational goals, strongly held negative 
organizational stereotypes and perceived ideological differences”. Apart from trust 
judgements based on stereotypes based on gender, ethnicity, religion, race, or age (to 
name but a few of potential categories), organisational culture also forms a category 
in itself [50]. As an example, military organisations are often categorised as highly 
hierarchical organisations, whilst NGOs typically operate in a less structured organi-
sation that prizes individualism. Unsurprisingly, therefore, such entities potentially 
present a clash of cultures – although the extent to which this is perceived, or can be 
seen as stereotypical rather than real, remains unclear.   

Interestingly, the location of an organisation within such a categorisation must be 
seen in relative rather than absolute terms. Thus, within the broad humanitarian fam-
ily, UN agencies are often seen as more hierarchical when compared to an NGO that 
is a network of individuals. This, in turn, helps to explain the potential tension be-
tween such organisations within the wider humanitarian aid supply network. Indeed, 
Dowty et al. [51] have used this to help explain not only the cultural dissonance be-
tween a number of organisations (e.g. FEMA and the US Coast Guard service) in 
their response to Hurricane Katrina, but these authors go further by suggesting that 
the propensity to take risk is link to culture. Thus, not only is there a potential clash 
between the approaches and modus operandi of organisations in different categories, 
but also their approach to the management of risk. In a disaster response scenario, it 
would seem likely that such differences would have a particularly negative effect on 
the building of trust between members of different organisations. 
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Given that such stereotypes undoubtedly exist, the implication of the swift trust 
model is that when the trustor and trustee belong (or perceive that they belong) to 
different categories, this will have a negative impact on the development of trust. This 
is an important area because separate experimental research has demonstrated a broad 
range of related psychological nuances including that images of smiling partners are 
trusted more than those who are not smiling [52], and individuals whose faces resem-
ble the trustor are significantly more trusted [53]. In the context of an HFN, it is 
clearly incumbent on the leader to recognise the implicit potential for divisiveness, 
and to ensure that the team members appreciate that there is almost certain to be a 
difference in the ways in which individuals respond to challenges and interact. Prior 
appreciation of the near inevitability of culturally based misunderstandings will, it is 
argued, go a long way towards ensuring that these can be managed and do not unrea-
sonably restrict the development of trust within the network. 

3.4   Rule 

The presence of rules (under which heading one can include processes and proce-
dures) is deemed by Kramer [54] to be of significance in supporting the development 
of swift trust. Put simply, the suggestion here is that, by following “the rules”, indi-
viduals are deemed by their peers to be trustworthy [55]. Indeed, Kramer [56]  
suggests that “explicit and tacit understandings regarding transactional norms, interac-
tional routines and exchange practices provide an important basis for inferring that 
others in the organization are likely to behave in a trustworthy fashion.” In short, the 
adherence to the organisation’s rules is a guard against maverick behaviour which has 
the potential to reduce the level of inter-personal and inter-organisational trust. In-
deed, this perspective has considerable resonance with the work of other researchers 
such as Grey and Garsten [57] and Maguire et al. [58] who conceptualise trust as 
enabling individuals to behave in a predictable way. 

However, when it comes to initial the development of trust, rule-based behaviour 
refers to issues such as the normality of the situation and, potentially, the assurance of 
organisational structures [59]. But for humanitarian logisticians, “normality” is a 
highly fluid and uncertain situation and, hence, there is no single organisational struc-
ture they can be used as a template. That said, the general concept of “structuration”, 
i.e. the development of common approaches, sets of rules, etc., has clear relevance to 
such HFNs as it would help to ensure that individuals who join the network from 
different organisations can make the transition with the minimum of effort. In this 
respect, co-ordinating initiatives such as the Logistics Cluster and the emerging Hu-
manitarian Logistics Association (HLA) point towards the long term possibility of 
developing structures that can help the rule-based development of swift trust in HFNs.   

On the other hand, it is acknowledged that, in the humanitarian context, the devel-
opment of well documented processes and procedures (i.e. “rules”) is counter-cultural. 
Those working within humanitarian organisations are, understandably, output and 
outcome focussed; their raison d’être is the relief of hardship and suffering of those 
affected by a disaster and adherence to “bureaucracy” is seen as a diversion from this 
real objective. On the other hand, when responding to a major disaster, NGOs are al-
most universally forced to use staff who are not part of their core teams, i.e. those from 
“on call” rosters and other augmentees. In all probability these additional resources 
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will have had limited experience of working within the particular NGO and, therefore, 
will have even more limited exposure to that organisation’s rules. This results in the 
potential for inadvertent maverick behaviour with its concomitant negative effect on 
the development of inter-personal trust. There is clearly a balance to be struck here, as 
it could be argued that such behaviour in the guise of strong leadership could be valu-
able in cementing relationships within a team. However, from the perspective of the 
swift trust model, there is clear benefit in the development and exposition of clear 
simple and easy to follow rules that will help ensure newcomers can fit into the organi-
sation and become effective both speedily and with the minimum of effort.  

3.5   Dispositional Trust 

Dispositional trust is the final antecedent condition in the swift trust framework, and 
this relates to the general disposition of an individual to trust other people; in other 
words, some people are inherently more trusting than others. The existence of this 
phenomenon is well documented [60] [61] [62] but, as with the earlier discussion of 
“category”, there is little that can be recommended to overcome the problem of dif-
ferential dispositional distrust other than for the team leader to ensure that all mem-
bers of the network are aware of this potential challenge to the development of trust. 

4   Trusting Behaviour in Humanitarian HFNs 

In considering the swift trust model, it is not only important to note the five antece-
dent conditions that give rise to trust, but also to distinguish between trust, and trust-
ing behaviour. Hung et al. [63] depict trusting behaviour as being mediated by the 
perceived risk of potential gains (or losses) of acting on the basis of inter-personal 
trust. In the humanitarian context, perceived risks can encompass physical danger as 
well as the loss of reputation as a result of depending on the behaviour of other mem-
bers of the HFN. In essence, the act of trusting is one in which the trustor is prepared 
to increase their vulnerability to the actions of others. It follows, therefore, that if 
level of perceived risk is greater than the level of trust, the individual is less likely to 
engage in trusting behaviour [63].  

The second mediating issue is that of the communication environment, the impor-
tance of which has been emphasised by Weick [64] in his analysis of the Mann Gulch 
disaster in which 13 US fire fighters lost their lives. In this disaster one of the key 
failings was the near absence of communication between the team members, and the 
consequential reduction in the level of intra-team coordination. In short, the lack of 
communication in the early stages of the development of this temporary group height-
ened its vulnerability to disruption. When stressed by the advancing wild fire, the 
inter-team ties (which, in part, reflect the level of inter-personal trust) were insuffi-
cient to prevention fragmentation of the group and a reversion to self-interest (or 
perhaps more accurately, self-preservation). This point is equally emphasised by Dra-
bek [65] whose review of emergency response organisations in the United States 
indicates that cross-agency communication was perceived to be the greatest weakness. 
In summary, there would appear to be broad support for the proposition that the clar-
ity of the communications environment has an effect on the formation of trust. This 
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perspective has been extended by Hung et al. [66] who suggest that “virtual” envi-
ronments increase the perceived risk and, hence, reduce the propensity to convert trust 
into trusting behaviour. 

Once again, in terms of mitigating these issues, the key would appear to lie in an 
understanding of the problem (i.e. the effect of the perception of risk) on the actions 
of individuals, and the role that the effectiveness of inter-personal communication has 
to play as an antecedent. Clearly a number of technological approaches (such as the 
use of video-conferencing) may help overcome the inherent defects of simple com-
puter-based interaction (e-mails etc.) – subject of course, to its feasibility in a post-
disaster scenario. As before, the role of the leader would seem to revolve around  
ensuring that team members are aware of this facet of the problem through appropri-
ate guidance, training and education. 

5   The Development and Maintenance of Trust from a Physiological 
Perspective 

Up to this point, the discussion has approached the development and maintenance of 
inter-personal trust from the psychological and behavioural perspectives. However 
with the advent of improved neuroscience techniques it is becoming increasingly 
possible to consider the physiological aspects of these challenges. In particular, the 
work of Zack [67] and Kosfeld [68] has focussed on the role of a neuropeptide called 
oxytocin. As a result of a number of experiments using the trust game [69] it has been 
possible to demonstrate that the level of oxytocin rises in those who are trusted more, 
and these trustees reciprocate to a greater extent. It would appear that the underlying 
mechanism involves the action of oxytocin in triggering the release of dopamine.  
This leads to a pleasurable sensation that, in turn, rewards and reinforces the trusting 
behaviour. 

This finding has been developed by Morhenn et al. [70] who considered the earlier 
finding (for what are believed to be evolutionary-based reasons) that the levels of 
oxytocin are higher in mammals that have been subject to repetitive stroking. Mor-
henn and her colleagues showed in a series of experiments that the level of oxytocin 
and the level of trusting behaviour rose when participants were given a massage prior 
to taking part in the trust game. Similar effects have been demonstrated by Keltner 
[71] who, whilst explaining the rules of the trust game, lightly touched some partici-
pants on the back as they were about to play and this led to increased levels of trust. 
Such results lead one to question whether such as simple action as a hand shake might 
have a similar effect. Clearly this research is at an early stage, but it is unquestionably 
an area in which further investigations may lead to a better understanding of the 
mechanisms underlying the development of swift trust.  

6   The Danger of Excessive Trust 

A final aspect of trust must also be discussed in this analysis of how it might be de-
veloped and maintained in an HFN. This has been labelled “the dark side of trust” by 
Gargiulo and Ertug [72], and these authors caution that the obverse of some of the 
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benefits of increased trust should not be underestimated. They note that there are three 
types of detrimental effect, the first being that the trustor will, potentially, reduce their 
level of monitoring, vigilance and safeguarding in the particular relationship. Argua-
bly, the whole point of a trusting relationship is that one can safely reduce such levels 
of monitoring in the knowledge that this will not be abused, but clearly there is a 
balance to be struck here and, therefore, a danger if an excessively trusting posture is 
adopted.   

It would appear that there are two complementary mechanisms at work here: the re-
duced level of vigilance means that negative behaviour may not be detected in a timely 
fashion whilst, at the same time, the trustee may be in a position to take greater advan-
tage of the trustor through the misuse of, for example, sensitive information in their 
possession. The second danger of excessive trust is that of complacency as a result of 
which the trustor will not notice a deterioration in the relationship or in the perform-
ance of the partner. Finally, Gargiulo and Ertug [72] suggest that there is a danger that 
one or both of the parties may take on unreasonable obligations to the other. Again, the 
authors argue that there is an optimal level for such obligations and, hence, a possibil-
ity that this may be inappropriately exceeded. It is recognised that revisiting an existing 
trusting relationship requires us to question people we have previously trusted and this 
is an unpleasant, but potentially necessary, experience [73]. 

7   Operationalising and Testing in Different Settings 

A disaster relief operation typically includes a number of HFNs, and the ability of the 
members of these to work together has far-reaching consequences for the success or 
failure of the resultant response. With this in mind, this paper has focussed on the 
model of swift trust that originated in the work of Meyerson et al. [74] with the aim of 
suggesting how this might be operationalised in such a scenario. Clearly, it is neces-
sary for the approach suggested in the paper to be tested in an empirical setting and it 
is initially considered that this should be achieved in two phases. The first could be 
undertaken in, for example, a university setting in which a class of students could be 
set a suitable exercise to be conducted in groups. In parallel with their task to resolve 
the particular leadership challenge, individual members of the group could be ex-
tracted and interviewed using the five swift trust antecedents as the broad agenda for 
the interviews. Indeed, if circumstances permit, additional realism could be injected 
by having some members of the group operating in a “virtual” way and the resulting 
levels of trust between the core team and its virtual members compared. 

Based on what would, in effect, be a pilot of the main research effort, testing the 
swift trust framework in an operational setting would be the next stage. This, unfortu-
nately, would require the advent of a significant rapid onset disaster in which multi-
sourced teams such as the UNJLC are deployed. With the approval of their host 
agency/NGO, it is anticipated that researchers could undertake a number of interviews 
with key personnel both in the field and at the headquarters which would be, again, 
based around investigation of the impact of the five antecedent factors posited within 
the theoretical framework. Self-evidently, such research would require particularly 
careful management so as to be timely, and yet not interfere with the vital life-saving 
work of the organisation itself. 
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8   Summary 

The swift trust model seems highly applicable to the humanitarian logistics context, 
and this leads to a number of important considerations that should be born in mind by 
the leader of a post-disaster team. However, there is only so much that the leadership 
of an HFN can do, and there would also appear to be an onus on the broader humani-
tarian community to play its part by developing pan-NGO mechanisms such as a 
standard course (and associated certification) for humanitarian logisticians, together 
with a register of those who are appropriately qualified. It is recognised that this is not 
a simpler task, not least because of the concomitant requirement for agreement on, for 
example, what qualities are needed to be a successful humanitarian logistician. Such 
an approach also implies the existence of some form of audit function and, indeed, 
agreement amongst NGOs that they should be subject to such a regime. Nevertheless, 
the fact that these are clearly tricky issues is not, of itself, a reason for not embarking 
on such a course of action.   

In addition to testing the model in the aftermath of a disaster that has seen the for-
mation of HFNs, a further strand of research would be to understand how one might 
identify a successful organisation (i.e. that in which a high level of inter-personal trust 
exists) from an unsuccessful one. In the case of the latter, not only would it be instruc-
tive to understand the nature of the perceived failings, but also the implications for the 
beneficiaries. It would be hoped that such an analysis, which reflects the reverse of 
the first line of enquiry, would help to triangulate the practical development of this 
model. 
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Abstract. The concept of a fourth-party logistics provider is increasingly ex-
plored in the literature and has come to focus on firms that are able to organize 
and run significant parts of a supply chain. These firms are assigned increasing 
responsibility for design, recruitment of other firms and maintenance of supply 
chains due to very specific skills. Within the humanitarian sector there is con-
siderable reorganization of the necessarily agile supply chains necessary to de-
liver relief during disasters. This reorganization has included the designation of 
clusters for different types of activity, and significantly leadership of the cluster 
to specific organizations. This article applies the concept of a fourth-party logis-
tics provider on the cluster concept to help develop a concept for how the clus-
ter leads themselves should operate.  

Keywords: 4PL, cluster leads, humanitarian logistics, conceptual. 

1   Introduction 

Recently humanitarian aid has been reorganized according to the “cluster system” 
grouping organizations together in areas such as water and sanitation, camp manage-
ment and logistics. The purpose of this reorganization has been to deal with a set of 
coordination issues including overlapping provision of relief and unclear responsibil-
ity for at risk populations. Each cluster has been assigned a global cluster lead, and 
although the cluster leads have been assigned a set of responsibilities, what is less 
clear is how they should handle them. That is, given the constraints inherent in the 
humanitarian system, how is the global cluster lead intended to fulfill its responsibili-
ties in a setting with many independent organizations that often object to being di-
rected. This paper suggests that the concept of a fourth-party logistics provider (4PL) 
can usefully be employed for a discussion of how the global cluster can balance the 
need for coordination with the need to achieve buy-in from the various organizations 
involved in humanitarian relief.  

The purpose of the paper is to deal with the question: “How can the concept of a 
fourth-party logistics provider guide cluster leads in defining what role to take?” To 
answer this question it is natural to begin with a description of the cluster system 
itself, and then to tie this to a review of the literature on fourth-party logistics.  
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2   Approach 

This paper is largely conceptual in nature, but the description of the cluster system 
which is defined top-down as a coordination mechanism is supplanted by reviews and 
feedback from the cluster system. The cluster system itself is extensively documented. 
This review is not complete in the sense that some of the reviews written on the clus-
ter system are internal to Non-governmental Organizations (NGOs) and other users of 
the system, but they do cover some of the most important review documents avail-
able. In addition, the basic description of the logistics cluster in particular is strength-
ened by referring to interviews carried out for a case study of the United Nations Joint 
Logistics Centre (UNJLC) and Logistics Cluster.  

The core of the paper lies in taking the concept of a 4PL, expanding some of its 
components with supporting literature to give it a better anchoring within academic 
work, and then applying this vis-à-vis the cluster leads to give alternative scenarios 
for how the cluster lead can work.  

3   The Cluster Concept 

The cluster approach in humanitarian response is a result of the Humanitarian Re-
view carried out as a consequence in part of coordination issues arising during the 
Asian Tsunami and Darfur crisis in 2004-2005 (see [1]). Among the key areas to be 
addressed were predictable leadership at the global and local level, strategic field 
level coordination and prioritization, and sufficient global capacity to meet current 
and future emergencies [2]. Clusters have only been defined for those areas where 
coordination issues were significant, so that for example food distribution which is 
largely carried out through the World Food Programme (WFP) is not part of the 
cluster system.  

The basic cluster structure consists of 9 clusters, roughly corresponding to areas of 
specialty such as water and sanitation, camp management and security1. For each 
cluster a global cluster lead is defined with the responsibility for overall leadership of 
the cluster. The exact responsibilities of the cluster leads have been further defined:  

− Facilitate the coordination between the cluster members 
− Encourage joint working 
− Ensure that responses are in line with existing guidelines and standards 
− Collate and share information 
− Identify gaps in the response 
− Stand in as the “provider of last resort” when there are no other options[3] 

The final of these six points, the provider of last resort has been somewhat controver-
sial and has required further elaboration: 

The ‘provider of last resort’ concept is critical to the cluster approach, and without 
it the element of predictability is lost. It represents a commitment of cluster leads to 

__________ 
1  Agriculture, Camp coordination/management, Early recovery, Education, Emergency Shel-

ter, Health, Nutrition, Protection, Water Sanitation Hygiene and the two supporting cluster 
Emergency Telecommunications and Logistics. 
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do their utmost to ensure an adequate and appropriate response. It is necessarily cir-
cumscribed by some basic preconditions that affect any framework for humanitarian 
action, namely unimpeded access, security, and availability of funding[4, p.1]. 

At the global level NGOs can enter into agreements with the cluster to become part 
of the working group of the cluster and gain some influence over ongoing develop-
ments. When the cluster system is mobilized for an intervention through the Inter-
agency Standing Committee (IASC), a local cluster lead (often but not necessarily the 
same as the global) is mobilized. Attendance at cluster meetings is optional for agen-
cies and NGOs. Although the cluster lead has some direct authority, for example 
when a common transport system is in operation, it is generally the case that it cannot 
in any way force local authorities or NGOs to take part in the cluster system. Even 
where and if this is the case, it seems clear that it is not desirable since it is likely to 
create a great deal of resentment.  

Although the cluster concept is continually developing in part based on experi-
ences from previous engagements, it is possible to see some general trends from the 
evaluations so far. A recurring issue in these deployments appears to be the question 
of how to carry out coordination, and to what degree the cluster through the cluster 
lead can and should be directive vis-à-vis other agencies and NGOs. This issue can be 
related to what we may call the role of the cluster, both globally and in a specific 
operation. The local cluster mobilized for a particular operation may be different than 
the global cluster for a sector, but will often be the same considering that large or-
ganizations present in many different areas are generally designated as global leads. 
The split between the global and local level does however demonstrate another level 
of complexity in the cluster concept with regards to leadership, since it is necessary to 
function at both levels, and decisions made at one level affects the other.  

In several cluster interventions, there have been complaints that clusters have been 
too directive or authoritarian. In terms of efficiency the case can be made that organi-
zations have previously had too much freedom in crafting their own response to a 
situation without considering the overall impact on the recipients. However, com-
plaints from NGOs and others do point to two of the main challenges for the cluster 
concept, one more practical the other more. The more practical challenge is that both 
donors NGOs and other parties must be convinced of the benefits of the cluster sys-
tem in order to participate fully. That is, using the clusters implies a certain level of 
added effort in terms of administration and coordination, and this effort must be com-
pensated through better performance. If this is not the case then support for the cluster 
system is likely to wane. This is both an issue of how participants perceive the system 
is working and also about measurable performance which is a challenge in the sector 
as a whole.  

The second main challenge is that the clusters, and certainly the cluster lead needs 
a concept for how to operate vis-à-vis the many interested parties. That is, the suc-
cess of the cluster system in large part depends on whether NGOs and local govern-
ments participate. Whether they choose to do so will depend in part on the manner in 
which cluster leads conduct their business. A cluster lead which considers itself the 
“owner” of a cluster with NGOs and others simply as suppliers is unlikely to be 
successful. This is both because many actors in the humanitarian system have strong 
organizational identities and do not like to be “directed,” but also because it does not 
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reflect the reality on the ground. The cluster leads clearly do not have the authority 
to consider itself a traditional “channel captain” who is able to tell others what to do. 
This is why a concept such as a fourth-party logistics provider may be better suited.  

4   Fourth-Party Logistics  

The term “fourth-party logistics” was first coined by Accenture and defined  
accordingly: 

A supply chain integrator that assembles and manages the resources, capabilities, 
and technology of its own organization with those of complementary service providers 
to deliver a comprehensive supply chain solution.2  

Initially 4PL was a trademark but it has increasingly become a recognized term in 
business literature as well. The concept of a 4PL has come to mean a firm or organi-
zation carrying out certain specific tasks and taking a specific role in a supply system. 
Win [5] provides the following updated definition: 

A 4PL is an independent, singularly accountable, non asset based integrator of a 
clients supply and demand chains. The 4PL’s role is to implement and manage a 
value creating business solution through control of time and place utilities and influ-
ence on form and possession utilities within the client organization. Performance and 
success of the 4PL’s intervention is measured as a function of value creation within 
the client organization [5, p.677]. 

This is clearly an important definition with regard to the cluster system because the 
value creation or at least the perception of usefulness will be critical for the success of 
the cluster system over time. The words “implement” and “manage” shows some very 
important characteristics of a 4PL – it is to a great degree responsible for making a 
supply chain operate. Win’s definition is however very much in terms of a 4PL and its 
main client. Mukhopadhyay & Setaputra [6] has a further definition where the 4PL is 
very clearly placed as a form of intermediary:  

A 4PL is treated as a strategic partner, rather than a tactical one and is a supply 
chain integrator that synthesizes and manages the resources, capabilities, and tech-
nology of its own organization with those of complementary service providers to de-
liver a comprehensive supply chain solution [6, p.718]. 

This definition is somewhat atypical for recent conceptions of 4PLs where it does not 
rely on having considerable assets or physical investments, but it is very much rele-
vant to the cluster leads who have exactly this challenge of being able to match their 
own and complementary capabilities to deal with the needs of the cluster. These ex-
amples illustrate the relevance of the 4PL concept for the cluster leads, but a more 
detailed exploration of the elements of the original 4PL concept can give us a better 
insight into the match between 4PLs and cluster leads. To do this, I start with the 
original framework for a 4PL in Table 1: 

__________ 
2 http://www.scmo.net/index.php?option=com_content&task=view&id=381&Itemid=25 
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Table 1. Four Key Elements of a 4PL (From Accenture definition, in [7] 

 

These four main themes are useful for describing a 4PL, but they can be improved 
by tying them more explicitly to existing literature which has more to say about the 
mechanisms and reasons behind 4PLs. To answer the question of how the global 
cluster leads fit with the 4PL concept then, it is necessary to discuss the four themes 
architect/integrator, control room, supply chain infomediary and resource provider in 
context. For each of the four themes it is also possible to relate them directly to ex-
periences with the cluster leads, here using examples from the logistics cluster for 
consistency.  

Architect/Integrator. The ability to be an architect or integrator is core to the de-
scription of a 4PL in the literature, and means having the competence to carry out 
supply chain design as well as the supporting skills within project management and 
customer management to enable the supply chain to work at an overall level. It can be 
based on either a strong competence within supply chain design as a result of exten-
sive work as a 3PL or consultant in the industry, but also on being in an independent 
position making it easier to make overall arrangements that are beneficial for the 
supply chain in question. This makes the 4PL less vulnerable to allegations of favor-
ing the use of its own resources – at least where it does not have heavy 3PL-style 
assets [5]. 

This fits quite well with the concept of a cluster lead. The cluster lead is meant to 
“make the system work” through focusing on coordination, primarily of other actors, 
although the cluster lead can be a full participant in the relief operation. For example, 
when WFP is the cluster lead it will naturally carry out a great deal of activities in the 
sector. These will typically be related to food logistics which is not the remit of the 
cluster system, but they are relevant to the cluster because it means WFP has consid-
erable capacity and presence which can be useful for the logistics cluster. Existing 
activities in a crisis is however mainly tied to understanding in-field problems. That 
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is, the most important role of the cluster lead in coordination is in getting other actors 
to cooperate in their activities. There are of course a number of ways of doing this. In 
a commercial setting the 4PL is able to negotiate contracts on behalf of a paying cli-
ent, and often there are many potential 3PLs vying for these contracts, so that selec-
tion and maintenance of a “population” of suppliers is part of its activities. For the 
cluster leads, it is more a case that they have to deal with those organizations that are 
or choose to be present during a relief operation. However, effective organization, 
access to funding through the cluster system and the fact that the cluster system is 
more dependent on good and effective rather than complete participation means that 
there are in practice many parallels. Even so the degree of participation in itself is an 
important measure for the cluster leads. 

Control Room. The control room places the 4PL as a decision maker with a focus on 
managing operations from day to day rather than necessarily carrying out transport 
and warehousing. The management of multiple 3PLs comes under this heading. In 
fact, the concept of a hub, at least when it is meant in operational terms is entirely 
relevant to this category [8]. Using the concept of a hub enables us to see more in 
detail some of the more structural effects of using a 4PL. Several aspects can be iden-
tified, including the reduction of the number of business ties or ongoing communica-
tion, the handling of risk and the more general concept of an intermediary. 

The reduction of business ties or more broadly the amount of interaction needed in 
order to carry out business is based on a fairly simple mathematical model. If a set of 
producers A are selling a product to a set of customers B without an intermediary, 
then the number of interactions for all the customers to contact all the producers are 
AxB. This may be seen as an extreme example, but customers may generally want to 
be in contact with a number of producers to check price, product quality and so on. 
Inserting an intermediary can reduce the number of interactions to A+B [9]. This 
conclusion is based on the fairly strong assumptions that the same kind of business 
can be carried out through the intermediary as directly between customer and  
supplier, and that there is a lack of alternative mechanisms for matching supply and 
demand.  

Risk management is a frequent task for intermediaries, for example financial in-
termediaries carrying financial risk or larger intermediaries absorbing fluctuations 
from many smaller customers thus evening out risk overall. Another category is the 
improvement of operational risk through the intermediary’s specialist knowledge and 
continual focus on improving operations. In terms of the cluster concept risk is less 
prominent since all participants take considerable risk tied to for example the uncer-
tainty of funding. In addition, it is often uncertain where the next disaster will strike 
and the operating environment often means that considerable risk must be taken al-
ready both for personnel and equipment.  

Risk management can however be tied to a few tasks of the cluster, such as assist-
ing with pre-positioning of supplies. This can help mitigate the risk of not having 
supplies available for a crisis because there are safety stocks. A further development 
here is developing virtual common stocks, i.e. stocks stored in a generic format, 
where the labeling for a particular NGO is carried out as the stocks are shifted. This 
also involves NGOs and agencies borrowing stock from each other, spreading  
risk across the organizations, thus increasing the overall ability to carry risk. Note 
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however that many of these initiatives are taken either by NGOs themselves, or more 
generally through the United Nations Development Programme (UNDP), so they are 
not crucially dependent on the cluster lead itself. In this sense we should not over-
emphasize the important of the cluster leads in risk management. 

In terms of the clusters, it seems clear that in many respects the global lead can be 
considered an intermediary for certain tasks such as acting as a focal point for dis-
seminating information. There are however features in humanitarian relief that com-
plicate the picture. It was not the case that all organizations were communicating 
before the cluster concept. Indeed, the problem of coordination was partially insuffi-
cient contact between numerous participants. However, as a solution to the problem 
that everybody talking to everybody would be far too costly, the calculation above is 
consistent. A recurring issue will nevertheless be that operating the cluster concept 
has a cost and the benefits in terms of coordination will have to be substantial to jus-
tify this. 

Resource provider. The ability to be a resource provider is one of the aspects of 
4PLs that have changed somewhat since the original formulation, in that it is increas-
ingly seen as an advantage if the 4PL itself does not have extensive physical resources 
within for example transportation and warehousing [5]. The reason is both that mak-
ing use of such resources may require different competencies from the other tasks 
carried out by a 4PL, but equally important the incentive structure for the 4PL 
changes if it has physical assets that need to be utilized profitably. The argument goes 
that it is better to be “asset neutral” and simply to be good at buying the services of 
other firms such as 3PLs which can then focus on making the best possible use of 
physical resources [10]. For those tasks the 4PL carries out, the arguments are essen-
tially tied to scale and specialization. 

Advantages of scale are a common theme in business, production and distribution 
[11]. For an intermediary achieving scale is largely tied to accumulating volume in 
the type of task that the intermediary carries out, be it purchasing, logistics or pure 
transport. The scale can be achieved either in operations themselves, i.e. operating 
with more frequent deliveries due to large volume, or due to accumulating business, 
e.g. gaining concessions from suppliers due to large purchasing orders.  

In the cluster concept and humanitarian response there are a number of tasks 
where achieving scale is beneficial, but it is not given that the cluster lead will be 
directly involved in these. For example, purchasing of relief supplies, managing of 
transport corridors or managing of camps are all areas where it is easy to see benefits 
of scale, but it is not given that a cluster lead must be directly involved in these. 
Certainly even if one cluster lead is involved in some of these tasks, others will not 
be. There are however some general tasks tied to the administration of a cluster and 
the cluster itself where scale does give some benefits. For example, establishing 
computer systems, identifying and disseminating some basic software and the devel-
opment and use of standards for certain documents such as situation reports represent 
a recurring need.  

However, for any situation many or most of the actual operations and activities will 
be carried out by individual NGOs or agencies at the scale they can achieve. This is a 
fundamental feature of the present organization of the sector, and it is not the purpose 
of the cluster concept to change this, but rather to help with coordination where it has 
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been identified as a problematic issue. In general, tasks will be carried out by NGOs 
and agencies in accordance with particular grants of funding, limiting the flexibility to 
merge activities even where the organizations want this. Furthermore, many NGOs 
often have specific target groups necessarily limiting the scale of their activities or 
specific charters that make it difficult to cooperate with certain other organizations 
such as e.g. military forces. In this sense, it is possible for the cluster to identify and 
inform but not to force organizations to merge activities. This means that the scale 
argument only applies generally to a few overall tasks. However, since these tasks are 
recurring and crucially may impact on other tasks, e.g. setting up a system for situa-
tion reports quickly making it possible for NGOs and agencies to carry out their own 
tasks more efficiently, this can still be quite significant.  

Supply Chain Infomediary. Acting as a supply chain infomediary means to “create 
electronic links between the supply chain members.” [7, p.73]. That is, the 4PL not 
only takes on the intermediation role between different providers and users of their 
services, but also provides specialized infrastructure to make the day to day running 
of the system easier and more efficient. While this point is highly relevant in that 
certain cluster leads are already making specialized IT tools available for cluster 
members, it is perhaps better to make a more general point here. First is the value of 
the intermediary concept, i.e. the main task of a 4PL is to tie other organizations to-
gether in order to achieve an overall aim for the supply chain. Second, it shows the 
value of specialist knowledge possessed by the 4PL, even where it is not focused 
primarily on the typical 3PL tasks such as transport, handling and warehousing. 

Specialist knowledge refers to the issue that some firms focus on certain skills and 
capabilities in order to carry out these more efficiently. This efficiency can be based 
on experience, particular investments in technology or people, or a combination of the 
two. These arguments can be found again in core competence literature or the re-
source-based view [12, 13], and is different from the scale argument in that the spe-
cialist carries out activities better even at the same scale as other firms. The effect of 
such specialist knowledge can be both carrying out the same activities at lower cost, 
and carrying them out with higher quality.  

The concept of specialist knowledge requires some additional clarification in terms 
of the cluster concept. Within humanitarian response in general, it is reasonable to 
assume that it is the NGOs, agencies and local governments that are the experts and 
possess specialist knowledge within their own fields. This does not mean that there is 
no variation in competence between different organizations, but it is not the purpose 
of the cluster to provide basic knowledge on for example handling emergency shelter. 
The exception to this is that some general standards through for example the Sphere 
project3 are better handled across a number of organizations. Furthermore and espe-
cially for smaller NGOs it is likely that the field of expertise is limited so there are a 
number of associated skills where the NGO is not specialized and could use outside 
help. For example, an NGO may focus on camp management, but have limited skill in 
handling inbound logistics to the camp. This means that there are gaps in each par-
ticular response where the global cluster lead can contribute, either directly through 
developing some skills that will be needed in each response, or by gap-filling.  
__________ 
3 See http://www.sphereproject.org/ 
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Table 2. Cluster leads and elements of 4PLs 

 Positive fit with the 
concept 

Lack of fit with the 
concept 

Architect/Integrator Cluster lead has overall 
responsibility for  
“making the system 
work” 

Constructing a supply 
chain in many cases 

Needs to match own and 
others’ resources 

Cannot ignore  
organizations that do not 
take part 

High participation in 
itself is a goal rather than 
picking best providers 

Control Room (Focus on 
efficiency of interaction and 
risk management) 

Global lead positioned 
as an intermediary cuts 
the amount of needed 
interaction 

Some global lead tasks 
are clearly about risk 
management 

Operational control for 
the cluster lead most 
likely smaller than 4PL 
vision 

Resource Provider Can match “original” 
conception to a certain 
degree combining own 
and others’ resources 

Issue of neutrality, more 
recent 4PL conceptions 
stress a lack of heavy 
infrastructure as an 
advantage 

Supply Chain Infomediary 
(Focus on specialist  
knowledge) 

Developing standards 
and competence through 
repeated disasters 

Gathering and spreading 
information quickly 
during a disaster 

Access to information 
may be limited and 
alternative sources are 
costly 

Assessment is an  
important task but may 
lead to the cluster leads 
evaluating themselves 

 
To summarize, there are two obvious areas where the global cluster lead can con-

tribute through the provision of specialist knowledge. One is through developing 
knowledge in specific areas where NGOs and other agencies typically do not have 
skills, but which are periodically required in response. Using the logistics cluster as an 
example, this would typically be logistics needs assessments, capturing and dissemi-
nating logistics information (through website and Geographical Information System 
(GIS) maps) and acting as a connection through common services set up through for 
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example United Nations Humanitarian Air Service (UNHAS). The second will vary 
from response to response and deals with filling gaps. Here again there will be some 
degree of repetitiveness – i.e. some responses will require establishing temporary air 
traffic control administration. This is not the case in all disasters, but it is a recurring 
theme in certain types of disaster making it relevant for the cluster lead to maintain 
some experience in this. The task for the global lead is not to maintain unlimited ca-
pacity for these types of tasks but to either know who can be asked to take them on or 
at least maintain a certain minimal capacity in the organization. This will of course be 
easier for the larger global leads more easily able to second personnel during a crisis. 

A final issue tied to specialist knowledge and the cluster lead role is that of evalu-
ating and assessing the impact of a cluster response. This is a potential task for the 
cluster lead, and means developing ways of evaluating the effectiveness of the cluster 
response itself, though surveying recipients, reporting from participant organizations, 
and developing measurements of performance of a more general nature, i.e. % dam-
age to goods, time to delivery etc. The advantage of having a cluster lead carry out 
this task is that it is repeatedly involved in similar situations and thus has the opportu-
nity to develop measurements that work, and compare these over time to create 
benchmarks for typical performance. The downside of having the cluster lead carry 
out these types of tasks is that it is itself a party to the response, so it will to a certain 
extent be evaluating itself.  

The main points made in the discussion of the four main aspects of a 4PL are 
summarized in Table 2 for convenience. 

5   Discussion 

This comparison of the Cluster concept with some of the most common 4PL concep-
tions has proved useful in several ways. First we see that the four elements of the 4PL 
concept – architect/integrator, control room, supply chain infomediary and resource 
provider are helpful to start with, but require some additional grounding in the litera-
ture. In this article we have emphasized some aspects of each of the four elements of 
the original 4PL conception, both to show how the concept has developed, but also in 
order to explore the cluster lead concept more. In this regard, it would be possible to 
carry out a more complete exploration of the concept since there are a number of 
aspects to each of the four 4PL elements listed in the original definition. However, 
exploring each such aspect in depth would be beyond the scope of this article. To deal 
with this only the most relevant parts have been discussed here. Naturally the rele-
vance of the selection made can be debated. 

The 4PL concept is useful in several ways in describing possibilities for the cluster 
leads. The main tasks of the cluster lead seem to fit relatively well within the catego-
ries for a 4PL. The integrator aspect matches well the cluster lead’s responsibility for 
making a particular cluster “work” in a disaster response. The control room concept 
ties heavily into the operational control or daily running of the cluster, but comes up 
against significant limitations in practice since the cluster leads depend in large part 
on voluntary participation from NGOs and others. The supply chain infomediary fits 
well with the need to continually gather and disseminate important information for the 
cluster. Finally, the resource provider aspect shows the tension between combining 
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the cluster lead’s own resources and those of other organizations, and the ideal 4PL 
situation where it has a neutral position and can manage the use of other’s resources.  

In more general terms the 4PL concept helps to “unpack” the cluster concept in 
terms of specific actors. That is, ideally a 4PL acts in a certain way – it is independent 
with regard to the use of resources and finds the best combinations matching suppliers 
and customers. Furthermore, although a 4PL has some power with regard to suppliers 
since it is able to offer contracts on behalf of its customers, it is very much dependent 
on superior performance for its existence, since it only represents another layer of 
costs if it cannot provide cost savings. Although the parallel to the cluster leads is not 
complete, they too have the particular challenge that participation and overall success 
depends on offering a better way to organize the system which the users (e.g. NGOs 
and others) see as useful. The purpose of this reorganization is of course to benefit the 
recipients, but if NGOs are not convinced they will self-organize to provide aid to the 
recipients. 

The concepts used here require further adaptation and application to the humanitar-
ian setting. In particular, applying the framework to a specific intervention where the 
cluster concept was applied in practice will improve the framework itself. Using the 
framework will also make it possible to make more specific recommendations for  
the global cluster leads. This will also make it possible to formulate the four catego-
ries of a 4PL more in the context of the setting. For example, the cluster concept was 
applied during the Pakistan Earthquake in 2005. It was found that some clusters func-
tioned much better than others (the Logistics Cluster performed quite well in this 
context). Thus a comparison of the response of different clusters to the same response 
can be the basis for developing the framework. 

Finally, using the 4PL concept alludes to the importance of “intermediary” as a 
concept. That is, many of the advantages or benefits of using a 4PL is tied to the firm 
operating as a kind of intermediary between buyers and providers, with the addition 
that it is allowed to organize a part of the supply chain itself. There is an extensive 
literature on the concept of an intermediary, and it may be fruitful to pursue this as 
further research [14-16]. 
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Abstract. This paper presents a new heuristic algorithm based on combining 
branch and bound algorithm and a dynamic simulation model for the traveling 
salesman problem. The approach uses the simulation results for creating the 
best tours within the branch and bound tree. The most advantage of this  
approach lies in the learning profcedure both in simulation process and B&B 
algorithm. In order to test the efficiency of the proposed algorithm, several 
computational experiments were conducted over middle-scale and large-scale 
problems. As the computational results show the algorithm can be used easily in 
practice with reasonable accuracy and speed. 

Keywords: Traveling salesman problem, simulation, mathematical program-
ming, branch and bound algorithm. 

1   Introduction 

Travelling salesman problem (TSP) is one of the most challenging problems among 
combinatorial optimization methods. Its importance stems from the fact there is a 
plethora of fields in which it finds applications. Among all applications of this prob-
lem we can address some vast useful applications like optimizing the AGV (Automat-
ic guided vehicles) routes in a production system and transportation problems like 
post office delivery problem or in a large warehouse transportation system. The other 
applications such as genome sequencing problem is very amazing where TSP rolls as 
a key factor in creating genome sequences using experimental data on proximity of 
individual pairs of markers. If we consider the markers as cities, a genome sequence 
can be viewed as a TSP path among the markers. The drilling problem is another 
famous application of TSP where the objective is to minimize the total distance tra-
velled by a driller to drill some holes for CNC machines. The printed circuit boards 
which have a lot of holes for mounting components or electronic devices are another 
application of TSP. Even TSP has been used to design fiber-optic communication 
networks to coordinating military maneuvers to routing helicopters around oil rigs. 
Another applications were addressed by researchers are shop floor control (schedul-
ing), product design (VLSI layout) and DNA fragment assembly. To review all details 
regarding the applications of TSP one can see [1]. 
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Since the TSP has proved to belong to the class of NP-hard problems [2], heuristics 
and metaheuristics occupy an important place in the methods so far developed to 
provide practical solutions for large instances and any problem belonging to the NP-
hard class can be formulated with TSP. There is not any exact bounded polynomial 
algorithm to solve this problem. Therefore, one can see why there are several studies 
done in finding a good heuristic algorithm for solving this problem, a heuristic which 
guaranties the suitable speed and accuracy as well. Today, most researchers try to find 
better heuristics for solving a wide range of large-scale instances of the TSP. Accord-
ing to the latest one which was reported by Applegate, Bixby, Vasek and Cook [18] 
the largest TSP solved had 85,900 nodes while in 2005 the largest TSP problem ever 
solved had 13,059 nodes. 

There are many publications on TSP, ranging back to at least the late 1940’s.  
The TSP has held the interests of computer scientists and mathematicians because,  
even after more than half a decade of research, the problem has not been completely 
solved. The TSP falls in a distinguished category of hard problems while it has  
several applications. The objective of traveling salesman problem is to find a shortest 
closed tour which visits all vertices once and only once in an undirected graph  
G= (V, E), where V denotes the vertex set and E is the edge set.  

In the case of the traveling salesman problem, the mathematical structure is a graph 
where each city is denoted by a point (or node) and lines are drawn connecting every 
two nodes (called arcs or edges). Associated with every line is a distance (or cost). 
When the salesman can get from every city to every other city directly, then the graph 
is said to be complete. A round-trip of the cities corresponds to some subset of the 
lines, and is called a tour or a Hamiltonian cycle in graph theory. The length of a tour 
is the sum of the lengths of the lines in the round-trip. Depending upon whether or not 
the direction in which an edge of the graph is traversed matters, one distinguishes the 
asymmetric from the symmetric traveling salesman problem.  

The earliest exact algorithm returns to Dantzig et al. [10] works. They used a linear 
programming together with relaxation to solve TSP which is an Integer Problem in 
mathematical programming. B&B algorithm was used by researchers widely. Among 
them, we can address Eastman [11], Held and Karp [12], Smith et al. [13]. Some 
branch and cut (B&C) based on exact algorithms were developed by Crowder and 
Padberg [14]. Since solving the TSP optimally takes too long, instead one normally 
uses approximation algorithms or heuristics. Now the next literature review will be 
continued by grouping the heuristics and approximation algorithm which were devel-
oped by researchers so far: 

1.1   Approximation Algorithms 

The difference is that the approximation algorithms give us a guarantee as how bad 
solutions we can get, normally specified as c times the optimal value. One of the 
famous approximations algorithms is the one which was introduced by Arora [21], the 
algorithm guarantees a (1+1/c) approximation for every c>1. Generally speaking,  
the average speed of the heuristics is better than the approximation algorithms. 

1.2   Tour Construction 

Tour construction algorithms have one thing in common. They stop when a solution is 
found and never tries to improve it. The simplest and the most straightforward TSP 
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heuristic in this class is Nearest Neighbor [15] and the complexity is . The next 
class is called Greedy algorithms in which they gradually construct a tour by repeat-
edly selecting the shortest edge and adding it to the tour as long as it doesn’t create a 
cycle with less than N edges, or increases the degree of any node to more than 2 [15]. 
The complexity is ). The third class is called Insertion Heuristics which 
starts with a tour of a subset of all cities and then inserting the rest by some heuristics 
[15]. The initial sub tour is often a triangle or a convex hull. The complexity is  
or . The last class is called Christofides which was introduced by Professor 
Nicos Christofides [15]. He proved that his algorithm a worst-case ratio of 3/2 instead 
of 2 which is a normal ration in this class. 

1.3   Tour Improvement 

Once a tour has been generated by some tour construction heuristics, they try to 
improve the solution. There are several ways to do this, but the most common ones 
are the 2-opt and 3-opt local searches. However some metaheuristics like Tabu 
search [15], genetic algorithm [8] and Simulated annealing [7] also combined in this 
class to improve the current solution. The 2-opt algorithm basically removes two 
edges from the tour and reconnects the two paths created. The 3-opt algorithm works 
in similar fashion, but instead of removing two edges, they remove three ones. If a 
tour is 3-optimal, it is 2-optimal too. Some researchers used k-opt algorithms for  
the TSP. However it takes more time rather than 2-opt and 3-opt but better tours 
reported [15]. 

1.4   Branch and Bound  

Branch and bound algorithms are always used in combinatorial optimization prob-
lems, it can be easily applied to TSPs no matter it is the Asymmetric TSP (ATSP) or 
Symmetric one (STSP). A method for solving the ATSP using a depth-first B&B 
algorithm is studied in [22] and improved later by the other researchers [15]. The 
algorithm starts with the original ATSP and solves the Assignment Problem (AP). 
The AP is to connect each city with its nearest city such that the local cost of all con-
nections is minimized. So the AP is the relaxation of the ATSP, thus acting as a lower 
bound to the optimal solution of the ATSP. 

1.5   Ant Colony Optimization 

Researchers are often trying to mimic nature when solving complex problems [4], [5], 
[6]. The idea was quite successful when applied to the TSP, giving optimal solutions 
to small problems quickly [6]. Ants leave a trail of pheromones when they explore 
new areas, which is a guide for other ants to find it. In this method, we start with a 
group of ants, typically 20 or so. They are placed in random cities and are then asked 
to move to another city. The ant that picked the shortest tour will be leaving a trail of 
pheromones inversely proportional to the length of the tour. This process is repeated 
until a tour being short enough is found. 
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1.6   The Held-Karp Lower Bound 

A common way of measuring the performance of TSP heuristics is to compare its 
results to the Held-Karp (HK) lower bound. This lower bound is actually the solution 
of the linear programming relaxation of the integer programming formulation of the 
TSP [15].  

One of the advantages of our algorithm is that it relaxes the 0-1 programming 
model of the TSP and used the Held-Karp lower bound for empowering the B&B 
algorithm. 

It should be mentioned that several miscellaneous techniques have been used and 
one can find a comprehensive review on the approaches used on TSP in [15]. 

2   The Integer Programming Model for Solving TSP 

To formulate the asymmetric TSP on m nodes, one introduces zero-one variables  1                                      , , 1,2, … ,  .                    (1) 

And given the fact that every node of the graph must have exactly one edge pointing 
towards it and one pointing away from it, one obtains the classic assignment problem. 
These constraints alone are not enough since this formulation would allow “sub 
tours”, that is, it would allow disjoint loops to occur. For this reason, a proper formu-
lation of the asymmetric traveling salesman problem must remove these sub tours 
from consideration by the addition of “sub tour elimination” constraints. 

Problem 1 

.    

                                                          S.t. 1                          1                     1,2, … ,                 
2                          1                     1,2, … ,                 
3                   | | 1                   1,2, … ,      4        0,1                           , 1,2, … ,  .                                  (2) 

 
Where A is any nonempty proper subset of the cities 1,...,m. The cost   is allowed 
to be different from the cost . Note that there are m*(m-1) zero-one variables in this 
formulation. To formulate the symmetric traveling salesman problem, one notes that 
the direction traversed is immaterial, so that . Since direction does not now 
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matter, one can consider the graph where there is only one arc (undirected) between 
every two nodes. Thus, we let = {0,1} be the decision variable where j runs through 
all edges E of the undirected graph and cj is the cost of traveling that edge. To find a 
tour in this graph, one must select a subset of edges such that every node is contained 
in exactly two of the edges selected. Thus, the problem can be formulated as a 2-
matching problem in the graph G=(V,E) having m(m-1)/2 of zero-one variables, i.e. 
half of the number of the previous formulation. As in the asymmetric case, sub tours 
must be eliminated through sub tour elimination constraints. The problem can there-
fore be formulated as: 

Problem 2 

. 12    

                                                          S.t. 1                         2                     1,2, … ,                 
2                           | | 1                   1,2, … ,  3                                                    0,1                             .             (3) 

Where J(j) is the set of all undirected edges connected to node j and E(A) is the subset 
of all undirected edges connecting the nodes in any proper, nonempty subset A of all 
cities. Of course, the symmetric problem is a special case of the asymmetric one, but 
practical experience has shown that algorithms for the asymmetric problem perform, 
in general, badly on symmetric problems. Thus, the latter need a special formulation 
and solution treatment. No consider the asymmetric problem i.e. Problem 1. Obvious-
ly this is an integer programming model which needs a heuristic approach to be 
solved in a reasonable time especially in large-scale problems. 

3   The Heuristic Algorithm for Solving Problem 1   

Since Problem 1 is a pure 0-1 programming model, a branch and bound algorithm 
together with a dynamic simulation model have been developed to solve the problem. 
At first, the algorithm starts with relaxation of constraints (4) and then replaces them 
by the following ones: 0 1                              , 1,2, … ,  .                                 (4) 

The resulting sub model which we call it Problem 2 is a linear programming one  
and it is very easy to be solved by mathematical programming soft wares. Now the 
heuristic model: 
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3.1   The Termination Rule 

Consider the B&B tree and assume each node at the tree as a sub problem of the Prob-
lem 2. If the maximum acceptable error according to the optimal solution of Problem 
2 is defined as Δ for estimating the optimal solution of Problem 1 by the user, i.e.: ∆     .                                                (5) 

Then the algorithm terminates when we receive a suitable solution at a node in the 
B&B tree where the error is less or equal than Δ. The current solution which has been 
found by simulation model is the near optimum solution for Problem 1. 

3.2   The Upper Bound and the Lower Bound of the Algorithm 

It should be noticed that in a branch and bound algorithm, defining an upper bound 
and a lower bound can increase the efficiency of the algorithm which results in short-
er length of the tree. The lower bound for Problem 1 is the optimum solution of Prob-
lem 2, since this problem had a relaxation and therefore it has better optimum solution 
than Problem 1. 

For defining the upper bound we use the simulation model of Problem 1, i.e. a si-
mulation model will be developed according to TSP by any software. All constraints 
in problem 1 should be programmed in the simulation model. The simulation model is 
a discrete one so when using this model, a dummy entity (as the traveler) is being sent 
to the TSP starting a node. For the purpose of making the simulation as smartest as 
possible, the entity selects the next node according to a probability distribution which 
arises from optimum solution of Problem 2. Since in optimum solution of Problem 2, 
all variables are real numbers between 0 and 1 and according to constraints 1 in Prob-
lem 1, the summation equals to one then the value of a variable can be seen since the 
probability of the variable to get the value of 1 or in a TSP, this is the probability 
distribution of going from node to the other one. This is a key on efficiency of the 
algorithm as a learning system. Each time we going deeper in the B&B tree and solve 
a sub problem, the value of the each variable in optimum solution is considered as a 
probability in the corresponding simulation model. For example when x 0.9524 
then we assume that the probability of selecting the rout between the node i and node 
j in the optimal solution is 0.9524. So it uses an empirical distribution function for 
selecting any rout by using a table in the simulation model and this distribution func-
tion is being updated whenever a node in the B%B tree is being solved. This is anoth-
er advantage of this algorithm in comparison to other works where the simulation 
model just runs once. 

The next important factor in the simulation model is the number of entities that 
should be generated and sent to the simulation model. However since there is no de-
fined distribution function in this regard then a heuristic sample size is suggested 
according to the experiences achieved through solving the sample problems. However 
the higher sample size can be lead to a better efficiency of the algorithm. The sugges-
tion sample size is based on the total variables exist in Problem 1 as follows: n 0.3  .                                                              (6) 
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For calculation the total distance of the total cost in the simulation model, whenever 
the entity selects the next node according to the empirical distribution function de-
fined, the cost of such a travel between two nodes will be added to the attribute of the 
entity, so when each entity ends a tour, the value of the attribute is the total cost tra-
velled. It should be mentioned that at the start point, the initial value of the attribute is 
set to 0. Now we run the simulation model with the mentioned sample size according 
to the above mentioned formula. Then we choose a sample entity which has the low-
est cost in its attribute. The value of this attribute is the upper bound of problem 1, 
since we are not sure that this is the optimal solution of Problem 1. 

Another advantage of using a simulation model is that the best suggested solution 
(tour) by simulation models is integer. So it really helps us in B&B tree to find a 
feasible solution for Problem 1. In previous researches which used B&B algorithm, 
one cannot find such a good capability to create integer variables. 

3.3   Fathoming Rule 

Whenever the optimum solution of the current node is equal or greater than the last 
updated upper bound, that node will be fathomed. This is another learning system 
which used in the model for shortening the B&B tree. 

3.4   Branching Strategy 

This strategy defines which node should be selected among the list of open nodes. 
This strategy has great influence on branch and bound efficiency. According to our 
algorithm, among the open nodes, a node with the lowest  is being selected for 
branching. This strategy has been selected to reach to better solutions as maximum as 
possible. 

3.5   Separation Rule 

Separation rule means the selection of a variable in the selected node to separate on. 
Assume to the “Jump Tracking Strategy” node j is selected. After selecting a node 
according to branching strategy, we select a variable which has the maximum value in 
the optimum solution. If there is any tie, we put these variables to a memory assigned 
for candidate variables. 

Now we run the correspondent simulation model and find the best tour among the 
samples. If the candidate variable has been used in the minimal tour in the simulation 
model, we select this variable for separation on otherwise we update the candidate 
memory be selecting the second maximum and keep the mentioned step until a varia-
ble will be selected. In case of a tie up, we select a variable which has been used in 
the minimal tour got from simulated model, again if there is any tie up, a variable is 
being selected randomly among the variables inside the candidate memory. 

Suppose variable x  has been chosen from the current node, now one can separate 
the current node into two new nodes. Each new node is a sub problem of Problem 2 
with two new constraints: 
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Fig. 1. Node Relation 

Finally, the branch and bound algorithm for Problem 2 is as follows. 

Step 0: Initializing. Suppose that a TSP with m nodes is given and we want to find 
the minimal tour. Now consider the Problem 2. A node in a branching tree is active if 
its corresponding problem has not been either solved or subdivided yet. Let A denoted 
the current list of active notes. Compute the upper bound and the lower bound accord-
ing to 3-2. 

Step 1: Branching. If A is empty or the termination rule meets according to 3-1, then 
stop. The optimal solution has been found. Otherwise, select a node j from the active 
list A according to “Jump Tracking Strategy” which was described in 3-4. If the ob-
jective function of the current solution is equal or greater than the last updated upper 
bound then fathom the current node and select the next node.  

Step 2: Selecting. Separate the current node into two new sub problems according to 
“Separation Rule” described before and then it’s necessary to update the upper bound 
if the minimal suggested tour by simulation model is less than the current upper 
bound. In each new node solve its corresponding problem. Add new sub problems to 
A and go to the step 1. 

4   Computational Results 

In this section the experimental results are summarized. The branch and bound algo-
rithm coded with Microsoft Visual Basic, the corresponding relaxation problems were 
solved by OSL V.3.0 and simulation models ran by Show Flow 2.0.  All computations 
were run on a PC with 2.6 GHz CPU and 1GB RAM. All TSP graphs have been gen-
erated randomly using the simulation software. It should be mentioned that the graphs 
relates to the real data of an AGV (automatic guided vehicles) routing problem in a 
spare part warehouse. In the following table, the computational results of the algo-
rithm have been shown among different TSPs. In the computations, a sample of 100 
instances was taken for each TSP and the average results have been shown, i.e. the 
algorithm was repeated 100 times of each problem name. In the table, The first col-
umn is the problem name, the second column is the total number of the nodes, the 3rd 
column is the exact optimal solution of the given problem gained by Lingo 9.0 , the 
4th column is the average solution found by the algorithm in different runs, The 5th 
column is the best solution found by the algorithm in different runs, The 6th column  
 

Current node x  =1 x  =0 

The first new node The second new node 
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Table 1. Computational results of the proposed algorithm where Δ=0.02 

Problem Nodes Optimal 
Sol. 

Average 
Sol. 

Best Sol. Error  
Percentage 

Time in 
Sec. 

On 
Ave. 

On 
Best 

TSP1 70 375 378.33 375.00 0.89 0.00 0.29 
TSP2 95 421 424.87 422.00 0.92 0.24 3.43 
TSP3 97 388 393.45 388.00 1.40 0.00 4.11 
TSP4 101 3,569 3,581.61 3,571.14 0.35 0.06 4.39 
TSP5 120 1,040 1,043.90 1,042.00 0.38 0.19 5.11 
TSP6 150 789 793.23 789.00 0.54 0.00 6.10 
TSP7 170 990 1,009.56 998.00 1.98 0.81 10.76 
TSP8 200 56,789 57,012.00 56,854.21 0.39 0.11 12.37 
TSP9 300 2,136 2,175.64 2,164.00 1.86 1.31 14.20 

TSP91 318 5,788 5,810.20 5,795.49 0.38 0.13 22.67 
TSP10 400 4,057 4,120.66 4,104.00 1.57 1.16 54.87 
TSP11 500 10,367 10,411.00 10,367.00 0.42 0.00 321.23 
TSP12 600 7,321 7,442.00 7,412.52 1.25 1.05 459.65 
TSP13 700 8,909 9,085.33 9,033.00 1.98 1.39 775.28 
TSP14 800 7,698 7,811.41 7,786.00 1.47 1.14 812.34 
TSP15 900 12,605 12,778.48 12,605.00 1.38 0.00 922.03 
TSP16 1000 18,933 19,255.80 19,057.00 1.70 0.65 1,003.11 
TSP17 1100 14,321 14,508.54 14,486.00 1.31 1.15 1,221.55 
TSP18 1200 25,876 26,156.98 26,011.00 1.09 0.52 1,227.05 
TSP19 1300 22,043 22,480.74 22,368.00 1.99 1.47 1,311.32 
TSP20 1400 31,422 31,998.70 31,864.00 1.84 1.41 1,411.64 

Average  
 11,633.75 11,593.90 1.22 0.68 479.09 

is the error percentage based on both the average and the best solution and the last 
column is the average computation time for each problem when was solved by the 
algorithm:        . 

For the first comparison of the computation results, Liu et al. [16] computational 
results for TSP have been chosen. They used an overlapped neighborhood based local 
search algorithm to solve TSPs. The idea of the algorithm is to cut a TSP tour into 
overlapped blocks and then each block is improved separately. According to their 
proposed algorithm, the average error is estimated at 0.97% while the average error of 
the proposed algorithm is 0.68%. It shows the strength of the algorithm for creating 
suitable tours. It should be mentioned that the only large-scale problem which was 
checked by them had 1400 nodes and most TSPs had less than 200 nodes. As one can 
see on Table 1, a wide range of graphs specially large-scale graphs has been tested by 
the proposed algorithm and the results are acceptable even in large-scale graphs for 
example when they have more than 1000 nodes. However since the sample graphs are 
bigger than the ones used by [16] so the total average time in Table 1 is higher than 
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their works, but If we consider similar graphs based on node size, their calculation 
time for a 200 nodes graph is 12.68 seconds but the time in proposed algorithm is 
12.37 or for a graph with 1400 nodes their calculation time is 1,549.93 but the time 
used here is 1,411.64 seconds on average. Table 2 shows a comparison between the 
proposed algorithm (PA) and the one which was developed by Lie et al. (LIE) [16]: 

Table 2. The comparison of computational results between PA and LIE algorithms 

Number 
of Nodes 

Time Error Percentage on 
Average 

Error Percentage on 
Best case 

PA LIE PA LIE PA LIE 
101 4.39 4.28 0.35 3.64 0.06 2.54 
150 6.10 7.80 0.54 3.12 0.00 1.13 
200 12.37 12.68 0.39 3.21 0.11 1.44 
318 22.67 33.41 0.38 4.14 0.13 2.43 

1400 1411.64 1549.93 1.84 3.39 1.41 2.32 

For the second evidence to prove the efficiency of the proposed algorithm, we refer 
to the research done by Dorigo and Gambardella [17]. They used an ant colonies 
method for solving TSPs. According to their computations, the average error in their 
algorithm is 1.89% but the time cannot be compared since they just mentioned the 
time needed for creating a tour. In comparison of problem size, the maximum size 
problem which was solved had 1577 nodes. The next comparison set based on the 
works done by Brest and Zervonik [19] where they used an Insertion heuristic for the 
asymmetric TSP while their proposed algorithm had complexity of  in the worst 
case time. For a 400 nodes graph their algorithm consumed 76.39 seconds while in 
our algorithm for a 400 nodes graph, it uses 54.87 seconds and the largest graph tested 
had 443 nodes. 

And for the final comparison we refer to the works done by Liu and Zeng [20] 
where they used some reinforcements to the previously genetic algorithms and gener-
ated a new version of this algorithm for the TSP. For best comparison, for a graph 
with 1002 nodes, their algorithm needed 1,442.38 seconds while in the proposed 
algorithm, it needs 1003.11 seconds and the optimal solution is being found and for a 
graph with 1432 nodes they reported 2,157.34 while in the algorithm, the computa-
tional results show 1,411.64 seconds for a 1400 nodes graph. 

Therefore in terms of speed and accuracy the proposed algorithm is strong enough 
to be compared with other works even in large-scale problems.  

5   Conclusions 

This paper presents a new heuristic algorithm to solve a given TSP. The algorithm 
mixes branch and bound algorithm together with a dynamic suitable simulation model 
to find the best possible solution for a given TSP. If we compare the computational 
results of applying the algorithm with other works which used ant colonies algorithm 
and neural network methods, one can see that it’s an efficient one in terms of speed 
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and accuracy for solving even large-scale problems. However it should be mentioned 
that one may use other metaheuristic methods like genetic algorithm together with our 
approach to reach better results. In using the proposed algorithm, we cannot mention 
any special limitation since all symmetric and asymmetric TSPs can be solved by it, 
however using a fast efficient simulation software like ED 8.0 can help the user to 
find the solution as quickly as possible. The future directions based on the proposed 
algorithm could be emphasizing on finding better lower and upper bounds which were 
used here to shorten the B&B tree and reaching to the acceptable solutions faster. The 
other direction could be working on simulation model to develop more efficient one. 
The simulation model rules as a key in our model to get the best solutions, so the 
more effective simulators will result in the more accurate solutions with lower speeds. 
Finally, this approach can be easily used in wide range of combinatorial optimization 
problems which are NP-hard, a suggested field to use this approach is Graph Labeling 
Problems like graceful labeling problems and magic total labeling problems. 
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Abstract. Disassembly and recycling activities are becoming ever more impor-
tant as a result of legislative changes. The disassembly of end of life products 
will come to have an increasingly industrial character focusing on the planning 
and control of economical disassembly processes. As a consequence, the pre-
dominant form of work organisation will be based on the division of labour as 
this system allows for the efficient usage of various disassembly tools and 
methods in contrast to the complete-disassembly workstations mainly in use to-
day. But the control strategies derived from assembly are only partially suitable 
for these disassembly systems as they do not sufficiently consider the specific 
characteristics of disassembly. Any control method suitable for this field of  
application needs to incorporate new approaches to the flexibilisation of work-
flows in disassembly systems. 

Keywords: Disassembly, Disassembly Control, Control Strategy, Simulation, 
Optimisation. 

1   Disassembly Systems Based on the Division of Labour  

Changes in the legislative framework originating in particular from the German recy-
cling management and waste act [1] (also see [2], [3], [4], [5]) are increasingly re-
quiring the goods manufacturing industry to provide for the recycling of end of life 
products. Disassembly is at the heart of many recycling concepts created for this 
purpose. It is an integral part of efficient recycling management [6] and is not only 
required to recycle a product at the end of its useful life, but also for maintenance 
purposes during the entire product life cycle [7]. 

These shifts will presumably lead to an increasing amount of products which will 
need to be disassembled. At the same time, compared to goods manufacturing, dis-
assembly is characterised as low value adding – a characteristic which is reinforced by 
the uneconomical sequences of operation often found within disassembly processes as 
opposed to industrial assembly processes [8]. It is, therefore, essential to reduce disas-
sembly costs through the systematic planning and control of the operations sequences 
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[9]. In addition, the profitability of disassembly processes needs to be improved by 
giving it an increasingly industrial character.  

For technical and economical reasons, automation however, can only be an option 
for specific end of life products to be disassembled in large volumes [10]. Specifically 
for the recovery of secondary products (spare parts recovery), an automated dis-
assembly of components is mostly too complex, which means that manual disassem-
bly will continue to play an important role. Given the rising quantities of products to 
be disassembled imposed by legislation, this will lead to disassembly systems being 
increasingly based on the division of labour. Specialised workstations utilising tools 
and methods that are suitable for specific disassembly operations will be required, and 
the potential for rationalisation will have to be realised [11]. 

All of the above indicate a move away from complete-disassembly workstations 
which, in addition to the afore-mentioned disadvantages, are often characterised by a 
poor work situation (e.g. dirty workstations, physical stress, high noise levels) [12]. 
Modern disassembly systems, in comparison, feature ergonomic workstations 
equipped with adequate disassembly technology. Such systems include disassembly 
lines with interlinked manual and automated workstations, some of which may have 
links to separate back-up workstations [13]. 

Automated material flow systems can be used to integrate the disassembly systems 
into the global logistical concept of a manufacturing company. Old vehicle disassem-
bly and the preparation of specific components in particular, is an important field of 
application for these disassembly systems. The different workstations for specific dis-
assembly operations are arranged along a disassembly line, following the flow shop 
principle. In comparison to complete-disassembly workstations, this type of system in 
general does not require cost-intensive disassembly equipment and tools to be provided 
more than once, thus increasing the profitability of the disassembly process. 

Disassembly systems based on the division of labour do not only require more 
complex system planning, but also a more sophisticated control of the disassembly 
orders in comparison to systems consisting of complete-disassembly workstations. 
Priority is given to high utilisation of the workstation within the line. Given that the 
large share of manual disassembly operations is mainly responsible for the high costs 
of product disassembly, it is desirable for all workstations to be equally utilised, 
where possible, in order to keep the personnel costs low and to ensure that the dis-
assembly processes are economical. 

Therefore, control of the disassembly processes needs to be adapted to the re-
quirements of a disassembly system based on the division of labour. The main objec-
tive of disassembly control is to distribute the operations in such a way that ensures an 
efficient and economical disassembly sequence resulting from high system utilisation. 
It is also important to prioritise those disassembly operations which potentially  
account for the highest possible contribution margins. The control process also needs 
to be flexible enough to adapt to disassembly-specific events (cf. Chapter 2). 

2   Dynamically Adapting Routing Plans  

Deterministic operation times exist for assembly processes but not for disassembly 
operations. As the successful implementation of disassembly operations carries  
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specific risks that do not occur in assembly, disassembly planning is made more com-
plicated because the condition of the end of life products can rarely be predicted [14]. 
Joints, for example, are not always easily separable and it is impossible to know the 
exact level of component wear and tear prior to disassembly as the strain bearing on 
components differs with the intensity of usage. It is, therefore, of no use to establish a 
fixed disassembly routing plan for the sequence of operations. The variability of end 
of life product conditions, for example with regards to wear, corrosion or damage, 
which have an impact on the separability of joints and the recyclability of parts and 
component assemblies, must be dynamically accounted for in the routing plan. Exist-
ing operation documents however, are strictly deterministic and are therefore only 
partially suitable for disassembly if they can be used at all. In contrary to disassembly 
processes, workflows in assembly systems do not change and always follow a previ-
ously established assembly sequence. 

The work content of disassembly operations is not standardised due to the above-
mentioned uncertainty regarding the characteristics of the end of life product to be 
disassembled and cannot be determined a priori. The disassembly method needs to be 
chosen in line with the individual condition of an end of life product, and only then 
can the required operation times be determined. The scope of disassembly operations 
as well as the level of disassembly are not necessarily previously defined but need to 
be individually determined depending both on the condition of the end of life product 
and the consideration of economical aspects. 

It was within this context that Schiller [14] presented an approach as early as 1998 
which took this uncertainty into consideration. The disassembly information system 
covered by his approach is able to react both dynamically and adaptively to changing 
conditions (e.g. disassembly operations which cannot be performed), changing objec-
tives (overhaul, removal of harmful substances) and the level of knowledge which 
increases with the amount of time spent disassembling (e.g. recurring contamination 
of parts or damaged fasteners). A so-called stochastic disassembly network (SDN) 
describes the dismantling of an end of life product including possible operation se-
quences (cf. [14], [15]). The SDN is a digraph with nodes representing disassembly 
states with possibly various conditions and arcs representing disassembly operations 
(activity-on-arc network; cf. Fig. 1). 

The SDN is developed by means of the analysis and evaluation of end of life prod-
ucts based on sample disassemblies [16]. On the basis of the results, the SDN of a 
product type serves to determine the optimum disassembly sequence and depth. The 
disassembly sequence for a specific end of life product is then determined with the 
SDN on the basis of a break-even analysis including the revenues achievable with 
component assemblies and parts yet to be disassembled and the required disassembly 
costs. This optimum sequence is then communicated to the worker via a multimedia 
routing plan set up at the disassembly workstation. The system is informed by the 
worker of any disassembly operations which cannot be performed as indicated by the 
SDN, and a new optimum disassembly sequence is identified in accordance with the 
respective disassembly condition of the end of life product [14]. The probabilities of 
end of life product conditions and their different levels are linked to feasibility prob-
abilities for the required disassembly operations which describe the probability of a 
disassembly operation being carried out successfully [17], [18].  
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This procedure developed by Schiller [14] allows for the best possible disassembly 
sequence to be determined for individual end of life product conditions for single 
disassembly workplaces. His principle of determining a dynamically adapting routing 
plan on the basis of stochastic disassembly networks is also used in the following to 
control disassembly systems based on the division of labour [18] (cf. Chapter 3.2). 
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Fig. 1. The basic elements of the stochastic disassembly network (SDN; following [14], [15]) 

3   Method to Control Disassembly Systems Based on the 
Division of Labour 

Control strategies developed for parts manufacturing and assembly (e.g. kanban con-
trol, load-dependent order release, performance agreements, etc.) can only be used for 
disassembly control to limited extents as they do not make allowances for the specific 
characteristics of disassembly processes (cf. Chapter 2). There is an extended range of 
control parameters available for disassembly processes unlike those for conventional 
manufacturing in order to achieve an efficient disassembly process [19]. 

3.1   Extending Manufacturing Control by Disassembly-Specific Parameters  

Controlling a work system entails "the initiation, monitoring and ensuring of task im-
plementation with regards to quantity, deadline, quality, cost and working conditions" 
(transl. from [20]). Firstly, the control of disassembly systems based on the division of 
labour involves the initiation of existing orders. Secondly, the implementation of these 
orders needs to be monitored, and an efficient sequence of operations has to be ensured 
by means of intervening control measures [20] if unplanned conditions within the 
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disassembly system require them. These unplanned conditions may occur if operation 
times for end of life products deviate from the initial routing plan resulting in unevenly 
distributed work content at different workstations and thus, jeopardising the profitabil-
ity of the disassembly system. 

The disassembly control method developed here aims at ensuring high and equal 
utilisation at all workstations in the disassembly line. It is also geared towards a 
maximisation of the value added by disassembly processes [19]. For a control method 
to be able to intervene in the disassembly process in order to adapt it, it needs to be 
able to recognise unplanned conditions within the disassembly system in order to 
communicate necessary changes to the workers (and, in case of hybrid disassembly 
systems, to the automation) in the form of a new routing plan and amended work 
instructions. This requires a suitable information system which processes the infor-
mation and makes it available to the worker in a suitable form. 

3.2   Control Measures for Disassembly Systems  

In the following, disassembly-specific control measures will be explained. Disassem-
bly is often flexible to a certain extent with regards to the sequence of disassembly 
operations (control measure 1). This is because, in comparison to assembly, there are 
a smaller number of technology-based forced sequences and because different dis-
assembly methods and tools can be chosen. 

The selection of the appropriate disassembly method is important in this regard. If, 
for example, utilisation is high at one of the workstations, the time-intensive but non-
destructive disassembly method can be replaced by a faster yet partly destructive 
method in order to improve the utilisation of the disassembly system (control measure 
2). It needs to be taken into consideration that changes of the disassembly method 
may negatively impact the possibilities for re-use/alternate use or the reprocess-
ing/further processing of end of life product components.  

Depending on the purpose of the disassembly (e.g. complete disassembly vs. selec-
tive disassembly of specific components) it may not be necessary to follow a specific 
sequence of disassembly orders whereas orders can contain different components 
ordered by one or several customers, meaning that their sequence can be varied (con-
trol measure 3). One end of life product can contain different customer orders. This 
flexibility can be used to reduce the loss of time caused by difficulties of load balanc-
ing between workstations.  

The level of disassembly can also be varied (control measure 4) in order to reduce 
fluctuations between the utilisation of workstations. This means that the extent of 
disassembly can be determined on a case by case basis depending. If utilisation is 
high at one workstation, the level of disassembly and thus, the workload of the station 
can be reduced. Disassembly will take less time, and idle times will be avoided at the 
downstream stations. The focus will then be on disassembly operations that add the 
highest value and lower value-adding operations will be skipped. If utilisation at one 
workstation is low, the level of disassembly can be increased so that disassembly 
operations will be performed which would be uneconomical in the case of normal 
system utilisation, but which still generate some added value albeit a little value.  

Another option to avoid idle times resulting from a poor balancing of the dis-
assembly stations is to remove the fixed allocations of work operations to specific 
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workstations. Depending on utilisation, disassembly operations can be moved from 
one workstation to an adjoining one as long as it is technically feasible (control meas-
ure 5). For that purpose, the allocation of disassembly operations to workstations 
determined during the planning process of the disassembly work system must be 
monitored during disassembly. If there are coordination-induced losses, this allocation 
can be modified and adapted to the situation prevailing in the disassembly system, or 
to the end of life products in the system. However, this is only possible if allowances 
have been made for disassembly operations to be moved between stations during 
planning of the disassembly system. For example, the workstation where the dis-
assembly operation is to be relocated must have the technical equipment required to 
do the job. This control measure is, therefore, mostly suitable for comparatively  
simple, manual disassembly operations and for workstations which allow for the  
subsequent collection and sorting of disassembled component assemblies and parts 
destined for re-use/alternate use or reprocessing/further processing.  

In addition to the above-mentioned options, the workers can help each other in case 
of difficulties (control measure 6). In such a case, the disassembly operations will not 
be allocated to other workstations as with control measure 5, but will stay at their 
initial station. The workers either split up the disassembly operations (e.g. remaining 
disassembly operations from a specific point within the tact until the end of the tact), 
or specific disassembly operations (e.g. in case of disassembly-specific unfavourable 
events, cf. Chapter 2) are carried out by two workers in parallel. In the first case, the 
additional worker needs to have the skills required to perform the respective dis-
assembly operations. In the second case, the second worker supports the first worker 
so that the feasibility probability is increased (cf. Chapter 2) and/or less time is re-
quired to perform the task.  

3.3   Integrating the Developed Control Measures into a Global Concept  

The main task of the new control method consists of integrating the above-described 
disassembly-specific control measures into a global concept (cf. Fig. 2) which re-
quires an IT connection to the disassembly system that is to be controlled. This is the 
only way to ensure that all potentials for the improvement of the disassembly process 
profitability are realised. For the effectiveness of the developed approach to be veri-
fied, the control method was integrated into the OSim simulation procedure (Object 
Simulator [21], [22]) developed at ifab-Institute of Human and Industrial Engineering 
of the Karlsruhe Institute of Technology. The result is the extended OSim-DPS proce-
dure (OSim for Disassembly Planning and Scheduling) taking additional, disassem-
bly-specific modelling aspects into consideration [19]. 

In OSim-DPS, an end of life product is modelled in the form of an activity-on-node 
network. Activity networks include all activities in a logical order that need to be 
performed to process an order. Activity networks are, therefore, similar to precedence 
graphs used in assembly planning [23], which are defined as "directed graphs with a 
logical order of activities used to describe sequences" (transl. from [24]). Activity 
networks, which were previously modelled in OSim as AND graphs only, have been 
extended to include the AND/OR constraint for other feasible disassembly operation 
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Fig. 2. Compiling the control measures into a global control concept, and integrating it into the 
simulation procedure OSim-DPS 

sequences. In order to ensure the correct modelling of disassembly operations, the 
probability with which they can be used (cf. Chapter 2) was additionally taken into 
consideration. To that end, stochastic disassembly nodes were developed. 

The level of detail included in this specialised activity network, i.e. the way the 
disassembly operations are structured, can be determined as required (to certain ex-
tents) by means of the above-described concept. However, the activity network mod-
elled for the planning and control of a disassembly system should not be excessively 
complex. It is, therefore, advisable to combine several consecutive small-scale partial 
operations into one large disassembly operation ensuring that the required partial 
operation routing is maintained [25]. Furthermore with regards to disassembly, it is 
usually sufficient to subdivide materials into fractions of compatible secondary mate-
rial groups referred to as recycling groups [26]. 

Figure 3 shows how disassembly operations can be modelled in the form of a spe-
cialised activity network which indicates the end of life product structure consisting of 
end of life parts and end of life component assemblies in addition to the various disas-
sembly paths. The end of life product to be disassembled represents the starting point 
of the disassembly process. End of life component assemblies and end of life parts are 
recovered after the respective disassembly operations have been carried out success-
fully. The term "residual product" refers to that part of the end of life product which is 
passed on within a disassembly system that is based on the division of labour from one 
workstation to the next. "Should components" include end of life component assem-
blies, or end of life parts which are meant to be disassembled according to the routing 
plan. They are labelled "should" instead of "must" components because uncertainties  
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Fig. 3. Modelling disassembly operations in the form of an activity network 

(cf. Chapter 2) need to be factored in meaning that there can be no a priori assumption 
that disassembly of these parts would be feasible. "Can components" are not specified 
as parts to be disassembled within the routing plan, for example when disassembly 
would be uneconomical. They may still be disassembled during downtime of the disas-
sembly line for example, but only after considering all the relevant costs for this deci-
sion (variable costing). The "should" and "can" paths are determined in accordance 
with whether an end of life component assembly or an end of life part, is characterised 
as a "should" or "can" component as defined during the modelling of the respective 
disassembly node. 

The information contained in the activity network (possible disassembly tools, 
feasibility probabilities, expected revenues, etc.) is used to control the division of 
labour disassembly system. Based on this information, an SDN is generated for each 
workstation, and the optimal disassembly strategy is determined for all workstations 
separately. The strategy contains the disassembly operations to be carried out (suc-
cessively) and takes the form of a dynamically adapting routing plan (cf. Fig. 4). 

The optimal path is calculated considering all possible control measures (cf. Chap-
ter 3.2) indicated in the SDN as feasible disassembly operations (single arcs or partial 
paths) [14], [15]. In the case of disassembly systems based on the division of labour, 
there is also a prioritisation of all disassembly operations that are required to transfer 
the residual product to the subsequent workstation in order to ensure, where possible, 
that there are no idle times due to the work piece being overdue. In addition, there is a 
lower-ranking prioritisation of "should components". "Can components" are ranked 
according to the break-even analysis.  
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Fig. 4. Flow chart of reactive disassembly control for systems based on the division of labour 

The routing plan, once created, will be maintained until the occurrence of a condi-
tion which makes it impossible to follow the order of disassembly operations as laid 
out in the routing plan (e.g. the component that is to be disassembled is missing or 
cannot be disassembled), or until all disassembly operations have been performed. In 
either of these cases, the disassembly system is adapted to the current situation, and a 
new routing plan will be created (dynamically adapting routing plan). 
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4   Verification by Means of a Pilot Example 

Currently, simulation studies are being carried out with industrial partners with the 
purpose of proving the effectiveness of the method using real-life data. The design of 
the disassembly systems under examination is based on the flow shop principle. All 
industrial partners use balanced lines, but have to carry out disassembly programs 
where problems with specific characteristics of disassembly processes (cf. Chapter 2) 
occur frequently. 

Beyond the existing disassembly lines, there is also the option of disassembly sys-
tems with separate workstations that are part of a non-balanced overall system struc-
ture. Simulation is used to plan different alternatives and evaluate them in quantitative 
terms. It is expected, that the described method to control disassembly systems will 
increase the efficiency of these disassembly systems.  

5   Potentialities for Further Increasing the Efficiency of 
Disassembly Systems 

This paper highlights the necessity to provide a specialised method available for the 
control of disassembly systems based on the division of labour. Disassembly-specific 
conditions, due to which traditional control methods used in assembly can only be 
applied to disassembly processes to limited extents, are identified. The presented 
approach consists in the development of disassembly-specific control measures and 
their integration into a control tool which is able to overcome unplanned events which 
frequently occur during the disassembly of an end of life product. This is to be 
achieved through the implementation of dynamically adaptive routing plans.  

With regards to disassembly systems based on the division of labour it is not only 
important to control the different disassembly orders but also to plan their sequence 
for a specified planning horizon in order to achieve good system efficiency. The fact 
that disassembly operations differ substantially from assembly, in that the level of 
disassembly may change, is a planning parameter that should be taken into considera-
tion for order sequencing in the form of changes to the order release logic [27], [28], 
[29] capitalising on additional potential for success. 
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Abstract. The personnel flexibility of car manufacturers is used mostly as re-
active means, in order to be able to realize the planned production program. 
The approach of trying to combine production planning with human resource 
planning is pursued within the scope of the Eurostars research project  
"Advanced Production Program and Personnel Assignment Planning" (A 
ProPer Plan). This approach combines the advantages of car sequencing with 
the advantages of the mixed modeling approach by coupling optimization with 
simulation. The solution constitutes an iterative planning process, where an 
optimized sequence is examined by simulation for feasibility regarding per-
sonnel flexibilities. The contribution points out, how such an integrated solu-
tion was realized and which results could be obtained with real time data of 
manufacturers of vehicles. 

Keywords: Car Sequencing, Personnel Assignment Planning, Simulation. 

1   Introduction 

The European automotive industry is characterized by complex products, which en-
able wide customer individuality of vehicles. Production planning therefore has to 
distribute the different vehicle variants on the assembly line throughout the day so 
that bottleneck resources are evenly utilized and capacity peaks can be avoided. In 
this stage there already are complex planning logics, which take into account block 
constraints, space constraints and transition restrictions. By integrating human re-
source allocation planning the bottleneck and capacity can be influenced deliberately, 
which can lead to relocation of the bottleneck if human resources can be relocated in 
order to relieve an acute bottleneck. The integrated planning of human resource allo-
cation and production therefore expands the freedom of planning. 

The content and results of this article were compiled within the framework of the 
research project “Advanced Production Program and Personnel Assignment Plan-
ning” (A ProPer Plan; funded within the Eurostars Programme which is powered by 
EUREKA and the European Community). The goal of A ProPer Plan is to create a 
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tool, which allows the integration of the human resource allocation plan with the 
short-term production plan and to achieve optimal production results with high adher-
ence to delivery dates. 

2   Tasks of Production Scheduling 

2.1   Synchronized Production Lines 

This subject encompasses synchronized production lines where orders are planned in a 
sequence. Synchronized flow production is a flow-oriented production system where 
parts are being moved by means of a transportation system (usually an assembly line) 
through the production stations arranged in sequence, in which the machining time is 
restricted by a cycle time (Boysen, 2005a, p. 8). Synchronized flow production is 
mostly encountered in the automotive and electrical industries. The project focuses on 
the planning of the final assembly in vehicle and vehicle component plants where vari-
ant flow production with low automation and high labor intensity exists. 

Sales prognosis, installation rates, and monthly production and sales quantities 
serve as input for production planning. Restrictions which have to be taken into ac-
count are minimum line load resulting from the model mix problem (provision for the 
production factor resources), the capacity of plants with regard to annual working 
hours (staff) and potential bottlenecks on the supplier side (material). Planning results 
are detailed, for example weekly production plans for the production plants. The task 
of operational production planning is to decide the types and quantities of model vari-
ants to be assembled from the existing model portfolio (Meyr, 2004). That way the 
order backlog of a month is being broken down into single day and shift plans using 
production planning (Monden, 1993, p. 67). In doing so the predetermined capacity 
has to be complied with using the available production cycles and the availability of 
incoming components must be considered (Scholl, 1999, p. 111). 

Production planning is usually continuous. The allocation of orders to week or day 
periods or to shifts is also called slotting. Continuous planning can be added to slot-
ting until the sequence is fixed, which balances the orders based on capacity and ma-
terial criteria. Individual orders can thereby be moved to a period different from the 
initial planned production period by taking into account other detailed restrictions. 
This shifting, which results from an adjustment, is also called balancing. Fixing the 
order sequence assigns a decided production cycle to each order from the order pool. 
The methodology for implementing and the objective of sequencing can vary and lead 
to three different classes of optimization models, which are outlined in the following 
section. 

2.2   Sequencing 

Comprehensive scientific literature exists for the planning task of sequencing in the 
automotive industry. In place of them we want to point to the works of Decker (1993), 
Lochmann (1999), Scholl (1999), and Boysen et al. (2009). In principle one can dif-
ferentiate between three methods.  

 



410 L. März et al. 

 

Fig. 1. Planning processes of sequenced assembly lines 

Level Scheduling. The so-called level scheduling, which descended from the well 
known Toyota Production System (Monden, 1993), targets the distribution of demand 
for each material as evenly as possible. Different models and algorithms were pro-
posed. An overview of the research papers for level scheduling can be found in Boy-
sen (2005a, p. 217, 2005b). 

Mixed-Model Sequencing. The so-called mixed-model sequencing aims to prevent 
capacity overloads in the flow system. Sequence-related capacity overload of the 
workstations or workers are to be minimized by exact scheduling of the different 
variables at the stations and by taking into account the variant dependent machining 
time, length of workstations, and cycle times (Wester and Kilbridge, 1964; Tho-
mopoulos, 1967; Bard et al., 1992, 1994; Tsai 1994; Scholl et al., 1998; Boysen, 
2005b).   

Car Sequencing. Also capacity oriented, car sequencing tries to avoid these detailed 
entries by prohibiting partial sequences with capacity overload via H0:N0 sequence 
rules. A sequence rule of 1:3 relating to the sunroof option states that of three back-to-
back components only one can have the sunroof option. Otherwise capacity overload 
occurs. Solution techniques for car sequencing can be found in Drexl and Kimms 
(2001), Gagné et al. (2005), Drexl et al. (2006), Gravel et al. (2006), as well as Flied-
ner and Boysen (2008). 

While level scheduling is mostly used at Asian automotive manufacturers like 
Toyota (Monden, 1993) and Hyundai (Duplaga et al., 1996), capacity overload ori-
ented methods are used more at Western manufacturers like Renault (Gagné et al., 
2005). Nonetheless, Western European automotive manufacturers focus on offering 
customized design options for vehicles (Sihn et al., 2009). BMW offers its vehicles in  
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up to 1032 variants as a result of a multitude of individually selectable options (Meyr, 
2004). In order to avoid the high data collection effort, almost all of the Western 
European companies use the car sequencing method. 

2.3   Production Cycle 

In sequenced production lines the cycle determines the productivity. The cycle is a 
parameter of sequenced production lines and implies the periodic constant feed of 
orders in production. The period length is the cycle. This requires, however, a con-
stant cycle at least over the particular planning horizon of a shift. This can be assumed 
for the majority of assembly lines in the passenger car and power train production, 
whereas in the truck assembly cycle times dependent on vehicle length are prevalent.  

Equally spaced surface sections, which are travelled per cycle, can be calculated 
for uniform cycle lengths. These are called stations. The length of a station depends 
on cycle and cycle speed. The depth of a station depends on the product to be pro-
duced (engine, axle, passenger car body, etc.). The arrangement into stations has or-
ganizational reasons in that it facilitates the assignment of human resources, materials, 
resources, etc. on the lines into sections. As will be shown, the assignment of tasks on 
the station level is not always helpful, because station overlapping processes and 
organizational forms are difficult to display.  

The workload of a cycle results from the ratio of the sum of the process times 
(work content) to the cycle time and is stated in percentages. This workload is distrib-
uted among the required number of workers. Depending on the product variants and 
configurations, the workloads sometimes vary considerably per station. The goal of 
human resource allocation planning is to utilize the workers as equally as possible 
across the sequence of variant rich products. 

3   Capacity and Human Resource Planning Functions 

Human resource demand planning and human resource allocation planning are part of 
capacity planning, which has to meet market demand with adequate production capac-
ity. While human resource demand planning clarifies how many human resources 
with which qualifications are necessary, the task of human resource allocation plan-
ning is to utilize the existing staff optimally. When balancing capacity, the capacity 
flexibility plays a key role, because the actual market behavior cannot be forecasted 
accurately and the demand fluctuations have to be absorbed within bandwidth. Be-
cause the assembly lines in the automotive industry are human resource-intensive, this 
is where the biggest leverage for flexibility in the operational hours can be assumed. 

The working hour flexibility varies with lead times, which is necessary for imple-
menting capacity adjustment measures: Capacity increases through new line installa-
tions can only happen long-term, because 2 to 3 years of lead time is necessary.  
Annual hours of work and weekly hours of work flexibility can be varied mid-term 
through agreements with the workers council. Short-term model mix fluctuations can 
be balanced with human resources that can be assigned to different workstations  
(so-called “floaters“). Floaters can be utilized for different reasons and under different 
demand scenarios. 
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− Use of a floater to balance the processing time at workstations when capacity over-
load threatens.  

− Assignment of floaters to big orders with high expenditure, who will attend to the 
whole assembly line or just parts of it. 

− Assignment of floaters for production stations that require special skills which are 
only rarely needed (technologically contingent floater assignment). 

− Floater as backup capacity for work absences, vacation, illness, etc.  

The first two assignment scenarios use the free capacity of a floater at the time of 
occurrence. The two latter floaters functions don’t serve to support the sequencing via 
a (operational short-term) capacity increase. Therefore they are not pictured in the 
following model, but are only considered as input parameters (number of floaters). 
Sometimes a short-term capacity increase is also possible through production during 
breaks.  

4   Correlation between Production Program and Human Resource 
Allocation Planning 

In car sequencing, balancing based on key features (called heavy items) already takes 
place when assigning orders to order inventory. These product features are gradually 
being broken down into more detail in the subsequent planning steps. The bridging of 
sales demand (market demand) and production supply (production elements) occurs 
via product features. The sequencing rules, which are described on product features 
level, represent implied capacity restrictions within production. For this reason sales 
demands are described in terms of product features and the restrictions resulting from 
capacity and material related limitations of the production system are translated into 
the language of the product features. 

Balancing is now carried out subject to the planning horizon and the available 
product feature data. The product features from the production plan are extracted from 
the available order data. Only the variant information of products, which passes a 
possible capacity limit, is important. Looking at the past is very important here: fre-
quency distribution of variants is known from experience. If a variant occurs more 
often and as a result load peaks occur, a sequencing rule is added which can be taken 
into account during the next sequencing run. A forward-looking prognosis of the load 
distribution of assembly lines through the currently planned sequence, like in mixed 
model sequencing, is not possible. 

The following links arise between production planning and human resource and 
human resource allocation planning: 

− Mid- and long-term human resource planning provides the capacity framework for 
mid- and long-term production planning. 

− In the short- to mid-term horizon, human resource planning follows production 
planning and only influences it indirectly. 

− In the short- and mid-term horizon, the consideration of human resource restric-
tions happens through indirect rules and strategies in production planning, e.g.: 
− Equal distribution strategies for labor intensive tasks 
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Fig. 2. Relationship between areas of planning 

− Spacing rules for labor intensive tasks 
− Transition rules for labor intensive tasks 

− No direct human resource restrictions are taken into account in production  
planning. 

− Little or no direct coordination between human resource allocation planning and 
production planning happens in short-term planning and order processing. 

− During temporary production bottlenecks, the response is usually human resource 
measures and not an adjustment of the production plan.  

These observations suggest that an integrated planning approach, which allows direct 
influence of human resource aspects on the short- and mid-term production planning 
process, is able to open up additional optimization potentials. Provision for human 
resource flexibility in production planning requires that  

− The impact of production planning on the capacity demands per order are known 
− The skills and availability of human resources as well as flexibility of their de-

ployment are known, and  
− The interaction of process demands and the availability of human resources in the 

dynamic sequence of the order sequence are analyzed. 

The process data per order is necessary for this kind of planning. Because the orders 
are already specified at the time of sequencing, the capacity demand per workstation 
and order and therefore the impact of the order sequence on capacity demand can be 
determined. The discrete event simulation lends itself to the prognosis of load distri-
bution insofar as further analysis of floater assignment and situational decisions are to 
be conducted. Mapping in a simulation model also has the advantage of simplifying 
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scenario generation, and the resulting data can be used as an assessment function for 
higher-ranking optimization. This approach was implemented by combining a revised 
flexis AG sequencing optimization solution with a simulation model validated by 
means of real-time data from an automotive manufacturer. The following section 
describes the basic model foundations and the interaction with the sequencer. The 
benefits of car sequencing are hereby expanded by the aspect of human resource allo-
cation planning and checked for feasibility with dynamic testing. 

5   Solutions Approach 

The sequencing solution gets a list of the valid production constraints as well as a 
continuously running order pool. Besides the technically necessary constraints, there 
are now additional constraints resulting from the calculated human resource alloca-
tion. The human resource allocation results from a preliminary human resource based 
analysis of the order pool. In doing so, the workload included in the order pool is 
balanced with the human resource capacity for the same period.   

 
Fig. 3. Model approach 

The calculation of an optimized sequence is then carried out, taking into considera-
tion all technical and human resource related production constraints. Subsequently, 
the calculated sequence regarding the human resource scenarios at the individual 
station groups is reviewed in a simulation. The simulation model maps the variant 
dependent assembly processes per order and takes into consideration the existing 
human resource capacities. Each order consists of a multitude of executions which 
result in different process times depending on the product variant and (optional)  
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equipment. One or more employees are necessary per execution. This process and 
organizational data is available per order. The order sequence is the result of sequenc-
ing and serves as input for the simulation. 

Human resource allocation takes place during simulation runtime, namely at the 
moment when the execution within the simulation is one cycle before to start. The 
employees which have been scheduled for the execution and have been combined as a 
team are allocated. The company’s goal is to engage its employees in the same activi-
ties, because experience has shown that in doing so a high level of quality and there-
fore less rework is necessary. Each execution is assigned to a team. If the sum of the 
process requirements is higher the sum of the team capacity, the team has the possibil-
ity to predraw or to extend the work in predecessor or successor cycles within given 
time constraints. If there are not enough unused employees available the team has to 
use floaters. Floaters are assigned to groups, which are responsible for a number of 
teams. If a floater is not available the simulation model generates one (virtual floater). 
The simulation calculates the feasibility of the sequence at hand and calculates the 
additionally required employees in case the assigned human resources are not enough. 
This information can now be relayed back to the previous sequencing task. This starts 
an iterative process where the sequence solution together with the defined human 
resource allocation is passed to the simulation and which now reveals the expected 
workload with the help of the fully specified order data. 

 

Fig. 4. Iterative planning processes 

The implementation of the planning system follows these planning principles: 

− The integrated planning system expands the proven workflow of production plan-
ning by a human resource optimization component which provides dynamic human 
resource optimization rules and parameter adjustments for sequencing.  
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− By analyzing the work content for the order pool and the order sequence and by 
comparing them with the existing human resource capacities and deployment scenar-
ios, the system calculates the best response possibilities to the detected bottlenecks. 

− To create an optimal order sequence also with respect to human resource alloca-
tion, relevant rules and parameter calibrations are generated for the chosen  
response options and taken into consideration in the next optimization run.  

− The simulation of the assembly processes, based on of the work schedule data, each 
variant and its lead time per execution are taken into consideration. In doing so a 
highly exact forecasting of employee workload for a given sequence is possible.   

− This course is repeated until a solution is found which is optimal under production 
as well as human resource planning aspects.  

This approach combines the advantages of car sequencing with the advantages of the 
mixed modeling approach. The advantage in car sequencing lies in the restriction on 
few product features in order to limit the data to the relevant criteria. With this restric-
tion, optimization algorithms are capable of solving the sequencing task in finite time 
and acceptable quality. A further analysis of labor times per variant and station allows 
the prognosis of load profiles. Additional potential is tapped through the repetitive 
interplay between optimization of features and the feasibility prognosis based on labor 
time data. An efficiency increase of the human resource allocation is thus possible.  

6   Results 

The sequencing solution and the simulation application were first developed inde-
pendently and validated with the help of test data. The existing flexis sequencing 
solution was expanded to take into account the aspects of human resource restrictions. 
The simulation application was realized in the simulation software development envi-
ronment of SLX (Henriksen, 1997). This simulation program distinguishes itself 
through fast calculation and flexible mapping of model requirements. The run times 
of the simulation model are less than 10 seconds for 500 orders and 100 executions. A 
post-process animation in the Software Proof allows the transactions to be visually 
inspected. The delivery of data takes place via ASCII tables. An iterative integration 
into an optimization loop with the sequencer is therefore viable, while also regarding 
solution generation times.  

The simulation results show promise with regard to transparency and analysis op-
tions of transactions in allocation and utilization of employees. It was demonstrated 
that in combination with the sequencing solution a balancing of load fluctuations and 
a reduction of overloading and under utilization of up to 30% is possible. With it 
comes an increase of staff utilization. 

The results, however, are based on (realistic) test data which have not been tested 
in a real life scenario. The results were therefore presented to automotive manufactur-
ers to get feedback from users on the solution approach and to ask for real time data. 
So far one manufacturer of sport utility vehicles and one of commercial vehicles have 
agreed to provide real time data of the final assembly line. 

In the first step, the data for a simulation of the assembly were defined. The data 
acquisition is still in progress. Meanwhile, the first simulations of two or three sta-
tions show the possibilities of simulation to analyse and evaluate the human resource 
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allocation planning. There are several parameters which have fundamental influence 
on process requirements and capacity demands in every station. One can distinguish 
following primary key drivers. 

Production programme: The sequence of orders determines the process requirements 
over time. To build an order sequence is in the responsibility of order management. 

Staff assignment: The prognosis of the process requirements in every station offers 
new possibilities to plan the work schedule of floater. A floater has to observe his 
working area to react in case of overwhelming process requirements at a station. The 
visualisation of the process requirements and the expected utilization of the team 
member of every station given in advance, the floater know when he will be needed 
(time, station). It is the task of the production management to plan the floater. 

Process planning: A work plan consists of a number of process steps; the sum of all 
process time steps represents a task time, depending on vehicle type and station. 
Every task is assigned to a station. The tasks can be divided by splitting process steps 
in two tasks or they can be merged by aggregating two tasks to one task, depending 
on what the line planner has to take into account like technology restrictions, etc. 
Nevertheless, in most cases, the aggregation of process steps are not done in a similar 
way, more often it depends on how a planner is used to build tasks. But there is a 
great influence on the staff utilization in choosing different methods to build a task. If 
the task times are too long, it can happen that a staff member cannot start a task be-
cause of lack of sufficient rest cycle capacity. The division of small tasks leads to 
better fits, but can be critical, if the number of tasks is too high, because of the nega-
tive influence on the working quality.  

Cycle time: The cycle time determines the productivity. The assignments of tasks to 
stations can vary if the cycle time will change. 

The production programme, the staff assignment, the process planning and the cy-
cle time are correlated mutually. If you change e.g. the cycle time, it will be necessary 
to review the utilization of your staff and perhaps to rearrange the processes of your 
work plans. To do this, you must have the knowledge about the technologies, the 
restrictions and the no-goes of an assembly line and its organisation. That’s why the 
improvements in planning of the production programme and human resources alloca-
tion planning forces all planning experts to work together. The planning process is 
iterative whereas the simulation serves as a decision support system by visualizing the 
results of utilization and productivity.      

The developed solution for integrated human resources and production planning 
will be analyzed extensively by evaluating the results with these industry partners and 
testing their deployment potential and suitability.  

7   Summary and Outlook 

European automotive manufacturers continuously invest large sums into initial and 
continuing training of employees which lead to above average flexibility of production 
workers in international competition. At present, however, it is only used as a reactive 
tool in implementing the planned production program in the production halls. This 
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way a high-cost human resources flexibility is retained instead of integrating  
the planning of production and human resource allocation and reaching an overall 
optimum.  

The approach of trying to combine production planning with human resource plan-
ning is pursued within the scope of the Eurostars research project "Advanced Produc-
tion Program and Personnel Assignment Planning" (A ProPer Plan). In doing so, the 
causal correlations between production program and production factors are detected. 
Existing sequencing solutions are expanded by human resource related restrictions 
and an iterative solution loop with simulative evaluation is integrated. The simulation 
allows the feasibility testing of the proposed sequence and clearly shows where under 
utilization and overload will occur.  

Altogether, the following benefits of integrated human resources and production 
planning ensue: 

− Transparency increase of human resource allocation and assembly process  
− Balancing of load fluctuations and reduction of cold spots by up to 30% 
− Increase of staff utilization 
− Proof of buildability of a production program  

By combining car sequencing and the mixed model approach wisely, further potential 
in and applications for integrating production program and human resource allocation 
planning can be found. The result is the logistical and economical optimization of the 
production process supported by simulation. The payoff is a significant increase in the 
hours per vehicle efficiency. 

Within this project of integrating production programme and human resource allo-
cation planning in the short term planning horizon several topics for further research 
where uncovered. The main problem of several European OEM’s that took part in the 
project is the missing integration of the different planning tasks combining the long-, 
mid- and short-term planning horizon in one integrated planning environment. To 
solve these problems together with the automotive industry several research activities 
are going to be initiated. 
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Abstract. Lack of integration, holism, and customizability are perennial  
problems that have beset research and practice in port simulations. This study 
investigates the container movements at a metropolitan sea terminal. The op-
erations are mapped out and a logical model of the transportation flows is con-
structed. A simulation is developed in Arena that describes the transportation 
flows in an accurate but parsimonious manner. The study addresses several  
research gaps by providing a highly integrated, customisable and upgradeable 
simulation model which describes port operations in a more holistic fashion. 
Several experiments focussing on different modal splits for inter-terminal 
transport are carried out. The model provides a practical background to study 
the influence of operational changes, e.g. the influence of larger sea vessels on 
handling operations; effects of a larger share of rail transport; effects of  
increasing container throughput on throughput time and storage capacity; and 
the evaluation of sustainability measures.  

Keywords: Port; Logistics; Simulation; Intermodal; Container; Transportation. 

1   Introduction 

The container system used today developed about five decades ago and spread rapidly 
over all areas of ocean borne trade. It drastically improved the efficiency of berth 
operations and decreased personnel requirements. International transportation became 
substantially cheaper, and it significantly affected the development of today’s world 
trade [1]. Specialized container terminals developed, transforming port layout and 
operations to support and facilitate container shipping. Along with the increased us-
age of containers, specialized container handling equipment emerged. In particular 
over the past ten years maritime traffic has increased significantly and sea-goods 
transport and hinterland operations changed rapidly with regard to technological, 
organizational and economical aspects [1]. 

1.1   Research Motivation and Objectives 

Research on intermodal container transport is generally limited especially when it 
comes to the quantification of potential benefits of intermodal freight transport [2]. 
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Intermodal terminals are often managed without information technologies and there-
fore solely depend on the experience of their staff [3]. Systems with different modes 
of transportation require precise planning and harmonization to avoid hold-ups in the 
transportation flow [4] which might prove especially relevant in light of the growth of 
the shipping industry. Thus, it is one study objective to analyze the operations at a 
seaport, the handling equipment, the operational interconnections and the intermodal 
linkages to gain a full understanding of the transportation flow.  

Building a model of current port operations allows researchers to simulate how an 
actual system would be affected by changes without interfering with the real system. 
New policies and strategies can be evaluated where the infrastructure and operations 
in place prove to be insufficient. There is an apparent research gap when it comes to 
holistic simulations for container terminals [5-6]. Thus, one objective is to develop a 
model which integrates all operations in a comprehensive fashion. Additionally ter-
minals are often seen as standalone systems. Another objective is therefore to design a 
highly customizable model which considers the port as part of a bigger system and 
functions as a starting point for further research studies. 

This study provides a comprehensive overview of the existing systems and results 
in an expandable simulation model. It can be used to support decisions at the port 
regarding modal choices and to prevent bottlenecks in the transportation chain. As a 
proof of concept several scenarios aimed at evaluating the modal split for inter-
terminal transport are presented.  

1.2   Paper Outline 

Section 2 gives an overview of container terminal operations and simulations. Section 
3 outlines the modeled system and presents the complete simulation modeled in 
Arena. Section 4 shows the applicability of the model for three simulation experi-
ments. Section 5 discusses the usefulness of the developed simulation model for  
decision support and shows its unique advantages. Concluding statements about the 
limitations as well as future research opportunities are provided in Section 6. 

2   Containerization 

Containers represent the standard unit-load-concept for international freight. Trans-
portation of containers involves e.g. manufacturers, freight haulers, shipping lines, 
transfer facilities and customers. Container terminals connect various modes of 
transportation, e.g. rail, truck and sea vessels [1, 7-8]. Liner shipping companies 
connect seaports around the world and control a growing share of the transportation 
market. This industry is characterized by an ongoing transformation process, e.g. 
mergers and bankruptcies [1]. Container shipping achieved expansion rates of 10 % 
per annum between 1990 and 2005 due to e.g. trade liberalization, increasing suit-
ability of goods for containers, and more efficient port operations [9]. Around 95% 
of all cargo by weight is transported by ship and the incurred transport cost accounts 
for only 1% of the cost of the final product [3]. Demand is expected to grow but will 
be met by an expansion of shipping capacities which will keep freight rates at nearly 
the same level [9]. 
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2.1   Container Terminals and Handling Equipment 

Container terminals can be operated on an exclusive, preferential or common user 
basis [10]. Fixed costs are high due to complex container handling equipment and a 
constant need for infrastructure improvements. Potential new entrants are therefore 
confronted with high initial investments [11].  
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Yard
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Yard
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Fig. 1. Operation areas of a seaport container terminal and flow of transports [8] 

The basic container terminal consists of quayside and hinterland operations which 
are in constant interaction as the containers move through them [8]. The hinterland 
operations facilitate the connection to the inland. Containers usually arrive via truck 
or train, are unloaded by internal vehicles, and then moved to a stock within the ter-
minal yard. Quayside operations facilitate the loading and unloading operations of sea 
vessels. Arriving ships are assigned to a particular berth, where cranes load export 
containers and unload import containers. Container movements within the terminal 
depend on the design of the terminal and can include transports between empty stock, 
packing centre, and import and export container stocks [8]. 

The use of handling equipment at container terminals is determined by factors like 
container throughput, operating strategies, operating space constraints, layout of roads 
and tracks, or the degree of container standardization [4]. Gantry cranes on rails lo-
cated at quayside are used to un/load cargo and containers. Performance is theoreti-
cally between 50-60 moves per hour, whereas the practical operational capacity is 
around 22-30 containers per hour. In the near future quay cranes with a theoretical 
capacity of 100 moves per hour will be possible [12]. Quay cranes efficiency greatly 
determines overall productivity of a port [13]. Stacking gantries on rubber tires or 
rail-mounted gantries are used to move containers in a container yard or to un/load 
rail cars. They can span up to 12 rows of containers and can stack them 4-10 high 
with a performance of about 20 moves per hour [14]. Straddle carriers can straddle a 
row of containers three to four high and are used to lift and move containers within 
the container yard or to un/load trucks. They are not locally bound and therefore guar-
antee access to all containers in the yard. Straddle carrier operations typically have 
densities of 500-600 TEU per ha of terminal area [14]. Side loaders are designed to  
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transport containers in the yard to and from storage stacks, trucks or railcars. Auto-
mated guided vehicles and internal trucks are used for horizontal transportation within 
the container terminal [4, 8]. 

2.2   Port Operations 

Container terminals are complex operational systems. The managerial decisions  
regarding long-, medium-, and short term issues can be categorized into terminal 
design, operative planning, and real-time control [7]. Uncertain future demand, in-
complete knowledge and large capital investment make these decisions challenging. 

Construction and equipment are substantial investments for terminal operators and 
require long term planning and forecasting. Typical design issues here are multi-
modal interfaces, terminal layout, determination of berth capacities, and selection of 
equipment, IT systems and control software [7]. Many container terminals facilitate 
multi modal transport with linkages to rail or trucks. The hinterland transportation is 
distinctive to every port and the modal split largely determines the type of equipment 
and the terminal layout. Terminal performance depends on capacity and arrangement 
of storage areas, quays, and transportation methods. Container storage areas are di-
vided into stacks for e.g. export, import, reefers, and empty containers. The size of the 
stacking area has to meet demand and should allow for future expansions. In case of 
space constraints port operators can expand the terminal or develop designated inland 
depots [15] which must be coordinated with the corresponding inland transport sys-
tems. Total system costs are made up of construction, transportation, and usage of 
infrastructure [16]. Selection of terminal equipment is crucial for performance and is 
often based on factors like performance figures, degree of automation, space restric-
tions, costs and existing equipment [8].  

Operative planning refers to the short term preparation of operational tasks and lo-
gistic processes and can be further sub-categorized into storage and stacking policies, 
crane assignment and split, berth allocation, and stowage planning [7]. Such planning 
activities are especially challenging in transshipment hubs [17]. The average dwell 
time partially determines the maximum capacity of a terminal [15]. In large container 
terminals it is about three to five days but can be as low as a few hours. Due to limited 
storage space, stacking of containers is common practice [18] which increases the 
need for efficient logistic processes. The main aim is to minimize reshuffling of con-
tainers, whilst maximizing storage utilization. To facilitate storage decisions detailed 
information regarding vessel assignment, discharge port, and container weight has to 
be available. Crane assignment and split refers to the allocation of quay cranes to a 
ship and its sections. Large vessels are operated with up to five cranes whereas feeder 
ships may require only one or two cranes. The number of cranes determines the  
possible container throughput of a terminal. Hence, effective crane split becomes 
imperative to reach objectives like minimization of ship delays, maximization of ship 
performance, or economic utilization of cranes [7-8, 19]. Berth allocation starts about 
two or three weeks before ship arrival. Quay cranes have to be compatible with ship 
length and width and travelling distances for all containers in the yard should be 
minimal. The dwell time of the ship has to be considered with regard to other arriving 
vessels and their specific requirements. Main objectives of stowage planning are 
maximization of ship utilization and minimization of time at berth. Shipping lines 
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plan the position of containers in the ship, i.e. they have to meet the requirements of 
all ports and the constraints of the vessel. Stowage planning systems at the terminal 
have to take into account positioning and movement of containers in the ship and the 
yard. Stowage plans are prepared in advance, but there is a development towards 
planning in real time with the goal to eliminate crane waiting times, queuing, and 
reshuffling. One attempt to overcome congestion is a consignment strategy, i.e. con-
tainers with the same destination, content, and loading time are stored in dedicated 
storage areas [7-8]. 

Real time control at a seaport container terminal encompasses the coordination of 
transportation activities for landside and quayside vehicles, the assignment of storage 
slots to containers, and the planning of schedules and operation sequences for quay 
and stacking cranes [7]. Usually import and export containers are temporarily stored 
close to the quay area and may be moved between successive stacks during their 
dwell time in the yard [20]. Processes at a container terminal can be divided into e.g. 
arrival of the ship, unloading and loading of the ship, transport of containers, the 
stack, inter terminal transport, and connection to other modalities [18]. Information 
about the contents of a ship is typically sent to the terminal just a few hours before the 
ship calls at berth. Based on this information terminal dispatchers generate a detailed 
sequence for each quay crane stating how the containers have to be unloaded and 
discharged into the yard. Typically two to four possible storage locations are provided 
for each container and additionally the crane operator requires specific information 
about the containers which still have to be unloaded [21]. After the ship calls at the 
designated berth all containers assigned for transshipment are un/loaded and moved to 
a storage buffer below the gantry which is one of the bottlenecks of the waterside 
operations [22]. The random access system is commonly used in European and Aus-
tralasian ports and lets customers deliver and pick up containers directly to/from train 
or ground storage [4]. 

2.3   Simulation at Container Terminals 

A main objective at terminals is the minimization of handling time through maximiza-
tion of quay crane throughput and efficient transportation strategies. For simulations it 
is common practice to decompose a decision problem into simpler problems [5-6], 
such as berthing, scheduling, routing and inventory problems. Such models cannot be 
a full representation of reality and might suggest solutions for certain operational 
areas, which are not beneficial to overall terminal operations [6].  

Simulations can be applied to optimization areas at container terminals which can be 
classified into ship planning, terminal logistics, and transport optimization [23]. Ship 
planning is the task of organizing the un/loading operations. Common tasks here are 
the allocation of quay crane work shifts, computation of the bay plan, assignment of 
yard destinations, development of load plans and the supervision of un/loading opera-
tions [24]. As part of terminal logistics, operators must cope with increasing container 
throughput. Stack capacity of a terminal is basically the product of length, width, and 
stacking height, but is also influenced by container sizes or requirements for reefers 
and hazardous goods. By increasing stack height capacity can be extended. However, 
stack height can negatively influence logistic performance as it increases the possibility 
of containers blocking each other. Stack response time is also influenced by factors 
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such as crane capacity, the position of the desired container, and the need for reshuf-
fling [12, 14]. With regard to transport optimization total process time depends on 
crane un/loading time, handling equipment travelling time, and waiting times [25]. 
Terminal efficiency is especially influenced by quay crane productivity [26]. Interrup-
tions can be avoided by maintaining a stock at the cranes [27]. Quay crane scheduling 
determines the un/loading sequences with the objective to minimize ship turnaround 
times and crane idle times which can be caused by interferences between cranes [13]. 
Scheduling of handling equipment is a challenge for efficient discharging and loading 
operations. The quay cranes usually determine transportation and handling schedules 
for trucks and yard cranes. The complexity of scheduling decisions involved should not 
be underestimated as traditional scheduling techniques cannot directly be applied to 
container terminal operations [25]. 

3   Simulation Model 

This research aims to study and simulate the transportation flows at a metropolitan 
seaport with connection to an inland port. Simulation models should display the mod-
eled systems as accurately but also as simply as possible. Too much detail can lead to 
overcomplicated models but on the other hand models can also be over-simplified. 
This might remove some uncertain elements but might not represent the system realis-
tically [28]. Thus, a sufficient balance has to be found.  
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Fig. 2. Simplified transportation flows at sea terminal and inland port 

Figure 2 shows the logical connection between the elements of the transportation 
chain, i.e. the left half displays the container flow at the downtown terminal, whereas 
the right depicts the inland port connections. The two locations are linked with a shut-
tle connection. There are four possible inflows of containers into the downtown ter-
minal, i.e. customer container arrivals via truck, shuttle arrivals via truck or train from 
the inland port, train arrivals and incoming sea vessels. A number of carriers pick up 
the containers from their incoming vehicles and transport them to their destination 
within the terminal. There are also four outflows of containers in the downtown ter-
minals, i.e. customer pick-up, truck or train shuttle to the inland port, train departures, 
and departing sea vessels. All these outflows are triggered by one of three request 
modules, i.e. customer container request, inland port container request, and sea vessel 



426 H. Reefke 

container request. It is assumed that all containers are directly available. The con-
tainer request module is then linked to the carrier assignment module, i.e. carriers are 
assigned to retrieve the requested containers from the downtown storage yard and 
take them to the appropriate pick-up area. In the case of the truck and train shuttle 
module, the containers are transported to the inland port, which is shown by the corre-
sponding linkage.  

The overall structure of the inland port terminal is similar to the downtown termi-
nal area, but there are no ship arrivals and container throughput and capacity are  
significantly lower. One possible inflow of containers into the inland port terminal is 
containers arriving via shuttle from the downtown terminal. The other possible inflow 
is customer container arrivals via truck. From there the incoming containers are  
assigned to a carrier and transported to their destination within the inland storage area. 
There are also two outflows, i.e. customer pick-up and truck/train shuttle to the down-
town terminal. These are triggered by two request modules, namely customer  
container request and downtown terminal container request. Similar to the downtown 
terminal the requested containers are assumed to be available so that the requests are 
directly linked to the inland carrier assignment module. Here one of the inland carri-
ers is assigned to every container request in order to retrieve the corresponding  
container from the storage yard and move it to the pick-up areas. The truck and train 
shuttles move containers from the inland port to the downtown terminal. 

3.1   Container Movements 

Customers bring in export containers, which will be stored in the storage area at the 
downtown terminals until they can be loaded onto a departing sea vessel. There is a 
significant fluctuation in container arrivals. The input distribution used takes into 
account the variations of the container flow throughout the day, i.e. separate values 
for every hour. It furthermore distinguishes between weekdays and weekends. Con-
tainers leaving on trucks are import containers that were previously unloaded from an 
incoming ship and then moved to the storage areas. After arrival at the terminals the 
incoming import containers are stored at the storage areas for an exponentially dis-
tributed dwell time of three days. Incoming shuttle trucks deliver containers from the 
inland port to the downtown terminal. The containers transported by the shuttle trucks 
to the downtown terminal were dropped off by customers at the inland port destined 
for export. When containers are requested for pick-up at the inland port, they first 
have to be moved from the downtown terminal to the inland port which can be done 
by shuttle trucks or shuttle train. 

Trains can arrive from different destinations and bring higher quantities of contain-
ers to the terminal at a time. This characteristic makes the throughput lumpier and can 
therefore draw a significant amount of resources. About 14% of all containers travel 
via rail with up to 150 in and out moves per day of which 40% are 20 ft containers 
and 60% are 40 ft containers. The amount of transhipments accounts for approx. 10%. 
Trains arrive generally five times per day. The turnaround time is generally about 40 
minutes to unload a train and about 2 hours to unload and reload a train. Shuttle trains 
bring in export containers from the inland port. They are able to complete the journey 
in 30 minutes, are up to 25 wagons long with two TEU per wagon and can make four 
round trips per day.  
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Ships arrive at the downtown terminal to drop off import containers and load ex-
port containers. The can arrive in prescheduled timeslots or in irregular intervals. The 
number of containers a vessel loads and unloads can vary greatly which makes the 
container-flow rather lumpy. Container must be handled quickly to decrease ship 
turnaround times. On average 1.58 ships arrive per day, i.e. one ship every 15.19 
hours. Transhipment containers enter the container terminal from an incoming ship 
and have to be stored in the storage yard until they can be loaded onto a leaving ves-
sel. There are great differences between arrivals or departures, which results in vary-
ing storage levels for transhipment containers. They compete with other containers for 
crucial resources, i.e. container carriers, storage space, and quay cranes.  

3.2   Port Infrastructure 

The cranes at the berths have to load and unload incoming vessels. The two down-
town berths have 8 cranes overall and average roughly 24 container moves per hour 
gross. The port employs container carriers within the storage yard to store incoming 
containers and to retrieve outgoing containers, thus for almost any transportation job 
within the terminal. A specific job allocation strategy is used, i.e. if a carrier is idle, 
the next transportation job is immediately allocated to that carrier with preference to 
the carrier which is closest to the container that needs to be transported next. A 
maximum of 45 carriers can be operated at any one time but they are only used within 
their specific operational area. All carriers can be employed if necessary operating 
with an average transportation time of five minutes per job. The container storage 
area is used to store incoming containers until they are routed to their next destination. 
Container slots on average are stacked 1.8 boxes high and have a dwell time of 
around 3 days. The container storage yard at the downtown terminals has a limited 
capacity but the model assumes an unlimited capacity to ensure an uninterrupted 
container flow. The storage levels are logged throughout a simulation run which al-
lows for decisions about necessary storage area extensions. 

 

Fig. 3. Storage Areas at 300hrs into Simulation 

3.3   Model Validation 

All input data is based on empirical observations and is transformed into appropriate 
distributions which were verified with statistical measures that test the goodness of fit. 
For testing, a total number of 100 replications of 395 days are carried out. This in-
cludes a warm-up time of 30 days for every run which proved sufficient to initialize 
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the system. After the warm-up phase the statistic collector functions are cleared, so 
that a total simulation time of 365 days is used. The output values of the model were 
compared with available data from the modeled port to check how closely the model 
output represents the real system. Several counter-modules were incorporated into the 
model, in order to capture the number of entities leaving and entering the system. In 
order to evaluate how closely the model matches the real system, the difference of 
each value pair is calculated in number of entities and percentage. Comparing the 
container throughput the discrepancy between the model behavior and the real system 
range from -5.81% to 1.67%, while most figures can be found in the range between 
+/- 1 to 3 %. The characteristics of the model were also validated by system experts 
through a qualitative evaluation of the model behavior. 

4   Design and Results of Scenario Experiments 

The transportation of containers between two locations can be a crucial concern for 
terminal operators which can be driven by public as well as economical interests. The 
model was used to run three scenarios with focus on the container transport between 
the downtown terminal and inland port. Different ratios between truck and rail shuttle 
transport were employed, i.e. 100% truck based (scenario 1), an even split between 
the two transportation modes (scenario 2) and 100% train based (scenario 3).  

The simulation experiments are designed to analyze the effects that potential 
changes to the inter-terminal transport methods would have on the current system. 
The container throughput records show the intended behavior, i.e. the split between 
transportation modes in each scenario is as intended and overall throughput volumes 
are similar throughout the three scenarios. The results can therefore be employed for 
the comparison of other operational aspects and model behavior. 

When comparing the storage areas it becomes evident that the results differ signifi-
cantly for the minimum and maximum values, due to the usage of random numbers in 
the model design. However, in the averages these variations are evened out and show 
very similar numbers for all three simulation experiments. The figures vary slightly 
between the scenarios but the storage levels do not seem to be affected. 

The overall behavior of queues at most modules is not affected by the changes 
made in scenario 2 and 3 in comparison to scenario 1. The only noticeable differences 
can be found at the queues which are directly connected to the shuttle traffic, i.e. 
either shuttle truck queues or shuttle train queues. Due to the comparably small num-
ber of transported TEU by shuttle these differences are unlikely to affect the system’s 
performance in a significant way. The time that containers spend in queues depends 
on queue length and processing time. The waiting times are therefore correlated to 
queue lengths and only slight variations in terms of differences between waiting times 
can be noticed. The three simulation experiments have no major impact on the time 
entities spend at the selected modules. 

The utilization of container carriers at the downtown terminal varies only margin-
ally between the scenarios whereas there is an increase in the utilization of the train 
carriers from scenario 1 to 3. An increase in train usage also increased the utilization 
of carriers at the inland port slightly, i.e. it went up by 0.7% from scenario 1 to  



 Simulation of Container Traffic Flows at a Metropolitan Seaport 429 

scenario 2 and by another 1.25% in scenario 3. Thus, the usage of shuttle trains seems 
to slightly increase the utilization of the inland carriers.  

It can be concluded that under the modeled conditions a solely train based shuttle 
service is a viable option. No obstacles such as increasing queue lengths or waiting 
times were identified. The utilization of train and inland port carriers increases only 
slightly, which would be unlikely to negatively influence the transport operations. 
Overall the effects are rather small due to the low number of transported containers.  

5   Research Contributions 

As pointed out in section 1.1, the main research objectives were to develop an open, 
upgradeable simulation model to support decision processes at the port under investi-
gation. The aim was to follow a holistic, comprehensive approach, taking into account 
the special nature of operations for intermodal transport. 

Decision support systems can combine planning and management techniques with 
simulation models and statistical data analysis tools [24]. An applicability of the 
simulation model can be seen here. The developed simulation model can be employed 
for optimization areas at container terminals as pointed out in section 2.3. Thus, quay 
crane allocation plans as well as un/load plans can be evaluated. The effect of differ-
ent stack heights for response times can be simulated and future requirements for 
capacity extensions can be evaluated by simulating higher container throughput  
figures. Simulation of scenarios can provide insights with regard to congestion, i.e. 
inadequacy in container handling, the ratios of empty vs. full containers and of import 
vs. export containers; overall throughput; or the height of stacks. 

This simulation is highly customizable due to its modular design which allows for 
easy adjustment of parameters. Updates can be incorporated depending on simulation 
requirements that may arise. Despite being operational in nature, this model can be 
employed to support strategic decisions due to the holistic approach. In contrast to 
most other simulations, the model is a more complete representation of operational 
reality and thus overcomes the shortcomings of problem decomposition. In simulation 
experiments the full impact of operational changes on all modeled port functions can 
be evaluated which prevents overlooking of negative impacts.  

6   Conclusions 

An in-depth analysis of the transportation flows and their characteristics led to the 
construction of a simulation model which evolved over a number of iterations. This 
model can be used for a number of simulation experiments and can furthermore be 
employed as decision support tool for port managers. Due to the high flexibility of the 
utilized simulation program, Arena, the model is open for further extensions and im-
provements, thus it is upgradeable to suit other research needs.  

Cost considerations could not be incorporated into the model due to time con-
straints and data sensitivity issues. This makes it currently difficult to quantify opera-
tional changes to the system in terms of monetary value. In order to enable further 
research concerned with evaluating the economic performance of the port, it would 
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therefore be necessary to include e.g. storage costs, in yard transportation costs, or 
costs associated with truck and train transport. Another limitation is the detail and 
therefore accuracy of the simulation model, e.g. data availability was an issue. The 
model is based on some general assumptions and may therefore be seen as con-
strained in the level of detail and correctness it provides.  

One research opportunity is to evaluate economical factors associated with the 
transportation flow either on a purely operational or more tactical level. The simula-
tion model allows for the addition of cost functions to the various modules. The  
possible linkage of an operational evaluation and an economic evaluation would allow 
for a direct assessment of the feasibility of operational decisions, e.g. assessing the 
usage of equipment or space availability. Sustainability measures could also be added 
to the modules to support decisions regarding e.g. emission levels or fuel consump-
tion. The output of this operational model can also be used to feed into a separate 
model for strategic decisions. The model is upgradeable e.g. it could be expanded to 
incorporate more detailed container flow at the terminal areas, incorporate all satellite 
inland locations or connections to main customers. Another model extension could be 
seen with regard to the uneven distribution of import and export containers which is a 
logistic challenge for not only shipping lines, but also terminal operators. Storage 
areas for empty containers outside of the terminal and the influence of empty contain-
ers on the container handling operation could be incorporated. The trend towards 
larger ship sizes and the effects on the modeled seaport can also be investigated.  
Larger ships demand more handling equipment, more storage space and put more 
pressure on the terminal operations. 
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Abstract. As IT Service Management becomes more and more common in  
actual IT organizations, the need of trained personnel raises sharply. To cover 
theses needs, companies can either train their employees or they hire new  
employees, who possess these skills already. But what competence is required 
and how should it be trained? Employees will need some knowledge of the IT 
Service Management systems, they are going to work with, but even more they 
have to study and understand the fundamental processes of IT Service Man-
agement. Today several simulations respectively simulation games are used to 
give participants a general comprehension of IT Services and a slight insight 
into some processes. Nevertheless, this experience is quite far from the real 
processes and without further training a lot of time and effort is needed to 
completely transform the IT organization. The closing of this gap is addressed 
in this paper. It proposes training with realistic and more detailed simulations 
based on an IT Service Management process model as a valuable solution. 

Keywords: IT Service management, processes, simulation, training. 

1   Introduction 

The last years have shown a constant increase of IT Service Management (ITSM) in 
the perception of IT Managers. More and more ITSM-introduction and –conversion 
(reengineering) projects according to standards like IT Infrastructure Library (ITIL) 
[1] are run in IT organizations. Quality and quantity of IT Services are the main ob-
jectives of these undertakings. To optimize those, IT activities and processes have to 
be standardized and adjusted to Service requirements. Through these changes the 
Service should become much more target-oriented, customer friendly, and cost  
optimized. 

Surveys have shown that in these projects there is often an internal resistance to 
change. During implementations of formal process models of IT Service Management 
employees respectively customers are not prepared to be involved in the new proc-
esses. What they are especially missing is an understanding of the value of the end 
state of the initiative [2]. 

So training of employees has to take up an important part in these projects. Next to 
integrating the personnel in each step of the project, so that they are always informed 
about activities, changes, and the actual status, there has to be a thorough approach to 
educate them in the fundamental IT Service Management processes. And these proc-
esses should not be taught on a general level but on a detailed and very realistic scale 
adjusted to the particular organization. This can be done with simulations based on an 
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IT Service Management process model of the organization. The ITIL model can be 
used as a reference to create this organizationally specific process model which simul-
taneously demonstrates its value. 

The remainder of this paper is organized as follows. First, IT Service Management 
and in particular the service processes in general as well as defined by the ITIL 
framework are discussed. Then, in Section 3, the requirements and characteristics of 
process simulation are described. In Section 4 it is explained, how simulations can be 
used for training for all staff working directly with the process as a participant or user 
and in Section 5 the conclusions and an outlook are presented. 

2   IT Service Management 

Until a few years ago technology was the determining factor in the IT, this has now 
changed almost everywhere into services. Services have become an integral part of 
business processes in most of the organizations. While providing these services  
disturbances occur and IT support resolves the issues with a goal to minimize the 
downtime. So ITSM aims to improve systems' responsiveness to these unforeseen 
disturbances [3]. 

IT services are based on IT infrastructure components like hardware, software, 
procedures, documentation and skills which in particular represent the human part of 
this foundation. To provide a better IT Service, these components, people certainly 
included, must be managed efficiently and effectively. 

2.1   IT Service Management Processes 

The processes which are defined to manage the IT services as well as the infrastruc-
ture required for providing the IT services are referred to as Service Management 
processes. Typically, these processes are broken down into two core groups, one 
which includes the operational and another one which includes the tactical and strate-
gic part. 

Basically all Service Management processes are dependent upon each other, as 
there are various interconnections. This raises the requirement, that the employees 
involved not only know their process, but also the neighboring very closely, and are 
able to estimate impacts. Experience shows that the effectiveness of Service Man-
agement implementation is adversely impacted in absence of a correct implementa-
tion approach. 

Process modeling and analysis is already used to guarantee a high quality of  
management of efficient IT services. This approach is based on an identification and 
definition of the core processes and then combines execution and automation of those 
processes with an analysis to find improvement opportunities [4]. 

2.2   ITIL Processes  

The Information Technology Infrastructure Library (ITIL) was established in 1989 by 
the United Kingdom’s former Central Computer and Telecommunications Agency 
(CCTA) to improve its IT organization. ITIL is now managed by the UK’s Office of 
Government Commerce (OGC) and has become the de facto standard in IT Service 
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Management (ITSM). The ITIL framework is based on a set of good practices for 
lowering the cost, while improving the quality of IT services delivered to users [1]. 

Although, the newest version, ITIL v3, is fundamentally different from previous 
versions and shows an evolution from process to service model [5] by focusing on the 
service life cycle, the interdependent IT Service Management processes still represent 
the core of it. 

The ITIL v3 publications offer for each of those processes a process model as a 
reference for implementing or introducing this process. Regardless whether the focus 
is on process development or process reengineering, these reference models will be 
very useful. They also form the basis for eventual simulations carried out. 

3   Process Simulation 

Since the nineties process oriented analysis of the performance of companies gets 
more and more attention. Nowadays, business processes are regularly evaluated and 
redesigned to keep pace with the changes in market and economic. The process land-
scape today is more complex than ever, more dynamic, and difficult to master. But 
business process reengineering, introducing new processes, or process changes is 
always a difficult and lengthy plan. With the interest particularly in relation to IT 
service management in these the value of modeling and simulating business processes 
has increased attention. 

Process simulation is used in many contexts with the general aim of obtaining 
deeper insight into their functioning. This includes process simulation which is used 
for the design, development, analysis, and optimization of technical and business 
processes. With a simulation valid source information about the relevant selection of 
key characteristics and behaviors can be acquired. In addition, simplifying approxi-
mations and assumptions within the simulation can be tested. Simulation runs can be 
used to show the eventual real effects of alternative conditions and courses of action. 
Key issue of the simulation outcomes is their fidelity and validity. So process model-
ing combined with simulation helps people in understanding the behavior of complex 
and cross functional business processes by revealing bottlenecks, cost and quality 
drivers and activity based costs. 

In manufacturing simulation has been used successfully for many years. The global 
competitive pressures have forced manufacturers to develop increasingly efficient and 
effective process designs [6]. To achieve this goal, simulation is used in the above 
mentioned fields. Furthermore, simulation in manufacturing is, however, also used in 
the areas of testing, training and education. 

The following list is intended to summarize the varied use of process simulation in 
short again: 

− Visualization 
− (What-if) Analysis 
− Optimization 
− Validation 
− Reporting 
− Testing 
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− Training 
− Education 

To further clarify, what is being studied using these methods, another list should give 
some insight: 

− Utilization of resources: space, equipment and human 
− Queues 
− Cycle times 
− Delivery reliability 
− Cost 
− Scenarios 
− Vulnerabilities 
− Identification of bottlenecks 

As studies show, a wide range of simulation tools exist, but only a few of them are 
applicable for process simulation [7]. If so they support understanding, analyzing, and 
designing processes but have no emphasis on training and education of those respon-
sible for process execution. One of these tools is SYMIAN, a decision support tool for 
the improvement of incident management performance. It is a discrete event simulator 
that permits to test possible corrective measures for the IT support organization before 
the actual implementation. SYMIAN has proved to be effective in the performance 
analysis and optimization of the incident resolution time [8]. Another approach based 
on Petri-Nets models and simulates service processes in terms of availability levels to 
gain a priori estimations during design time on the potential impact and interaction of 
availabilities of services involved in provisioning processes [9]. However, both simu-
lation tools were developed for process owners and process managers, and not for 
those carrying out the process. 

4   Training through Simulation 

In recent years various business simulations respectively business simulation games 
have found their way into the business education. Business simulations that include a 
dynamic model which enables to experiment with business strategies in a risk free 
environment provide a useful complement to the normal and static case study discus-
sions. Besides, they train the participants in various skills like strategic thinking,  
financial analysis, market analysis, teamwork, and leadership. 

In establishing these training simulations, the key question is what and who has 
to be trained? In many cases they are designed for managers who rather need a 
general understanding than a deep insight into a function or process. In other cases 
simulations are used to give a short introduction into a new topic which is also done 
on an elevated level. But especially when it comes to implementation, redesign or 
modification of IT service management processes, the target group should be all 
personnel working with these processes and they need to be trained in depth. Gain-
ing the confidence of these process participants or users is the key to success of 
simulation tools. Typically process participants understand the process and its prob-
lems but not the solution proposed. Users with their understanding of business 
process can check for scope for improvements by trying simulations with different 
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combinations of dependencies and resources. Process simulations help users design 
innovative processes using their internal knowledge of the organization and proc-
esses [10]. On the other hand they support users in better understanding changes of 
processes and their dependencies. 

4.1   ITSM Simulators 

As it has been realized a few years ago, that ITSM and especially ITIL is gaining 
ground inside IT, but it's still a “tough sell” to management and other departments, 
vendors developed simulators to demonstrate the value of these approaches. Through 
these simulations "cross-functional" groups of senior IT and business management are 
introduced to the value of formal process models like ITIL [11]. 

The simulation tools show, by increasing external forces on the 'system,' the advan-
tages to be gained through the use of predefined and described processes. The simula-
tions also educate on the elements and relationships between the components of an 
ITSM respective ITIL model and the importance of communications. This is all done 
in a relaxed atmosphere of fun and games. 

Examples of these simulations are: 

− BMC Software's virtual airport, 
− Gaming Works Apollo 13 simulation, 
− HP's Formula 1 racing team game, 
− Simagine’s ITSM game Control-IT 
− Maternas FortFantastic, 
− Getronics Silverstar Business Simulation, and 
− Microsoft McKinley simulation. 

The true benefit of these simulations is that they can provide a great level of aware-
ness for all levels of management. In doing this they raise the internal IT and Business 
buy-in to ITSM and are a perfect vehicle to "bring to life" ITSM and ITIL. Besides, 
they are an ideal communications and team building tool to be used as part of a larger 
ITSM implementation program, but it has to be kept in mind that such a program is 
far from being a game and these simulations somehow simplify and embellish the 
reality. What they cannot accomplish is the concrete and detailed preparation for the 
work with new or changed processes. They provide a general understanding but not a 
deep insight, which is necessary for the efficiency of those processes. 

4.2   ITSM Process Simulation 

Such a very specific training needs a simulation which is based on the real IT Service 
Management processes in the organization. Therefore, the best solution for that kind 
of training is a simulation based on a thorough business process model of the organi-
zation which contains each activity, decision and alternative. It has to be a complete 
process map tailored to the organization. A simulation of such a character provides a 
comprehensive and very detailed preparation of employees to their changing world of 
work with the new or changed business processes. 

As mentioned above there is a number of tools which enable both modeling  
and simulation. In this approach the object-oriented tool for graphical modeling, 
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documentation and analysis of business processes, organizations and information sys-
tems BONAPART® has been chosen to clarify how process participants and users can 
be trained on a detailed IT Service Management process. This decision is based on the 
fact, that BONAPART® offers a wide variety of business process modeling methods to 
use and map the organization’s processes as well as complex simulation functionality. 

4.3   Training through Process Simulation 

Below, an example of a training session on the basis of a BONAPART® process 
simulation is illustrated. The background of this training is an ITIL-introduction pro-
ject in the IT division of a large company. Because of the detailed approach it is im-
portant to accurately select a training group which consists of employees who work 
closely together on one or different but connected processes. It is then the task of 
training to familiarize these employees with the amended and new process compo-
nents in detail. 

General
Presentation

ITIL
Introduction

BONAPART®
Preparation

Process
Simulation

ITSM Process Training

 

Fig. 1. Structure of the training 

The structure of the training as shown in fig. 1 should contain the following parts: 
It should start with a general presentation of the ITSM project and its objectives to get 
everybody on board. In a second step the participants should be introduced to the ITIL 
framework and its processes as well as its functions. Next, the training group should 
get some instructions on how to work with the tool BONAPART® which is a prepa-
ration for the last phase. The final session of the training deals with the core subject of 
this paper, an intense analysis, discussion and adaption of the relevant ITSM proc-
esses exposed in BONAPART® based on the ITSM process and organization model, 
its settings and various simulation runs. 

To clarify this final and main step of the training the Incident Management Proc-
ess, probably the most important process of ITIL v3 phase Service Operation [12], has 
been chosen. Fig. 2 shows a narrow excerpt of this process based on the ITIL refer-
ence model. In this example the Communication Structure Analysis is the used busi-
ness process modeling method. The training for this process starts with an explanation 
and deep insight into this process. Participants analyze the model and thoroughly walk 
through it. In particular, they learn the individual process steps, decisions and respon-
sibilities respectively responsible agents that are stored in the model. They also have 
the opportunity to bring ideas, corrections and improvements in the process. How-
ever, this "static experience" of the Incident Management Process is only the first 
part. 

In the next step of the training the participants can easily run simulations based on 
this process model. Herewith, they can configure various scenarios e.g. different ca-
pacities, costs or cycle times and validate these concerning the quality of change and  
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Fig. 2. An excerpt of the Incident Management Process according to ITIL modeled in 
BONAPART® 

their set objectives. In these scenarios the participants can define the number and 
distribution of the incoming data which are in the case of this process the different 
kind of incidents. Similar to this, they can configure the decision steps mostly based 
on experience value. 

The two figures below show examples of possible settings of the simulation proc-
ess step Incident-Protokollierung (Incident Logging). In fig. 3 a possible agent setting 
and in fig. 4 a plausible time setting with an equipartition is shown. Accordingly, the 
participants of the training can configure all the process steps and identify in this way, 
how the process can be optimally adapted to their requirements for process times, 
number of agents, etc. 

In carrying out these simulations, there are three alternative procedures: 

− all training participants work together on one simulation model and in all process 
steps 

− all training participants are working on one simulation model, but everyone is 
responsible for another process step and configures this 

− all training participants work on their own simulation models and in a second 
phase, the results of the individual simulations are analyzed, evaluated, and incor-
porated in the optimal settings for the joint model 

The validation of these simulation runs is done by checking the utilization of the con-
cerned activities as pictured in fig. 5 as well as the utilization of the concerned per-
sonnel resources as described in fig. 6. 
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Fig. 3. Agent setting of the process step Incident-Protokollierung in BONAPART® 

 

Fig. 4. Time setting of the process step Incident-Protokollierung in BONAPART® 

Through these illustrations training participants easily understand vulnerabilities of 
the process and its settings and identify possible bottlenecks. Moreover, they get the 
opportunity to test various settings and discover better solutions. Not least, the par-
ticipants are in this way developers and optimizers to their own processes, which 
leads to a close and the motivation strongly supported bond. 
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Fig. 5. Jobs at activity “Incident-Protokollierung” over time from simulation run in  
BONAPART® 

 

Fig. 6. Resource utilization First Level Manager 2 over time from simulation runs in  
BONAPART® 

Next to this more independent training which is accompanied by the coaches there 
is also another part which has more the character of an exercise. Therein coaches 
build faults into the model or simulation parameters that must be solved. Or they 
simply leave out settings, as in a gap in the text, which must be added. In this way, the 
training participants will be trained in more depth the processes and moreover get to 
directly know possible weaknesses. This method might be preferable for employees 
who have no process or process model experience. 

In addition to individual processes the BONAPART® model also represents the in-
terfaces and linkages between the various IT Service management processes, so that 
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these can be simulated under the training and simultaneously can be analyzed and 
optimized. Precisely these transitions between the processes are not easy to imagine 
and by this means can be understood much easier and in detail. 

5   Conclusion and Outlook 

Overall, this modeling and simulation approach has shown the special opportunity to 
deal in depth with each IT service management processes and their many interactions. 
This is in contrast to the usual training with ITSM simulators which primarily aim at a 
general understanding of IT service management. By working with the process mod-
els and various simulations based on it, and the independent setting of parameters and 
execution of simulation runs, a particularly high learning effect is guaranteed. 

Participants of this training get much more involved in the processes and acquire a 
quicker and better understanding of them. Besides, they get already used to those 
processes and even are able to improve them through the outcomes of the simulation. 
Finally, this will strongly expedite the ITSM projects and lead to a much higher suc-
cess rate through well-trained and very motivated employees. 

Up to now this simulation approach has been developed and tested as part of an in-
formation system Master Course. It has not been checked during an ITSM project in 
an organizational environment. The students in this course did only have limited pre-
vious knowledge of IT Service Management and its processes. But by using the simu-
lation and participating in the above explained training it has been shown that the IT 
Service Management model and its processes are understood fast and easy. Therefore, 
this approach is also very useful in university education and will be continued and 
enhanced. 
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Fügenschuh, Armin 320

Gausemeier, Pia 320
Grauer, Manfred 186
Günther, Maik 210
Guo, Songshan 269

Hake, Marcus 222
Hausladen, Iris 234
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Schäfer, Walter 186
Schenk, Michael 15
Schief, Markus 257
Schmidt, Benedikt 257
Schmidtmann, Achim 432
Scholz-Reiter, Bernd 245
Schulz, Robert 263
Seliger, Günther 320
Seuring, Stefan 107
Severengiz, Semih 320
Sihn, Wilfried 26, 408
Siljemyr, Levi 130
Snyder, Lawrence V. 269



444 Author Index

Sokolov, Boris 152
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