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Abstract. Our long term goal is to develop autonomous robotic systems that have
the cognitive abilities of humans, including communication, coordination, adapt-
ing to novel situations, and learning through experience. Cognitive architectures as
theory of the fixed mechanisms and structures that underlie human cognition are
the actual mechanism of making a software implementations of a general theory of
intelligence. The proposed system incorporates the hypothesis behind cognitive ar-
chitectures like Soar to model our particular content, an autonomous character and
its cognitive processes in normal working situations as hotel bellboy, and simulated
in a virtual environment. Through this work, we proposed introduce game develop-
ment as a test bed for our application.
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1 Introduction

The growing interest on cognitive models have let the integration on different disci-
plines, like psychology, linguistics, anthropology, and artificial intelligence, to name
just a few, that have characterized the cognitive systems as systems which exhibit
adaptive, anticipatory, and purposive goal-directed behavior. We can find various
paradigms of cognition, each taking a significantly different stance on the nature
of cognition, what a cognitive system does, and how a cognitive system should
be analyzed and synthesized [3, 4]. Each paradigm has a history of asking certain
types of questions and accepting certain types of answers. And that, according to
Allen Newell, is both an advantage and a problem. What we finally need is to work
with unified theories of cognition (UTCs) [12] and this is what the cognitive ar-
chitectures attempts to be [13]. To understand how any computational architecture
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works, we need to used it to model some behavior [5] (an architecture by itself does
nothing, it requires content to produce behavior). Lets consider the next scenario:
Sacarino(also named AiE-Agent) is a bellboy robot that will work in a hotel envi-
ronment. In the field of service robots, there has been an increase in the necessity
of developing assistant robots capable of interacting with users and undertaking real
life tasks. Notwithstanding the general consensus about the necessity of developing
and exploiting the potential of service robots, it stills remains a manifold challenge
to do so today. Our assistant bellboy robot for hotels will be designed and developed
capable of providing the following services and tasks:

- Accompanying the guests to their rooms.
- Explaining the services available in the room and the hotel (meals, laundry, etc).
- Carrying food, drinks, equipment, newspapers to the rooms.
- Dialogging with guests in defined contexts, taking care of orders, providing use-

ful information (tourist and meteorological information, news, etc.), and send-
ing/receiving messages to/from the reception desk.

The proposed system incorporates game design and artificial intelligence to simulate
autonomous characters and their cognitive processes in normal working situations.
The combination of computer games with virtual agent systems gives the opportu-
nity to offer virtual environments for improving training and decision-making with
virtual autonomous agents in everyday surroundings. One important advantage to
bring the real application in to a simulation is that we can exhibit a high degree of
anthropomorphism [7] with highly expressive interfaces that are easily adjusted and
personalized for each user at a fraction of the cost of a robotic interface. Our paper
is structured as follows. Section 2 presents some related work. Section 3 Explains
the details by designing a game within the XNA Game Studio. Section 4 describes
our approach to modeling the bellboy game ,and shows how we used our model to
generate code and section 5 discusses the benefits of our approach and concludes.

2 Related Works

A number of noteworthy architectures for behavioral animation of autonomous
characters have been proposed. In many of these techniques, characters behave au-
tonomously by choosing actions through a behavioral model: an executable model
that defines how a character should react to its environment. Our approach does not
model the behavior explicitly. The behavior emerges based on the interaction. The
use of visual modeling environments is not new to the gaming industry but if its
use as a test bed of real application. The main objective of developing such systems
is be able to work in parallel with the real application and then yet anticipate the
most probably simulated situations before getting to work with the robot. For exam-
ple, the Soar architecture approach is also applying on computer games design [15].
Through this work, they investigate some designs that facilitate tractable reinforce-
ment learning in symbolic agents developed using Soar architecture operating in a
complex domain, Infinite Mario. A reinforcement Learning domain developed for
Reinforcement Learning Competition 2009, as is a variant of Nintendo Super Mario.
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Another related work is [10], where they proposed a system that incorporates vir-
tual reality and artificial intelligence to simulate virtual autonomous characters and
their cognitive processes in dangerous working situation on an industry. The cog-
nitive agents are enriched with a planner for selecting actions according to goals,
the environment and to the personal characteristics of the agents (time pressure,
caution, tiredness, hunger). A work that comes close to our research has been done
by Jrg Kienzle et al. [6] on modeling computer games, and Non-Player Characters,
to reason about the behavior of a tank pilot for the EA Tank Wars competition, in
which Computer Science students compete against each other by writing artificial
intelligence (AI) components that control the movements of a tank.

3 Execution Platform

On this first stage, our challenge is to develop a virtual environment that will support
the actions of the virtual agent represented by a non-player character in a computer
game. This will let us develop a demonstrator where users can interact with our vir-
tual robot service and obtain information about the hotel. The modeling of our robot
service Sacarino in a game with appropriate abstraction level using an appropriate
modeling language has many advantages: (i) Programming-by-demonstration inter-
face. (ii) Writing consistent, re-usable and efficient AI code. (iii) Provides the user
with a social interface that acts as a representative of the services the environment of-
fers. And (iv) enhance human-machine interaction. The game is an interesting tool,
as in the real application, it is requires an agent to reason and learn at several levels;
from modeling sensory-motor primitives to path-planning and devising strategies to
deal with various components of the environment. We propose the integration of
Soar theory to define the agent’s behavior with a virtual model of the environment
(by XNA). The description of the system will be based on statecharts [2, 17], a com-
bination of state diagrams and class diagrams that interpret the differents modules
of the system.

3.1 General Game Structure

In the recently years the design of Computer Game becoming an interesting test
bead for research in Artificial Intelligence and Machine Learning [14, 15]. Tradi-
tionally, the research has concentrated on learning in Board game. A good example
of a board game that has seen many successful computerized implementations is
Chess [11]. However, recently computer and video games (Real-time games) have
received increased attention [8, 16] because they present challenges which are close
to real world problems like that of the enormity of information in a highly self con-
tained and circumscribed environment. Real-time games requires users controls one
character (or a small number of characters), and plays within a game environment
against a set of computer controlled characters (or in multi players games against
characters controlled by other players). In such games, the term artificial intelligence
is used to designate the algorithms that specify the behavior of computer-controlled
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game characters, often also called non-player characters (NPC). The ultimate goals
is to make the NPCs own actions and reactions to game events seem as intelligent
and natural as possible. The central logic for every game includes preparing the
environment where the game will run, running the game in a loop until the game
ending criteria is met, and cleaning up the environment [1]. The idea of having the
main program logic running in a loop is crucial for a game, because the game needs
to keep running whether or not it has user interaction. This doesn’t happen with
some commercial applications, which only do something in response to user input.
Comparing XNA with the old way of developing game we can see that the Game
project type provides us with a ready made basic game structure, so we can start by
including our game-specific code, and focus in the main target (Intelligent behavior
and improve interaction). To illustrate the power of our approach, we show in the
following sections how we modeled the bellboy robot behavior in a game.

4 Modeling Game

In games or simulations, a character perceives the environment through his senses
or sensors, and reacts to it through actions or actuators. For instance, our character
might look for the presence of a person and if its seen subsequently decide to make
an action. The basic architecture is described in Fig. 1. In the perception module
we find the information of processing video and voice recognition. The Cognitive
module based on Soar [9], performs the behavior planing separating memories for
descriptions of the current situation and its long-term knowledge. The current situ-
ations, including data from sensors, active goals, and active operators is held in the
working memory. The knowledge that exists independent of the current situation is
held in the architectures long-term memory (LTM). LTM is not directly available,
but must be searched to find what is relevant to the current situation of the bellboy.
Soar distinguishes three different types of LTM: procedural, semantic, and episodic.
Procedural knowledge is primarily responsible for controlling behavior and maps
directly onto operator knowledge. Semantic and episodic knowledge usually come
into play only when procedural knowledge is in some way incomplete or inade-
quate for the current situation. The Behavior System is the processing component
that generates behavior out of the content that resides in the long-term and work-
ing memories. The purpose of the Behavior system is to select the next operator to
apply. A goal directed behavior corresponds to movement in a problem space from
the current state to a new state through the application of an operator to the current
state.

4.1 Modeling the State of the Bellboy

The visual scene is divided into a two-dimensional [16 x 10] matrix of tiles. Each
tile (element in the scene) can have one of the many values that can be used by the
agent to determine it the corresponding tile in the scene is a obstacle (objects), or
not, a user, or a receptionist, etc. For every visible user, the agent is provided with
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Fig. 1 Architecture

the type of the user, its current location, and its speed in both x and y direction.
Once it determines the type of user, the characters initiates a dialog with it and the
information to be interchange is store in the agent’s memory. At the high level of
abstraction, the bellboy has a given physical size, approximated by a bounding rect-
angle, with eyes (cameras), ears (stereo microphone), and arms. This set of sensors
relay information about the state of the character and the surrounding environment
to the AiE-Agent. The Chase component tell the AiE-Agent the position of the char-
acter in which direction the character is facing and what speed is going at. The mood
component shows the current mood and translates them in their physical counter-
parts. Finally a battery indicator shows the current battery level of the bellboy, and
a status indicator reports on the current interaction level.

4.2 Cognitive System

Its clear that if we want to see how Soar contributes to behavior then we need to
explore the it in terms of some particular content [9]. Lets consider a simple scenario
from the hotel Fig. 2. Sacarino stands around the hotel reception waiting for a guest
arrival, and then initiates a dialog. First the guest came into the reception and makes
the check in, and then the receptionist indicates to the bellboy, where to go (the guest’s
room). At that point the bellboy has to initiate a dialog with the user while they go to
the room. The dialog is about hotel’s information or services (laundry, room service,
safe, staff, wake-up call etc). When they are near the room, the bellboy if its necessary
indicates to the guest how to use the key card to open the door. Then the bellboy
explains the hotel’s mealtimes or other information. Finally the bellboy offers the
user additional information, like, entertainment, touristic places, leisure and so on.

Just as the architecture is a theory about what is common to cognition, the con-
tent in any particular model is a theory about the knowledge the agent has that
contributes to the behavior. For our AiE-Agent to act like a bellboy, we will have
to give it many different kinds of knowledge. Before our model can dialog its first
time, we must find some way to represent and process bellboy’s knowledge in Soar.
In Soar this structure provides a means for organizing knowledge as a sequence of
decisions through a problem space. Some concrete examples of which are:
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Fig. 2 Show the participants in our scenario in their usual locations and roles

- K1: Knowledge of the objects in the game. e.g. Lobby, front office, elevator,
rooms, bar.

- K2: Knowledge of abstract events and particular episodes. e.g. What the user had
mentioned in his previous interaction with the bellboy.

- K3: Knowledge of the rules of the game. e.g. Interaction with the bellboy.
- K4: Knowledge of objectives. e.g. Give information of the hotel’s services,

leisure, mealtimes and transport.
- K5: Knowledge of actions or methods for attaining objectives. e.g. Chase,

Evade,Surround, tell jokes.
- K6: Knowledge of when to choose actions or methods. e.g. If the user don’t need

information, stop the dialog and go away.
- K7: Knowledge of the component physical actions. e.g. What to express (facial

expressions) while dialogue

This list incorporates many different kinds of knowledge that our model must in-
clude: knowledge about things in the world (K1 and K2) and knowledge about ab-
stract ideas (K3 and K4), knowledge about physical actions (K7) and knowledge
about mental actions (K5), even knowledge about how to use the other kinds of
knowledge (K6).

4.3 Behavior System

If we try to imagine (and draw) all the choices Sacarino might have to make during
a game, given all the circumstances under which they might arise, we are quickly
overwhelmed. Sacarino must make his decisions with respect to the situation at
the moment. At the highest level of abstraction,as seen in Fig. 3, the AiE-Agent
switches between different operating modes based on events. He starts in Exploring
mode, and switches to Interaction mode once the Avatar position is known (and
there is still enough battery). If at any point in time the mood status is negative or the
interaction level is low, he switches to standby mode. Otherwise, Surrounding is the
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Fig. 3 The bellboy strategy

best strategy. In the event that the battery is low, if the location of the recharge station
is known, the bellboy chooses to switch to recharge mode. Otherwise, it is best to
continue Exploring, hoping to find a recharge station soon. When the charge is full,
the bellboy switches back to whatever he was doing before he was interrupted. The
mode changes are announced by sending corresponding events: when Exploring is
entered, the explore event is sent, when Interaction is entered, interact event is sent,
etc. The motor system is not explained in this work, this first phase is to model the
correct behavior of a bellboy robot in this virtual environment.

5 Conclusions

Our decision of design a virtual agent is based on the modern conception of agent,
while in the past software agents and robots have usually been seen as distinct arti-
facts of their respective domains, the modern conception is, in fact, to consider them
as particular instances of the same notion of agent, an autonomous entity capable
of reactive and pro-active behavior in the environment it inhabits. Our technique
combines a form of cognitive modeling, based on the most development architec-
ture in the literature, Soar, with emotions to influence decision making. In this paper
we present a novel technique to produce intelligent behavior of an agent by inter-
acting with the environment (simulated specific scenario) and the user. We model
this interaction between the guest and a bellboy robot through a programming by-
demonstration interface. Our technique produces virtual character behavior that can
be quickly adopted when playing the game by non-expert users. Our method is a test
bed of the ROBOTEL project a real-world application within hotel environment.
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7. Kopp, S., Gesellensetter, L., Krämer, N.C., Wachsmuth, I.: A conversational agent as

museum guide – design and evaluation of a real-world application. In: Panayiotopoulos,
T., Gratch, J., Aylett, R.S., Ballin, D., Olivier, P., Rist, T. (eds.) IVA 2005. LNCS (LNAI),
vol. 3661, pp. 329–343. Springer, Heidelberg (2005)

8. Laird, J., van Lent, M.: Human-level AI’s killler application: Interactive computer games.
AI Magazine (2001)

9. Laird, J.: Extending the Soar Cognitive Architecture. In: Artificial General Intelligence
Conference, Memphis, TN (2008)

10. Edward, L., Lourdeaux, D., Barthès, J.-P., Lenne, D., Burkhardt, J.-M.: Modelling Au-
tonomous Virtual Agent Behaviours in a Virtual Environment for Risk. The International
Journal of Virtual Reality (2008)

11. Newborn, M.: Deep blue’s contribution to AI. Ann. Math. Artif. Intell. 28(1-4), 27–30
(2000)

12. Newell, A.: Unified Theories of Cognition. Harvard University Press, Cambridge (1990)
13. Langley, P., Laird, J.E., Rogers, S.: Cognitive architectures: Research issues and chal-

lenges (2006)
14. Ponsen, M., Spronck, P., Tuyls, K.: Towards Relational Hierarchical Reinforcement

Learning in Computer Games. In: Proceedings of the 18th Benelux Conference on Arti-
ficial Intelligence, Belgium (2006)

15. Mohan, S., Laird, J.E.: Learning Play Mario. Technical Report CCA-TR-2009-03. Center
for Cognitive Architecture. University of Michigan (2009)

16. Spronck, P., Ponsen, M., Sprinkhuizen-Kuyper, I., Postma, E.O.: Adaptive game AI with
dynamic scripting and Machine Learning. Special Issue on Machine Learning in Games
(2006)

17. UML Resource Page, http://www.uml.org (last access December 10, 2009)

http://www.uml.org

	Modeling Virtual Agent Behavior in a Computer Game to Be Used in a Real Enviroment
	Introduction
	Related Works
	Execution Platform
	General Game Structure

	Modeling Game
	Modeling the State of the Bellboy
	Cognitive System
	Behavior System

	Conclusions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




