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Preface

New trends and strategies on Agents and Multi-Agent Systems have recently 
appeared and many effective applications of this technology are now deployed. An 
international forum to present and discuss the latest scientific trends and strategies 
on practical applications of Agents and Multi-Agent Systems, to assess the impact 
of the approach, and to facilitate technology transfer, has become a necessity.  

PAAMS, the International Conference on Practical Applications of Agents and 
Multi-Agent Systems is an international yearly forum to present, to discuss, and to 
disseminate the latest developments and the most important outcomes related to 
real-world applications. It provides a unique opportunity to bring multi-disciplinary 
experts, academics and practitioners together to exchange their experience in the 
development of Agents and Multi-Agent Systems.  

This volume presents the papers that have been accepted for the 2010 edition in 
the Special Sessions and Workshops. PAAMS 2010 Special Sessions and 
Workshops are a very useful tool in order to complement the regular program with 
new or emerging topics of particular interest to the participating community. Special 
Sessions and Workshops that emphasize on multi-disciplinary and transversal 
aspects, as well as cutting-edge topics were especially encouraged and welcomed.  

PAAMS 2010 included a total of 7 special sessions and 2 workshops: Special 
sessions on Adaptive Multi-agent Systems, Multi-agent systems for Health Care 
and Bioinformatics, Multi-agent systems for Ambient Intelligence, Multi-Agent 
Systems for Manufacturing and Supply Chains, Enterprise Application and 
Information Integration, Software Agents in Knowledge Management and Bio-
inspired and Multi-Agent Systems: Applications to Languages. The workshop on 
Artificial Intelligence and Distributed Computing included sessions on Sensing 
Systems and Intelligence and Ageing Well in the Knowledge Society. Finally, the 
workshop on on Systems, Man, & Cybernetics: SMC-Workshop.- IEEE-
SPANISH CHAPTER provided an interesting opportunity to present and discuss 
the latest theoretical advances related to agents in the IEEE Spanish Chapter.  

We would like to thank all the contributing authors, as well as Workshop and 
special session organizers and the members of the Program Committees and the 
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Organizing Committees for their hard and highly valuable work. Their work has 
helped to contribute to the success of the PAAMS 2010 event. Thanks for your 
help, PAAMS 2010 wouldn’t exist without your contribution. 
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Frank Dignum 
PAAMS 2010 Program Co-chairs 

Juan Manuel Corchado 
Javier Bajo 
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Antonio González-Pardo, David F. Barrero, David Camacho,
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Juan C. González-Moreno, Francisco J. Rodŕıguez-Mart́ınez,
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René Santaolaya-Salgado, and Fco. Álvarez-Rodríguez* 

Abstract. A traditional search applied in a federation of learning objects reposito-
ries consumes a lot of resources in time, large numbers of queries and registers. 
The main improvement proposed in this work is the insertion of agents approach 
in order to have pertinent results with less consuming resources and covering the 
expectations of user. An advantage to use the agent approach is possible to apply 
semantic searching of learning objects. 

1   Introduction 

Learning objects is considered as educational resources that can be employed in 
technology support learning. They are a digital pieces of knowledge to put togeth-
er in order to form courses on line. Learning object are generally saved and ac-
cessed in repositories which offer a series of services such as display, update, and 
maintain this kind of objects. In addition, this work consider the repositories could 
be connected and distributed in different academic institutions such as a  federa-
tion of learning object repositories, where a federated search could be applied in 
any point of federation. Hence a teacher can develop a course in a transparent way 
searching and selecting learning objects from different repositories. 
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A traditional search applied in a federation of learning objects repositories con-

sumes a lot of resources in time, large numbers of queries and registers. The main 
improvement proposed in this work is the insertion of intelligent agents in order to 
have pertinent results with less consuming resources and covering the expectations 
of user communities. Additional advantages using the agent approach in a fede-
rated search, it is possible to get the learning objects in a semantic way.  

For this goal this work is structured in six sections, next section specify some 
problems to take into account for this kind of repositories. Our proposal is pre-
sented in section three with different abstract models given answers to main prob-
lems. Section four presents a case study in order to apply and prove our proposal. 
Finally, our proposal is compared with another related work.  

2   Outline Problem 

Nowadays a large number of universities are producing their courses in terms of 
learning objects and saving these objects in their own repositories, these repositories 
in general support several local queries with different criteria thanks to the informa-
tion in the metadata. When the universities connect their repositories with other 
academic institutions in order to reuse the contents and increase the number of 
courses, at this moment a set of problems start to appear affecting the answer time 
for every query, for example a research of a small number of learning objects require 
between 15 to 20 seconds, with this time decrease the productivity of user task.  

The problem becomes more complex, when a final user applies a search with a 
combination of several criteria and he/she requires results with several abstraction 
levels of representation. The repositories save large collections of objects that can 
be interconnected with other repositories, hence if the connections rise between 
the repository  the search mechanism  become more complex.  

Another problem is the diversity of learning management system could require 
different services to the repositories, examples of these services are the visualiza-
tion, search, send, evaluation of learning objects required by user. Today the user 
could prepare and/or attend several coursed on line using different learning Man-
agement System (LMS) such as Moodle, Claroline, WebCT, etc… For these LMS, 
the user require frequently a group of same services such as the search of learning 
objects, this is a very useful service for all kind of user, but it is managed and 
programmed very differently in current learning object repositories.  

Finally, most repositories lack of conceptual model to specify several aspects to 
design such as the restrictions and facilities for the communication and interopera-
bility in order to offer better services to user notably the teacher and students [13].  

In brief, it is possible identify a list of difficulties for the service of searching of 
learning objects: 

− A transparent communication and interoperability between the repositories 
− Carry out searches in a quick and efficient way.  
− Complexity of semantic level  
− Give efficient visualization of learning object 
− Establish a direct connection with different LMS (Learning Management System). 
− The results require several abstraction levels of representation. 
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3   Modeling a Federated Searching of Learning Objects  

When a user searches any information using an interactive system in a learning 
process, it is necessary to get property the user task as well as the feedback to user. 
The term ‘‘user feedback” is often referred to any answer given by a system to 
user. We propose the agent approach in order to improve the time for the feedback 
to user. we suggest the use of web services in order the search of learning objects 
is viewed as only one service for the federation of repositories (see figure 1); this 
is transparent for users since they continue to access their courses composed from 
different learning objects coming from institutions which sharing their academics 
contents. 

 

Fig. 1 Federated searching of learning objects 

Then, it is possible to define a federated search as a quest applied to the reposi-
tories using web services and give as a result a set of learning objects which  
satisfy the user expectative. All the results of a federate search are given to an 
intelligent agent in order to answer properly and a short time the user feedback. 
This information must to be shown in an adequate manner to user and satisfy the 
queries required by user (see figure1). A good performance of feedback and gather 
important information, this is one of the goals of intelligent agent in order to send 
it to the graphical user interface.  

In the literature a Multi-Agent System (MAS) is a system composed of multiple 
interacting intelligent agents Multi-agent systems can be used to solve different 
problems related with argumentation [2], reputation [9] and negotiation [4] which 
is difficult for an individual agent or monolithic system to solve. Examples of 
problems which are appropriate to multi-agent systems research include online 
trading, disaster response, and modeling social structures. The majority of Intelli-
gent Agents using a Behavioral Model named the Belief-Desire-Intention (BDI) 
software model (usually referred to simply, but ambiguously, as BDI) is a soft-
ware model developed for programming intelligent agents. Superficially characte-
rized by the implementation of an agent's beliefs, desires and intentions, it actually 
uses these concepts to solve a particular problem in agent programming. In es-
sence, it provides a mechanism for separating the activity of selecting a plan (from 
a plan library) from the execution of currently active plans. Consequently, BDI 
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agents are able to balance the time spent on deliberating about plans (choosing 
what to do) and executing those plans (doing it). A third activity, creating the 
plans in the first place (planning), is not within the scope of the model, and is left 
to the system designer and programmer. 

 

Fig. 2 Search of learning objects using an agent 

The figure 2 shows the process necessary to recovery of metadata of learning 
objects distributed throughout the federation of repositories. This information will 
be used by the intelligent agents to implant inside of the federated search; all the 
information in a single server help to have a better performance in time. The 
searches at semantic level take part key data contained metadata for the time being 
in the learning objects, like they are name of the object, title, description, and 
authors. This information is introduced and once carried out this the agent takes 
the information processes it among the different institutions. This extracted infor-
mation of the metadata takes inside the web service to form a group of key infor-
mation related to the learning objects inside the federation. Once the agent has a 
result containing detailed information, then it is possible to offer in final a user a 
better precise a search with a minimum of time.  

4   Implementation of Model 

Current conceptual model of this work had been implemented with some reposito-
ries of some Mexican universities, they are sharing their academic contents in 
order to conform the Mexican learning object repositories composed by the repo-
sitories from Universidad Veracruzana (UV), Universidad Politecnica de Aguas-
calientes (UPA), Cenidet and the Universidad de Aguascalientes (UAA). As it is 
shown in figure 3 every repository have several learning objects, in particular in 
the domain of biology, computer and social sciences. 
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Fig. 3 Architectural model for several federation of learning object repositories 

This initial group of Mexican federation of learning object repositories is con-
nected now with other repositories from the south America and European communi-
ties. as a result, the search service help to a teacher select and identify different 
learning objects coming from the universities sharing their academics contents nota-
bly in Spanish language. For example at Universidad Autónoma de Aguascalientes 
it is possible to access to the repository ESPOL in Ecuador which have a large num-
ber learning objects and it allows access the European Ariadne repository [4].  

Next figure shows an example of a result of a federate search, where a user has re-
quired some learning objects in the domain of data structure, this subject is entered by 
user using a learning management system. Hence, at semantic level, some key data 
are identified in the metadata of a learning object, such as title, description, authors 
and a short description. Once carried out this, the agent receives the results in terms of 
metadata of different learning objects, maybe this objects are under different stan-
dard, structure and format. The agent proposed  here also assures that every learning 
object could be under the standard SCORM in order to be accessible to user. 

One example is given in the figure 4 showing a list of learning objects in the 
domain of data structure. Thanks to the procedure accomplished by the agent it is 
possible that every learning object could be selected, downloaded and visualized 
by user. 

The previous figure shows a learning object listed in figure 4, it is a learning 
object visualized a content of an Array, this object comes from the repository of 
Universidad Autónoma de Aguascalientes (UAA) . The agent structures the con-
tent of every learning object in terms of five components: presentation, theory, 
section to put in practice, evaluation and bibliography. With this structure, the 
teachers could offer to their student a course on line composed by a set of uniform 
learning objects. 
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Fig. 4 A List of learning objects as result of a federate search 

 

Fig. 5 An array presented as a learning object 

5   Related Work 

In this section we compare current approach with another related work. We use 
the following criteria to identify advantages and disadvantages of our research: 
web services, semantic search, federation of repositories, user of anthologies, us 
use of agent approach. 
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Table 1 Some related works wih learning object repositories 

Criteria/Repositories RedoUAA Ariadne 
[11] 

Espol 
[13]

Aproa 
[12] 

Web Services X X X X 
Agent approach X    
Semantic Search X X   
Member of a federation  X X X  
Use of Ontologies   X   

Previous table shows that Ariadne and the repository called ( RedoUAA)  of  
Universidad de Aguascalientes, they  cover better the set of criteria,  one work use 
the ontologies and the other  one use the agent approach in order to search better 
any learning object taking into account user context. 

5   Conclusions 

This paper proposes a model for search learning objects in a federation of reposi-
tories using agents. The agent proposed here help to manage the learning objects 
coming from the search in different repositories and it helps to reduce the time of 
user feedback. The model is implemented by with a group of learning object repo-
sitories from some Mexican universities; then, an application of federated search-
ing of learning objects is shown. 

There are several aspects as future work such the semantic search could be 
based on a multi agents and ontology models, thus it would be possible to provide 
a set of educational criteria (pedagogical, economic or other) in order to provide a 
set of results that better accomplished the end-user needs. In the same way, it is 
necessary a model for a systematic production of intelligent learning objects based 
on cultural algorithms in the domain of astronomy and nanotechnology.  
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MDD for Virtual Organization Design

Jorge Agüero, Miguel Rebollo, Carlos Carrascosa, and Vicente Julián

Abstract. This paper presents an approach to design a Virtual Organization using
MDD (Model Driven Development), in a fast and simple way. This approach em-
ploys a meta-model of Virtual Organization which has concepts and components at
a suitable level of abstraction so that it can be implemented on different systems.
The user will design the system for different platforms by means of unified agent
models (UML-Like). The development process is presented as a set of steps which
cover from the model design to the code generation.

1 Introduction

Virtual Organizations (VOs) are a set of individuals and institutions that need to
coordinate resources and services across institutional boundaries[3]. Thus, they are
open systems formed by the grouping and collaborative of heterogeneous entities.
The Organization describes the main aspects of a society based on different view-
points, such as: structure, functionality, norms, interactions, and environment. These
societies (organizations) require large levels of interoperability to integrate diverse
information systems to share knowledge and collaborate among organizations[3].

Hereby, the organization needs to employ basic sotfware components which sup-
port the development of fast and easy composition of distributed applications even
in heterogeneous environments systems. Where the components are assembled with
little effort into of another applications cooperatively to create flexible dynamic pro-
cesses. These levels of flexibility and cooperation between different software com-
ponents is achieved using Agent-Oriented Software Engineering (AOSE)[13].

Software engineering based on Multi-Agent Systems (MAS) are a powerful
technology with very significant applications in distributed systems and artificial
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intelligence [12]. MAS supporting all of these developments requires the creation
of platforms of highly heterogeneous agents, where agents work together through
different interactions to support complex tasks, in a collaborative and dynamic way.
With this in mind, it is suitable for agents to display characteristics such as so-
ciability, autonomy, self-organization, etc. Therefore, it is necessary to create open
systems composed of a group of cooperative and heterogeneous agents, which work
with local or individual goals and that must fulfill global goals.

A major challenge when designing MAS is to provide efficient tools that can be
used by any user (non-expert users). The MDD approach can facilitate and sim-
plify the design process and the quality of agent-based software[14], since it allows
the reuse of software and transformation between models. MDD basically proposes
the automatic generation of code from the models using the transformations. In
other words, using models that have components that are platform independent, and
by means of the transformations. Those models are translated into components (or
code) that depend on the execution platform, which integrates specific details about
the system. Recently some proposals to implement these ideas have been proposed
in MAS[1, 10, 11], but none of these proposals focus on organizational design.

This work proposes a development process to obtain VOs model which can be
implemented in different platforms applying the basic ideas of MDD. In this way, a
non-expert programmer will be facilitated to develop VOs, reducing the gap between
design and implementation. So, two conversion models for translate a single model of
the VO to two different platforms are also proposed, allowing the feasibility of the pro-
posal to be verified. These target platforms are: THOMAS1[4] and E-Institutions2[7].

This paper is structured as follows: a brief summary of relevant works and their
problems are discussed in Section 2. Section 3 provides core concepts of VO and
MDD. Section 4 shows how to apply the MDD approach to develop VOs. Finally,
the conclusions are presented in Section 5.

2 Related Work

This section presents some related contributions with respect to organization model-
ing in agent-based systems, and discusses some problems. Furthermore, this section
explains how, using the MDD approach, these problems can be addressed.

Virtual Organization design. MAS development needs methodologies that allow
the design of agent-based software to be optimized. The first methodologies that
emerged can be classified as agent-oriented, without describing the organization
explicitly. These systems are generally closed and external agents are prohibited.
But in recent times, new organizational-oriented methodologies have emerged,
which allow (partially) the design of open MAS, leading to the development het-
erogeneous systems. These organizational-oriented methodologies allow external
agents to access the system functionality, but the agents are obliged to adhere to the

1 http://users.dsic.upv.es/grupos/ia/sma/tools/Thomas
2 http://e-institutions.iiia.csic.es
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social norms of the system. Among the most important methodologies which allow
the design of Organizations are: MOISE[9], OperA[6] and GORMAS[3]. However,
these works do not include all the phases for develop the open MAS, mainly the
latter phases, in which the Virtual Organization specification must be converted into
executable code for the agents platform.

It is also essential to mention E-Institutions[7] as a pioneering work in agent or-
ganizations, in this proposal the agents are structured in an organization (Electronic
Institution), with regulatory mechanisms among its members, but the creating of
new groups (dynamic organizations) is not allowed, ie, E-Institution mainly focus
on the employment of organizational structures during the design process, and on
the regulation of its agents, and it is very complicated to create new groups or sub-
organizations dynamically at runtime.

MDD in MAS. Only some agent development methodologies have integrated
the MDD techniques in the MAS design. The most relevant are: INGENIAS[8],
TROPOS[15], PIM4AGENT[11] and AML[5]. All of this work is for the applica-
tion of MDD to the agent modeling process, but the biggest problem found, is that
they do not consider the development of Virtual Organizations.

An analysis of these approaches allows us to conclude that each methodology
proposes its own models view with specific components which are in the majority
of cases are different. Furthermore, some of the proposals do not achieve to the
implementation phase, only defining high-level models, and difficulting enormously
the developer work when tries to obtain executable code. Therefore, our purpose is
to apply the MDD approach to organizational-oriented methodologies.

3 Modeling a Virtual Organization

This section presents some of the fundamental concepts of MDD and how this ap-
proach is used to model organizations.

MDD: Core Concepts. The MDD approach uses and creates different models at
different abstraction levels, combining them when the application has to be imple-
mented [14]. At high abstraction levels, the models are known as meta-models and
they define the structure, semantics and constraints for a family of models (they
are the model of a model). Models can be classified into three groups depending
on their abstraction level: Computation Independent Model (CIM), which details
the general concepts independently whether they are going to be implemented by
a machine or not; Platform Independent Model (PIM), which represents the system
functionalities without considering the final implementation platform; and the Plat-
form Specific Model (PSM), obtained by combining the PIM with specific details
about the selected platform.

A fundamental aspect of the MDD is the definition of sets of transformation rules
between models, which allows the models to be automatically converted. Transfor-
mations are relational entities that describe how to map the rules concerning how the
concepts of one model are transformed into the concepts of another model. These
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transformations can be applied at different abstraction levels. Horizontal transforma-
tions are applied over models that belong to the same level: PIM-to-PIM or PSM-
to-PSM. Vertical transformations turn a general model into a more specific one
(PIM-to-PSM) [14]. In general, all transformations are known as model-to-model
transformations. Additionally, executable code can be automatically generated from
a PSM. These transformations are known as model-to-code or model-to-text.

Virtual Organization meta-model. One fundamental challenge when defining a
platform independent meta-model in an organization is selecting which concepts or
components will be included in order to model the organization. It is almost too
obvious to mention that this is not a trivial task, since it must define the minimum
components necessary for the organization. To achieve this objective, some of the
most well-known approaches in the area of MAS organizations were studied (men-
tioned in Section 2). The purpose of this analysis is to extract the common features
from the methodologies studied and adapt them to the current proposal, specifying
a platform independent meta-model of the organization. Therefore, the transforma-
tion mechanism turns the platform independent model (PIM) into platform specific
models (PSM’s). Figure 1 shows diagram that illustrates the relationship between
the different models.

Fig. 1 Using MDD approach in Virtual Organizations

The main components and basic concepts employed in organization model are
summarized in five meta-models: Structural, Functional, Environment, Normative
and Agent. These meta-models are called πVOM (Platform Independent Virtual Or-
ganization Model). The relationships between the main components of this meta-
model are described in detail in [2].

4 Using MDD for VO Design: Development Process

This section presents how to use the MDD approach to model Virtual Organizations.
In order to do this, the development process for Virtual Organization using the MDD
approach are explained.
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Once the set of models that characterize the model of Virtual Organization has
been completed (πVOM is described in detail in [2]), the process for transforming
the VO into different platforms must be defined. The design process begins by se-
lecting how abstract concepts (which are part of the unified organization model) are
mapped to the target platforms. This paper focuses on the study of transformations
on the platform that support agents organizations: THOMAS and E-Institutions. The
transformation defines a set of mapping rules. The first mapping rules define which
concepts of the source meta-model (πVOM) are transformed to which concepts of
the target meta-model, a model-to-model transformation (PIM-to-PSM). The sec-
ond transformation translates the models into the code templates of the organization
(Application Launcher), which can be optionally combined with code written man-
ually by the user. This is a model-to-text transformation (PSM-to-code).

In a more detailed explication the development process for a Virtual Organiza-
tion using MDD is formed by a set of steps or phases (mainly transformations) that
will obtain the executable code. In order to do these steps, a set of of tools, which
support the process, are required. The steps employed at each design stage and their
required tools are the following:

A. Model Creation: The developer creates diagrams (through graphical tools)
which model the different units, roles, tasks, etc. of the developed system. To per-
form this step, the Eclipse IDE with a set of plugins is employed. These plug-ins are
mainly EMF, Ecore, GMF and GEF, which allow the user to draw the models that
represent the VO. Obviously, the needed meta-models (Structural, Functional, Envi-
ronment, Normative and Agent)[2] has been previously loaded into the development
environment in order to generate the appropriated VO models.

To illustrate this phase, a case scenario for making flight and hotel arrangements
(a TravelAgency) is employed. The programmer must to draw (UML-Like) the VO
that represent the TravelAgency. This scenario is modeled as an organization (Trave-
lAgency) inside which there are two organizational units (HotelUnit and FlightUnit).
Each unit is dedicated to hotels or flights, respectively. Two kind of roles can inter-
act in the Travel Agency example: customer and provider roles. Figure 2 shows the
TravelAgency structure, with its units, roles and relationships between them, using
GORMAS notation. Similar diagrams must be created in this phase according to the
different models that are part of πVOM.

B. Platform Selection: The developer must select which platform the user wants
to execute different agents that form the system on the defined organization. In this
step probably the agents or organizations can be executed in different platforms
according to system modeling (scenario). For example, a possible scenario, is one
where different ubiquitous agents running on various embedded platforms (PDAs or
mobile phones) interact with Virtual Organizations to request different services.

Now, to do this, it is necessary to apply a model-to-model transformation (PIM-
to-PSM). This is done using the Eclipse IDE and the ATL plug-in incorporating the
appropriated set of transformation rules. It is important to remark that the same VO
model can be transformed into different specific VO platforms. Table 1 illustrates
the component transformations between two VO meta-models (from πVOM to
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Fig. 2 Structural model of Travel Agency in πVOM

E-Institutions and THOMAS). These rules are a subset of the transformation rules
needed in this phase, which are explained in detail in [1, 2]. In this way, VO con-
cepts are mapped from source models to target models, and VO components are
transferred, moved or changed from one model to another.

Table 1 Rules from πVOM to THOMAS and E-Institutions

πVOM Concept
Transformation Rules

Rule THOMAS Rule E-INSTITUTIONS
Organizational Unit 1 THOMAS.OU 8 EI.Scene

Role 2 THOMAS.Role 9 EI.Role
Service 3 THOMAS.Service 10 EI.State ∈ Scene
Norm 4 THOMAS.Norm 11 EI.Norm

RelationType 5 THOMAS.Process 12 EI.Transition OR EI.Illocutions
Resource 6 THOMAS.Resource 13 EI.World

Goal 7 THOMAS.Goal 14 EI.Norm

It is important to clarify that these rules are hidden from the developer (they
are embedded in the application), and the programmer only uses when selecting
the execution platform (PSM). The programmer automatically turns the VO model,
designed in the previous step, a model that is based on E-Institutions. To illustrate
how the rules are in the ATL language, the implementation of Rule 8 (only the first
code lines) is shown in Figure 3.

This code generates all the Scenes (in E-Institutions) from the OUs (in πVOM),
using the same Class Name. This code also shows the function getAllRoles()
that examines all the Roles associated with each OU, which will be mapped to the
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Roles Agent used in the different Scene (the function getAllRoles() will be
used by the Rule 9).

helper context PIVOM!OrganizationalUnit
def : getAllRoles() : OrderedSet(PIVOM!OrganizationalUnit) =
self.children->iterate(child; hasRole: OrderedSet(PIVOM!OrganizationalUnit)=

if child.oclIsTypeOf(PIVOM!Roles) then
hasRole.append(child)

endif
);
rule OrganizationalUnit2Scene {

from
PIM : PIVOM!OrganizationalUnit(PIM.isOrganizationalUnit Root())

to
PSM : EInstitution!Scene (

name <- PIM.name
...

Fig. 3 Organizational Unit rule in ATL language

C. Code Generation: The developer applies a model transformation to convert the
designed models into code. To do this, it must use a PSM-to-code transformation.
In this case MOFScript is employed which is an Eclipse plug-in that uses templates
to do the translation process. These templates has been developed, as previously
commented for E-Institution and THOMAS. From a practical viewpoint transfor-
mation/generation code, is to go through an XML file that describes the compo-
nents and relationships of the meta-model and then generate another XML file that
contains the specification of the E-Institution or THOMAS and which will be the
application launcher.

In summary the Figure 4 shows that to design a VO use the following steps. First,
we must create the model (UML-Like) of the organization (PIM). Second, we must
transform the previous model to target model of the VO (PSM is obtained using a
Model-to-Model transformation on ATL). Third, we must generate code for target
platform (code is generated using a Model-to-Text transformation on MOFScript).

Fig. 4 Using MDD for VO design
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5 Conclusions

This paper presents the application of the MDD approach for Virtual Organiza-
tions design. Through the application of MDD, the presented work can design and
generate a first implementation of a Virtual Organization with agents that run over
E-Institutions and THOMAS platforms (favoring inter-operability). Also, this work
has checked the simplification of the VO design, since that some implementation de-
tails are hidden to the designer and that the process is automatic because it reduces
the human interference in the Virtual Organization development. The automatic
transformations allows generating code templates for different platforms using an
unified VO model.
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Towards Soccer Simulation as a Testbed for
Adaptive Systems and Agreement Technologies

Vı́ctor Sánchez-Anguix, Juan A. Garcı́a-Pardo, Ana Garcı́a-Fornes,
and Vicente Julián

Abstract. Agreement technologies and adaptive systems have arisen as promising
mechanisms to design open dynamic multi-agent systems where there may be com-
plex interactions and environmental conditions may frequently change. In this pa-
per, we propose a development framework whose goal is to ease the deployment of
adaptive techniques and agreement technologies in the soccer simulation domain.
The framework provides a middleware that abstracts researchers from simulation
details, thus they can focus on the particular study of their algorithms. Moreover,
we analyze the soccer domain to identify how the types of adaptation and agree-
ment technologies found in the literature are also present in the domain.

1 Introduction

In the last few years, the intelligent software agent paradigm has emerged as a proper
technology for the deployment of complex systems: virtual organizations [2, 6, 14],
new service oriented distributed systems [17], electronic commerce systems [7, 8],
complex simulations [4, 9], and so forth.

Due to the fact that agents are situated in an environment, they must be flexible
to every type of change that may be produced in the environment. Some works have
focused in trying to provide agents with an adaptive behaviour to their environment
[12, 13, 15, 18]. Even although agents may show adaptiveness at the individual
level, they are part of a bigger scene: agent societies.

Agent societies are composed of agents. However, agents are not the whole part
of the picture. As a matter of fact, agent societies have a social structure: roles,
norms, global goals, interaction protocols, and so forth. Such agent societies are
also situated in an environment, thus it is reasonable to think that their working may
be also affected by changes produced in the environment. The inability to adapt to
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the environment may lead agent societies to an inadequate working of the system.
Nevertheless, the adaptation task is far from being easy. Not only it must be decided
when the adaptation must be carried out, but it is also necessary to determine which
changes are to be produced in the society in order to adapt to the new environmental
conditions. This usually implies that entities must coordinate about how and when
to carry out these changes.

Agreement technologies [11] are a set of technologies whose objective is to suc-
cess in the task of coordinating entities (i.e. agents) that are heterogeneous, au-
tonomous, and therefore might present opposing preferences. Since agent societies
can be formed by heterogeneous agents with opposing preferences, agreement tech-
nologies are proposed as the core conflict resolution mechanism for these situations.
The benefit of the joint study of agreement technologies and adaptive agent societies
is twofold. Firstly, it is interesting to study the existent relationships between agree-
ment technologies and the possible changes that may occur in the agent society. For
instance, it is interesting to study how agents evolve their negotiation strategies as
the social structure changes. Secondly, agreement technologies can be the support
technology needed to decide when and how to carry out the social adaptation.

In this paper, we propose a development framework whose goal is to ease the
deployment of adaptive techniques and agreement technologies for open dynamic
multi-agent systems in the soccer simulation domain. The framework provides a
middleware that abstracts researchers from simulation details, thus they can focus on
the particular study of their algorithms. The main advantages of the soccer simula-
tion domain are: (1) it is easily understandable, thus it allows researchers to evaluate
their work in a friendly and easy way; (2) The domain provides situations where the
different types of adaptation described in the literature can be tested (norms, roles,
goals, interaction patterns); (3) The main mechanisms that are part of agreement
technologies can be evaluated in the soccer simulation domain (trust/reputation,
norms, contracts, argumentation/negotiation).

The remainder of this paper is organized as follows. In Section 2, we briefly
describe the soccer simulation framework and its abstract architecture. Then, in
Section 3, we review how the framework provides a domain where the different
types of adaptation and agreement technologies can be tested. Finally, we give some
conclusions and lines of future work.

2 Abstract Framework for Soccer Simulation

Soccer simulation has been carried out with success by different researchers in the
Robocup simulation league [8, 14]. The simulation focuses on a soccer match where
a team composed of 11 players and a coach competes against a team formed exactly
by the same number of players and coaches. The different players and coaches are
agents that connect to a server which is the one to carry out the simulation of the
environment according to the commands received from the agents. The server of-
fers a perfect simulation tool for real-time multi-agent environments that are highly
dynamic, have limited communication capabilities, and where uncertainty and
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imprecision problems arise as they would in a real physic system. This kind of
simulation also allows to study coordination and cooperation techniques, decision-
making, and learning [15, 16].

The Robocup soccer simulation domain has the sole goal of studying the dynam-
ics of a soccer team during a match. However, it may be interesting to extend this
simulation in order to take into account aspects of a soccer team that are not related
to gameplay. The simulation may pass from a gameplay level to a institutional level
where aspects of a soccer society, that may be interesting for adaptive techniques and
agreement technologies, are simulated: matches, leagues, player markets, economic
management, sports management, and so forth. Therefore, we propose a soccer sim-
ulation framework for the Magentix platform [1] that takes into account gameplay
level and institutional level aspects. In the next sections, we describe our abstract
architecture of the framework.

2.1 Gameplay Level

The gameplay level relates to every aspect of the environment that must be taken
into account during a match. More specifically, we refer to the norms that regulate
a soccer match and the simulation of a real soccer match (e.g. physics of the game).
In our case, this game simulation is provided by the Robocup soccer server [10].
Furthermore, the DAInamite framework is used [5] in order to simplify the interac-
tion with the soccer server, and to allow the abstraction of the robotic aspects of the
players. The social aspects (e.g. norms, roles,. . . ) which allow players and coaches
to interact along the match are provided by the Magentix platform. An overview of
the framework at the gameplay level can be observed in Figure 1.

Personality
Personality

DAInamite
DAInamite

RoboCup Soccer Server

Player
Coach

MAGENTIX MAS Platform

Personality

DAInamite

Player

Fig. 1 Abstract architecture of the gameplay part
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2.2 Institutional Level

The institutional level is related to every other aspect of the simulation which does
not involve playing a soccer match. Every soccer team is situated in an environment
where other organizations representing teams exist. Teams compete among them in
different competitions in order to determine the winner of such competitions and/or
achieve certain economic goals. Moreover, teams also interact with other teams out-
side the gameplay. For instance, they may agree economic contracts for a player
transfer or they may form a coalition in order to negotiate their TV rights with the
media. Additionally, there may be free players/coaches that may interact with teams
in order to be contracted. Following, some of the aspects that are considered at the
institutional level (see Figure 2) are described:

• Competitions: Soccer teams compete in different competitions that may have
different rules (i.e. preconditions needed to compete, number of matches, how
the winner is decided, etc.). Usually, teams earn money by winning matches in
such competitions or ending the competition in a specific position.

• Fan base: They are a very important aspect to take into account by teams. In fact,
some of the economic benefits of the team depends on the fans that decide to
buy a match ticket. This aspect may be influenced by circumstances such as the
sports results of the team, the joining of a new star player, and the importance of
the match. The fan base is not represented by agents since its global behaviour is
simulated by different rules/functions.

• Media: The media is also a very important source of economic benefits. They ne-
gotiate with the different teams in order to acquire their image rights. Of course,
the result of the negotiation may be influenced by the popularity of the team.
The media is not represented by agents, but its behaviour is simulated by the
framework according to different rules/functions.

MAGENTIX MAS Platform

Player
Coach

Director

TVsPublic

World

Team_1

Team_n

Fig. 2 Abstract architecture of the institutional part
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• Free players/coaches: They are agents that are not contracted by any team. There-
fore, they may be contracted by a team providing that both agree on contractual
terms. Since it is an open system, these agents may appear at any moment.

Developers that use the framework are able to add new competitions, new teams,
agents which that play some of the roles, and norms for the societies. Every aspect
of the infrastructure can be be programatically modified. These modifications af-
fect mainly to the institutional level, thus we discuss further in the next section the
structure of a soccer team.

2.3 Basic Soccer Team

The key for the extended version of soccer simulation is the modelling of soccer
teams as agent organizations. As a matter of fact, modelling a soccer team as an
agent organization is not artificial at all, since real soccer teams are human organi-
zations. However, when we talk about a soccer team we do not restrict ourselves to
players and coaches, but we also include other roles such as directors. Therefore,
the goal of the presented framework is to model an entire soccer team, both at the
gameplay level and at the institutional level. Next, we give the basic structure of
a soccer team offered by the framework. Due to space limitations, the team is just
described by roles, norms and goals.

2.3.1 Roles

Basically, it is possible to identify three types of roles in a soccer team. These roles
can be specialized according to more specific tasks, depending on the necessities of
the developer.

• Players: The agents enacting this role are the only ones allowed to play the
match. The DAInamite framework [5] is used as a middleware to interact with
the Robocup soccer server. Each player may have a different personality. For in-
stance, there may be agents that are selfish during the gameplay (i.e. they prefer
to shoot instead of performing a pass), agents that desire fame, agents that have
self-economic goals, etc. Players can also interact at the institutional level with
different teams (i.e., negotiate its contract).

• Coaches: These agents are the ones with the goal of fulfilling the sports goals
of the team. They devise strategies and formations that are to be carried out by
players during the gameplay. The DAInamite framework [5] is used again as the
middleware that interacts with the Robocup soccer server. They may also have
different personalities during and outside the gameplay (i.e. some coaches are
less risk averse towards the game, some coaches desire fame, some others want
to fulfil some economic desires, etc.). Coaches can also interact with other agents
and teams at the institutional level.

• Directors: They are the only role that does not interact with the Robocup soccer
server. Therefore, their interactions are limited to the institutional level. They
want to accomplish sports and economic goals of the team.
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2.3.2 Team Norms

The inner norms of a soccer team regulate the behaviour of its agents. There are
two types of norms that are related to the two different types of environments that
can be found in the framework: gameplay norms and institutional norms. The first
type of norms relates to the norms imposed by the coach role to the players during
a match. Therefore, their validity is strictly restricted to a specific match (i.e., team
formation). The second type are norms whose application only concerns aspects
outside the gameplay. For instance, there may be economic rules that limit the salary
of the players. It must be highlighted that team norms may frequently change along
the lifetime of the team.

2.3.3 Team Global Goals

The goals can be classified into sports goals (i.e. win 20 matches, end at 3rd position
at the end of the competition, win this match, draw this match, etc.) and economic
goals (i.e. obtain 200k $ benefits, limit the cost of the players’ salaries, etc.).

3 Agreement Technologies and Adaptation

In this section, we review how our proposed framework is useful to represent several
situations in which agreement technologies and/or adaptive techniques may be ap-
plied to the system. First, we discuss how the different agreement technologies natu-
rally arise in our framework. Second, several examples, where some social structural
change is needed, are given. Different kinds of structural adaptation found in the lit-
erature are identified in these examples. Moreover, we discuss how these situations,
where a social structure reorganization is to be carried out, are solved through agree-
ment technologies. Additionally, agreement technologies may solve the problem of
evaluating whether the team needs to reorganize or not.

3.1 Agreement Technologies

As it was stated above, agreement technologies are a set of technologies whose goal
is to allow heterogeneous entities to cooperate in situations of opposing preferences.
The main scientific topics related to agreement technologies are trust/reputation,
norms, contracts, and argumentation/negotiation. Next, we describe where these
technologies may be applied in our proposed framework:

• Trust/Reputation: On the one hand, a player may trust some teammates more that
others based on past successful interactions. For instance, a player may prefer to
pass the ball to a player who has been able to control the ball most of the times in
past interactions. Similarly, a soccer team may trust more a player that has always
fulfilled its contracts with the team than other players that try to be transferred
to other teams whenever a good contract is offered. On the other hand, players
and coaches may gain reputation by means of winning matches/competitions.
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Therefore, these agents are better valued by the society and are preferred to other
agents.

• Norms: Norms are used to regulate the behaviour of the agents that form the
team. There are some obvious rules that all players must respect: gameplay rules
and competition rules. However, there are some norms that the team may stab-
lish in order to control the behaviour of the agents that are part of the team. For
instance, the coach may stablish a norm that specifies that the formation for the
current game is 4-3-3 and which players enact the different roles. Another exam-
ple of norm application is the limitation of the players’ salary so that the team is
economically sustainable.

• Contracts: They are used in order to represent a set of obligations that must be re-
spected by the signing parties. In our framework, contracts may represent player
contracts, TV contracts, or even the social contract that the soccer team estab-
lishes with its followers (i.e. win the competition, do not descend of category,
etc.).

• Argumentation/Negotiation: For instance, both techniques can be used to nego-
tiate the transfer of a player between soccer teams, renegotiate contracts with
current players, form a coalition with other teams in order to get a good eco-
nomic agreement with the media, and so forth. At the gameplay, agents may be
able to agree which textbook move should be employed in a corner kick, free
kick, etc.

3.2 Adaptation

There are many social aspects which may change when agent organization need to
adapt. Whether the organization is a Designed MAS, in which global goals are de-
signed beforehand and the interaction structure is explicit, or it is an Emergent MAS
organization, where the global behaviour is not designed and it emerges from the local
interactions between agents, there are some organizational structural aspects which
may require adaptation. In the inspiring work of Dignum et al. [3], some social as-
pects that may be adapted are identified: (1) Topology and roles, (2) society norms,
(3) goals, and (4) interaction patterns. We present three examples in order to illustrate
how the proposed framework is suitable to evaluate these structural adaptations:

• During the competition the team faces an economic crisis. Selling some of the
players may help to overcome the crisis properly. The economic director, whose
objective is to maximize money income of the team, may negotiate with the coach,
who aims to keep the best players on the team. The adaptation may affect goals (new
economic and sports goals), norms (limitations on players’ salaries), and topology
(the players that are part of the team).

• During a game the coach and his coaching staff decide to change the offensive
strategy because they believe that the result is not favourable and there is not much
remaining time until the end of the match. The adaptation may affect norms (forma-
tion), roles(more forward players), and interaction patterns (protocols that require
less time).
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• Finally, a team’s star player does not play as well as it was expected. A decision
needs to be made regarding the future of the player in the team. If the player is to
be sold, the structure of the team may adapt to be able to fit to the changes (other
player can enact its role, new players join the team, etc.). The directors from one
side, and the coach from the other side, may negotiate to determine the outcome of
the situation. This adaptation may affect the roles.

4 Conclusions and Future Work

In this paper we have presented a soccer simulation framework that aims to provide
gameplay and institutional simulation of a soccer team. The framework is designed
as a testbed for adaptive techniques and agreement technologies. In fact, the frame-
work abstracts researchers from simulation aspects, thus it allows them to focus on
their subject of study. The soccer simulation domain has proved to be suitable to
evaluate the main types of agreement technologies and adaptation that are found in
the literature. Also tracing and monitoring every action executed in the simulation
helps either the developers to debug undesired behaviours and also the agents which
can profit from this information to further learn how to adapt.

A prototype of the framework, with a limited functionality, has been imple-
mented. As mentioned above, this prototype is based on the Magentix platform [1],
DAInamite [5], Robocup soccer server [10] and the Java language.
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Normative Argumentation

N. Criado, S. Heras, E. Argente, and V. Julián

Abstract. Virtual Organizations should evolve along time in order to face
with unforeseen changing situations. This evolution implies the adaptation of
norms, so agents must be able to consider dynamic norms which guide agent
behaviours in their decision making processes. With this aim, this paper
proposes the employment of argumentation protocols and schemes in order
to allow agents to reach agreements inside dynamic organizations.

1 Introduction

Virtual Organizations (VOs) have been employed as an abstraction for mod-
elling open agent societies. They include the integration of both the organiza-
tional and individual perspectives and also the dynamic adaptation of models
to organizational and environmental changes [1]. In this way, it is necessary
to detect situations of interest and to manage them maximising the adap-
tation flexibility and capacity. The organization adaptation implies, among
other aspects, its norms, agreements, commitments and topologic structure.

Taking into account the challenges and difficulties arisen by the dynamic
adaptation of VOs, our proposal consists on the adaptation of previous ar-
gumentation mechanisms and schemes in order to allow agents to reach
agreements considering the existence of dynamic norms which control their
behaviours. This paper is structured as follows: Section 2 provides a the-
oretical definition of VO together with a model of norms for controlling
agents belonging to these VOs. Section 3 describes the proposed argumen-
tation schemes for contract agreement. Finally, some conclusions and future
works are shown.
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2 Background

A Virtual Organization (V O = 〈Ag, Act, Cap, Des, Prob, R, Roles,≤prior,
N〉) is a set of agents (Ag) that need to coordinate resources and services.
Therefore, actions (Act) performed by agents are related to the execution
and provision of services as well as resource accessing. This proposal does
not specify a concrete agent architecture. However, each agent which partic-
ipates in a VO is characterised with a set of capabilities, represented by the
Cap : Ag → 2Act function which maps each agents with the actions it is able
to perform. In addition, there is one function that represents agents’ desires
(i.e. Des : Act → [0, 1] assigns a real value for representing desirability of
actions) and another function that represents the expected probability of ac-
tion occurrence (i.e. Prob : Act → [0, 1] assigns a probability to an action
occurrence). Agents are related among them according to their roles (R). In
this sense, Roles : Ag → 2R is a function that matches an agent with the
set of roles which it is currently playing. Priority among roles is expressed
by a total order relationship (R,≤prior). Role rights and responsibilities are
controlled by a set of norms (N).

Norms are a coordination mechanism that attempts to: promote be-
haviours that are satisfactory to the organization, i.e. actions that contribute
to the achievement of global goals; and avoid harmful actions, i.e. actions
that prompt the system in order to allow agents to be norm aware. In this
work norms are classified into two main levels according to the norm scope:
institutional norms (NI) and interaction norms (NC). The former type of
norms has been explicitly promulgated by the institution; their violation is
considered as an illicit act and enables sanctions. The interaction level is
formed by both legal contracts and informal agreements between entities.

Definition 1 (Normative Context). The set of norms of a VO is defined
as N = NI ∪ NC.

Definition 2 (Institutional Norm). An institutional norm (ni ∈ NI) is
defined as ni = 〈D, C, T, S, E〉 where:

• D ∈ {O, F}; being O and F deontic operators for representing obligations
(O) and prohibitions (F ), respectively.

• C ∈ Act is an action that must be carried out in case of obligations; or
that has to be avoided in case of prohibitions.

• T ∈ R is the target of the norm; i.e. the role affected by the norm.
• S ∈ Act is an expression which describes the action that will be carried

out in case of norm violation. It is an enforcement mechanism employed
for persuading agents to fulfil norms.

• E ∈ Act represents the norm expiration action.

For simplicity, norms in our model have not an explicit activation condition.
Thus, they are always active until the expiration action holds. Moreover,
norms have been defined as a deontic control over a single action. However,
this work can be extended for considering a more complex notion of norm.
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Interaction Norms are normative prescriptions that emerge as a result of
the interaction among agents. Therefore, this level of norms is formed by the
contracts reached by agents along their execution:

Definition 3 (Contract). A contract (nc ∈ NC) is defined as nc =
〈D, C, a, b, S, R, E〉 where:

• D ∈ {O, F} represents the deontic type of the norm.
• C ∈ Act is the previously defined norm condition.
• a, b ∈ Ag are the contract addressee and beneficiary agents, respectively.
• S, R ∈ Act are expressions which describe the actions that will be carried

out in case of contract violation or fulfilment, respectively.
• E ∈ Act represents the norm expiration action.

Definition 4 (InstitutionalConflict).Any contractnc=〈D, C, a, b, S, R, E〉
is in conflict (IC(nc, n

′
i)) with an institutional norm n′

i = 〈D′, C′, T ′, S′, E′〉 if:
i) they define opposite deontic constraints; i.e. D <> D′ and D, D′ ∈ {F, O};
ii) over the same action C = C′; iii) the contract is addressed to an agent a
which plays the norm target role (T ′ ∈ Roles(a)); and iv) the institutional
norm is active (¬E′).

Definition 5 (Contract Conflict). A contract nc = 〈D, C, a, b, S, R, E〉 is
in conflict (CC(nc, n

′
c)) with other contract n′

c = 〈D′, C′, a′, b′, S′, R′, E′〉 if:
i) they define opposite deontic constraints; i.e. D <> D′ and D, D′ ∈ {F, O};
ii) over the same action C = C′; iii) both contracts are addressed to the same
agent a = a′; and iv) the previous contract is active (¬E′).

3 Argumentation for Contract Agreement

Our main objective in this research is to solve a problem of contract agree-
ment. In our initial settings we have two agents i, j ∈ Ag that want to reach
an agreement over the acceptance of a particular contract. In addition, to
fulfil this contract, the proponent agent i has to persuade the opponent agent
j to accept an interaction norm nc ∈ NC : nc = 〈D, C, j, i, S, R, E〉. Thus,
the proponent agent i starts a dialogue with the opponent agent j and pro-
poses it norm nc. In this section, we show the type of arguments and attacks
to these arguments that agents can interchange during the dialogue in the
context of our normative model. Then, we propose a dialogue game protocol
that controls the agents’ interaction.

3.1 Initial Arguments

Following our normative model, the opponent agent j could have several
possible types of arguments to reject the acceptance of norm nc:

A1: There is an institutional norm n′
i ∈ NI, n′

i = 〈D′, C′, T ′, S′, E′〉 which
is in conflict with nc (i.e. IC(nc, n

′
i)).
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A2: There is a previous contract agreement by which agent j accepted an
interaction norm n′

c ∈ NC, n′
c = 〈D′, C′, j, k, S′, R′, E′〉 which is in

conflict with nc (i.e. CC(nc, n
′
c)).

A3: There is a lack of interest in the reward awarded for the acceptance of
this norm (i.e Des(R) = 0), but the opponent specifies which case of
reward (R′) it would be interested in so as to accept nc.

A4: There is a lack of interest in the reward awarded for the acceptance of
this norm (i.e. Des(R) = 0).

A5: Agent j cannot accept norm n′
c since it has no capabilities to fulfil this

norm (i.e. C �∈ Cap(j)).

Some of these arguments fit stereotyped patterns of human reasoning that ar-
gumentation theory has modelled as Argumentation Schemes [4]. Concretely,
arguments A1 and A2 fit the normative version of the Argument from Oppo-
sitions scheme. If we adapt it to our settings, we have that:

Scheme 1 “If the opponent agent j has accepted the norm n′, with n′ ∈
{n′

c, n
′
i} agent j cannot accept the conflicting norm nc at the same time and

at the same respect”.

Thus, due to argument A1 and A2, if agent j receives nc and the same time
has either an institutional norm n′

i or a previous interaction norm n′
c that

conflicts with nc, agent j concludes that it cannot accept the norm nc.
If the opponent agent rejects norm nc due to argument A3, it initially

rejects the norm but providing the proponent with an alternative. This al-
ternative would consist in a condition that, if fulfilled by the proponent, the
opponent would accept norm nc. In this case, the argument fits the struc-
ture of the Two Person Practical Reasoning scheme [4]. Again, adapting this
scheme to our settings, it is reformulated as:

Scheme 2 “Agent i intends to realize contract C with its associated norm nc

and tells agent j this. As j sees the situation, offering a new reward R’ is a
necessary condition for carrying out contract C, and j tells i this. Therefore,
i should offer a new reward R’, unless it has better reasons not to”.

With this argument the opponent points out the proponent a possible way
of persuading it and carrying on with the dialogue. This scheme has a set
of Critical Questions (CQ) [4]. They are stereotyped ways of attacking the
conclusion of the argument and are analysed in the next section.

Finally, we assume that the preferences and capabilities of an agent do not
change during the dialogue (but they can change when the dialogue finishes).
Thus, A4 and A5 are indisputable arguments that end the dialogue.

3.2 Attacks

Depending on the type of argument that the opponent agent has for rejecting
the acceptance of norm nc, the proponent agent still has the opportunity of
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trying to persuade it to accept the norm. This is the case of arguments of
types A1, A2 and A3. On the opposite, if the opponent does not provide the
proponent with any alternative way of accepting norm nc in A4 or it rejects
the norm by putting forward A5, these arguments are considered indisputable
and the dialogue will end here. Thus, arguments A1, A2 and A3 admit replies
(i.e. attacks) from the proponent.

In the case of A1 and A2, the Argument from Oppositions [4] scheme
does not have associated critical questions. However, it can still be attacked
if the proponent agent thinks that there is an exception to its conclusion.
This exception poses a new argument for not paying attention to the conflict
between norms and the proponent could send it to the opponent, trying again
to persuade it to accept norm nc. This pattern of reasoning fits the Argument
For an Exceptional Case [4]. Adapting this scheme, we have that:

Scheme 3 “If the case of A1 (A2) is an exception, then the conclusion of
the Argument From Oppositions scheme can be waived.

In the context of our normative model, possible exceptions to A1 are:

E1: The desirability of the reward for fulfilling the norm nc is greater than
the desirability of the sanction applied for the non-fulfilment of the insti-
tutional norm n′

i (i.e. Des(R) > Des(S′)).
E2: Actually, the sanction associated for the non-fulfilment of the conflict-

ing institutional norm n′
i is never applied (i.e. Prob(S) = 0 ).

Also, possible exceptions to A2 are:

E3: The reward for fulfilling the norm nc is greater that the sanction applied
for the non-fulfilment of the interaction norm n′

c.
E4: The role ri of the proponent agent i has more priority than the role rk

of the agent k that agreed the previous contract (n′
c) with the opponent

agent (i.e. ∃ri ∈ Roles(i) : ∀rk ∈ Roles(k) : ri ≥prior rk).

If the proponent agent attacks the argument A1 or A2 of the opponent agent
by putting forward the conclusion of the Argument for an Exceptional Case
[4], the opponent can surrender to the attack and accept the norm nc or else
can reject again the norm. A possible way of rejecting this attack could be to
pose one of the critical questions of the scheme. If we adapt these questions
to our normative model we have the following possible defeat1:

CQ1: Can evidence that the conclusion of the Argument From Oppositions
scheme does not apply to this case be given?.

We have modelled possible attacks to A1 and A2 by adapting the type of
attack defined in the CQ1. Therefore, the opponent can attack A1 or A2 by
requesting the proponent to show evidence for the exception. Then, even if the
proponent shows evidence for the exceptions, the opponent could still reject
1 The original definition of the critical questions is available at [4].
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the norm. Possible reasons could be, for instance, if it does not agree with
(or believe) the evidence provided by the proponent, if it prefers observing
the institutional norms, no matter how many times sanctions are applied or
what the reward for fulfilling interaction norms is or if it has other argument
of the type explained in the previous section to reject again the norm.

Finally, the proponent agent could attack argument A3. In this argument,
the opponent is willing to accept norm nc with the condition that the pro-
ponent should offer a new reward R’, following the conclusion of the Two
Person Practical Reasoning scheme. We assume that offering a new reward
R’ is the only condition that the opponent puts for accepting contract C and
its associated norm nc. Thus, if the proponent agent decides not to offer a
new reward, it just rejects A3 without giving alternatives for dispute. How-
ever, if it finally agrees to change the reward of the norm, it proposes again
the new norm n′

c ∈ NI : n′
c = 〈D, C, j, i, S, R′, E〉 to the opponent.

3.3 Dialogue Game Protocol for Contract Agreement

Following the approach of [3], we have modelled the agents’ dialogue by means
of a formal dialogue game for contract agreement that allows agents to rea-
son about argumentation schemes. The protocol assumes the existence of a
proponent agent i that tries to agree a contract C with an opponent agent j.
As a result of this contract, j has to accept a new interaction norm nc ∈ NC.
The interaction protocol between the agents of the network has been mod-
elled with the components for dialogue games identified by McBurney and
Parsons in [2]. Figure 1 provides a graphical representation of the dialogue.
In this figure, boxes represent steps and arrows represent transitions between
steps, which are labelled with the associated locution.

R1: The proponent agent opens the contract agreement process proposing
to the opponent the acceptance of the norm nc (propose(nc)).

R2: Opponent can accept the norm and end the dialogue, end the dialogue
without providing an answer (noCommit) or reject the norm (reject).

R3: The proponent agent can either withdraw its proposal and end the
dialogue (noCommit) or ask the opponent for providing an argument for
the rejection of the norm (why(reject)?).

R4: The opponent agent can either withdraw the rejection and come back
to R2 (noCommit) or assert an argument (i.e. A1, A2, A3 or A4) that
supports the rejection of the norm.

R5: The proponent agent can either withdraw its proposal (noCommit)
and end the dialogue or pose an attack with exceptions E1 or E2.

R6: The proponent agent can either withdraw its proposal (noCommit) and
end the dialogue or it can ask the opponent for more information about its
interaction norm n′

c that conflicts with the proposed norm. (assert(norm)?)
By default, the proponent does not have any information about the sanction
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Fig. 1 Sequence Diagram of the Interaction Protocol

of this norm or the role of the agent that enacted it, which are necessary
information to pose exceptions E3 or E4.

R7: The proponent can withdraw its proposal (noCommit) and end the
dialogue or make a new proposal n′

c with the new reward R′ (propose(n′
c)).

R8: The proponent agent has to withdraw its proposal and end the dia-
logue, since the opponent does not give any chance for dispute.

R9: The opponent agent can either withdraw the rejection and come back
to R2 or provide the proponent with information about its previous inter-
action norm that conflicts with the proposed norm (assert(norm)).

R10: The opponent agent can either withdraw the rejection and come back
to R2 or ask the proponent for providing an argument for the exception
attack received (why(exception)?).

R11: The proponent agent can either withdraw its proposal and end the
dialogue or pose an attack with exceptions E3 or E4, coming back to R10.

R12: The proponent can either withdraw its proposal and end the dialogue
or provide the opponent with an evidence that supports the exception
attack that it posed (assert(evidences)).
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R13: The opponent agent withdraws its rejection and comes back to R2.

4 Conclusions and Future Work

VOs should evolve along time in order to face with unforeseen situations.
Thus, agents must be able to reach agreements taking into account the exis-
tence of dynamic norms which control their behaviours. This work proposes
a new dialogue game protocol together with argumentation schemes for con-
tract agreement inside dynamic VOs controlled by norms. As future work,
we plan to evaluate this approach through different case studies.
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Engineering Ambient Intelligence Services by
Means of MABS�

Teresa Garcia-Valverde, Alberto Garcia-Sola, Francisco Lopez-Marmol,
and Juan A. Botia

Abstract. In this work, the methodology AmISim to test and to deployment
of Ambient Intelligence (AmI) system is presented. The development of AmI
systems is a complex task because this technology must adapt to users and
contextual information as well as unpredictable and changeable behaviours.
So, we focused in how the methodology AmISim can help to the engineer-
ing of adaptative services for users. In this case, we propose a predictor of
location based on Hidden Markov Models (HMMs). So, the system can offer
Location-Based Services(LBS) that adapt to the users. To this end, we pro-
pose a methodology based on a previous social multi-agent based simulation
(MABS) and a following deployment of the service in a real environment.

1 Introduction

Ambient Intelligence (AmI) is a new vision in which people are surrounded
by intelligent embedded objects within an environment that is able to recog-
nize and to respond to different individuals [2]. The contextual information
and ubiquitous computing are the base of AmI. From ubiquitous computing,
AmI environments have many non-intrusive and invisible devices communi-
cated and integrated into the environment. These devices generate informa-
tion about the environment, users and changes in both of them; generating
a context-aware environment. With this contextual information, services and
applications in AmI systems are able to adapt to changes.
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The development of AmI environments is a difficult process because of the
high variety of scenarios, heterogeneous devices, different sources of informa-
tion, etc. So, the design and development of a framework that allows testing,
validating and deployment AmI environments is needed. Normally, this im-
plies using living labs [3] (imitations of the real environment). However, this
supposes a considerable economical investment and it is unfeasible in many
situations (e.g., an scenario of evacuation emergency). Because of this, sev-
eral simulators in related fields to AmI have been developed. However, these
simulators are focused in just a part or few parts of an AmI environment,
but they do not offer a entire framework to AmI simulation.

In order to approach these problems, we propose a hybrid approach be-
tween real and simulated environments to test, validate and deploy AmI
systems. So, we use AmISim[4], a simulator of entire AmI environment which
uses Ubik [7]. Ubik is the simulated part of AmISim, a MABS which has
capabilities to simulate the physical world and a high number of agents, their
interactions and individual or group behaviours of agents. The Ubik simula-
tor is integrated with the real part of AmISim, a entire framework which is
able to use semantic technologies for modelling the context model and uses
it to provide adaptive and intelligent services to users. Finally, we can deploy
over a real environment all real parts tested and validated with AmISim.
The use of the hybrid methodology of AmISim is illustrated through a prac-
tical scenario in which a service can predict locations of workers in a office
building. This prediction is based on Hidden Markov Models (HMMs). So,
the system can provide nearest features of interest to users and adapt to
their requirements using Location-Based Services(LBS) and other contextual
information about them.

The next section describes the architecture of AmISim. Section 3 describes
the methodology used to develop AmI services. We present the simulation
scenario used in this work, the followed methodology for model learning and
service building in AmI environment from a MABS and an approach based
on a machine learning technique, HMMs, for predict locations. Finally, in
section 4 some conclusions are given.

2 AmISim Architecture

In this section the generic model for simulation of AmI systems, AmISim, is
described. The architecture of AmISim has a layered structure. Typically, an
AmI system follows also such layered disposition. In the bottom, we find a
layer corresponding to the physical environment in which the artificial sys-
tem is subsumed (e.g. a physical building). We include there the users (e.g.
the workers at the building). On the second layer, we find the hardware ap-
pliances used to both sense from the environment (i.e. sensors) and act on
it (i.e. actuators). At the third layer, the context-awareness layer is found.
It is in charge of maintaining an up-to-date context of the users by using
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static information about the environment (e.g. the structure of the building)
and dynamic one (e.g. location information of users). The top layer AmI in-
cludes services and applications, which use information from the third layer
to provide adaptive and intelligent behaviour to users.

We have used Ubik to social simulation models to reproduce both the
first and second layers of the architecture. We simulate physical spaces, sen-
sors, actuators and agents working or living in such spaces. Ubik has been
developed with MASON1 and it is precisely the simulated part to test and
validate our AmI system. On the top of that, we collocate OCP(Open Con-
text Platform)[5], a real context-aware management system which gathers
data coming from simulated sensors and send commands to simulated actua-
tors. The OCP middleware stores the information in an OWL-based ontology
model and interprets it. Again, on the top of OCP, we build our specific ser-
vices and applications, which use contextual information from OCP.

Services in the adaptation model are divided in basic and advanced. Basic
services are designed and built to assist complex services in providing adap-
tive behaviour. Examples of basis services are location, preprocessing contex-
tual information and so on. In the other hand, techniques to build complex
services are using neural networks or SWRL(Semantic Web Rule Language)
rules to model user behaviour, applying mining data streams techniques, etc.
Advanced services and applications act over the user and the environment.
Basic services are used as building block for advanced ones.

3 An Example of AmI Service Development

Location information is one of the most essential and used contextual in-
formation in context-aware systems [8]. With information about location,
system can provide nearest features of interest to users and adapt to their
requirements, i.e., Location-Based Services(LBS). Users usually have some
degree of regularity in their motion. So, the system can predict their motion
and acts proactively.

There are plenty of technologies able to automatically identify and inform
about the location of people and objects. One of the most spreaded is RFID.
A RFID system consists of tags, which are, usually, passive wireless elements,
attached to persons or objects. Then, fixed wireless readers collocated within
the environment, retrieve information from those tags, identifying people and
objects as they are perceptible by them.

RFID based location systems work in a simple way: when a person or an
object pass near a RFID antenna, person or object location is associated
with that of the antenna. By using machine learning, we may improve such
system in two ways. In the one hand, we may experiment with the fixed
location of the antennas, in order to obtain the best location at the same
time we try to optimise their number. In the other hand, it could be possible,
1 MASON,http://cs.gmu.edu/eclab/projects/mason/

MASON, http://cs.gmu.edu/eclab/projects/mason/
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probabilistically, to augment the resolution of the location system (i.e. going
further than giving only antenna locations).

3.1 Methodology for Model Learning and Service
Building

In this work, a hybrid methodology to model learning and service building
is proposed. The use of social simulation to build adaptative and advanced
services in AmI environments allows us to obtain a set of simulated data
according to the real environment. So, we can built different algorithms from
this set of data and validate our models. When the algorithms and models
are checked, we can deploy the services over a real environment.

In the first phase of the methodology we compound a virtual representation
of the real environment in which the AmI system will be deployed. Ubik2 is
used for this. Ubik models the physical building, sensors and actuators, which
are collocated in specific areas, tight to reality when the real application is
installed and deployed.

In the second phase, we model people as users by using agents. The kind of
services dictates the aspects of users that we will modeled (e.g. if we develope
a fire evacuation service, users should be able to run and leave the building).
In this paper, we are interested on building an indoor location system. Thus,
users should evolve freely in their working time through the building in a
realistic way. The third phase is in charge of developing algorithms provid-
ing such behaviour using the virtual environment generated in the first two
phases. In the fourth phase, such algorithms are tested by using off-line data
and directly by using the simulator with the algorithm implemented as a
service.

The following sections describe the different phases to built and test an
AmI service according to this methodology. This service can predict the lo-
cation of the agents in an indoor environment. Finally we can successfully
deploy the proposed service in a real environment.

3.2 Environment and Agent Models

As we described above, our location approach is based on indoor environ-
ments. So, we need simulate the environment and agent models. We use Ubik
to simulate these models. On the one hand, in the environment model, we
propose an office building scenario which consists of a configurable number
of floors, stairs, rooms, corridors, offices, a room to relax with a coffee maker,
a bathroom and a meeting room. In each office, several agents workers have
their desks with their own fixed phones. Each agent wears a RFID tag which
identify him and the building is equipped with RFID antennas in some places
2 http://ants.dif.um.es/staff/emilioserra/ubiksim/
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where it is interesting to locate people. When an agent pass through an an-
tenna, a message is generated reporting his current position to the context
middleware OCP. On the other hand, the agent model is a fundamental goal
in this kind of simulator (focussed on users). We propose MABS for achieving
this goal. Each user is simulated with an agent and we can simulate complex
multi-agent model that simulates physical and human behaviour related fea-
tures of agents, their interactions and individual or group behaviours.

We probabilistically model the behaviour of users. In our proposal, be-
haviours are defined as situations the agent should play in each moment.
Transitions between behaviours are probabilistic. The underlying model is a
hierarchical automata (i.e. in a higher level there is a number of complex be-
haviours that the agent may play and once it is in a concrete state, within the
state there is another automata with more simple behaviours). So, the mod-
eling of each behaviour is treated separately and the modeler is abstracted
of unnecessary details. So, in the lowest level (basic actions), each state is
atomic. In the figure 1 a graphical example of the automata is showed.

Fig. 1 Hierarchical Automata

We can suppose, for a working day, a basic state, a, go to work. The agent
remains in the basic state most of the time. As we showed in the figure, the
action of the basic state can be interrupted in order to go other states, for
example, answering a phone call (psm), having a coffee (pm) or going to the
bathroom (pm′). These states are of two types: psm, probabilistic without
memory and pm y pm′, probabilistic with memory.

In the pm states, the agent can go from the basic state to this state (and go
back) as many times as the call events occur, regardless of how many times
has visited the state. So, the probability of going from the basic state Ssb

to this kind of states can be modelled by a exponential distribution of the
parameter λ, i.e., the probability density function at time t is f(t) = λe−λt.
However, the pm′ states are the states that depend of the times that the state
had occur in the past. For example, go to the state having a coffee is more
probable if the agent had not had coffee yet. So, there is a delay between
each activation of the function that modelled the behaviour. In fact, we use
a conditional probability density function, derived of the exponential. Let t0
be the time until that it is not possible to generate an event, then P [T >=
t|T > t0] = 1 − e−λ(t−t0), t > t0. Finally, the spent time in a particular state
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is modelled with an exponential where the parameter λ describes the mean
spent time.

Some mentioned behaviours imply movement through the office building.
To solve the movement the agents, they have between their beliefs an abstract
schema of the map of the building. The abstract schema of the map of the
building defines the structure of the building with areas enough big, as room,
corridor, etc., but not in a low level like a cell of a grid because this will be
very inefficient. The abstract schema of the map of the building is built by an
undirected graph with weights, which models the structure of the building.
So the topology of the building is based on a graph G = (V, E), where V
is the set of rooms, corridors and stairs, E is the set of doors and crossings
and v, v′ ∈ V are connected by the edge e ∈ E if they are connected spaces
in the building. Each edge has a weight X that defines the distance between
the nodes that connects.

This abstract schema is stored in the domain ontology used by OCP (static
context about the environment). So, agents can access to the structure of the
building and to use it for calculating the best path for their movements
using the Dijkstra algorithm [1]. When the agent knows the best path to a
particular destination, this path is added to its beliefs, like in a real scenario.

3.3 Approaches for Indoor Location

In this section we face the problem of locating the RFID(Radio Frequency
Identification) users in indoor environments. As we mentioned above, it can
not be assured at any precise moment t the location of an agent. In these lack
of information situations, the only available data are the generated data by
the antennas when the workers go past near them. Data will be compound
by traces. Traces will be a list of antenna locations the user pass through
until he reaches its final destination. Each time the user leaves her desk, she
is supposed to go somewhere. The list of antennas she traverses, generates a
trace. We may represent the set of traces of a simulation with 〈(t1,0, a1,0),
(t1,1, a1,1), . . . , (t1,n, a1,n, l1)〉, 〈(t2,0, a2,0), (t2,1, a2,1), . . . , (t2,m, a1,m−1, l2)〉,
. . .}, where (ti,j , ai,j) indicates that a user passed near ai,j antenna, at time
ti,j . Besides, lk is a concrete final location (e.g. the bathroom or a meeting
room) if tk,r < τ , where τ is the threshold for a given location and tk,r the
time that the agent spends in a specific location. Such traces may be used
(see next section) to perform machine learning and predict user location more
effectively.

3.4 An Approach Based on HMM for Location
Service

To location prediction we propose the use of a probabilistic framework
based on HMM. An HMM is a doubly stochastic process with an underlying
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stochastic process that is not observable (it is hidden)[6]. The basic idea is
to define a set of hidden states, where each state has an associate probability
distribution over a set of observables states. In each hidden state, observ-
able information is showed according to these probability distributions. The
hidden states are interconnected by probabilistic transitions between them.
HMMs have an high tolerance according to the narrowing or lengthening of
the time sequences. So, we can abstract to the model of specific features of
agents like the speed of their motions.

In this prediction location model, S = {S0, S1, . . . , SN} is the set of hidden
states, where St is the hidden state at time t. These hidden states model the
different possible locations according to the nodes of the graph stored in
the domain ontology. In this model there is a final state, the destination of
the agents that is obtained by the traces of the antennas (see section 3.3).

Probabilistic transitions between hidden states are modelled by using the
edges of the graph in the ontology domain representing the building. Transi-
tion probabilities between hidden states, A = aij for the probability of going
from the i to the j location, is defined as the transition probability between
the hidden state si and sj if in the graph exits a edge that interconnected
these hidden states, and aij = 0 in other case. Finally, O = o0, o1, . . . , om is
the set of observables states, with ot the observable state at time t. The ob-
servables states O are the sequence of active RFID antennas in the trajectory
of an agent.

In this framework, firstly the traces of antennas are analyzed for detecting
the most frequent destinations of users. So, we classify groups of traces for
learning models according to the most frequent destination. A HMM is built
for each destination, where the HMM models the possible paths from the
desks of agents to their destination.

Finally, each model is learned by using their group of training sequences
(i.e. traces with the same destination). We estimate the HMM parameters by
using the Baum-Welch algorithm. Thus, learning the HMMs consists on find-
ing the maximum-likelihood estimate of the parameters of the HMM given a
set of observed feature vectors (group of training samples for a single desti-
nation). When the HMMs are estimated with the offline training sequences,
we can test them in AmISim over simulated motions of agents. To predict the
future location of the agents we use the forward-backward algorithm. This
algorithm computes the probability of a specific observation sequence. So, we
can estimate the probability of a particular trace of active antennas for an
agent in all the HMMs of the system. Given a sequence, the HMM with the
higher probability for such sequence allow us to locate the user.

4 Conclusions

We propose a methodology based on the use of multi-agent based simulation
for model learning and service building in AmI environment. The methodology
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proposed follows a process of refinement which allows us to built algorithms
over a offline data set from the multi-agent social simulation and to validate
and to fit these algorithms over a real environment. We design a MABS in
which agents are modelled with probabilistic behaviours in a office building.
So, they do usual routines in a day of work and they learn paths and add them
to their beliefs as a real user would do. This simulation allows us to use a ma-
chine learning technique based on HMMs to predict the destinations of the
agents. So, we can also predict accurately the movements of real users within
an office building and built AmI advanced services for adapting to them.

In future works will design an Hierarchical Hidden Markov Model. So, we
can model the transitions between the HMM for each specific destination.
Then, the system can predict the frequency of change between destinations
(and behaviours). This model covers aspects as that if an agent goes to the
bathroom, it is not probably that the agent repeats this path during some
time.
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Mobile Agent Middleware for Intelligent Management 
of Communication Infrastructures 

Carmelo R. García, Francisco Alayón, and Ricardo Pérez * 

Abstract. A case of middleware for agents that work in mobility scenario is ex-
plained in this paper. Using this middleware the agents achieve an intelligent 
management of the communication infrastructure. The principles of operation of 
the middleware are inspired in the ubiquitous computing paradigm. Specifically, a 
design of a middleware is described in this work, permitting a proper integration 
of mobile agents in the corporative information system. In this context, the con-
cept of proper integration means that all the information that is related with the 
mobile agents operations is available at the moment, and in the required amount 
by all the processes of the information system of the organization. 

Keywords: middleware, mobile computing, ubiquitous computing. 

1   Introduction 

Nowadays, systems that use mobile agents are frequent in fields such as e-
commerce, e-government, network administration, etc. In general, mobile agents 
play an important role in distributed systems and networks. A mobile agent is an 
element which works in the information system on an autonomous way, using the 
resources provided by the system, especially those that are required to work in an 
integrated manner in spite of its mobility. The advances in the information and 
communications technologies have allowed to automate processes, which are exe-
cuted in mobile scenarios, in the information systems of the organizations and to 
put in practice models that integrate the different stages of the operations of the in-
formation system. 

The middleware described in this paper is suitable for corporations where pro-
ductive and control activities are performed in geographically dispersed areas us-
ing mobile agents, permitting this middleware the proper integration of the mobile 
agents in the corporative information system. Broadly, we are talking about  
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scenarios such as logistic, transport, etc., where the accomplishment of its produc-
tive and control activities require data that give information about where, when 
and how this productive activity is carried out, being these activities performed by 
mobile agents with the capacity of autonomous and intelligent interaction with dif-
ferent communications infrastructure and with different contexts.  

2   Related Works  

Assuming the ubiquitous system as a set of mobile and autonomous agents that col-
laborate to transform a physical space in order to provide a shared data useful for in-
dividual users or organizations, related systems can be found revising the bibliogra-
phy. Considering as a criteria the dimension of the physical space where the agents 
work and the number of agents in the system, the ubiquitous computing environment 
can be classified in: smart environments, for example the Gaia system [1] is a case 
of this smart environment oriented to rooms, houses or buildings, or corporative en-
vironment, AnySpot [2] is a platform for pervasive access and sharing of documents, 
or finally, urban environments, such as Navitime system [3]. In all the types of sys-
tems mentioned above, there are two key aspects that are: the first, the context aware 
computing, and the second, how the mobile and autonomous agent can be integrated 
in the systems to achieve a collaborative computing. Different approaches have been 
suggested for context-awareness between agents, these approaches can be grouped 
in two categories. The first consist of a framework for the development and execu-
tion of sensor-based context aware agents, providing a set of reusable components 
[4]. The second consist of developing an infrastructure for context-awareness named 
middleware and more specifically a middleware for context-awareness. Addition-
ally, this second approach has the advantage to fulfill the second critical aspect  
mentioned above. Examples of cases of middleware for context-aware agents in 
ubiquitous environments are the proposed by Ranganathan and Cambell [5], LIME 
[6], XMIDDLE [7] and RCSMl [8]. The middleware explained in this paper is ori-
ented to corporative or urban environment and is a case of middleware for context 
awareness, additionally a relevant characteristic is the intelligent managements of 
the communications infrastructure in order to optimize the economic costs of use of 
these infrastructures because private and public communications infrastructures are 
managed by itcentralization of services. 

3   General Description of the Operation Context 

According the ubiquitous computing paradigm, the mobile agents must be able to 
execute on autonomous way in changing contexts, adapting to the persons in order 
to achieve a natural interaction between them. Using this middleware, the mobile 
agents, executing on different platforms of the corporation infrastructure, perform 
important tasks, producing quality data. Quality data means data obtained and 
processed in real time and in the proper amount.  The figure 1 shows a general vi-
sion of the system from the point of view of the mobile agent devices. 
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Fig. 1 General vision of the system 

In the system, figure 1, PDAs, cellular phones, contactless card, mobile per-
sonal computer, etc. are the platforms where the agents are running. For example, 
clients can use the contactless cards or the cellular phones to pay a service pro-
vided by the company, or the maintenance staff uses PDAs or personal mobile 
computers to interact with others devices. In the system architecture, an element 
named master mobile node has the more important role between the ubiquitous 
devices, because it plays a main role with respect to other system elements. It can 
act as repository where the agents store data or from where they can load new dis-
tributions of data and programs. To do this data transfer, the agents use the ser-
vices provides by the middleware run-time. A second relevant role of the master 
node consists of the network integration of the others ubiquitous devices. Addi-
tionally, and as a consequence of this integration, the master nodes can control to 
other devices, allowing an intelligent management of the rest of elements o the 
system infrastructures (hardware, software and agents).  

In a ubiquitous context, the network is responsible of the data transfers between 
agents which are running in mobile and fixed platforms. In our model of system, 
the ubiquitous network is made up by different communication infrastructures: the 
long distance mobile communications can be accomplished for example by radio, 
GSM or UTMS infrastructure, the local mobile communication is performed by 
IEEE 802.11 wireless networks operating in a set of sites located in the geographic 
scope covered by the company and very short distance is achieved by Bluetooth 
and RFID networks operating places or mobile platforms of the company. There-
fore, the ubiquitous network integrates a mixed infrastructure managed by the 
middleware; that decides what type of infrastructure to use considering different 
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criteria such as: infrastructures availability, costs, relevant of the data to be trans-
ferred, etc. 

The figure 2 shows an abstraction of the general functional structure of these 
kinds of corporative systems. In the top level, the intelligent agent make use of the 
mobile computing services, these agents are running in mobile platforms located 
in a dispersed geographic area where the corporation works. These mobile intelli-
gent agents have all the resources (hardware and software) required to work in au-
tonomous way; as a consequence of this capacity of autonomous execution the 
permanent connection, using communication infrastructure, with the central ser-
vices is not required. The agents not only perform all the tasks related with the ac-
tivity of the corporation (for example production, fare collection, control planning 
and customer information), but also they support the control of the technical status 
of the hardware and software resources of the system, including the intelligent 
management of the communication infrastructure, and if an exception occurs then 
the communication with the control center of the company is made. In this con-
text, an exception is any event that can affect to the operations of the agents or to 
the correct work of the resources (hardware and software). The role of the mid-
dleware is to provide to the agents with transparent communication channels re-
gardless of the communication infrastructure used, for example, long distance mo-
bile communication infrastructure versus local mobile communication 
infrastructure. Another role of the middleware is to enable the spontaneous inter-
action between agents using the available communication infrastructures. The lo-
calization of the agents is very important for the middleware, because this infor-
mation can be used to choose the suitable communication infrastructure in order to 
fulfill requirements related with the operational cost of the system, for example, if 
the positioning of the agent is inside of a area covered by the local net-work infra-
structure, the data transfers can be accomplished using this infra-structure because 
the use of it is free of charge from the economic point of view.  

In a general scenario, corporations that require to carry out activities in mobile 
environments by autonomous agents, the agents support all the tasks related with 
the activity of the corporation, so these agents can be classified as: 

• Production agents, these perform all the tasks required to provide the services 
offered to the clients. 

• Planning control agents, these perform the supervision and control of the opera-
tions in order to guarantee the fulfillment of the planning. 

• Client information agents, they are responsible to inform to the clients about the 
services of the company, for example timetables, incidents of the services, 
payment systems, etc. 

In order to guarantee a secure and proper work of the agent: 

• Maintenance agents, they supervise the hardware and software resources in or-
der to detect technical failures and to update, in an unsupervised and auto-
matic way, the data and programs of the different agents. 

• Transactional agents, they have to perform the automatic transfer of the produc-
tion data to the control center. 
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Fig. 2 Functional structure of the corporative system based on mobile agents 

The middleware allows the autonomous and spontaneous data transfers be-
tween agents, making the data transference independently of the mobility degree 
and the locations of the agents. Additionally, generic communication channels are 
provided by the middleware in order to achieve transparency of the communica-
tions infrastructure used in each data transfer. 

3   Middleware Architecture 

The middleware exposed in this paper has a two layered structure, figure 3, 
formed by an interface layer with the mobile agents, named communication inter-
face, and a middleware kernel. The kernel has two modules named management 
module and communication module. First it is responsible of the synchronized ac-
cess and the refreshing of the data context used by the middleware and mobile 
agents. The second contains the implementation of all the primitives that allows to 
communication interface to give communication services.  

The middleware facilitate the automatic and spontaneous data transfers between 
agents, making the data transference independently of the mobility degree and the 
locations of the agents. These data transferences are made by two communication 
modes: direct communication and communication by mailboxes. To choose the 
mode of communication, the middleware uses the priority of the agent. When  
the agent is high priority, the direct communications channel is chosen using the 
proper network infrastructure to fulfill real time requirement. However, when the 
communications have not priority, the middleware uses a communication scheme 
based on mailboxes where first the data are stored in mailbox and later they are 
sent. This mailboxes system is a distributed communication system specially de-
signed for mobile agents, where the middleware does not allow migration of  
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Fig. 3 Middleware structure 

 
mailboxes of the agents because of this is the more suitable option for small and 
medium size networks; additionally the middleware delivers the messages using 
the push method, which is the most suitable in a real time context. Therefore, we 
don’t need to synchronize mailboxes and delivery of messages.  

The control of the data transferences is made using rules that are applied in 
automatic and unsupervised way by the middleware run-time agents. These rules 
are defined using the context data, specifying actions to execute and the values of 
the context data that triggers the actions.  The agents apply a set of context sensi-
tive rules that trigger a data flow between them through generic communications 
channels that are transparent to the network infrastructure used. A rule is com-
posed of the specification of the condition as a trigger and the action to launch.  
The specification of the condition is based on context data that is combined using 
logical or relational operations and compared with constant values or the value of 
another context entity. The actions can be of two types:  the execution of a pro-
gram or the transfer of data using the generic communications channel provided 
by the middleware. To achieve the data communications, each agent must define 
the following elements: Declaration of the context data used by the agent, a set of 
events that are going to be controlled by rules and a set of configuration values 
such as names of the context entities, sampling period of the context data, etc. 

This component provides the generic communication channels to the mobile 
agents, allowing the communications regardless of the type of infrastructure used. 
This layer plays a role of adaptor to the communication infrastructure, achieving 
the access to ubiquitous network and sending and receiving the data using the 
primitives of this layer. Currently, there are four types of communication primi-
tives. The fist type, for agents local communication using pipe channel 
Send_tube(route,id_pipe) and Receive_tube(route id_pipe), alternatively using 
messages queue Send_queue(id_queue) and Receive_queue(id_queue) . The sec-
ond kind, to access to the shared data spaces on synchronized way 
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mem_sem(entity). The third type, to communicate real time  alarms or warning it 
is the primitive warn( message_type). Finally, the fourth type provides generic 
sockets Send_Socket(address id_port)  and Receive_Socket (address id_por). 

5   A Case of Use 

The middleware has been used by Global Salcai-Utinsa S.A. Company; it is a road 
public transport corporation which operates in Gran Canaria (Canary Islands, 
Spain). All the data produced by vehicles activity is handled by it. To illustrate the 
size and the complexity of this management, we can comment some general fig-
ures of the company activity: the number of buses of the fleet is 307, it transports 
more than 30.000.000 of passengers yearly and it makes about 3.500 expeditions a 
day. This activity generates more than 180.000 data transactions per day, all of 
them automatically processed by the system with a lost data ratio bellow of 0.1%. 
The middleware uses a ubiquitous network integrated by three infrastructures. The 
first is a radio truncking system used for long distance communications to transmit 
high priority data associated with technical alarms, planning exceptions and events 
that can affect the normal operation of the fleet. The second is a wireless local 
network infrastructure based on IEEE 802.11 specification, that is used to transmit 
high volume of data to or from the mobile agents aboard, additionally it is needed 
to support the administration and maintenance of the agents aboard (hardware and 
software). Finally, the third infrastructure is formed by the ad-hoc wireless net-
works supported by small devices that are used for short distance communications 
on the vehicles; these are required to support the electronic payment by intelligent 
smart cards and to control vehicles combustible consumption. 

6   Conclusions 

In this paper a middleware for mobile agents has been explained, describing how 
the technological advances can help to the corporations, which operate in a mobile 
scenario, to improve its activities. Given the current state of information technolo-
gies, the work has demonstrated how the pervasive model and more specifically 
the middleware principles of operations can be applied to build information sys-
tems where mobile agents are integrated properly. Basically, the middleware per-
mits to mobile agents a intelligent management of the communication infrastruc-
tures formed by different kind of network infrastructure, such as: public long 
distance network (for example GSM, UTMS or radio system), mobile local net-
work (IEEE 802.11) and mobile short distance network (for example Bluetooth). 
The practical result is the improvement of the quality services of the corporation 
with attractive communication costs, playing a main role the middleware ex-
plained. Besides, it will allow the developing of flexible and scalable information 
system based on mobile services. 
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A Multiagent System for Efficient Portfolio
Management

Vivian F. López, Noel Alonso, Luis Alonso, and Marı́a N. Moreno

Abstract. In this work we present a multiagent system to draw up an optimum port-
folio. By using a distributed architecture, the agents are trained to follow different
investing strategies in order to optimize their portfolios to automate the one year
forecast of a portfolio’s payoff and risk. The system allows to adopt a strategy that
ensures a high rate of return at a minimum risk. The use of neural networks provides
an interesting alternative decisions to the statistical classifier. With a modular agent
composed by a few trained neural networks, the system makes investment decisions
according to the assigned investment strategy and the behavior of the prices in a
one-year period. The agent can take a decision on the purchase or sale of a given
asset.

1 Introduction

The portfolio selection problem has received considerable attention in the financial
literature [3, 5]. Currently, portfolio analysis can be approached from two points of
view. First, we have portfolio selection, which Harry Markowitz introduced in 1952
[20]. The second aspect is portfolio management aimed at finding the optimal struc-
ture. Today, financial market problems are often solved using artificial intelligence.
Despite the great deal of effort already put into making financial time series predic-
tions [17], support vector machines [10], neural networks [24], prediction rules [8]
and genetic algorithms [2], the prediction of a stock market index is still difficult to
attain. The main reason for the complexity of this task is the lack of autocorrelation
of index value which changes even in a one-day period.

The investment decisions challenge the investor’s entire range of knowledge, that
is always complicated, but particularly nowadays, due to advances in technology,
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diverse and voluminous information is becoming available to decision makers. Such
is the case of portfolio management, that is still performed as craftwork. Selection is
made according to the investor’s favourite assets, or following the manager’s ratings
according to her experience, knowledge or intuition, but seldom based on formal
grounds. This means that investors maintain inefficient portfolios that are not ad-
justed to the expected risk-payoff ratio.

In [18] we used a single system for efficient portfolio management, but we think
that a multiagent system is more appropriate. The problem of advice personalized for
new investors can be improved by means of a multiagent system. It is most natural
for portfolio selection and monitoring because the multiple threads of control are a
natural match for the distributed and ever-changing nature of the underlying sources
of data and news that affect higher level decision-making processes [7]. Multiagent
portfolio management with collaborative agents can improve the performance of a
single portfolio management algorithm; because the agents in the cooperative search
take into account the success of portfolio strategies followed by other agents. This
paper focuses on the design of the portfolio management. According to Markowitz
[21], the selection is grounded in the simple observation of prices that maximize
the expected payoff at a given level of risk. Although the information is growing
day by day, its in-depth processing is very complicated and not within easy reach
of the average investor, who is usually unable to capture and interpret the data. In
this work we have developed a collection of multiple agents to make an automatic
data survey to draw up an optimum portfolio, to estimate the market risk and, at a
given moment, to help the decision process regarding an asset, as well as anticipate
user’s information needs. The main objectives of the multiagent system are:

1. To automate the one year forecast of a portfolio’s payoff and risk, showing the
advantages of using techniques for developing distributed adaptative collections
of information agents in portfolio management. It adopts a strategy that ensures
a high rate of return at minimum risk.

2. To make the correct decision in the purchase or sale of a given asset, using a
modular agent composed by a few neural networks to make investment decisions,
classifying the process into three choices: buy, sell or do nothing.

2 Related Work

In this section we briefly review relevant research for the work presented: The cur-
rent problem of portfolio selection is a stochastic online decision problem [15].
Cooperative search has been applied to hard computational problems in artificial in-
telligence with agents that have diverse search heuristics [4, 14]. [16] compares the
performance of a system of many cooperative agents with simple search heuristics
to a system of a few agents with more complex search heuristics, and [1] describe
a cooperative search technique called ”Go with the Winners Algorithms”. Recent
models of multiagent learning within artificial intelligence provide a hierarchy of
agent models and allow strategic learning [11, 28, 25], where agents take advan-
tage of models of the learning of other agents. In [7] techniques for developing
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distributed adaptive collections on intelligent information agents in the financial
portfolio management are presented. The agents in [22] follow the framework of
model-free learning: the agents in the model do not maintain an explicit model of
the stock market. The current portfolio of an agent represents its cumulative learn-
ing, and it makes a small adjustment to its portfolio every time it observes new stock
prices [13]. Another interesting proposal in that direction is the Multilayered Multi
Agent Situated System (MMASS), defining a formal and computational framework
relying on a layered environmental abstraction [6]. MMASS was related to the sim-
ulation of artificial societies and social phenomena, for which the physical layers
of the environment were also virtual spatial abstractions. In the last decade, a num-
ber of other field-based approaches were introduced like Gradient Routing (GRAd),
Directed Diffusion, ”Co-Fields” at TOTA Programming Model, CONRO etc [19].
In this direction there is a new approach [23] for designing an intelligent agent
composed by a trained neural network individually specialized to make investment
decisions according to the assigned investment strategy in the different markets.

3 Multiagent System Description

Based on this experience, a new multiagent model was developed for the auto-
matic efficient management of investment fund portfolios that takes into account
the history over a given period, adapts to dynamic market conditions and upgrades
itself via the web periodically. The arquitecture of the multiagent system coordinates
three kinds of agents [7]: Interface, Analysis, and Information agents, as shown in
Figure 1.

In the system each investor is represented as an agent that can keep the invest-
ment for a certain amount of time according to individual preferences. Interface
Agents interact with the user receiving user specifications and delivering results, in
our model each agent distributes their wealth and divide it among the agents to learn
its investment strategy from the sample data. Analysis Agent makes autonomous in-
vestment decisions in each investment period. Accordingly, each agent is optimized
for the best possible forecasting of asset analysis in order to place profitable and
risk adjusted decisions. The portfolio manager agent is targeted to find the opti-
mum portfolio (optimal risk-profit on the efficient frontier) according to Markowitz
theory [21]. Based on this knowledge, the Information Agents, decide what infor-
mation is needed and initiate collaborative searches with other agents. In addition
the Analysis Agent suggests the investor what assets to buy and the amount to be
invested in each one to obtain a bigger payoff and a lower risk. Besides that it must
indicate what is most suitable for the asset according to the daily evolution of prices
and payoffs of each asset: keep, sell or buy.

3.1 The Interface Agent

The multiagent system can work with any portfolio on the stock-exchange market,
each agent is forming its portfolio, so there are as many possibilities as assets. The
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Fig. 1 The arquitecture of the multiagent system

users can have different roles: system manager, investor and financial adviser. The
Interface Agent interacts with the users receiving user specifications, learning user
profile information, collecting user information. The Interface Agent can be config-
ured to make alerts of assets values. The alerts are sent by e-mail, being generated
when the profitability of the portfolio overcomes certain limits.

The Interface Agent displays the standard information about a created users port-
folio by the Analysis Agent and the portfolio evolution. In addition it allows the
user to see his portfolios to buy and sell assets, and displays recent pricing and
news information. The Analysis agent must always study it as a source of maximum
available information and thus take decisions of buying or selling the asset.

3.2 The Analysis Agent

This agent allows to create efficient portfolios, interacting with the Information
Agent and receiving user specifications from Interface Agent. The portfolio will
be calculated from a series of assets and restrictions with better relation payoff/risk.
At the same time it computes the Valuation of the Risk (VaR) by the Method Nor-
mal Delta [26]. This agent covers a variety of tasks such as the analysis of assets
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through estimation of expected payoffs, variances and covariances. The historical
payoff is computed for each asset for a period of 321 working days, and the Analy-
sis Agent obtains the following values: daily payoff (with respect to previous day),
daily volatility (standard deviation), average daily payoff, daily profit or loss and
VaR for each asset.

With the results obtained in the historical payoff phase, minimum variance point
(MVP) is determined inside the boundary of production possibilities. Finally the
MRP/MVP ratio is computed (maximum slope of the straight line) to maximize the
payoff/risk ratio or, equivalently, maximum payoff at a minimum risk. In summary,
the agent tries to find the right weights for each one of the portfolio components
so that the agent can choose the best distribution. Once the payoff and risk are
calculated, it selects the efficient portfolio and computes the VaR.

The Analysis Agent must simply study the evolutions of prices that are formed. It
is composed by a few trained neural networks to make investment decision accord-
ing to the different investing strategy. For every asset it trains a perceptron neural
network with a single hidden layer [12]. For this case the significant input parame-
ters are the value of daily participation, payoff and daily payoff. With them the net
is trained to learn the behaviour of the prices in a one-year period, classifying them
into three classes according to their daily profitability: Class 0 (do nothing), Class
1 (sell), Class 2 (buy). Each agent according to the investment strategy is classified
for the best possible forecasting of asset.

In the training phase the agent uses 70 % of the available information and the
remaining 30 % is used for the validation. The net has three input neurons, corre-
sponding to the significant input attributes and three output neurons (classes). The
number of neurons in the hidden layer is a parameter to play with to achieve a trade-
off between efficiency and speed of training. For this agent, with three neurons an
acceptable result is reached.

The net is trained using the Weka tool [27]. After training, we verify that the
number of examples correctly classified depends on the fund in question, ranging
between 96 % and 100 %, as we show in the results of the experiments.

We can generate a chosen number of agents for each investing strategy and we
observe that the agent correctly classified the validation pattern. Once the net has
been trained with the prices and final earnings, it can be consulted with any other
input value in future periods, and they will be classified to help in the decision
making on an asset. The agents aren’t static since the strategy can change during the
investment time horizon.

3.3 Information Agent

The Information Agent has models of information sources and information access
strategies. It interacts with the Analysis Agent to return the user information via
the Interface Agent. This agent retrieves, filters and fuses information relevant to
the user, and anticipate user’s information needs [7]. For example, to perform the
prediction computations, for each asset in the portfolio, a data base with historical



58 V.F. López et al.

market information is defined with the following fields: ISIN code (fund registra-
tion), name of the asset, estimated time in portfolio (inversely dependent on risk),
date of portfolio participation, value of participation, payoff, equivalent yearly rate
(APR), observed volatility, market distribution and number of days to take into ac-
count.

In summary, the agent obtains the financial information by request of other agents
or by his own initiative. It detects changes in the associated values for the asset and
notifies these changes to rest of the agents.

4 Experiments

Experimentally, the model is tested in the Fibanc Mediulanum Banking Group Plat-
form All Funds [9]. The data sets for performing the forecasting study of profitabil-
ity and risk in a portfolio of values uses the 14 funds of different managers of the
above mentioned values. The number of days to bear in mind is determined by the
least amount of all the observations of each one of the 14 founds. For every type of
agent historical payoff of the asset in a fixed period of time was computed.

For the classification of the behaviour of the prices, we performed two funda-
mental experiments:

1. Training a neural network for every fund.
2. An agent with the information of all the funds in the same period used in the

analysis of the portfolio.

The worst results on the number of examples classified correctly were obtained
by the agent that included all the funds for the analyzed period, that could only
correctly classify 95.24 % of the cases. With one different agent for each fund the
results range from 96.90 % corresponding to the Fidelity Fund up to 100 % of the
majority, as can be seen in Table 1.

We have been investigating techniques to develop the Analysis Agent. The results
obtained by means of neural networks were contrasted with those derived from a
statistical method. Several approaches were considered based on statistical time se-
ries processing and curve adjustments. Results were poor so our conclusion was to

Table 1 Examples correctly classified for each asset

Name Assets Precision Name Assets Precision

Franklin H.Y. ”A” 100.00 Dexia eq l aust ”c” 98.25
Dws Invest Bric Plus 100.00 Ubam Us Equi Value A 100.00
Aberdeen Asia Pac ”A” 97.90 Sch Eur Dyn Grwth A 100.00
Fortis l Eq Turk ”C” 100.00 Newton Hig Inc 100.00
Cre Suis.Cap Jp ”H” 98.30 Ing(l)inv Eur h.d ”x” 100.00
Challenge Country Mix (S) 98.60 Challenge Financial Fund 100.00
Challenge Germany Equity 97.30 Fidelity Eur S.C. ”E” 96.90
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use nonparametric approaches, like neural networks. The classification errors with
neural networks were much better in all the cases.

5 Conclusions

We compared a model of a single system for efficient portfolio management with
a model of cooperative multiagent. Multiagent portfolio management can improve
the performance of a single portfolio management algorithm; because the agents in
the cooperative search take into account the success of portfolio strategies followed
by other agents.

The model offers a methodology for the composition of efficient portfolios, be-
coming a more appropriate tool for investment decision making. The coordinated
work of three agents (Interface, Analysis and Information) allows the system to
adapt itself to new trends, since it keeps training with new information, so it can
therefore adapt to dynamic market conditions taking into account the good results
of previous periods.

The financial adviser agent, according to the type of investor (risk adverse, av-
erage risk or risk lover), can offer a scale of portfolios with a certain yield, in view
of risk level. The multiagent system is able to suggest the asset the investor should
buy and the time that it must remain in the portfolio to be profitable and adopting a
strategy that guarantees high profitability and minimal risk for the investor, without
restriction in the number and types of assets.

As a consequence of the distributed architecture, the Analysis Agent takes ad-
vantages of the parallelism in the different levels to make investment decisions ac-
cording to the assigned investment strategy and the prices behavior. This agent can
take a decision on the purchase or sale of a given asset. With the information of all
the funds in the same period used in the analysis of the portfolio this management
is more efficient and achieves better results than a single agent.
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Managing Real-Time Web Services through Agents

Elena del Val, Martı́ Navarro, Vicente Julián, and Miguel Rebollo

Abstract. Time is an important Quality of Service (QoS) parameter in services. In
many situations, the response provided by a service could be completely useless
if it is not provided on time. In this paper the infrastructure to provide a real-time
web service (RTWS) is described. These RTWS are provided by agents with the
capability of negotiation and guaranteeing the service execution time. These kind
of agents control the service execution time and allow a provider-client negotiation
process in order to arrive at an agreement on when the service response is it to be
provided. If an agreement is reached, these agents also guarantee that the agreement
is going to be fulfilled. Finally, tests to validate RTWSs and the behavior of provider
agents are presented.

1 Introduction

Nowadays, service-oriented computing (SOC) brings additional considerations,
such as the necessity of modelling autonomous and heterogeneous components in
uncertain and dynamic environments. Such components must be autonomously re-
active and proactive yet able to interact flexibly with other components and en-
vironments. As a result, they are best thought of as agents who collectively form
Multi-Agent Systems. SOC represents an emerging class of approaches with Multi-
Agent System-like characteristics for developing systems in large-scale open en-
vironments. For this reason agent orientation is considered an appropriate design
paradigm to act as providers of services. Agents due to their characteristics can of-
fer more flexibility in interactions between services and clients. Furthermore, agents
through negotiation or agreement protocols can provide more suitable services at-
tending to quality of service (QoS) client requirements.
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The QoS offered by web services is becoming the highest priority for service
providers and their partners due to the proliferation of web services as a solution
to application integration.Service consumers like to obtain guarantees related to the
QoS of the required services. Whether service providers can offer and fulfill these
guarantees depends on the availability of the required resources at that time. Service
execution time is one of the most important QoS parameter because some services
could be completely useless if it are not provided on time. For many control systems
such as manufacturing systems, video and audio systems or factory controllers, tim-
ing behavior is an important aspect. Currently, the majority of the proposals related
to time and web services deals only with the specification of some temporal proper-
ties at a description level. Despite the fact that these proposals take into account time
properties and constraints, none of them provide mechanisms to guarantee them at
execution time.

This paper presents an architecture which offers real-time web services and guar-
antees their service execution time through a service provider agent. This agent
controls the execution of the real-time web services, analyzes if a request can be
provided by a service before a deadline and also schedules the service execution in
order to guarantee the resources needed for the service.

The paper is organized into the following sections: in Section 2, our proposal of
architecture to support real-time web services is presented. In Section 3, a set of test
configurations is presented in order to validate the behavior of the real-time web
services and also to evaluate the benefits of the architecture. Finally, in Section 4,
conclusions and future work are described.

2 System Architecture to Support Real-Time Web Services

In this section an architecture based on real-time web services and agents is pre-
sented. This architecture deals with the requirements to consider service execution
time. These requirements are: the provision of service execution time information
at the level of the individual service, plus the design of systems aware of execution
time, whilst ensuring that an acknowledged executed time is actually provided by
the service. The main components of the architecture are (see Figure 1):

• Real-Time Web Service (RTWS): It is characterized by two non-functional pa-
rameters: service execution time and the probability of finishing by this time.

• Service Provider Agent (SPA): This agent offers real-time web services and
when it receives a client’s request can analyze if it has enough resources and
time to execute the service and control the service execution.

• Execution Platform: In order to develop and execute RTWS, a Real-Time Op-
erating System (RTOS) is necessary. A RTOS is a multitasking operating sys-
tem intended for real-time applications. RTOS provides facilities which, if used
properly, guarantee deadlines which can be met generally (soft real-time) or de-
terministically (hard real-time).



Managing Real-Time Web Services through Agents 63

Fig. 1 Architecture for Time-bounded Services

In the next subsections the components of the system architecture are explained with
more details.

2.1 Real-Time Web Services

Sometimes, the concept of real-time generates some confusion. In some situations,
real-time applications are interpreted as on-line applications, but in our context, real-
time applications means an action that answers to an external event in a timely and
predictable manner. Therefore, we define a Real-Time Web Service (RTWS) as a
service in which a bound on the response time is known and, to be more realistic,
it has a probability associated to it in order to model soft deadlines. For this reason,
the service description, apart from the usual information related to Inputs, Outputs,
Preconditions and Effects (IOPEs), should contain an explicit representation of time
and probability as non-functional parameters. These parameters facilitate the client’s
selection task between a set of services that offer the same functionality.

In order to offer this information to the clients, an OWL-S service description,
extended with non-functional parameters, has been used (see Figure 2). This de-
scription introduces two non-functional parameters which represent service execu-
tion time and probability. The value of the service execution time is represented by
an average execution time. This execution time is obtained by measuring the cost of
the service off-line.

The description of a RTWS adds new features that change the usual service de-
scription. These changes not only affect the service description but also the service
implementation. Although Java is the language most widely used to develop web-
services, the use of Java for developing time-bounded services is inadequate for
several reasons: the use of Garbage Collector, the dynamic load of the classes
or problems with priority inversion. Therefore, it is not possible to apply a stan-
dard Java runtime environment for RTWS. In order to solve this problem, there
is an extension to adapt Java to real-time applications. This extension is the Real-
Time Specification for Java (RTSJ). RTSJ is an extension of the Java language for
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<process:AtomicProcess rdf:ID="ServiceOneProcess">
...
<time:hasLocal>
<time:time-Expression rdf:ID="S-Time">
<expr:expressionBody rdf:datatype="http://...#long">
23
</expr:expressionBody>
</time:time-Expression>

</time:hasLocal>
<probability:hasLocal>
<probability:probability-Expression rdf:ID="S-Probability">
<expr:expressionBody rdf:datatype="http://...#float">
0.83
</expr:expressionBody>
</probability:probability-Expression>

</probability:hasLocal>

Fig. 2 Non-functional parameters in an OWL-S real-time service description

developing RTWS over Real-Time Operating Systems without modifying the stan-
dard. The most important improvements of the RTSJ are: thread scheduling, mem-
ory management, synchronization, asynchronous events, asynchronous flow of con-
trol, thread termination and physical memory access.

2.2 Service Provider Agent

The SPA has the capability to analyze and control the service execution, and more
important, to establish an agreement with the client to guarantee that the selected
service would be executed before the client deadline. Therefore, the main functions
of the SPA are:

• to analyze if a service can be executed before a maximum time
• to establish an agreement with the client
• to execute RTWS and check that the services are provided on time in order to

fulfill the agreement

In order to guarantee the correct functionality of the system, the implementation
and execution of the SPA has been using the jART platform [1]. This platform is
specially developed to offer the necessary mechanism to implement SPAs using
RT-Java as programing language, and to control and execute the real-time tasks of
the SPA’s. The functionality of the SPA is described with detail in the following
subsections.

2.2.1 Schedulability Analysis

The SPA must decide if it can undertake to provide a requested RTWS before a
deadline established by the client. To do so, the SPA must analyze if the RTWS
will have the necessary resources (memory, CPU, shared resources) to provide the
service before the deadline expires. The task of analyzing whether a RTWS can be
executed on time is a relatively easy one, using well-known scheduling techniques
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[2][3] as long as the service execution time is known. Otherwise, prior to performing
the analysis, it is necessary to make an estimation of the temporal cost of the RTWS
execution. In this case, the SPA knows the service execution and uses an analyzer
to check if a service can be provided before a deadline. If the service cannot be pro-
vided before that deadline, the analyzer proposes a new deadline. Furthermore, the
SPA reserves the necessary resources to execute the service until the SPA receives
an answer from the client accepting or rejecting the proposed deadline. The aim of
the reservation is to guarantee the service execution if the client finally accepts the
proposal.

2.2.2 Agreement Establishment

The interaction between the clients and the SPA is made through an agreement pro-
tocol. The agreement is based on the standard WS-Agreement [4] and using the
API provided by the Fraunhofer Institute SCAI1. In our arquitecture, the temporal
cost of communications between the SPA and the client through the network is pre-
dictable and it is considered in the different analysis to guarantee an answer before
certain timeout. Unfortunately, this assumption is only true for specific networks,
for example CAN networks [5]. Thus, if this architecture would be extrapolated to
common network media (Ethernet, serial, wifi, etc...), this feature would be lost. The
interactions of the agreement protocol between clients and SPA are as follows (see
Figure 3):

• The SPA publishes the templates of the RTWS provided by the platform. These
templates contain the terms that are going to take part in the agreement. In this
case, the terms are the RTWS features: service execution time and its associated
probability.

• A client queries the agreement templates from the SPA. Based on a suitable tem-
plate, the client analyzes the service execution time t and, considering the value
of this term, creates a new proposal providing the desired deadline (tdeadline) in
absolute time (date and hour). Before this deadline the service should finish its
execution. The offer is sent to the SPA. The client waits the answer of the SPA
until a timeout (twait1). If the client does not receive an answer, the client cancel
the agreement protocol.

• The SPA analyzes the client’s template. This process is temporal bounded. Basi-
cally, the SPA checks if the RTWS requested by the client is available and if it can
be provided before the client deadline (tnow+t≤tdeadline). If the service can be pro-
vided on time, the SPA returns the same deadline. Otherwise, the SPA proposes
a new deadline tdeadlineNew. In both cases, the SPA also returns the probability
of service execution success before the deadline p′. In order to guarantee that
required RTWS is going to be provided on that deadline, the SPA schedules its
service execution. The SPA waits an anwer from the client during a time (twait2).
If the SPA does not receive an answer, the SPA removes the scheduled service
execution.

1 http://packcs-e0.scai.fraunhofer.de/wsag4j/
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• If the client agrees with the proposed deadline tdeadlineNew and its probability is
higher than the client threshold (p′≥α), the client sends an agreement with the
final values of the agreement terms to the SPA.

Client
Service 

Provider Agent

                   Analyze                               

                   Analyze                               

GetTemplate

NegotiationQuote ( tdeadline )

NegotiationProposal

                                                 
Template (t, p)

                                                 

Cancel

Agreement ( tdeadlineNew )

                                                 

Agreement ( tdeadlineNew )

Analyzetnow + t <= tdeadline

tstart

tnow + t <= tdeadline
twait1

twait2tdeadlineNew
p' >= threshold

(tdeadlineNew, p')

Fig. 3 Agreement protocol proposed to negotiate the execution time of the RTWS

2.2.3 Real-Time Web Service Execution and Control

Once the commitment has been established, the SPA indicates to the RTOS sched-
uler that the RTWS can be selected to be executed. The RTOS scheduler takes into
acount the deadlines of the rest of the RTWSs to select which service must be exe-
cuted. When the RTWS execution ends, the SPA checks if the execution was correct
and if the deadline was accomplished according to the agreement established with
the client.

3 Performance

To evaluate the benefits of providing RTWS through agreement protocols to nego-
tiate deadlines some tests have been done. The test configuration consists of a set
of clients located in a hostA and ten services situated in a hostB . Both hosts are in
the same network. Client instances are launched for 2 minutes following exponen-
tial distribution in which the value of λ parameter is 0.3 (approximately one client
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every 3 seconds). Each client starts the agreement protocol with the SPA. The clients
maximum and minimum deadlines are obtained following a random function which
gives a minimum deadline between 60 and 70 seconds and a maximum deadline
between 80 and 90. Each client also has a probability threshold in order to accept
only those deadlines with a certain probability.

The SPA proposes to the client three types of deadlines (See formula 1):

• The first client proposal. This deadline indicates that the QoS response is high
because it is a more accurate deadline considering client preferences.

• A new deadline and the client accepts it. This deadline indicates that the quality
of the service response is lower than the first case because there is a little vari-
ance, but the deadline is also adecuate for the client’s preferences. This quality is
calculated considering the difference between the deadline provided by the SPA
in the negotiation process(NegDL)and the deadline proposed by the client(DL).
This value is divided by the difference between the higher (MaxDL) and the lower
(MinDL) admisible client deadlines.

• A new deadline and the client rejects it. This indicates that the deadline provided
is not in the range of admisible deadlines considering the client’s preferences.

QoS(s) =

⎧⎨
⎩

1 (a)
NegDL−DL

MaxDL−MinDL (b)
0 (c)

(1)

The aim of the test is to evaluate the QoS provided by the SPA and the system CPU
utilization considering the type of proposed deadline.

The results obtained after one hundred executions of this test are shown in
Table 1. The first row is the average number of clients requests. The second row
shows the average number of client requests that dealt with before the final dead-
line. The CPU utilization is shown in the third row. The sum of the quality of each
service (QoS(s)) is divided by the total requests is shown in the fourth row. In both
cases the CPU utilization is very similar, but the system utilization is higher using
the agreement protocol because all of the service executions are scheduled in or-
der to optimize the CPU utilization. The main difference between a SPA which has
the capability of negotiation and other without this capability is the quality of the
service response. With the SPA with negotiation the quality increases considerably.
This is because the SPA, in the case that a client request cannot be provided before
a deadline, does not directly reject the client request, but instead offers an alterna-
tive, so the client can decide whether to accept a new deadline to get the service
response. Using the SPA with negotiation an alternative deadline is provided, al-
though the quality of the service response is lower, but this is better than rejecting
the client requests or not satisfying the clients expectations. Therefore, the use of the
SPA with negotiation provides a system with better CPU perfomance and quality,
due to the fact that the SPA does not refuse services that could be fulfilled with a
little more time.
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Table 1 Results with capacity of negotiation in the SPA

With Without Gain
Negotiate Negotiate (%)

x̄ no. of total requests 32 39,66 -19,31
Fulfilled requests 15,66 6,66 135,13
CPU utilization 0.94 0.85 11,90

QoS 0.336 0.188 78,72

4 Conclusions and Future Work

In this paper, an architecture which offers real-time web services through provider
agents (SPA) that follow an agreement protocol is presented. The SPA controls the
execution of the real-time web services, analyzes if a request can be provided by
a service before a deadline and also schedules the service execution in order to
guarantee the resources needed for the service. This architecture is executed over
a real-time operating system which provides mechanisms that guarantee deadlines.
In order to validate the behavior of the architecture, several tests have been done.
The tests show that the use of a SPA improves the quality of the executed services
through a negotiation process with the clients and increases CPU utilization.

An extension of this architecture is planned in order to offer a longer negotiation
time for agreements and also to offer time-bounded service compositions. Further-
more, to avoid a bottleneck in the SPA, there is a proposal to replicate , if necessary,
the SPA and distribute the workload.
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Open MAS Architecture. Providing Real Time 
Solutions 

Martí Navarro, Sara Rodríguez, Vicente Julián, and Vivian F. López* 

Abstract. This presents a study in which a high level abstract architecture was 
used to design open multi-agent systems and virtual organizations that offer 
services with temporal constraints implemented by Real-Time Agents. The results 
will demonstrate how the proposed architecture, with features that make it suitable 
for development of open MAS (Multi-Agent Systems), allows us to add specific 
functionality and real time services. 

Keywords: Open MAS , Real-Time Agents, Virtual Organizations. 

1   Introduction 

One of the goals of multi-agent systems is to construct systems capable of au-
tonomous and flexible decision-making, and of cooperating with other systems 
within a “society”. This “society” should take certain characteristics into account, 
such as distribution, constant evolution, or a flexibility that allows its members 
(agents) to enter and exit at will, a correct organizational structure, and the ability 
for the system to be deployed on different types of devices. Each of these charac-
teristics can be achieved through the open multi-agent system and virtual organi-
zation paradigm. This paradigm was conceived as a solution to the management, 
coordination and control of the agents’ behavior. Organizations should not only be 
able to describe the structural composition (i.e. functions, agent groups, interactive 
and relationship patterns between roles) and the functional behavior (i.e. agent 
tasks, plans or services), but should also be able to describe the behavioral norms 
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for the agents, the entry and exit of dynamic components, and the formation, 
which is also dynamic, for the groups of agents. In general, it is necessary to 
define the standards and platforms required for the interoperability of the agents 
that meet these requirements. This article attempts to present a study in which a 
high level abstract architecture was applied with the specific intent of addressing 
the design of open multi-agent systems and virtual organizations using services 
with temporal constraints offer by Real-Time Agent. It will be shown how the 
proposed architecture, with its features that make it suitable for development of 
open MAS (Multi-Agent Systems), make it possible to add specific functionality 
and services for real time. 

It has been necessary on many occasions to include specially designed agents 
within a society so that they can carry out particular services involving certain 
temporal restrictions when they are executed. These special agents, referred to as 
real time agents [5], are specifically designed to work in environments whose sys-
tems are characterized by strong temporal restrictions and require a specific infra-
structure to function correctly and ensure that the restrictions are satisfied. It is 
further necessary to consider that in this type of environment, correcting the sys-
tem depends not only on the logical computed result, but also on the moment at 
which the result is produced [10]. 

The article is structured as follows: section 2 describes an abstract architecture 
specifically adapted to work with open multi-agent systems and virtual organiza-
tions. Section 3 explains the principal characteristics of a real time system. Section 
4 shows how the open architecture has been extended to support agents in real 
time; and finally some conclusions are given in section 5. 

2   Ovamah 

The primary concepts used in this study include the OVAMAH platform than can 
use agent technology in the development process and apply decomposition, ab-
straction and organization techniques; and the main features of temporal bounded 
services that are provided by Real-Time agents with the capability of guaranteeing 
the service execution time. 

The proposed methodology used in this study uses the OVAMAH platform. 
OVAMAH is based on THOMAS (MeTHods, Techniques and Tools for Open 
Multi-Agent Systems) architecture [1] [3]. THOMAS is essentially formed by a 
set of services that are modularly structured. It uses the FIPA architecture, 
expanding its capabilities with respect to the design of the organization, while also 
expanding the services capacity. The information and mechanisms used by the 
traditional FIPA Directory Facilitator (DF) are insufficient to deal with open 
systems and system dynamics, having several limitations such as their very basic 
service descriptions (name, type, protocol, ontology, language, ownership and 
properties) and permissible functionalities (register, deregister, modify and 
search), which do not at any point take into consideration the virtual organizations. 
Another DF limitation concerns the service discovery, whose search algorithm 
does not use any semantic information and it does not consider service 
compositions. Given that Service Oriented Architectures have dealt with these 
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aspects issues in depth, THOMAS proposes to incorporate this SOA vision into 
the way services are han-dled in an agent platform. Essentially, THOMAS updates 
the FIPA approach by presenting all the architecture functionalities specified as 
SOA services and updat-ing the Directory Facilitator (DF), that is, the FIPA 
module in charge of managing services, in order to use services specified 
according to SOA standards. This mod-ule, now called the Service Facilitator 
(SF), can not only register and offer affor-dability and discovery of services, but 
can also manage the service requests. Moreover, these services can be related not 
only to agents, but also to organiza-tional units. THOMAS also includes a new 
module called Organization Manage-ment Service (OMS) which is responsible for 
managing the lifecycle of virtual or-ganizations (in the same way that AMS deals 
with the lifecycle of agents) and for managing norms. More specifically, it 
controls how Virtual Organizations (or Or-ganizational Units) are created and the 
way entities participate inside such organi-zations (which entities participate, how 
they are related to each other and which roles they play). Another important 
module in THOMAS is the PK (Platform Ker-nel), which controls not only the 
communication but also the life cycle of internal agents. It is a classical standard 
FIPA abstract architecture PK module. All these modules can be seen, imbedded 
into the case study, in Figure 1. 

3   Real-Time Agents and Temporal-Bounded Services 

Sometimes, the concept of real-time generates confusion. In some situations, real-
time applications are interpreted as on-line applications, but in the context of the 
present study, real-time applications refers to an action that answers to an ex-
ternal event in a timely and predictable manner.  

There can exist various tasks within an organization that require some sort of 
temporal control in their execution. Because of their particular characteristics, 
these tasks cannot be performed by agents that do not possess the appropriate in-
frastructure. In order to ensure the correct execution, as per the temporal restric-
tions associated with these tasks, the tasks must be deployed on a real time 
operating system (RTOS). 

The Real-Time agent model incorporated in the OVAMAH architecture is an 
agent that can offer Temporal Bounded Services and execute the different tasks 
associated with these services. The tasks are executed according to the temporal 
restrictions that define the maximum allowable time for the service to provide a 
result, and the temporal restrictions associated with each of the tasks that comprise 
the service.  A Temporal Bounded Service (TBS) is considered a service that 
imposes a limit on the allowable response time. Therefore, apart from the usual 
information related to Inputs, Outputs, Preconditions and Effects, the service 
description should contain an explicit representation of time as non-functional 
parameters. With the use of a time parameter, it is possible to indicate how much 
time the service will need to complete its execution in the worst case scenario. In 
order to offer this information to the clients, an OWL-S service description, 
extended with non-functional parameter, has been used. The value of the service 
execution time is represented by an average execution time, which is obtained by 
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measuring the cost of the service off-line. Additionally, preconditions and effects 
could contain modal expressions that make it possible to express relationships 
between different services and states. These relationships are expressed using an 
extension of the RuleML for modal logics [2]. 

In order for a real time agent to offer TBS, it must possess certain qualities  
such as: 

(i) The ability to determine whether a TBS can be executed before a maximum 
time. The client will establish the start time for executing the TBS, the maxi-mum 
time to complete the TBS and, if the execution of the TBS must be peri-odic, the 
frequency of execution. These parameters will determine the temporal constraints 
of the TBS. The real time agent should include a planning compo-nent that can 
perform a viable analysis of the request. There are TBSs that, be-cause of their 
characteristics cannot be analyzed by the planning agent. These must then be 
implemented by the real time agent, which would otherwise not offer that 
particular TBS. There are certain schedules, for example, that can only manage 
periodical tasks. Thus a TBS that must be executed aperiodically cannot be 
analyzed by the real time agent. 

(ii) The ability to execute TBSs and check that they are provided on time in or-
der to fulfil the client’s request. 

As an additional option, the RTA can possess the ability to establish a relation-
ship with clients that request a TBS through an agreement protocol, and negotiate 
the maximum allowable time to execute the TBS in the event that the RTA cannot 
execute the TBS within the time indicated by the client. 

On occasion, the TBS service request cannot be met within the deadline. In this 
case, the service can offer the possibility of negotiating a new deadline with the 
client, based on the conditions analyzed by the RTA provider. To ensure that the 
negotiation is carried out, it is necessary for both the client and the provider to im-
plement the agreement protocol shown in [8]. 

The following section explains how the OVAMAH architecture was expanded 
to include real time agents. 

4   Extending the Architecture with Real-Time Agents 

This section will show how the OMS and SF platform modules afford the pos-
sibility of managing open systems that permit the integration of real time agents 
and offer TBS. As a whole, these modules can be seen, as a platform-independent 
set of services in a framework that manages virtual organizations for open sys-
tems. This is known as the OVAMAH Framework. The OVAMAH framework 
provides a virtual organization in which any entity is automatically included, and a 
general role that allows the entity to ask for service descriptions so that it can 
fullfil its needs. Using a service description, the client can be informed about the 
roles required to fulfill the given request. The client can also provide a specific 
service within the organization. OVAMAH makes it is possible to incorporate 
agents that can openly provide the system with new services. This ability can be 
used to add agents to the platform, particularly those that can execute tasks and/or 
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services that, because of their characteristics, must be executed according to 
certain temporal restrictions. The use of these agents in a real time environment is 
thus quite beneficial. OVAMAH provides a valid logic for modeling a real time 
MAS specification. 

 
Fig. 1 OVAMAH Architecture for Time-bounded Services 

One of the first factors to bear in mind is the need for a specific software to ex-
ecute agents in real time. As mentioned in the previous section, in order to ensure 
that temporarily restricted tasks are carried out in time, they must be executed on a 
RTOS. To properly manage and control real time agents and their corresponding 
tasks, they must be executed on a platform that offers real time planning, tempo-
rally bounded communication between agents, and complete control over the 
processes executed in the system. One example of a system that offers these 
capabilities is the jART [9] real-time MAS platform, which can be easily 
integrated within the OVAMAH architecture s it follows the FIPA standard that 
was used to design the components of the OVAMAH architecture. The OMS in 
OVAMAH offers the services that are needed to ensure the correct functioning of 
an organization. These services can be dynamic or structural. The dynamic 
services can manage the dynamic entrance and exit of the agents in the system. 
The structural services are what make it possible to register or unregister roles, 
norms and units within the organization. The roles will have associated rules of 
interaction and behavior that allow us to define which type of services can be 
offered and required by an agent that is performing a specific role. The rules allow 
us to define restrictions, obligations and permission between agents at the moment 
they execute, request or implement services. The type of services available is 
controlled by the system through these norms. In our case, the norms require the 
TBS providers to be RTA, that these agents have a planner capable of analyzing 
the TBS, and furthermore, that they be able to control the execution of tasks 
associated with the TBS. 
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The system will specify the profile of the service providers by defining roles as 
well as the norms for processing service requests or the available results. This 
way, in the event of any illicit or improper behavior on behalf of the provider, the 
system will respond with sanctions. In this case study, the system will have a type 
of super-role RTA, which will be an “external” or accessible role that specializes 
in different types of sub-roles according to the type of planner used by the RTA. 
The following sub-roles will be available: 

-RTA_Pd: The RTA agent role that can perform only periodical tasks, as it 
imple-ments a viability analyzer that can only analyze this kind of task. For 
example: monotonic rate algorithm [7] or earliest deadline first [7]. 

-RTA_Apd: The RTA agent role that can perform aperiodical roles using 
planners that can analyze them. For example: the slack stealing algorithm [6]. The 
planners capable of analyzing aperiodical tasks can also be used to analyze 
periodical tasks. 

At the software level, OMS establishes a hierarchy of roles so that an agent with a 
role can offer services associated with roles hierarchically superior to its own, so 
long as this action is not contrary to the established norms. In this case, for 
example, an agent with the role of RTA_Pd can directly request services as-signed 
to the RTA role, but inversely the RTA agent must first request permission from 
the OMS to acquire the RTA_Pd role to use the services assigned to that role. 

If we move to a hardware level, a unit that offers or includes TBS services, it 
should contain a real time agent that includes the following intrinsic characteris-
tics: (i) It should be executed on a RTOS. (ii) It should have an appropriate plan-
ner available to carry out a viability analysis and plan tasks associated with the 
TBS: 

The SF announces services that are required for the system to function proper-
ly. These services only have a Profile assigned to them, a structure for en-
trances/exits, preconditions/postconditions that it must comply with. The external 
agents can request the existing list of services and determine whether entering or 
not entering forms part of the organization, and under which roles. In our case, a 
RTA can request carrying out a TBS and it will be the platform responsible for 
confirming if the agent is capable of carrying out the specified type of service. If 
an that agent lacks the appropriate RTA characteristics attempts to provide a 
similar type of service, the platform will let it know the request has been rejected. 

The type of services that can be offered is controlled by the system norms. All 
of the posible behaviors within the system will be ccontrolled by the norms de-
fined with the following syntax: 

<norm>::=<deontic_concept>(<action>[<temporal_situation>][IF if_condition>]) 

[SANCTION(<state>)] [REWARD(<state>)] donde <deontic_concept>::= OBLIGED | FORBIDDEN | PERMITTED 

and the action will be dialogical (send a message) or involving a request, provision 
or service registration (REQUEST | SERVE | REGISTER <service>). In <if_condition>  it will be 
posible to indicate the results of the functions or services. The norms will reflect 
the necessary restrictions for real time tasks, including: 
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-The role that a RTA can perform is associated with the type of planning that it 
has implemented. An agent with a planning capacity limited to analyzing periodi-
cal tasks cannot perform the RTA_Apd role. However, an agent with a planning 
capacity that can analyze aperiodical tasks can, in fact, perform the RTA-Pd role. 
FORBIDDEN RTA_Pd REQUEST AdquireRole(RTA_APd,GlobalUnit) 

PERMITTED RTA_APd REQUEST AdquireRole(RTA_Pd,GlobalUnit) 

-The RTA_Pd can only execute periodical services. 
OBLIGED PK SERVE Suspend(RTA_Pd) IF RTA_pd REQUEST AdquireRole(RTA_APd,GlobalUnit) 

-An agent that commits to carrying out a service is required to do so within a 
determined period of time, otherwise it will be sancioned within the organization. 
OBLIGED PK SERVE Suspend(RTA) IF RTA_Serv_Profile (ServiceResult(requestTime ?time)) > 

“spentTime” 

-An agent can delegate a TBS so long as the agent to which it assigns the service 
is an RTA that meets the necessary specifications.    
PERMITTED RTA REQUEST TBS(TBSProfile) AFTER RTA REQUEST TBS1(TBS1Profile) AND 

Quantity(ServiceResult(TBS1,RTA,?Client, “completed”)) > ”1” 

-If an agent requests a service from a RTA, the service cannot be carried out if 
either the allotted time has expired, and/or there are no available resources. 
OBLIGED PK SERVE Suspend(RTA) IF RTA_Serv_Profile (input(requestTime ?time))>“currentTime” 

All of the information related to existing units, their roles, service profiles and 
norms will be defined in the OWL-S file using an ontology and service 
organization. Upon initializing the system, the OMS will read the structural 
information from the file and create and initiate the organization. The OMS will 
internally save the list of norms that define the affected role, the norm´s content 
and the roles responsible for controlling if the norm is satisfied. 

Finally, the SF will save the profiles of the services that are offered and/or 
needed by the system, as well as the relationship between the service provider 
entities and their corresponding Process and Grounding service During the 
grounding process it is possible to specify the specific parts of the real time 
systems that were not detailed by the norms, such as the type of planner that is 
used, the RTOS and/or multi-agent platform to use, as well as the entrance 
parameters that the service user must bear in mind when submitting a request 
(such as the moment to initiate the service, the frequency, and, when available, the 
corresponding priority and deadline. 

5   Conclusions 

The social factors that make it possible to arrive at a solution within multi-agent 
system organizations are also becoming increasingly important for structur-ing 
interactions within open and dynamic worlds. Any infrastructure that can sup-port 
the execution of multi-agent applications within these environments must be 
robust, efficient and adaptive over time. Given the characteristics of these open 
environments, particularly their dynamism, it is essential to find a new approach to 
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support the evolution of these systems and to facilitate their growth and update in 
execution time. OVAMAH is a platform for developing open MAS. It can inte-
grate external systems that offer services that must be completed by a particular 
deadline, as specified by the requesting client. These services should be analyzed 
to ensure that they are carried out appropriately. The RTA integrated within 
OVAMAH can offer the necessary mechanisms for performing a viability analysis 
and ensuring a correct execution, complying with the temporal restriction. 
OVAMAH represents the first step in obtaining true deployed virtual organiza-
tions. This study presents the next step in the evolution of OVAMAH to support 
SMA in execution time. 
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PathAgent: Multi-agent System for Updated Pathway 
Information Integration 

M. Reboiro-Jato, D. Glez-Peña, R. Domínguez, G. Gómez-López, 
D.G. Pisano, C. Campos, and F. Fdez-Riverola* 

Abstract. Nowadays, integration of biological information coming from multiple 
sources is a common task for the functional interpretation of experimental results 
during high-throughput data analysis. In concrete, metabolic pathways information 
is one of the most widely used genome annotation, during post-hoc analyses of 
differential gene expression experiments. This paper presents a multi-agent system 
able to retrieve and integrate metabolic functional annotations coming from multi-
ple available databases. Taking advantage of the multi agent architecture design, 
the developed tool is flexible, scalable and extensible to adopt more databases. 
Interoperability with external systems is achieved through a freely available 
RESTful API. 

Keywords: Multi-agent system, biological pathway, knowledge integration, func-
tional genomics. 

1   Introduction 

Since the advent of the microarray technology [1] many genome-scale experiments 
are being carried out in order to discover the biological mechanisms hidden under 
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complex diseases like cancer. Differential expression experiments using microarrays 
usually try to compare normal vs. disease samples producing gene lists with those 
up- or down-regulated ones, which should be ‘functionally’ interpreted afterwards. 
Consequently, in recent years, some valuable wet-lab oriented tools have been de-
veloped in order to facilitate the functional analysis of gene lists in the biological 
pathways scenario. Popular examples are DAVID software [2] and FatiGO+ [3], 
which provide useful information and statistical assessment to understand gene lists. 

In this context, integration of biological information coming from multiple 
sources is a common task in these kind of tools. In concrete, metabolic pathways 
information is one of the most widely used genome annotation, where many public 
databases have been created and are still growing today, such as KEGG [4], Reac-
tome [5], NCI-PID [6], Biocarta [7], among others. In order to develop pathway-
based functional analysis applications, it is necessary to integrate heterogeneous 
data models into a common information schema, in order to provide an homogene-
ous information layer, where user interfaces can be easily constructed and main-
tained. The most common approach is the ‘data warehousing’ architecture, which 
(i) defines an unified data model and (ii) feeds it with previously downloaded and 
transformed data coming from the targeted sources. However, this solution poses 
some drawbacks. First, data becomes outdated quickly, since original pathway 
sources are updated frequently and, second, it is not always easy to download 
and/or understand the original model. Instead of using a data-warehousing ap-
proach, a ‘federated’ [8, 9] architecture extracts and formats only the necessary data 
from different sources on-demand, often by querying a public API or by parsing 
HTML results. This approach has several advantages, including the fact of always 
retrieving up-to-date information and the absence of periodically duplicating huge 
databases. However, the federated architecture also poses some disadvantages, re-
lated with a poorer performance, the possibility of temporal unavailable third-party 
databases, and the need to update the search routines that parse/reformat results 
whenever a source database change their data structure or format. 

In this work, we present PathAgent, a multi-agent system for functional analy-
sis of gene lists, which integrates pathway information coming from different  
databases by following a federated approach. The proposed platform was imple-
mented using the JADE [10] agent framework, taking advantage of its built-in 
FIPA [11] standard interaction protocols and its seamless integration of custom 
ontologies within agent communication acts. In addition, PathAgent HTML ex-
traction agents are based in an in-house specific web crawler/scraping library,  
facilitating the creation and maintenance of the extraction routines from those da-
tabases where there is no a public access API. 

The paper is organized as follows. First we describe the PathAgent architecture, 
detailing the different agent roles, their communication ontology and their interac-
tions. The third section explains the obtained results, by briefly introducing the 
user interface. Finally, the conclusions are presented in the fourth section. 

2   PathAgent Architecture 

PathAgent defines several agents performing different roles in both the server and 
the client side. As a JADE based multi-agent system, the server side can be easily 
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distributed among several machines, where each agent can run in a different node, 
even on a different network. 

This section will describe the agent roles present in the platform, their commu-
nication ontology and their inter dependencies. 

2.1   Agent Roles 

The proposed platform makes use of typical agent roles, such as user and broker 
roles, whereas some others are more problem specific. Table 1 summarizes this 
roles, detailing the main objectives and behaviours of each one. 

Table 1 Agent roles in the system PathAgent 

Agent  Description 

  
UserAgent 

Objectives: 
• Provide a graphical user interface to the user via  

a Java applet, running within the web browser. 
• Implement graphical representations of the  

relationships between the queried genes and the  
pathways where they are involved. 

• Give the user several functional analysis tools,  
such as statistical tests in order to assess the  
enrichment of the retrieved pathways. 

• Allow the user to export the obtained data to  
plain text files. 

Behaviours: 

• Uses the DF service in order to detect a  
BrokerAgent. 

• Communicates with the BrokerAgent via FIPA- 
Request interaction protocols. 
 

 
RESTAgent 

Objectives: 

• Provide access to the PathAgent platform to  
external systems via a RESTful protocol to  
ensure interoperability. 

Behaviours: 

• Uses the DF service in order to detect a  
BrokerAgent. 

• Communicates with the BrokerAgent via FIPA- 
Request interaction protocols in order to attend  
REST-based requests. 

  
DictionaryAgent 

Objectives: 

• Provide a gene identifier converter facility  
between Ensembl, Entrez, Swiss-prot, HGNC  
and probeset namespaces. 
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Behaviours: 

• Registers itself in the DF. 
• Receives queries via FIPA-Request in order to  

compute all possible names of a given gene. 
 

 
BrokerAgent 

Objectives: 

• Be a façade in front of all DB-specific agents.  
User oriented agents should use this broker agent  
to get pathways of multiple data sources by only  
one request. 

Behaviours: 

• Registers itself in the DF. 
• Uses the DF service in order to detect all  

available DB-specific agents. 
• Communicates with user agents, attending to  

their queries performed via FIPA-Request  
interactions. 

• Communicates with the DB-specific agents via  
FIPA-Requests, performing simultaneous calls  
and gathering responses. 

• Communicates with the Dictionary agent via  
FIPA-Request to populate gene instances with all  
their possible names. 
 

 

 
DB-specific Agents 

Objectives: 

• Hide the underlying details of on-line access to a  
given pathway resource. 

• Be highly configurable in order to re-adapt their  
access routines when the target databases change  
their format and/or protocol. 

Behaviour: 

• Registers itself in the DF. 
• Communicates with the broker agent, attending  

to their queries performed via FIPA-Request  
interactions. 

  

2.2   Ontology 

In order to standardize the communication between agents during the FIPA proto-
cols, we have also designed a simple ontology, using the Protégé tool [12]. The 
actions and concepts defined in the ontology are summarized bellow: 

• Concept PathwaySet. Defines a set of pathways, usually retrieved after 
a specific query. 

• Concept GeneSet. Defines a set of genes, usually needed to search for 
pathways where those genes are involved. 
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• Concept Pathway. Defines a pathway. This entity has an unique identi-
fier, a name, the source database where it is defined and an optional 
URL to obtain additional information on this external resource. A 
pathway is linked to all involved genes. 

• Concept Gene. Defines a gene in several namespaces. The current 
namespaces defining a gene are: Ensembl, Entrez, Swiss-prot, HGNC, 
and affymetrix probeset. A gene is linked to all pathways where it is 
involved. 

• Action GetPathway. Used to request all the pathways that can be pro-
vided by a given agent. 

• Action GetPathwaysForGenes. Used to request both the broker and 
the specific-DB agents to find pathways related to a given GeneSet. 
This action returns a PathwaySet as result. 

• Action GetGenesForPathway. Used to request both the broker and the 
specific-DB agents to find genes involved in a given Pathway. This 
action returns a GeneSet as result. 

• Action PopulateGene. Used to request the dictionary to give all possi-
ble names to a given Gene, taken as input. This action populates a 
Gene instance with identifiers in those fields with no value. 

 

Figure 1 shows the ontology schema with concepts and actions and their relations. 

 
Fig. 1 High-level ontology used during the communication protocols taking place between 
agents 
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2.3   Agent Inter-Communication 

The PathAgent overall architecture can be seen as a tiered client/server applica-
tion, where different agents work in a specific layer. Figure 2 depicts this final 
architecture. 

 
Fig. 2 Overall system architecture of PathAgent 

Following a bottom-up description, the Retrieval/Adaptation Tier contains DB-
specific agents extracting information on-demand from the external databases. For 
the KEGG and Reactome resources, we have made use of their publicly available 
APIs. For the NCI-PID and Biocarta databases, we have extracted the needed in-
formation by directly parsing the NCI website, which includes not only their  
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own pathways, but also the Biocarta ones, thus we can extract pathways by only 
parsing one site. As it was previously mentioned, the HTML scraping and parsing 
routine is implemented via aAutomator, an in-house Java library [13]. 

The Façade Tier, offers an more amenable access service for user agents by 
finding all available DB-specific agents and integrating their information by (i) 
giving a unique list of pathways for a list of genes, (ii) retrieving all genes of a 
given pathway by redirecting the request to the proper DB-specific agent and (iii) 
normalize gene names by giving all their possible names. 

The Presentation Tier, contains user agents offering two interfaces to the 
PathAgent users. At the client side, the UserAgent runs inside a Java applet within 
the user web browser. Alternatively, PathAgent can be accessed by the REST pro-
tocol through the RESTAgent, running at the server side. 

3   Results and Discussion 

PathAgent gives the user an intuitive and powerful graphical user interface run-
ning inside his/her Java-enabled web browser. Figure 3 contains three snapshots of 
the GUI. 

 

Fig. 3 Aspect of the user interface provided by PathAgent 
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The main features are (i) interactive graphs linking genes and pathways, (ii) sta-
tistical functional analysis module and (iii) exporting facility which allows to ex-
port gene sets for further usage in, for example, gene-set enrichment tools. 

4   Conclusions 

This paper has presented PathAgent, a multi-agent system implementing a feder-
ated approach to the retrieval, integration of pathway information plus an interac-
tive graphical environment. By taking advantage of the MAS paradigm and the 
JADE development framework, we could easily design and deploy a highly dis-
tributed and scalable system, which also integrates a communication ontology. 

With this environment, biologists has a new freely accessible tool to function-
ally interpret gene lists by using always updated annotation information, that can 
also be easily extended to more pathway databases with the addition of more DB-
specific agents. Further work is focused on (i) adding more pathway sources (ii) 
extend the overall architecture and ontology to include more annotations, like GO, 
disease knowledge, etc. and (iii) improve the user interface by performing more 
statistical analysis techniques. 
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Multi-agent System for Mass Spectrometry Analysis 

Miguel Reboiro-Jato, Daniel Glez-Peña, Hugo M. Santos, Mário S. Diniz,  
Carlos Lodeiro, José L. Capelo, and Florentino Fdez-Riverola* 

Abstract. This paper presents a framework for rapid distributed application de-
velopment in mass spectrometry data analysis. The proposed system includes an 
extensible and flexible workflow that covers the whole data analysis process. This 
workflow was designed to be easily distributed and parallelized by implementing 
the underlying framework as a multi-agent system. 

Keywords: mass spectrometry, framework, data analysis workflow, multi-agent 
system. 

1   Introduction 

In recent years, proteome analysis has become a very important tool for identify-
ing and quantifying biomarkers that may ease diagnosis and monitoring of various 
disease states [1]. Among all the proteome analysis techniques, mass spectrometry 
(MS) in combination with liquid chromatography (LC) stands out for being the 

                                                           
Miguel Reboiro-Jato . Daniel Glez-Peña . Florentino Fdez-Riverola 
SING Group, Informatics Department, University of Vigo 
Ed. Politécnico, Campus Universitario As Lagoas s/n, 32004, Ourense, Spain 
e-mail: mrjato@uvigo.es, gpena@uvigo.es, iverola@uvigo.es 

Hugo M. Santos . Mário S. Diniz . Carlos Lodeiro . José L. Capelo 
REQUIMTE, Departamento de Química, Faculdade de Ciências e Tecnologia, FCT,  
Universidade Nova de Lisboa, 2829-516. Caparica, Portugal 
e-mail: hmsantos@dq.fct.unl.pt, mesd@fct.unl.pt 

Carlos Lodeiro 
BIOSCOPE Group, Physical Chemistry Department, Science Faculty, University of Vigo, 
Ourense, Spain 
e-mail: clodeiro@uvigo.es 

José L. Capelo 
BIOSCOPE Group, Nutrition & Bromatology Area, Analytical & Food Chemistry  
Department, Science Faculty, University of Vigo at Ourense Campus, Spain 
e-mail: jlcapelom@uvigo.es 



88                                                                                                         M. Reboiro-Jato et al.
 

key analytical technique on which several emerging technologies, such as pro-
teomics, metabolomics and lipidomics, are based [2]. Due to the continuous en-
hancement of the assay instruments both the quality of the results and the amount 
of data generated have increased greatly. In order to manage all these data, bioin-
formatics applications have become an essential tool for researchers in the pro-
teomic field. 

In this context, the steps needed on each analysis and their parameters are not 
deterministic even if the same assay technique or instrument is used. Researchers 
are responsible for establishing which phases are applied and their parameters de-
pending on the characteristics of the samples they want to study. Defining the 
steps to follow and correctly applying them are not trivial tasks and sometimes be-
come a ‘trial and error’ process being a time-consuming phase of the whole ex-
periment process. 

Although over the last decade several successful bioinformatics tools for pro-
teomics data analysis have been developed [3], many of them are mainly focused 
on specific data analyses and they do not cover the whole process nor are flexible 
enough to be adapted to new experiments [4]. These limitations imply that  
researches usually have to use several analysis tools together with conversion 
utilities in order to share data between applications, therefore increasing the time 
employed on the analysis phase. 

Another problem evidenced in commercial applications is the use of both pro-
prietary and/or private data formats and algorithms, which leads to difficulties in 
sharing data with other tools and also that the researcher has not the complete 
knowledge about the processes being applied. In contrast, open source tools use 
public data formats and algorithms but with certain exceptions [4, 5], most of 
them are focused on one step of the whole analysis process. 

In order to speed up the analysis process and to correctly support the increasing 
amount of data generated by the analysis tools, a good number of proposals have re-
cently emerged for building distributed systems for data analysis in the field of mass 
spectrometry [7, 8]. The first studies demonstrated the validity of these approaches and 
the improvement on the overall performance achieved with their utilization [9]. 

Encouraged by these results, in this paper we present MaSAS (Mass Spec-
trometry Analysis System) a framework designed for rapid distributed application 
development in proteomics data analysis. MaSAS provides the entire underlying 
infrastructure needed by developers in order to avoid the codification of new 
methods for data processing and analyzing from scratch. Moreover, MaSAS also 
facilitates both the definition of the sequence steps to be applied in an experiment 
and the creation of new graphical interfaces to visualize the analysis results. The 
proposed framework presents several similarities with the OpenMS system [4] but 
MaSAS is designed to run either in a standalone mode or as a distributed system 
also providing the researcher with a graphical interface to set-up and configure all 
the analysis steps. 

The rest of the paper is structured as follows: Section 2 presents the background 
surrounding the system design. Section 3 explains the architecture of the devel-
oped multi-agent system. Finally, Section 4 summarizes the conclusions and es-
tablishes future research lines. 
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2   System Design 

The design of our framework was mainly focused on the definition of a highly 
parallelizable and distributable workflow. The main goal was the creation of a sys-
tem easy to use by researchers and easy to extend by developers, being able to 
grow inside a research group with minimum help from developers. 

MaSAS is structured in five parts, namely: (i) a data model, (ii) a workflow that 
defines how the steps are executed, (iii) a set of interfaces for the implementation 
of workflow’s steps, (iv) a web interface, and (v) a set of utilities for workflow 
managing. In the next subsections we will explain in detail the system architecture 
and how our design principles where correctly achieved. 

2.1   Mass Spectrometry Sample Study 

In this subsection we are going to briefly describe the type of mass spectrometry 
studies for which our framework was designed. A typical mass spectrometry case 
study may be divided in four main phases, namely: measurement, spectra, sample 
and experiment. 

Measurement phase 
A mass spectrometer measures the mass-to-charge ratio (m/z) of gas-phase ions. In 
a mass spectrometry experiment, the measurement of the abundance against m/z 
(peak) for each ion generates a ‘mass spectrum’ (spectrum) [2]. The abundance is 
usually measured as an intensity, which may be absolute or, more commonly, rela-
tive. In order to improve the reliability of the obtained data, several replicates of 
the analysis may be done. So, for each sample, a set of spectra is generated in this 
step of the analysis. 

Spectra phase 
Once the spectra are generated for a given sample, the data is processed in order to 
remove noise that may contaminate the analysis. If several replicates where done on 
the previous phase, a ‘peak alignment’ step is applied in order to remove false-
positive peaks. In general, false-positive peaks do not repeat themselves well across 
multiple spectra. Every time all the identified peaks coming from multiple spectra 
(including false-positive ones) are aligned, false-positive peaks are detected and re-
moved because they are not as consistent as true peaks [10]. The result of the align-
ment is a single representative spectrum of the whole sample (sample). 

Sample phase 
The main goal of this phase is to individually analyze the generated samples. Each 
sample is treated as independent. Sometimes the data study ends with this step, for 
example, when the objective is to identify those peptides present in a sample. 

Experiment phase 
Every time the experiment requires the analysis of data coming from several sam-
ples (bi-class or multiple-class studies), a phase to compare existing samples is  
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required. There are many techniques that can be applied in this phase (i.e. heat 
map generation, clustering algorithms, etc.) depending of the experiment type. 

2.2   Data Model 

The MaSAS data model reflects the evolution produced in the mass spectrometry data 
generated by the analysis process described above. The classes of the model are (i) 
Measurement, which represents a peak measured by the mass spectrometer, (ii) Spec-
trum, which stands for a set of peaks measured in the analysis of a single sample, (iii) 
Spectra, which contains a set of Spectrum and represents several replicates of the 
analysis made to a single sample, (iv) RepresentativeMeasurement, which is a special 
kind of Measurement used as representative for a set of aligned peaks, (v) Sample, 
which contains a set of RepresentativeMeasurement symbolizing the characteristic 
spectrum of a single sample, and (vi) Experiment, composed by a set of Samples each 
one corresponding to an analyzed sample. Spectra, Sample and Experiment types have 
a special importance due to the fact that, as we will see, they define the three main 
stages of the workflow. 

The proposed data model is complemented with a set of classes for collecting 
the results of the analyses. Because of the variety of the analyses that can be ap-
plied (i.e. statistical analysis, chart plotting, etc.) the type of the results generated 
is also very variable. AnalysisResult objects act as a container with a single prop-
erty called ‘result’ and a reference to the element being analyzed. 

There are three specific result classes: (i) SpectraAnalysisResult generated by 
the Spectra analyses, (ii) SampleAnalysisResult generated by the Sample analyses, 
and (iii) ExperimentAnalysisResult generated by the Experiment analyses. 

2.3   Step Interfaces 

MaSAS framework defines three different kinds of data manipulation operations: 
(i) processes, (ii) combinations, and (iii) analyses. Processes are procedures that 
perform some action over a given input data object and return a new data object of 
the same type. Combinations are useful for processing an input data object and re-
turning a new data object of a different type. Analyses are intended for processing 
an input data object and generating an output AnalysisResult object (without 
modifying the input object). 

2.4   MaSAS Workflow 

The workflow architecture is based on the mass spectrometry case study described 
above. Divided into several atomic steps, the workflow starts with a first data 
loading step, followed by three main stages: Spectra, Sample and Experiment. The 
transition between these stages is done by two combination steps. Fig.1 shows a 
graphical representation of the workflow, where dark green boxes represent the 
stages and light green boxes represent the steps. As it can be seen, each stage is 
composed of both process and analysis steps. 
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The workflow was divided into several atomic steps in order to both reduce its 
complexity and allow parallel and separated execution of the steps. Atomic step 
components are also easy to implement by developers (and even by a researcher 
with programming skills), as they only have to implement simple interfaces. This 
architecture also enables the custom ordering and configuration of steps inside 
stages. The steps and stages of the workflow are the following: 

• Load Data Step: mass spectrometry data is loaded. Generated mass spectra 
must be provided for each sample. The loaded data is initially represented 
with a Spectra instance. 

• Spectra Analysis Stage: this stage is divided into two different steps: (i) 
processing where SpectraProcess components are executed, and (ii) ana-
lyzing where SpectraAnalysis components are executed. Any number and 
order of steps are allowed. 

• Spectra Combination Step: Spectra objects become Sample objects in this 
step by executing a SpectraCombination component. Spectra combination 
usually implies the execution of a peak alignment algorithm. The result of 
this step is a Sample instance representative of the sample. 

• Sample Stage: this stage is quite similar to the Spectra Stage, with the only 
difference that working data is now Sample data. This implies that in proc-
essing steps SampleProcess components are executed and, in analyzing 
steps SampleAnalysis components are executed. 

• Sample Combination: sample instances coming from the different samples 
analyzed in the experiment are combined by a SampleCombination com-
ponent that generates a new Experiment instance. 

• Experiment Stage: multiple sample analyses and processing are done in this 
stage. ExperimentProcess and ExperimentAnalysis components are exe-
cuted in the process and analysis steps, respectively. 

 

Fig. 1 MaSAS workflow 
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2.5   Web Interface 

MaSAS includes a web interface where researchers can (i) load and analyze data 
step by step, (ii) design a new workflow and store it for further executions, (iii) 
load sample data and automatically apply a stored workflow, and (iv) view the re-
sults generated in the analysis.  

The web interface was designed to be easily extended with new processes, 
analyses, combinations and result viewers. Developers can incorporate new com-
ponents to the web just by adding a few lines to a plain configuration file, making 
it available to researchers. 

The web interface was implemented using ZK framework [11], a web frame-
work based in Java, JavaScript and AJAX. Result viewers can be created by em-
ploying ZK resources like the ZUML language or a Java user interface API. 

3   Multi-agent System Architecture 

One of the main design goals with MaSAS was to be able to operate as a distrib-
uted system. This section explains in detail the four layers which constitute the 
MaSAS multi-agent architecture and also identifies different types of agents. Fig. 
2 gives a general overview about the proposed architecture. 

 

Fig. 2 Multi-agent system architecture 

First layer contains User Agents. These are interface agents with three main re-
sponsibilities: (i) allow the user to design new workflows, (ii) allow the user to 
load data and apply a workflow, and (iii) show the result data generated in a  
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workflow execution. MaSAS provides a User Agent implemented as a Web agent 
based in the ZK framework, as commented above. 

Internal workflow execution is the responsibility of bottom layers. Two inter-
mediate layers distribute the work load, while a last layer contains agents that ac-
tually perform the work. First intermediate layer contains the Workflow Manager 
Agents. Its main function is to receive workflows coming from User Agents and 
distribute the work between agents of the next layer, returning as result the data 
generated. Workflow Manager Agents also provide User Agents with information 
about the available Execution Agents, needed by researchers when building work-
flows. 

Second intermediate layer contains the Execution Manager Agents, divided into 
Process Managers, Combination Managers and Analysis Managers, according to 
the type of data that they manage. These agents receive single executable steps 
and distribute them among the appropriate Execution Agents of the next layer. In 
the same way that Workflow Manager Agents provide User Agents with informa-
tion about available Execution Agents, Execution Manager Agents provide Work-
flow Manager Agents with information about their managed Execution Agents. 

The last layer contains the Execution Agents that perform the data processing, 
combining and analyzing algorithms. These agents implement the interfaces pre-
sented in subsection 2.3, which determines their type. A single agent can imple-
ment several steps and/or code several algorithms for the same step, so it can act 
as different Execution Agent types. By replicating or distributing these agents be-
tween different machines, the work load can be easily distributed. 

Within this context, a typical working scenario is divided into two phases: (i) 
experiment design and (ii) experiment execution. Experiment design is done by 
the user through the User Agent. In this phase the user needs to know which algo-
rithms are available for each step. This information is queried to the Workflow 
Manager Agent that, in turn, queries the Execution Managers for available Execu-
tion Agent types and algorithms. Once the experiment is designed, the user can 
load data and execute the associated workflow. Workflow execution is directed by 
a Workflow Manager, which distributes (and parallelizes) the step execution 
through the underlying Execution Manager Agents. At the same time, Execution 
Manager Agents distribute the steps through the Execution Agents. Every time a 
step is executed, the generated results reach the User Agent following the reverse 
path. 

Agent discovery is done by using Directory Facilitator agents, both for the loca-
tion of Execution Manager Agents and Execution Agents. Execution Manager 
Agents must register themselves indicating the data type they are able to manage, 
while Execution Agents must register the type of the step they implement. 

The designed architecture allows researchers and companies to publish their 
own agents implementing their algorithms for a particular step of the workflow, 
while other researchers can use these agents in order to perform a data study, inte-
grating them into their self-designed workflows. Private companies can also take 
advantage of this architecture by controlling the access to their agents (i.e.: grant-
ing access only to those who bought a concrete hardware). 
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4   Conclusions and Further Work 

This work presents the main issues in the design of the MaSAS multi-agent 
framework, a distributed system for mass spectrometry analysis. MaSAS incorpo-
rates an innovative workflow that can be easily extended with new algorithms and 
processes, but also allows researchers to create their own experiments. 

The proposed architecture enables the distribution and parallelization of the 
workflow execution. Moreover, it is able to address the dynamical incorporation 
of new agents by implementing some of the workflow steps or managing the  
execution. 

Future work will aim towards the expansion of the proposed workflow in order 
to cover new mass spectrometry study cases. Another future research line is the 
creation of a core library of agents implementing the most common algorithms for 
processing, combining and analyzing mass spectrometry data. 
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Multi-agent Personal Memory Assistant 

Ângelo Costa, Paulo Novais, Ricardo Costa, Juan M. Corchado, 
and José Neves* 

Abstract. Memory is one of our most precious goods has it gives us the ability to 
store, retain and recall information thus giving a meaning to our past and help us 
to envision our future, dreams and expectations. However, ageing decreases the 
capacity of remembering and the capacity to store new memories, thus affecting 
our life quality. These presented problems configure a social and human dilemma. 
With the presented work we intend to address some of these problems, thru the 
use of the Personal Memory Assistant (PMA) concept in order to help its user to 
remember things and occurrences in a proactive manner. We will also address 
socialization and relaxation events that should be part of the user's life. With the 
use of a Multi-Agent System to implement the PMA, the objectives can be 
achieved in a ubiquitous and highly configurable manner. It is presented here the 
platform concept, scheme and the agent characteristics and their contribution to 
each and every agent. 

Keywords: Multi-agent systems, e-Health, Memory Assistant, Ambient Assisted 
Living, Scheduling. 

1   Introduction 

An intrinsic characteristic of the human being is his memory. Our remembering 
capacity has the utmost importance as it gives us the sense of being and the 
capacity to have a social life. It makes objects to have a meaning and it keeps the 
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instructions of how things are done. This work is oriented to an older population, 
typically retired, helping them in scheduling events and suggest activities, in order 
to fill their unfilled time, with minimal interaction. To achieve this we have 
created a platform based on a Multi-Agent System that can, through embedded 
intelligent and recurring to other collaborative agents, address it. On top of this 
platform a Personal Memory Assistant and a Social Enabler where developed and 
are here presented. We are also going to demonstrates that a distributed system 
approach is adequate for developing multi-agent systems for healthcare provision 
tools, helping improving the life of its users, focusing on the PMA paradigm. 

2   Ageing Factors 

The life expectancy of the world population, according to the United Nations 
Population Fund (UNPF), is increasing and the birth rate of children is decreasing 
rapidly. The UNPF estimates that in a period of fifty years the European 
Population decreased 13%, increasing the age average to 48 years old [1].  At the 
age of 50 the human beings begin to be affected by it, being the forgetfulness of 
more re-cent events, one of the most occurred symptoms. 

In most cases the loss of memory is more likely to appear and will keep 
advancing in parallel with ageing and there is little to do in terms of regaining the 
memorizing capabilities, the most it can be done is exercising the brain through 
specific brain training exercises [2]. There are three main stages of loss of 
memory: Cognitively Unimpaired, Mild Cognitive Impairment and Severe 
Cognitive Impairment (Dementia). Each stage requires different attention and 
focus suited to their conditionings. Additionally we should also consider the 
possible memory problems associated with diseases, especially chronic ones, that 
affects our ability to remember, meaning we can have younger people affected 
with this problem. 

There is still no known way of reversing the human brain loss of information, 
so a possible solution may be the use of computational systems to store and 
retrieve all that data. As studies have been done in the area of human interaction 
and wellbeing, it is know that scheduling and storing, intelligently, user's activities 
makes communication easier with their peers and relatives, thus greatly improve 
the elderly self-esteem on their daily activities [3] [4]. 

3   iGenda: Scheduling and Organization 

The main objective in this work is to present an intelligent scheduler that inter-acts 
with its users through computational means, creating a product that will help 
remember relevant information and events, a PMA [5]. This is done by trying to 
emulating the way the brain processes new events and reorganizes already 
scheduled ones. To reschedule an event we normally see in the agenda which are 
the events able to be moved to another place, considering factors like their 
relevance and possible problems (e.g. other persons involved in a specific event). 
It is specially aimed to help the ones with loss of memory, by sustaining all the 



Multi-agent Personal Memory Assistant 99
 

daily events and warning the user when it is time to put them into action. It will be 
able to receive information delivered by any source and organise it in the most 
convenient way, according to predefined standards and protocols, so that the user 
will not need to manually plan or schedule specific events and tasks. The iGenda 
is a hierarchy of Agents (Fig. 1) that follow specific tasks and protocols [6], 
intended to deal with its user’s expectations. The main agents are the Agenda 
Manager (AM), the Free Time Manager (FTM), the Conflicts Manager (CM) and 
the Interface Manager (IM). All the project agents were constructed to function on 
the JADE platform, having the decision making processes been written in Logic 
Programming Language (LPL), namely Prolog in order to the results to be 
assertive and logically correct. 

 

Fig. 1 Modules Scheme of iGenda 

We approached the problem by constructing a Multi-Agent System [6] that is 
able to support Communication and Decision Making Agents, each one with 
unique characteristics in a non-competitive and parallel functioning environment 
so agents can separately process different calendars and events, making different 
choices. They obviously cannot write to the same calendar at the same time so 
they are also non-cancelling each other. Also, with the utilization of JADE, it is 
possible to distribute agent platforms across several machines, which may have 
different operative systems, with the possibility to migrate them during run-time. 
It also provides portability, which means that any module may run in different 
machines, being positioned on any part of the world. 

4   Agents Communication 

The proposed environment is a distributed one, so it is essential to provide the 
necessary mechanisms for cooperation and coordination in order to allow the 
agents to proceed, correctly, with their tasks. The communication between  
the several existing agents can be established by several means of communication 
like Ethernet, WIFI, GSM, UMTS and others (Fig. 2). 

The communication protocol complies with the FIPA (Foundation for 
Intelligent Physical Agents) standard ACL, being the JADE platform used to build 
the iGenda architecture (Fig. 3). All the agents are compliant with this standard 
since they are all JADE implemented agents. Messages carry the information of 
updates and direct announcements. These messages are sent and received through 
the several modules and clients. There are already some agents being developed in 
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JADE-Leap [7] for the needed interaction with mobile devices and also an early 
implementation and structuring of the project in JADEX [8] as it is our belief that 
the BDI will help to design and implement future agents that will be added to the 
system. 

 

Fig. 2 Scheme of the Stages 

Due to its small size the messages are lightweight and easy to be transmitted 
between agents using the JADE platform message buffer, where all messages are 
saved even if the receiver agent is not active. A table and system of capturing and 
interpreting errors was created in order to the errors occurring during the 
processing phase can be relayed. 

5   Agenda Manager 

The Agenda Manager (AM) sets the bridge between the remaining parts of the 
manager system and the scheduling one, using the communication infrastructure 
available to receive and send requests. As result the AM stands for the 
communication and security of the whole systems. It configures a two stage 
application agent: it manages the incoming events to be scheduled and programs 
the time that triggers the Free Time Manager and it is also the communication 
input and output to the Client agents. 

The AM supports the reception of multiple messages, and when it doesn't 
constitute a conflict in term of accessing the same calendar, the execution of the 
remaining agents at the same time, thus increasing the overall performance of the 
system. The AM ensures also that the user's friends and relatives can keep in touch 
with him and know what activities he is or will be doing. 

Indeed, the AM manages the entire project. Its assessment modifies the way the 
project works. 
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6   Conflicts Manager 

The Conflicts Manager (CM) agent is intended to assure that there is no overlap of 
activities and events. This module schedules or reorganizes the events that are 
relayed from the Agenda Manager, insuring that they are in accordance with the 
rest of the events. When a collision of different events is detected, the outcome 
will be decided by methods of intelligent conflict management. In case of 
overlapping events with the same priority level, the notification of overlapping is 
reported to the sender, so he/she may try to reschedule to a different time slot. 

The events follow a hierarchy system. Every event has a value that is defining 
of his priority or urgency. Most of the conflicts will use the priorities value to be 
solved. This agent has also the capacity to manage all the connections with the 
other users as well as with the user relatives. 

The Conflicts Manager operation can be explained in the following way: 

1. When an operation is done by an administrator, the AM receives the 
message and calls the CM. 

2. The CM enters in action by reading all the calendar files, parsing the new 
event and using the CLP engine to compare the priority levels of eventually 
conflicting events. 

3. It is created a new ICS calendar ready to be delivered to the user. 
4. A new message is then sent to the user and to the administrator, notifying 

them that a new Calendar is available and that the new insertion was 
successful. 

7   Free Time Manager 

The Free Time Manager (FTM) will schedule recreational activities in the free 
spaces of the user's calendar, in order to enforce the well being of the user. These 
activities configure an important milestone for an active ageing on the part of the 
user, once it promotes cultural, educational and conviviality conducts, based on an 
individualized plan. The FTM has a database that contains information of the 
user's favourite activities, previously verified by the decision support group or a 
medical committee. This agent supports the reception of a time trigger in order to 
be activated, always sent by the AM. It also as a built-in database connection in 
order to be able retrieve the available events and the logic engine responsible for 
all the decisions and changes made to the calendar. 

The FTM uses a distribution function (2) defined attending some variables al-
lowing it to decide the activity that is inserted into the user free time. For instance, 
in a three activities packet, the rate for the activity, from higher to lower priority, 
is 70%, 25% and 5%. The activities are merely suggestive, it comes to the user to 
decide to execute them or not. On the other hand the activities chosen are those 
that fit into the time space that is available. 

As the project evolved, especially during the investigation phase, we found 
other related projects oriented to elderly people like TimeBank [9] and ePal.  
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Fig. 3 Scheme of the Structure 

Although these projects are not directly associated with the PMA area, their 
objective of keeping an interesting life through activities seemed to be a rather 
interesting way to the elderly. We believe these projects can be used by the FTM 
as activities supplier. 

8   Interface Manager 

The interface intends to be intuitive and easy to use. It is known that the elderly 
have some difficulties with new technologies, so the interface must be intuitive 
and easy to use. Large buttons are used and only the necessary information is 
displayed. A variable warning system is also available. When an event is triggered 
or accomplished, the user is informed.  
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This agent assures that the information reaches the user, by computer or mobile 
phone, so the user is always connected to the system. The information warnings 
and content can be textual, in audio format (pre-recorded messages) or both. 

In terms of functionalities it supports the communication between the iGenda 
and supports also the distribution of the information through the already 
mentioned devices. 

9   Conclusions 

Currently most of the project bare bones are already working and we are currently 
focused in the remaining functionalities. Regardless of how it will evolve in the 
future, there are still problems and critical decisions to be made, namely the 
"density" problem, where by density we mean overcrowding the calendar of the 
user with too many activities, making it more stressful than relaxing. It also makes 
the difference to other PMAs, once it introduces the component of free time 
occupation, a problem to be addressed in terms of socialization; i.e., in terms of a 
process by which the user learn acceptable and unacceptable behaviours for a give 
environment. Also a Case Based Reasoning (CBR) system [10] [11] is under 
assessment to introduce the capability to record all of the user choices and actions 
to improve the future recommendations and actions taken as also to keep track as a 
log for future components improvement. 

The mobile phone functionality is still under development but should be fully 
functional in the near future. 
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TENSSION: A Tool for the Medical Patient Follow-Up 

Del Rey Ignacio, Ana Belén Gil, and R. González-Celador* 

Abstract. This paper presents the tool, called “TENSSION”. This tool allows an 
exhaustive follow-up of a patient’s stay in the centre to be made, storing each of 
the admissions, the Services through which he or she passed and a list of daily 
annotations containing the most important data, to carry out statistical studies with 
the data from the centre in a more general way and thus have information about 
patient functioning and evolution and, in turn, have a means to generate alerts 
when possible complications arise. 

Keywords: Health tools, preventive medicine, monitoring patient, medical data. 

1   Introduction 

Medical tools involving heterogeneous information in databases are characterized 
by a high degree of complexity in terms of quantity of items, number of parameter 
values and data types (free text, categorical, numerical and other). The Project 
aims to cover the demand established by the Preventive Medicine Service of the 
University Hospital in Salamanca. This demand responds to the need for recording 
all the patient information in an electronic format to provide a user-friendly patient 
follow-up. Here we describe a computerized patient information system 
developed. Before the project described in this paper the way to work was 
manually across different and disconnected files mainly handwritten.  This process 
imply problems such a lack of physical space for data storage and high risk of 
document loss or deterioration. Sometimes, the fact that data can be kept suitably 
in a form amenable to being read by a machine is a type of security hard to 
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achieve in an environment without computers. Intensify with the absence of staff 
able to correctly gather the necessary data.  Due to this situation exists an inability 
to work with the data collected and perform studies on them; and the lack of 
classification and ordering of the data at patient level so that patient follow-up can 
be accomplished from a very clear and simple distribution. 

2   Motivations and Related Work 

The advantages of computerized patient records have been discussed extensively 
in several work approaches as related in ([1], [2], [3]), with different information 
about experiences about the process for implementing these information systems 
([4], [5], [6]). There exist diverse types of computer applications, but none 
responds exactly to the needs of the University Hospital. Because of this, the use 
of such applications was incomplete and lacking the resources necessary to satisfy 
the demands of the requesting centre. 

To date the Medical Service has attempted to seek solutions by means of 
databases created by the staff themselves (which give rise to a very simple 
formulary lacking many of the requirements needed) and even using software 
created at European level for the storage, analysis and dissemination of valid data 
concerning the risk of infection in the hospitals of the continent. This application, 
called HELICS1 [7], responded to very general aspects that often did not meet the 
demands of the Hospital Service. It is clear that software oriented to responding 
to a request based on covering such a large field means that on many occasions it 
is very difficult to find certain aspects that are necessary at a more particular 
level. 

The main objective of the application demanded is the creation of a system in 
which it is possible to follow up the clinical history of patients in a simple and 
clear way.  

3   Overview of TENSSION 

The application here presented is called “TENSSION” and allows the medical 
staff to follow up the clinical history of patients in a simple and clear way.  

To accomplish this, an individual hierarchical tree has been structured in which 
each of the patients admitted to the Hospital is stored. Each admission means the 
patient may pass through three Services (Surgical, Medical and ICU), gathering a 
daily formulary in which a series of aspects necessary for a complete follow-up of 
the patient are stored. 

Within the structured medical history in the tree are the admissions that the 
patients has made at the hospital (See Fig 1.), taking the date of admission as the  
 

                                                           
1 http://helics.univ-lyon1.fr/home.htm 
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Fig. 1 Admission Patient Information 

name of the branch. From each branch mentioned three sub-branches are 
established in which the three Services through which the patient may pass are 
differentiated (ICU, Surgical, Medical). In these it is possible to find a new 
internal tree in which one finds the daily formularies that are filled in on each 
day the patient is within a given Service. Thus, a hierarchical tree is established 
whose end is to facilitate the storage of the patient’s clinical history and its later 
visualization during follow-up. 

Two types of daily formularies can be distinguished. First, there are those belonging 
to the Medical and Surgical Services, and then those of the ICU. Both share certain 
aspects, such as a part in which the instrumentation used is recorded, together with the 
medication, or a small box in which to record certain aspects of the daily diagnosis 
(these aspects are necessary to record the daily stay of the patient as completely as 
possible). In turn, there is a series of risk factors (intrinsic and extrinsic) that may arise, 
which must be recorded daily for later reference and for performing statistical studies. 
Accordingly, they are shown in two emerging windows with “check in” buttons where 
the user can select, or not, those that have emerged. 

One important aspect is the incorporation (on the daily formularies of the ICU 
Service) a system for automatically calculating several test in the medical protocol 
as the SAPS(Simplified Acute Physiology Score)[8] and the APACHE(Acute 
Physiology & Chronic Health Evaluation)[9] from a series of data that the user 
introduces from the keyboard, chosen by the program internally from a series of 
medical rules, affording the sum of those factors on screen and giving as a result 
those two significant numbers. 
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Fig. 2 Daily Formularies 

The application provides the admissions in the Surgical Service with the 
possibility of adding surgical formularies (See Fig. 3) when an intervention is 
performed. With this, the aim is to automate a work that to date has been 
performed manually. All the formularies completed will be stored in the 
interventions branch during each stay of the patient in the Surgical Service. 

Another aspect contemplated in the application is the storage of possible 
unexpected events in a Service that start an alert notification.  Each time an event 
happens, a formulary is made to notify public agencies. Among them are the 
following: 

- EP – TVP 
- Falls 
- Post-operative hemorrhages  
- Bed sores 
- Complications from anesthesia 
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Fig. 3 Surgical Formularies 

 
- Implant complications 
- Acute myocardial infarction or heart failure 
- Laceration or perforation   
- Iatrogenic complications  

This factor is important due the evident repercussion that the generalized 
appearance of some complication may have in the Service; this functionality 
possibly may affect to a significant number of patients and medical staff. 

The formulary includes five different modules that the user has to fill in. We 
can differ in this modular classification: 

1. Fist module: Patient information and precedents. 
2. Second module: The injury and its effects. 
3. Third module: Period of hospitalization during which the event happened. 
4. Fourth module: Principal problems during the assistance process. 
5. Fifth module: Causal factors and possibility of prevention. 
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Fig. 4 Window for Recording the Microbiological Cultures 

The tool allow to record the microbiological cultures made (see Fig 4), and the 
bacteria isolated in the rows of a square located in an emerging window with 
information about the antibacterial agents to which they are resistant. 

Architecture 

The system has been developed following the view-controller model to make easy 
the possibility of modifications in the application in relation with requesting agent. 

We sought to create a system of computers with an intranet network (See  
Fig. 5). The physical elements are as follows (Intranet network, Equipment of the  
Medical Centre, Database and secret files, Administrator and Server). Below we 
detail each of these elements: 

• Intranet network. The teams of the Medical Centre will be connected 
through an intranet network so that they can handle the data from any 
point on it. In this way, the information will not be concentrated on one 
computer, which would mean that it would not be possible to access the 
application at each of the services distributed through the hospital in turn 
implying the danger that might arise from basing the system on the 
functioning of a single device for data management. 
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Fig. 5 Window for Recording the Microbiological Cultures 
 
 
•  Equipment of the medical centre. This refers to the different machines 

being run at different places in the hospital. They provide and retrieve 
information from the server. 

• Databases and secret files. These contain the information harboured by 
the application, from which follow-up is accomplished at patient level. 
This information can be used to perform statistical studies at the various 
levels of the centre (very important for the assessment and maintenance 
of services, for individual and collective follow-up, and for the 
prevention of possible risks that may arise in the centre for different 
reasons). 

• Administrator. This is in charge of managing the system. There will be 
permission to access and modify certain aspects of the system for 
maintenance purposes.  

• Server. This attends to the requests made by users with permission to 
access the system (authenticated users) and the administrator. When 
necessary, the databases and secret files can be consulted to return the 
information requested.  

Once the physical parts have been detailed, we now focus on the architectural 
pattern used (the view controller model) that will serve as a mould for the 
application.  

The following parts can be differentiated: 

• Views. Responsible for receiving data from the model and showing them 
to the user. 

• Controller. Receives the input events and contains rules for event 
management.  

• Model. Accesses the data storage layer and defines the business rules.  

The dependence among layers will always be established in a descending sense 
and not ascending. In this way layer one view will depend on the two lower ones. 
In turn layer two (controller) will only depend on layer three, and this latter will be 
completely independent. 

Intranet 

Equipment of the 
Medical Centre 

Equipment of 
the Medical 

Centre

Database 

Security files 

Administrator 

Server 
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4   Results and Conclusions 

The paper presents an application of crucial importance owing to the huge 
problem of the University Hospital of Salamanca regarding data storage and the 
follow-up of patients, since to date this activity has been performed manually. 

The tool, called “TENSSION” allows an exhaustive follow-up of a patient’s 
stay in the centre, storing each of the admissions, the Services through which he 
/she passed and a list of daily annotations containing the most important data. It is 
possible to carry out statistical studies with the data from the centre in a more 
general way and thus have information about patient evolution and which is 
critical to generate alerts when possible complications arise. The application 
allows the medical staff to follow up the clinical history of patients in a simple and 
clear way. The system can be adapted and upgraded to meet changing needs in 
order to the success the implementation and acceptance of the computerized 
patient information system in the Hospital. 

References 

1. Dudman, J.: Electronic patient records: facts at their fingertips. Health Service 
Journal 110(5728 suppl.), 9, 10, 113 (2000) 

2. Dugas, M., Uberla, K.: MediDOK: an Intranet tool for XML-based data modelling in 
medicine. Studies in Health Technology and Informatics 22, 983–987 (2000) 

3. Espinosa, A.: Implementing an ICU-CIS integrated to an HIS in Latin America. Studies 
in Health Technology and Informatics 77, 916–920 (2000) 

4. Greemes, D.S., Fleisher, G.R., Kohane, I.: Potential impact of a computerized system to 
report late-arriving laboratory results in the emergency department. Pediatric 
Emergency Care 16, 313–315 (2000) 

5. Knaup, P., Mludek, V., Wiedemann, T., et al.: Integrating specialized application 
systems into hospital information systems: obstacles and factors for success. Studies in 
Health Technology and Informatics 77, 890–894 (2000) 

6. Modai, I., Rabinowitz, J.: Why and how to establish a computerized system for 
psychiatric case records. Hospital and Community Psychiatry 44, 1091–1095 (1993) 

7. Suetens, C., Morales, I., Savey, A., Palomar, M., Hiesmayr, M., Lepape, A., Gastmeier, 
P., Schmit, J., Valinteliene, R., Fabry, J.: European surveillance of ICU-acquired 
infections (HELICS-ICU): methods and main results. Journal of Hospital Infection 65, 
171–173 

8. Gall, J.-R., et al.: A Simplified Acute Physiology Score for ICU Patients. Crit. Care 
Med. 12(11) (November 1984) 

9. Zimmerman, J.E., Kramer, A.A., McNair, D.S., Malila, F.M.: Acute Physiology and 
Chronic Health Evaluation (APACHE) IV. Critical Care Medicine 34(5), 1297–1310 
(2006) 



Y. Demazeau et al. (Eds.): Trends in PAAMS, AISC 71, pp. 113–121. 
springerlink.com                © Springer-Verlag Berlin Heidelberg 2010 

Dynamic Planning with Bayesian Network Applied in 
MAS 

Juan F. De Paz, Manuel Pablo Rubio, and Angélica González* 

Abstract. The application of information technology in the field of biomedicine 
has become increasingly important over the last several years. This paper presents 
a multi-agent system that incorporates agents with automatic planning capabilities 
based on the CBP-BDI (Case Based Planning) (Belief, Desire, Intention) 
architecture. This agent proposes a new reasoning agent model mechanism that 
can model complex processes as external services. The agents act as Web services 
coordinators that implement the four stages of the case-based planning cycle. The 
multi-agent system has been implemented in a real scenario to classify leukemia 
patients. The results obtained are presented within this paper and demonstrate the 
effectiveness of the proposed organizational model. 

Keywords: Multiagent Systems, Case-Based Reasoning, BDI, Bayesian Network, 
Case-based planning. 

1   Introduction 

Biomedical systems have become very important in recent years, automating tedious 
tasks and providing novel decision support systems in fields such as cancer diagnosis. 
Many of these systems are based on the use of artificial intelligence and attempt to 
imitate human behavior; but in general, they focus on very specific tasks such as 
providing decision support in medical environments (Chua et al. 2008) (François 
1992) but are not capable of automated task planning. This article proposes a multi-
agent system that can assist in carrying out this type of planning. 

There currently exist a number of applied computing techniques [1] [2] that can 
perform microarray data analysis. These techniques can be selected to carry out 
various tasks that involve analysis, whereby the actual selection is just as important as 
the order in which they are applied. Nowadays, there are different approaches such as 
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myGrid [3] [4] that aim to facilitate the process of selecting techniques and ensuring a 
smooth execution. They base their functionality on the creation of web services that 
are implemented with the OGSA (Open Grid Services Architecture) [5]. Their main 
disadvantage, however, is that the user must be responsible for creating the sequence 
of actions that resolve a specific problems. 

This research presents an entirely new perspective for dealing with an architecture 
capable of modeling biomedical organizations through multi-agent systems. The 
multiagent system consists of a Virtual Organization in which each of the roles that are 
carried out in biomedical organizations is modeled by agents, and the collaboration 
between the roles is represented as interactions between intelligent agents. 
Furthermore, the system is capable of automatic reorganization, and as such is capable 
of evolving and adapting to social changes that take place within the organization. 
Initially, the system was conceived as a dynamic multi-agent architecture and was 
oriented to KDD (Knowledge Discovery in Databases) as applied to biomedical 
databases, thus providing an innovative decision support system. The intelligent 
behavior of the agents is achieved by applying supervised learning techniques, such as 
Case based Reasoning (CBR) [7] and related systems like Case Based Planning (CBP) 
[8] with the BDI (Belief, Desire, Intention) models [8].  

Previous research [14] produced automated planning mechanisms, but the 
system was incapable of generating new plans and was limited in its ability to 
select the optimal plan based on past experiences. As a case study, the automated 
planning system has been applied in the expression analysis of microarray data. 
Specifically, it has been applied in a previous case study involving CLL leukemia 
patients [9].  

Section 2 presents the automated planning process. Section 3 describes a case 
study and finally, Section 4 presents the results and conclusions obtained.  

2   Dynaminc Analysis in Multiagent Systems 

This study stems from the multi-agent system previously described in [9]. The 
initial work contained a multi-agent system that was broken down into several 
layers. The first layer contained the organization agents, which consisted of the 
laboratory, analysis and doctor agents. The second layer of analysis used a series 
of web services to carry out different types of information processing. The agents 
at this level included the preprocessing, filtering, cluster and knowledge extraction 
agents. Those agents followed the CBP model while the new agents implemented 
the CBP-BDI model. This made it possible to generate a new plan by actually 
reusing previous plans, as opposed to simply reusing the best, or most similar, 
plan from the memory of plans. This process allows new plans to be created 
automatically. The agents followed the theoretical concepts from the CBP-BDI 
model as described in [8] [10]. The new system is based on generating plans pn 
that are composed of a sequence of actions ai that can change between the 
different states ej. Each state is defined by a set of variables. This function is 
shown in equation (1). 
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It is necessary for a reasoning process to be incorporated into the CBP-BDI model 
so that plans can be generated as a concatenation of actions. In the classic BDI 
model, this is done by reasoning engines that are based on a set of rules [11] [12]. 
The reasoning engines need a computational load and are more geared towards 
generating a new solution, rather than searching for optimal solutions.  

In a multi-agent system, a planning process is considered a sequence of actions 
carried out in a particular order. The actions in this case are the services that are 
applied during the process. Because of this, actions can be substituted by services. 
Figure 1 provides a graphical representation of a service plan. As shown, the 
graph has only one path and contains nodes that are not connected. The path 
defines the sequence of services from the start node until the end node. The plan 
described by the graph is defined by the following sequence 

))(( 01357 essss . 0e  represents the original state that corresponds to Init, 

which represents the initial problem description 0e . Final represents the final 

state of the problem 
*e . 

 

Fig. 1 Planning route for disconnected graph 

This way, a CBP-BDI agent works with plans that contain the information 
associated with the actions that it should carry out, i.e., each agent at the analysis 
layer defines its own memory of plans with the information it needs. The 
information required for each of the agents at the analysis layer depends on its 
functionality. Some agents require executable actions such as service 
compositions, while others need only select the service that best suits their needs 
without having to carry out any composition.  

CBP-BDI agents use the information contained in the cases in order to perform 
different types of analyses. As previously explained, an analysis assumes the 
construction of the graph that will determine the sequence of services to be 
performed. The construction process for the graph can be broken down into a 
series of steps that are explained in detail in the following sub-sections (we will 
focus on one agent in particular within the analysis layer, specifically the filtering 
agent). Figure 2 illustrates the planning process. In the first stage, the plans that 
were previously carried out are extracted and categorized as either efficient or 
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inefficient.  A new graph is generated for each category, efficient and inefficient, 
and from each graph the TAN (Tree Augmented Naïve Bayes) model is calculated 
in order to estimate the probability of execution for each one of the services. 
According to the probability, a final graph is generated using weights that 
calculate the optimal route based on either minimizing or maximizing the distance 
travelled. Finally, the plan is reviewed and if the reviewer determines that the 
efficiency level is satisfactory, the plan is stored in the memory of cases.      

 

 

Fig. 2 CBP-BDI planner 

The construction of the TAN classifier is based on the plans recovered that are 
most similar to the current plan, distinguishing between efficient and inefficient 
plans to generate the model (the tree). Thus, by applying the Friedman-
Goldsmidtz [13] algorithm, the two classes that are considered are efficient and 
inefficient. The Friedman-Goldsmidtz algorithm makes it possible to calculate a 
Bayesian network based on the dependent relationships established through a 
metric. The metric considers the dependent relationships between the variables 
according to the classifying variable. In this case, the classified variable is 
efficient and the remaining variables indicate whether a service is or is not 
available. The metric proposed by Friedman be defined as: 
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Based on the previous metric, the probabilities are estimated according to the 
frequencies of the data. The Friedman-Goldsmidtz [13]. 

Using the TAN model, we can define the probability that a particular number of 
services may have been executed for classes 1 and 0 for the efficient and  
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inefficient plans. This probability is used, together with the probability of 
execution, to determine the final value for the weight with regards to the quality of 
the plans recovered. Assuming that the probability of having executed service i for 
class c is defined as follows ),( ciP , the weight of the arcs is defined according 

to the following equation (3). The function has been defined in such a way that the 
plans of high quality are those with values closest to zero.  
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where: 

• )1,,( jiI  is the probability that service i for class 1 is executed 

before of service j. 
• )1,( jP  the probability that service j for class 1 is executed. The 

value is obtained based on the Bayesian network. The value is 
obtained from the Bayesian network, which is obtained from the TAN 
model.   

• )0,,( jiI  the probability that service i for class 0 is executed before 

of service j 
• )0,( jP  the probability that service j for class 0 is executed. The 

value is obtained based on the Bayesian network defined in the 
previous step. 

• 
s

ij
G  is the set of plans that contain an arc originating in j and ending in 

i for class s. 

• s
G  is the set of plans for class s. 

• )( pq  is the quality of plan p that also defined the execution time for 

the plan. The significance depends on the measure of optimization in 
the initial plan. 

• 
s
ijG#  the number of elements in the set. 

• ijc  is the weight for the connection between the start node j and the 

end node i. 
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Once the weights of the arcs have been calculated, the Dijkstra algorithm is used 
to calculate the optimal route, having previously eliminated the negative arcs by 
using the sum of the absolute value of the greatest negative value.  

3   Case Study: A Decision Support System for Patients 
Diagnosis 

The multiagent architecture presented in this paper has been used to develop a 
decision support system for the classification of leukemia patients. The case study 
analyzes the data from CLL leukemia patients and attempts to classify the patients 
into the three existing subtypes. The data for leukemia patients were obtained with 
a HG U133 plus 2.0 chip [9].  

3.1   Services Layer 

The services implement the algorithms that allow the expression analysis of the 
microarrays. The previous work in [9] provides a complete description of the 
techniques applied in the system. There are four types of services, however we 
shall concentrate only on the filtering services, since they are best equipped to 
carry out the calculations. Filtering Services: Eliminate the variables that do not 
allow classification of patients by reducing the dimensionality of the data. Three 
services are used for filtering: (i) Variables with low variability have similar 
values for each of the individuals, so they are not significant for the classification 
process. (ii) All remaining variables that follow a uniform distribution are 
eliminated. The contrast of assumptions followed uses the Kolmogorov-Smirnov 
test. (iii) The linear correlation index of Pearson is calculated and correlated 
variables are removed. (iv) Delete the probes that don’t have significant changes 
in the density of individuals. 

3.2   Agents Layer 

The agents in the analysis layer implement the CBP-BDI reasoning model. To do 
so, they select the flow for services delivery and decide the value of different 
parameters based on previous plans made. A measure of efficiency is defined for 
each of the agents to determine the best course for each phase of the analysis 
process. At the stage of filtering, the efficiency of the plan p is calculated by the 
relationship between the proportion of probes and the resulting proportion of 
individuals falling ill. 
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Where s is the final number of variables, N is the initial number of probes, i’ the 
number of misclassified individuals and I the total number of individuals. 
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4   Results and Conclusions 

This paper has presented a self-adaptive multiagent architecture. The 
characteristics of this novel architecture facilitate an organizational-oriented 
approach where the dynamics of a real scenario can be captured and modelled into 
CBP-BDI agents. The purpose of the tests was to evaluate the efficiency and the 
adaptability of the approach with respect to the previous version of the system. We 
started with the set of plans shown in table 1 and applied the set to both systems. 

Table 1 Efficiency of the plans. The values in the table represent the services execution 
order. 

Variability (z)  Uniform (α)  Correlation (α)  Cutoff  Efficiency Class 
1  2      0,1931 1 
1  2   3 0,1812 1 
1     0,2474 0 
 1 2 3 0,1882 1 
  1  0,2536 0 
 1 3 2 0,1921 1 
   1 0,2756 0 
  2 1 0,1921 1 

 
The original system [14] selected the most efficient plan based on existing 

plans, but was unable to generate new plans. Table 2 shows the calculated weights 
according to formula (3). Table 3 shows the flow that was considered most 
optimal by both systems. The efficiency of the plan proposed by the system is 
0.1753, as stated in (6) the efficiency grows as the value decreases. 

Table 2 Weighted values of the arcs 

c01 c02 c03 c04 c12 c2f c24 c23 c34 c3f c4f c43 c1f 
0,166 0,234 0,000 0,006 0,227 0,176 0,185 0,139 0,139 0,424 0,131 0,682 0,071 

Table 3 Efficiency of the calculated plans 

Case study Variability (z)  Uniform (α) Correlation (α)  Cutoff  
New System 1  2  4  3  
Old System  1 2 3 

Figure 3 presents the different CLL subgroups prior de applying Multidimesional 
Scaling (MDS) to reduce the dimensionality. MDS was applied to the data obtained 
after applying the automatically calculated filtering process. Figure 3 illustrates that the 
result obtained can classify the different groups of patients.  
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Fig. 3 Low dimensional representation of the automatically filtered CLL Leukemia data 
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Enhancing the Role of Multi-agent Systems in the 
Development of Intelligent Environments 

Davide Carneiro, Paulo Novais, Ricardo Costa, and José Neves* 

Abstract. The development of Intelligent Environments is a complex challenge. 
This complexity arises, in part, from the amount of different devices that need to be 
seamlessly integrated in a common and homogeneous environment, despite the fact 
of each device having its own characteristics. This heterogeneity of devices is par-
ticularly risky when one passes from the specification to the implementation phase, 
where all unexpected things start to happen. Multi-agent systems are the paradigm 
par excellence for implementing Intelligent Environments. However, traditionally, 
agents are only used at the implementation phase. In this paper we propose a new 3 
step approach in which agents are used during all the development process, playing 
undoubtedly a much more preponderant role and making the path from the specifi-
cation to the implementation a much easier and controllable one, always having in 
mind the challenges of the development of Intelligent Environments. 

Keywords: Multi-agent systems, Distributed Computing, Ambient Intelligence. 

1   Introduction 

Ambient Intelligence (AmI) [7] has been revealed in the last years as one of the 
most promising and exiting research fields. In fact, the possibilities that arise from 
this merging of Ubiquitous Communication, Ubiquitous Computing and Intelli-
gent User Interfaces are what a few years ago only science fiction visionaries 
could dream on. Ambient Intelligence may even be considered to be a revolution 
as it completely changes the way we see and we interact with computers, defini-
tively ending with the long-established desktop paradigm. 
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In AmI the most important change is that the user is placed at the center of the 
system. We have no more to move close to a computer and use it according to its 
ways. Now, computers come to surround us, disguised behind our common appli-
ances, and constantly interact with us, sometimes without us noticing it, and con-
stantly providing services and taking actions that empower our experience.  

However, as in every new technology, there are challenges that need to be ad-
dressed [2001]. Ambient Intelligence is not an exception. Most of the challenges 
arise from the fact that it is built out of many different components. In fact, it is 
common to find objects as different as sensors, personal devices, regular com-
puters or actuators. Other than physical components, we must also consider the 
software ones: databases, decision support systems, inference engines or remote 
services, only to name a few. We cannot fail to remember that each of these com-
ponents has its own characteristics: a personal device has limited power capability 
and uses a wireless communication protocol, a sensor uses a dedicated cable and 
its manufacturer’s communication protocol and an actuator may use either the 
power line or a wireless protocol to communicate.  

It is a fact that Multi-agent systems can and have been used to overcome these 
difficulties. The classical approach is to design a specification of the problem, and 
then either simulate it or advance right to the implementation phase. It is com-
monly accepted that simulation is a great tool for the development of such com-
plex systems: it allows for the test and assessment of the system before its actual 
implementation. Advancing to the implementation phase without at least simulate 
the desired system may therefore be irresponsible and carry a larger and more 
costly implementation phase. However, simulation by itself, is not a guarantee of 
much better results. In fact, when one looks at some current AmI simulation pro-
jects [8, 11], it is easy to conclude that the simulation architecture as well as the 
technologies used, are sometimes so different from the technologies used for the 
implementation that the moving on to that phase may be almost as costly as doing 
it without having used simulation. 

What we propose is a 3 step process that fully exploits the possibilities of 
agents during all its phases: specification, simulation and implementation. This 
will allow, as many other approaches, to develop agent-based Intelligent Envi-
ronments. However, having in mind the final agent-based architecture since the 
first stage of development, will allow the development of a better suited specifica-
tion as well a simulation platform that truly resembles the implemented system, 
definitively making the implementation a smoother and more controlled process. 

2   The Classical Approach 

The use of agents for the development of Intelligent Environments constitutes no 
novelty. It is a paradigm so suited to this task that it is easy to find several projects 
that implement the services of AmI on top of agents. See for example [9] and [3]. 
Classically, what is done is to specify a set of agents, each one with well defined 
roles (e.g. temperature control, presence control, agenda management, power 
management). The agent paradigm is in fact very suited to do this task.  
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Agents have the autonomy to take their own decisions towards the achievement 
of their goals, can communicate with other agents and can even negotiate in order 
to have some influence on the beliefs of others [10]. Negotiation [5] is in these en-
vironments very important as it is vital to solve the common cases of contradictory 
objectives (e.g. the comfort agent wants to raise the temperature in the room but 
the energy control agent wants to save energy). 

More than that, agents can hide the singularities of the devices they represent. 
A temperature agent, for example, is the specialist in reading the temperature from 
a given sensor. No other agent needs to have knowledge about how to read the 
temperature, all they have to do is to request the temperature value to the tempera-
ture agent, over a standard communication protocol.  

3   The Three Step Approach 

In section 2 we have seen the way that agents have been exploited until the present 
for the development of AmI. However, it is easy to conclude that agents play only 
a preponderant role in the implementation phase of the environment. Could they 
not be used since the beginning of the process? Wouldn’t it be possible to develop 
a simulation platform whose architecture would match the final architecture, thus 
agent-based? It is our conviction that it is possible and that it significantly im-
proves the process of the development of Intelligent Environments. 

In fact, what we propose in this paper is a three step process in which the agent 
paradigm is present right from the beginning. In the first step the agents and their 
hierarchical structure are defined. In the second step a simulation platform is built 
that respects the architecture defined in the first step, with every agent simulating 
the services it will actually provide when implemented. We will call these agents 
Virtual Agents (VA). This naming convention is rather misleading as these agents 
are evidently real agents, living in a real platform, nevertheless acting in a virtual 
environment shaped after the image of the target environment. It will however be 
useful for distinguishing between these and the Real Agents (RA), the agents op-
erating in the real environment. The path to the third step is taken when the VA 
are gradually replaced by the RA: similar agents that do not simulate their services 
but in fact provide them in the real environment. At some intermediary point there 
will be, in the same platform, Virtual and Real agents interacting. These two types 
of agents are actually the same and run in the same platform, thus allowing  
communication between them. The only difference is that RA work with real 
components (e.g. sensors, actuators, databases) while the VA works with virtual or 
simulated ones (e.g. virtual sensors, simulated user). 

Step 1: Specification 

The first step is to completely specify the problem. There are several main issues 
to have in mind when designing the specification of an intelligent environment. It 
is mandatory to know the type of environment that will be implemented (e.g. do-
mestic, hospital, commercial, geriatric). Based on this, the main services to be 
provided will be depicted and therefore the devices needed to implement these 
services will also be known. The target type of users is as important as the type of 
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environment, so that the services are personalized. In fact, most of the services 
need to be adapted according to the context of the user (e.g. role in the environ-
ment, age, physical impairments, gender). Having defined these two key issues, 
work may start on the definition of the agents.  

A methodology suited for building complex agent-based systems is called evo-
lutionary development of systems. It consists in starting the development with a 
reduced number of agents, each one representing a group of services that can be 
grouped according to some criteria. Each of these agents is then sub-divided into 
more simple agents, and so on, resulting in a hierarchy that, as we go to lower lev-
els, find more specific and simpler agents [4]. This has several advantages. In one 
hand, it is simpler to analyze the agents and detect eventual errors or unexpected 
behaviors as each agent has simple and well defined tasks.  In the other hand, it 
makes it possible to reuse agents and services, resulting in more lightweight and 
scalable systems.This process of iterative subdivision is also known as composi-
tionality. This concept denotes entities that can be described by the sub-entities 
that make part of it and the rules used to combine them. In the specific case of an 
agent-based platform, it can be described by the agents that make part of it and 
their relations (e.g. social, hierarchical), the sub-agents that make up each main 
agent and their relations, and so on.  

When defining this hierarchical structure of agents, we will have in mind one 
central idea: the architecture that the hierarchy of the agents defines will be the ar-
chitecture of the simulation platform and the architecture of the final environment. 
This means that the simulation platform and the real environment will be compati-
ble and will even be possible for them to coexist.  

Step 2: Simulation 

The main objective of this second step is to look at the specification defined before 
and implement all the agents respecting their hierarchical structure. Moreover, each 
agent will simulate the services needed to implement the roles that were assigned to 
it. What we achieve is an architecture that matches the one of the final implementa-
tion of the system, with the same agents providing the same services, although in a 
simulated fashion. However, in order animate this simulation, two more agents are 
necessary. The first one, which we will call the Simulator agent, will be responsible 
for controlling the simulation-related parameters, namely the velocity of the simu-
lation, its length or the time of the day. The second one is the Environment agent. 
This agent will simulate the environment in terms of its main characteristics, 
namely the environmental parameters, the physical properties, the users, the appli-
ances, among others. This will make it possible for the agents of the platform to ac-
quire the data from the environment that they need to take their decisions.  

Once the simulation is running a wide range of tests and assessment can be per-
formed on the architecture and their building blocks in a much more controlled 
environment. There are two main objectives here: to test the communication pro-
tocols defined previously and to test the services of the agents and their effects on 
the simulated environment.  

Should any modification be necessary and an agent or the whole architecture 
can go back to step one, for a better specification, whether it is by better detailing 
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an agent, modifying its role on the architecture, rearranging the hierarchy, among 
others. We can now make the exercise of imagining doing these changes with the 
real implementation and the complexity of changing a system that has already 
been deployed. In fact, using this approach, one gets a simulation platform that is 
as close as possible to the architecture of the final implementation, which allows 
detecting situations that would, otherwise, only be visible after the implementa-
tion. Another advantage is that this is an iterative process that can be repeated un-
til one reaches the desired architecture, with the desired behavior, and only then, 
with more confidence, advance to the implementation phase.  

Specification Simulation Implementation

 

Fig. 1 The three steps of the development process 

Step 3: Implementation 

The final step consists in implementing the architecture defined and simulated. 
Traditionally, one would have to implement all the agents and their services to, 
only then, start making the final tests to the architecture. However, using this ap-
proach, it is possible to gradually replace a VA for its equivalent RA, resulting in 
a much smoother and controlled transition from the simulation to the implementa-
tion phase. The only requirement here is that the RA has the same name and the 
same services signature of the VA it is replacing. This way, compatibility is kept 
with the remaining agents that eventually use its services. The main advantage 
here is the possibility of replacing one agent at a time, being possible to perform 
all the tests to each new RA while he is already integrated in a running platform, 
eventually a partially simulated one. If an error is found on a new RA, it can be 
removed from the architecture and again replaced by its equivalent VA, ensuring 
that the architecture will keep running so that other tests can be performed to other 
agents. This can be done individually to each new RA, maximizing the confidence 
on the final architecture and making it easier to isolate errors or wrong behaviors.  

Hence, there is not an explicit point at which step two ends and step three starts. 
Instead, they overlap (Figure 1). Step three starts when the first VA is replaced for 
its equivalent RA and step three ends when the last VA is replaced. Evidently, dur-
ing this process, if necessary, the process can go back to step one, for some adjust-
ments. This constitutes no major problem to a modular agent-based architecture.  
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4   Our Experience: The VirtualECare Project 

The ideas depicted here are the result of the experience of this team in AmI pro-
jects. The most recent one, the VirtualECare project, is the soundest example in 
which this three step process has been applied with success. The VirtualECare 
project [6] is built on top of a Jade-based Multi-agent System in support of com-
putational systems that seek to monitor and provide personalized health care ser-
vices to its users or patients.  

This way, our work in VirtualECare began by defining the main high level 
agents. The first configuration was composed of six agents: Supported User, Envi-
ronment, Group Decision, Call Service Center, Call Care Center and Relatives. 
For the sake of space, we will not detail all the agents and their complete hierarchy 
here. We will, instead, focus on the Environment agent, the one that is undoubt-
edly more interesting given the ambit of this paper (Figure 2). 

When we thought of this agent, we had in mind that we needed an agent that 
could provide all the important information about the environment, namely values 
from the sensors, the intrinsic characteristics of the environment or the appliances  
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Fig. 2 A detail of the agent’s hierarchy that make up VirtualECare environment. The leaf 
agents are the simple agents with their roles well defined in terms of the services they  
provide. 
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present. Evidently, this would result in a very complex agent. Therefore, it has 
been sub-divided into five agents. The Physical Properties agent deals with the 
physical properties of the environment such as the geographic distribution of the 
rooms, its insulation and its geometry, among others. The Environmental Parame-
ters agent deals with all the sensorial information. The Appliances agent is respon-
sible for communicating and issuing orders to every compatible appliance in the 
environment. The External Environment agent was made responsible of sensing 
the outside environment that surrounds the setting, namely in terms of the tem-
perature, rainfall or luminosity. The UIs agent deals with all the interfaces with the 
user. The same process of sub-division was iteratively applied to the resulting 
agents as needed in order to minimize their complexity, as visible in Figure 2.  

Having finished the Specification phase, the team advanced into the Simulation 
phase. In this phase a fully configurable simulation platform [2] has been devel-
oped and its architecture interactively tested and improved. This architecture, as 
stated before, matched the specification defined and the final architecture. Once 
we achieved a stable hierarchy of intercommunicating agents, we advanced into 
the implementation phase. This last phase consisted in developing the Real 
Agents. Taking as example the Temperature agent, we modified de code of the 
VA so that instead of simulating a temperature value, it actually read the tempera-
ture value of a given sensor. All the structure of the agent remained the same, in-
cluding the signatures of the services in order to maintain the compatibility. The 
only thing left was to replace the RA for the VA. 

This same process has been applied to other agents and has revealed to be a 
rather smooth one. At this moment, as we are not yet in possession of all the hard-
ware required for implementing such architecture, we have a hybrid architecture 
that mixes VA with RA. It is, however, a stable and polyvalent one that allows us 
to develop and test AmI services, which would otherwise be impossible.  

5   Conclusions 

In this paper we have presented a new approach for the development of Intelli-
gent Environments based on the agent paradigm. It is a three step process that 
has as main objective to fully exploit the capabilities of this paradigm from the 
very beginning of the development. It also constitutes a way of developing a 
simulation that actually matches the configuration of the final environment, 
which allows testing not only the agents but the architecture itself. This config-
ures definitively a step ahead as the simulation platforms developed nowadays 
generally focus on the services themselves and completely forget the architec-
ture, resulting in a simulation that is much different from the implementation. 
As we concluded during the development of the VirtualECare environment, this 
approach results in a development process that is faster, simpler, smoother and 
more homogeneous.  
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Towards Distributed Wireless Intelligent Sensor 
Networks 

J.A. Fernández-Prieto, J. Canada-Bago, M.A. Gadeo-Martos, and J.R. Velasco* 

Abstract. Over the past few years, approaches including artificial intelligence 
models into Wireless Sensor Networks have gained much attention within the 
research community. However, little attention has been paid to integrate Fuzzy 
Rule Based-Systems into Wireless Sensor Network. Since traditional approaches 
of Fuzzy Rule Based-Systems cannot be applied, due to limited resources that the 
sensors nodes have, the principal aim of this work is to design a distributed 
knowledge based Wireless Sensor Network, where each node of the network 
executes an adapted Fuzzy Rule Based-System. This aim has been divided into the 
followings: 1) to design a Fuzzy Rule Based-System adapted to a sensor node, 2) 
to design an application protocol which allows transmitting knowledge bases to 
sensors nodes and 3) to simulate a particular scenario with network simulator ns-2. 
The performance of a Sun SPOT sensor has been evaluated and a comparison to 
other devices is reported. The results show that a Sun SPOT sensor can execute 
properly a Fuzzy Rule Based-System adapted to it, and that it is possible to create 
a useful distributed knowledge based Wireless Sensor Network. 

Keywords: Intelligent sensor, Fuzzy Rule Based-Systems, ns-2, WSN, WISN. 

1   Introduction 

Wireless Sensor Networks (WSNs) [8] have become an enabling technology for a 
wide range of applications,  such as intelligent buildings, intelligent agriculture, 
environmental control, health care, disaster relief operations, etc. The traditional 
WSN architecture consists of a large number of sensors nodes which are densely 
deployed over an area of interest. These nodes can be conceived as small 
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computers, extremely basic in terms of their interfaces and their components [1], 
having limited battery, reduced memory and processing capabilities.  

Intelligent (or smart) sensors are more sophisticated than traditional sensors as 
they gather, analyse and transmit data. A definition of intelligent sensor was given 
by Brignell [4], as one which “modifies its internal behaviour to optimise its 
ability to collect data from the physical world and communicate them in a 
responsive manner to a host system”. The development of intelligent sensors 
depends on advances in hardware (i.e. measurement technology) and advances in 
software (i.e. processing technology). 

Some techniques have been developed to implement the capacity modifying  its 
internal behaviour. Hence, in order to implement intelligence into sensors, different 
kinds of artificial intelligence systems can be used: artificial neural network, fuzzy 
logic and a hybrid neuro-fuzzy system. Benoit et. al [3] described a modeling of 
intelligent sensor and how the fuzzy logic approach can be used. In WSNs, different 
embedded artificial intelligence models have been used [2][3][9][10]. These 
networks are known as Wireless Intelligent Sensors Networks (WISNs) [13].  

However, little attention has been paid to integrate Fuzzy Rule Based-Systems 
(FRBSs) into WSNs, where each sensor node of the network can execute a FRBS 
which consists of a knowledge base (KB) composed of a set of IF-THEN fuzzy 
rules, fuzzyfication and defuzzyfication interfaces, and an inference engine [6].  

Since traditional approaches of FRBS can not be applied, due to limited 
resources that the sensors nodes have, this work proposes a new distributed 
approach in which sensors nodes can execute a small FRBS adapted to them. In 
order to create a knowledge based distributed WSN, this aim has been divided into 
the followings: 1) to design and implement a small FRBS adapted to a sensor 
node; 2) to design and implement an application communication protocol which 
allows transmitting KBs to the sensors nodes from a PC; and 3) to simulate a 
particular scenario with network simulator ns-2 [16]. Hence, the proposed system 
has been designed in a distributed way in order to separate some functions which 
traditionally are integrated into the inference engine of a FRBS. The knowledge 
based distributed WSN could be used in distributed complex problems in which 
imprecise and uncertain knowledge exists. 

The remainder of the paper is organized as follows. Section 2 provides the 
general structure of the proposed system. Results are reported in Section 3 and 
finally some conclusions and future work lines are drawn in Section 4. 

2   Structure of the System 

One of the most important aspects of sensors is that their resources are highly 
constrained. As consequence, it is not possible to utilize directly the traditional 
approaches of FRBS and it is necessary a new distributed approach in which 
sensors could execute a small knowledge based system.  

The proposed system has been designed in a distributed way. Figure 1 shows 
the general structure of the system, which is composed of: a) one Personal 
Computer, with a base station gateway, where the users edit the KBs using 
linguistic labels (variables, fuzzy sets and rules);  b) wireless sensor network, 
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based on Sun SPOT (Sun Small Programmable Object Technology) sensors [14], 
which are specially built to run Java programs, with a 180 MHz 32-bit ARM920T 
processor, 512K RAM and 802.15.4 radio; c) an application protocol, which 
allows transmitting and updating KBs to the sensors nodes from the PC; and       
d) a FRBS adapted to the sensors, which can infer the output by means of an 
inference engine and its KB. 

Punto 
acc

Knowledge based sensors 

Base 
Station

Knowledge based WSN 

 

Fig. 1 General structure of the system 

2.1   Fuzzy Rule Based System Adapted to the Sensors 

Due to the sensor constrains, the traditional approaches of FRBS, which need a 
large amount of computer resources, cannot be directly applied in sensors. 
Therefore, it is necessary to design a FRBS adapted to them, reducing these 
needed resources. The proposed system is based on the basic structure of Mandani 
FRBS, introducing some modifications in the inference engine.  Figure 2 shows 
the structure of the fuzzy ruled-based sensor which consists of  input and output 
interfaces with scaling functions, fuzzyfication and defuzzyfication interfaces, 
knowledge base, communication module, and an adapted inference engine.  
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Fig. 2 Structure of the knowledge based sensor 
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The KB, which is composed of data and rule bases, includes variable 
definitions, fuzzy sets defined for each variable and rules. After the variables are 
defined, fuzzy sets are associated to each variable. Each fuzzy set is defined by 
means of four points which are composed of a pair of real numbers in [0,1], 
allowing users to utilize triangular or trapezoidal shapes. The KB includes a set of 
IF- THEN rules, in which every rule has one antecedent with various prepositions 
and one consequent. The antecedent and consequent relate a variable and a fuzzy 
set defined in the variable. 

The main constraints of the sensors nodes depend on energy resources and 
computational capacity. Hence, we have introduced some modifications in the 
traditional approach of FRBS in order to reduce: a) the computational burden and 
b) the battery consume.  

To reduce computational burden, we have designed: 

1. A distributed approach in which sensors nodes execute a small but   
complete FRBS adapted to them. 

2. An inference engine which works with numerical values instead of 
linguistic labels. Therefore, knowledge base elements, such as fuzzy sets, 
variables, and rules, do not utilize linguistic labels.  However, users 
continue using labels because the man machine interface (in the PC) let 
them introduce the knowledge using linguistic terms. After that, knowledge 
elements are translated to numerical values with which sensors operate.  

3. A FITA (First Infer Then Aggregate) inference engine which requires less 
computational burden. 

In order to reduce the battery consumption, prolonging the battery life: 

1. The sensors nodes have been  configured in a shallow sleep mode. 
2. The application protocol has been designed in an incremental way, i.e, 

firstly the entire KB is sent from the PC to each sensor; later, only a part of 
it (variables, fuzzy sets, etc.) can be updated. 

3. The sensors nodes do not transmit data continuously. They process the data 
and only remarkable results are sent.  

2.2   Application Communication Protocol 

The general protocol stack used by the sensor nodes is shown in Figure 3. The 
protocol stack consists of the physical layer, data link layer, network layer, 
transport layer and application layer [1]. The IEEE 802.15.4 standard [7] has been 
designed for low power and low data rate WSNs and focuses on specification of 
the two lowest layers of protocol stack: the physical layer (PHY) and medium 
access control (MAC) . 

Figure 4 shows the specific Sun SPOT network stack protocol. Sun SPOTs are 
equipped with the IEEE 802.15.4 compliant radio to perform wireless 
communication. In order to provide routing, meshing and fragmentation, the Sun 
SPOT stack relies on the LowPAN protocol [11]. Multi-hop connectivity can be 
accomplished by a sophisticated routing protocol for ad hoc network: AODV [12].  
 



Towards Distributed Wireless Intelligent Sensor Networks 135
 

 

Physical layer (PHY)

Medio Access Control (MAC)

LowPAN

Radiogram / Radiostream

Application 

AODV

Physical layer (PHY)

Medio Access Control (MAC)

LowPAN

Radiogram / Radiostream

Application 

AODV

Physical layer (PHY)

Medio Access Control (MAC)

Network layer

Transport layer

Application layer

IEEE 802.15.4 

Physical layer (PHY)

Medio Access Control (MAC)

Network layer

Transport layer

Application layer

 

Fig. 3 General sensor network stack                          Fig. 4 Sun SPOT network stack 

In the transport layer, the protocols which allow Sun SPOT applications to access 
the network are: the radiogram protocol (similar to UDP) and the radiostream 
protocol (similar to TCP). 

The application protocol has been designed in the highest layer and implemented 
on the Sun SPOTs and on the PC to transmit entire KBs or a part of them (variables, 
fuzzy sets, etc.). The KBs are edited and generated in the PC, transmitted to sensors 
and executed in sensors. Initially, the Sun SPOTs are configured in a shallow sleep 
mode, with radio and sensor board on (current draw ≈ 46 mA).  

The scenarios in which distributed fuzzy reasoning could be applied are those 
where imprecise and uncertain knowledge exists and where the sensors nodes can 
work autonomously. For example, in [5] we have shown a control system of 
plagues in the culture of the olive tree as application of a knowledge based WSN. 
The development of the olive tree fly is strongly related to the conditions of 
temperature and humidity of the environment. Every sensor node uses these 
variables as input and generates an alert status which shows the risk of the plague 
appearance. If the alert status surpasses a threshold level, the suitability of 
insecticide treatments applications should be evaluated. This is a perfect scenario 
where the distributed fuzzy reasoning can be applied.  

3   Results 

In this section, we show the results obtained. Firstly, we present the performance 
of a Sun SPOT sensor when it executes the FRBS implemented; and secondly, the 
simulation results, using ns-2, are shown. 

 
Sun SPOT Performance. The initial KB implemented was composed of 3 IF-
THEN fuzzy rules, 2 input fuzzy variables and 1 output fuzzy variable, having 5 
membership functions each variable. The Sun SPOT executed 983 inferences per 
second, i.e. 2950 rules/s, so the Sun SPOT reaction time was of 1.01 ms. Later,  
the number of fuzzy rules was increased progressively until 15 rules, obtaining a 
diminution of performance.  In this case, with 15 rules, the Sun SPOT executes 
223 inferences per second, having a reaction time of 4.4 ms. For instance, in a 
control system of plagues in the culture of the olive tree [5], it is necessary to do 
one inference each 15 minutes, so the reaction time is more than sufficient. 
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In order to compare this results with the obtained in others devices, we 
executed the FRBS implemented with the initial KB in: a) another sensor, which 
hardware is based on a 80C552 micro controller with 11.059 MHz 8-bits, 256 
bytes of internal data memory and 32 KB of external RAM. The sensor executed 
30 inferences/sec (90 rules/s), so the sensor reaction time was of 33 ms.; and b)  a 
Personal Digital Assistant (PDA) which is based on a 300 MHz 32-bits  
S3C244XL processor, 64 MB RAM. The PDA executed 6098 inferences/s (18293 
rules/s), so the reaction time was of 0.17 ms. 

 
Simulation Results. The application protocol has been implemented in the ns-
2.33 release of the ns-2 network simulator, configuring ns-2 nodes with the same 
characteristics of Sun SPOT sensors. For this purpose, we have used the 
transceiver characteristics of the commercially available CC2420 IEEE 802.15.4 
radio [15].  The CC2420 is IEEE 802.15.4 compliant and operates in the 2.4 GHz 
to 2.4835 GHz ISM unlicensed bands. The transmit output power can be set from 
–24dBm to 0dBm,  and the receiver sensitivity is –90dBm.   

The thresholds which ns-2 uses to determine whether one packet is received 
correctly by a receiver sensor are the following: the Receiver Threshold , the 
Carrier Sensing Threshold and the Capture Threshold. The scenario 
characteristics and the specific transceiver parameters used in the simulation are 
summarized in Table 1.  

 

Fig. 5 Network topology 

Table 1 Parameters used in the simulation 

Simulation area 100 m x 100 m 

Number of nodes 25 

Pan C. Location Middle of area 

Transmission Range 70 m 

Routing protocol AODV 

Link Layer 802.15.4 

Simulation Time 40 s 

Transmit out power 1mW (0dBm) 

Receiver Threshold -77dbm 

Carrier Sensing Th. -90 dbm 

Capture Threshold   10 dB  

The model to represent the radio propagation properties of the environment has 
been the known as free space model. The network topology used in the 
experiments is shown in Figure 5. The PC with the base station is located in the 
middle of the area, designated as PAN Coordinator. The KB has been sent from 
the PAN Coordinator to the sensors sequentially.  The PAN Coordinator has one 
TCP agent for each sensor to transmit the KB, and each sensor was configured as 
a TCPSink agent. The KB used to carry out the simulation was composed of 15 
rules.  Figure 6 shows the evolution of the delay when the KBs are transmitted.  
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Fig. 6 Evolution of the delay 

As can be observed in Figure 6, the graph is symmetric due to the location of 
the PAN Coordinator, existing four periods of time where there is a delay higher. 
These periods of time correspond with the sensors allocate around the corners, 
where a higher number of hops is necessary to access them. During the 
transmission, the throughput remains around 15 Kbytes/sec (120Kbps) which is a 
value lower than  the theoretical value given in the IEEE 802.15.4 standard (250 
Kbps). The results indicate that it is possible to create the distributed knowledge 
base WSN. 

4   Conclusions 

In this paper, we have presented a distributed knowledge based WSN, where some 
functions which traditionally are integrated into the inference engine of a FRBS 
have been separate, which allows sensors to execute an adapted FRBS. Results 
have shown the effectiveness of sensors to support a knowledge based system and 
the distributed knowledge based WSN can be used in distributed complex 
problems in which exist expert knowledge with uncertainty and vagueness.  

Nowadays, the application protocol is being tested in a real WSN testbed which 
is composed of 10 sensors. In these conditions, the KBs are transmitted correctly. 
Our future work will be devoted to test the proposed system on a bigger real WSN 
in order to compare simulations and real results. Besides, it will be applied to a 
control system of plagues in the culture of the olive tree and an environmental 
monitoring system. 

Acknowledgements. This work has been partially supported by University of Jaén and 
Caja Rural de Jaén (project UJA 08 16 18). 
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Context-Aware Agents for Vehicular Networks:  
An Aspect-Oriented Approach 

Mercedes Amor and Lidia Fuentes* 

Abstract. Agent technology plays an important role in the construction of context-
aware AmI environments, providing the means to develop intelligent, proactive, 
autonomous, and interacting systems, able to adapt their behaviour according to some 
contextual conditions. However, the development of modular context-aware agents 
has been a challenge to software engineers, since context-awareness use to have in-
fluence in several components of the agent architecture, increasing their complexity 
and making them difficult to evolve and reuse. In order to improve the modulariza-
tion and development of context-aware agents for AmI applications, this work  
proposes the application of aspect-orientation to separate all the issues related to 
context-awareness inside the agent software architecture. Specifically, our approach 
focuses on the modularization of context-awareness as aspects for Malaca software 
agents. The application of aspect-orientation leads to separate in aspects all the agent 
functions related to context-awareness, such as context acquisition and context-
dependent behaviour, improving the internal modularization of context-awareness in 
the agent architecture and making it able to adapt dynamically to different contexts.  

Keywords: context-awareness, AOSD, agent architecture, AmI, VANET. 

1   Introduction 

In essence, Ambient Intelligence (AmI) refers to a digital environment that proac-
tively, but sensibly, supports users in activities of their daily lives in different 
application domains [1]. AmI puts forward the criteria for the design of intelligent 
environments, and introduces a set of design challenges that are not present in 
traditional desktop computing. In particular, it requires context-aware applications 
that are capable of operating in highly dynamic environments, placing minimal 
demands on user attention, behaving differently depending on the execution con-
text, anticipating to users’ needs, and adapting to changes in the environment.  
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In AmI environments, agents are a good way to model, simulate, and represent 
meaningful entities such as rooms, cars, or even users. Context-aware agents are 
mainly characterized by sensing the environment and adapting its behaviour ac-
cording to some contextual conditions. Hence, context-aware agents are endowed 
with appropriate mechanisms and abilities to gather and manage information from 
the environment, the users, and their activities. Some efforts have successfully 
introduced context-aware agents for developing AmI applications [3, 5]. However, 
the incorporation of context-aware concerns adds complexity to the design and 
implementation of the agent. Context-awareness is usually implemented in agents 
using traditional OO-based mechanisms, which leads to a complex design where 
high reusability and maintainability are impracticable [6, 9]. The problem is that 
context-awareness data and functions are typically scattered across several system 
modules, producing tangled representations that are difficult to maintain, reuse 
and evolve. 

The main contribution of this work is the use of Aspect-Oriented Software En-
gineering (AOSD) to facilitate the development of context-awareness concerns in 
agents. The application of AOSD principles and mechanisms aims at providing 
improved modularization and composition techniques to appropriately handle 
context-awareness. Specifically, we will focus on the development of context-
related aspects for Malaca [7, 8], an aspect-oriented agent architecture. We present 
how to modularize context-awareness in aspects dealing with context acquisition 
and the adaptation of the context-dependent behaviour. These aspects are woven 
dynamically with context-dependent components of the agent, avoiding including 
explicit context dependencies (data or functions) in these components. Our main 
case study is an approach for vehicular ad-hoc networks (VANETs). VANETs 
applications provide context-aware services to vehicle passengers, where context 
is mainly determined by the information provided by sensors, vehicles, and users. 
In our case study, the context-aware agent recommends gas stations based on 
driver preferences and the current location, fuel level and the speed of the vehicle.  

The paper is structured as follow: Next section briefly describes related work, 
while section 3 introduces the basis of VANETs and brief description of the case 
study. Section 4 copes with the design and implementation of context-awareness 
aspects for Malaca agent. Finally, section 5 summarizes the main contributions of 
our approach and outlines our future work. 

2   Related Work 

There are many ongoing research efforts that take advantage of aspect-oriented 
solutions for context-awareness [9, 10] and some of them applies their results to 
AmI application domains. Actually, [10] shows the benefits of separating such 
contexts in aspects instead using a simple OO approaches. However, as pointed 
before, none of these approaches was applied to agent technology.  

On the other hand many agents-based approaches provide context-aware ser-
vices in different application domains, such as traffic and transportation [3] and 
smart spaces [4]. These approaches use different technologies for dealing with 
context-awareness, but none of them pay special attention to separate the context 
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awareness property to improve the agent modularization. Also, they are developed 
for the JADE agent platform, which imposes a coupled internal modularization of 
the agent application-dependent functions in classes named Behaviours. JADE 
follows a task-oriented approach, so data and functions related with handling a 
external event or performing a specific task are included in the same implementa-
tion class (of type Behaviour[8]). This means that context-awareness data and 
functions are spread in different classes of the agent implementation (in those 
functions which are context-dependent), and tangled with functions concerning to 
other agent properties. This means that context-awareness concerns are not prop-
erly modularized, making difficult their maintenance, evolution, and reuse. As can 
be seen, the considered approaches focus in providing solutions which are inde-
pendent of the target agent implementation platform. This makes our approach an 
enhanced alternative for the design and implementation of context-awareness in 
MAS and AmI. 

3   Case Study: A Refuel Recommender Service for VANETs 

A Vehicular Ad hoc Network (VANET) is a special kind of mobile ad-hoc net-
work composed of mobile nodes (mainly vehicles). The specific properties of 
VANETs allow the development of new services, mainly related to safety and 
comfort. Safety applications increase the security of passengers by exchanging 
safety relevant information. Comfort-related applications improve passenger com-
fort and traffic efficiency. Examples for this category are: traffic information, 
weather information, gas station or restaurant location, price information, and 
even Internet access. In a VANET, each vehicle is equipped with a computing 
device, a short-range wireless interface, a GPS (Global Positioning System) re-
ceiver, and different internal sensors, which provide information regarding the 
status of the vehicle. With these features, agents are a good way to model, simu-
late, and represent meaningful entities of VANETs. A MAS for VANETs encom-
passes two different agents: agents inside a vehicle (vehicle agents), and agents 
representing services and road signs. The former agents run on board to provide 
safety and comfort-related services to the vehicle passengers. These agents use to 
be context-aware to deal with the reception of events from different information 
sources (such as the user and internal sensors), and are able to adapt their behav-
iour to current context. The service agents represent the traffic signposting and 
road services (such as gas stations, cafeterias).  

Our main case study is a context-aware agent for VANETs which decides when 
and where the vehicle has to refuel. In a specific scenario, when the agent detects 
that the level of fuel gas is running low, it decides to refuel. Additional context 
information, such as vehicle speed, is taken into consideration to make this deci-
sion (fuel consume is higher when the speed is low, and it should be acceptable to 
stop when the tank level is low, and it is not in reserve if the speed is low). Vehi-
cle agents interact with service agents to receive information about gas stations in 
the proximity. When refuel is needed, autonomously, the agent chooses a gas 
station meeting user preferences (i.e. a specific gas station chain or gas stations 
with the lower fuel price).  
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4   A Context-Aware Agent in Malaca 

This section focuses on the design and implementation of the context-aware agent 
using the Malaca approach.  

4.1   Design of a Context-Aware Agent Using Aspect-Orientation 

A complete description of the Malaca agent model can be found in [7,8]. The main 
feature of the internal architecture of a Malaca agent is that combines Component-
Based Software Engineering (CBSE) and AOSD technologies, to represent sepa-
rately application-specific functions from extra-functional agent properties. This 
separation improves the internal modularization of the agent architecture, which is 
based on components and aspects, and contributes to enhance the adaptation, reuse 
and maintenance of the software agent. 

The Malaca agent model is used from the detailed design phase to implementa-
tion. At the detailed design stage the model is use to design the internal architecture 
of each agent of the system. These guidelines are helpful to design agent architec-
tures in Malaca: (i) The application-specific agent functionality is provided by 
independent software components; (ii) any extra-functional property (in particular 
those that concerns agent communication) is encapsulated by aspects. These prop-
erties are first identified from the requirements and analysis phases, and can be 
platform-dependent, application-dependent, or MAS-dependent. We have separated 
as agent-specific aspects coordination, distribution, representation, tracing, security, 
and learning. The agent architecture is described in terms of the components and 
aspects, their composition rules and a high-level description of the agent supported 
interaction protocols. All the descriptions (the agent architectures and interaction 
protocols) are supported by MaDL and ProtDL, two XML-based agent-specific 
description languages defined in the context of the Malaca approach. 

Fig. 1 shows a UML class diagram describing the (partial) organization of the 
internal architecture of the vehicle agent. The depicted components and aspects  
are derived from the application of the Malaca guidelines to the specification of the 
vehicle agent of our example described above (the gas station recommender ser-
vice). The architecture of vehicle agent includes four components providing data 
and functions specific to VANETs: a GPSController component, which represents 
the GPS receiver and provides functions related to the vehicle route and location; 
the SpeedController component, which provides functions for monitoring and 
modifying the speed of the vehicle; a PetrolSensor component, which represents 
the sensor that notifies the current level of the fuel tank; and VehicleUserInterface 
component that provides a graphical interface to interact with the user. 

Context-awareness, which requires functions for gathering, managing, and dis-
seminating context information, is represented by different elements of the  
agent architecture. Context information (also known as context model) is stored in 
the KnowledgeBase component, which represents the knowledge base of the 
agent, as resources. The resources PETROL_LEVEL, SPEED_MODE, and PET-
ROL_STATION_PREFERENCE maintain updated information of the current state 
of the fuel, speed, and user preferences respectively. An adequate OO approach to 
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Fig. 1 Malaca architecture of the Vehicle Agent 

cope with context-aware data and behavior is the subject-observer pattern (also 
known as Observer pattern). This behavioural pattern defines a one-to-all depend-
ence between objects. When the state of one of the objects (the subject) changes, it 
notifies the change to all dependant objects (the observers).  

This pattern allows varying subjects and observers independently: subjects can 
be reused without reusing their observers, and vice versa; and new observers can 
be added without modifying the subject or other observers. Regarding context-
awareness, the subject is the context and the observers are the behaviours that 
depend on its current state. We use an aspect-oriented version of the observer 
pattern. There is an aspect-oriented version of this pattern, which has been demon-
strated to improve the traditional solution regarding modularization [8]. Specifi-
cally, we apply the aspect-oriented observer pattern twice: Firstly it is used to 
characterize context acquisition and update of the context model; and secondly it 
is applied to characterize context-dependant behaviour. The aspect VehicleContex-
tAwareness (in Fig. 1) is in charge of gathering together context information 
(events and messages that signify changes in the context), process it, and update 
the context model accordingly. This aspect is an observer of multiple subjects –
speed, fuel level, and user preferences. Then, we use again the observer pattern 
being the subject the context model and the observers the context-dependent be-
haviours encapsulated in aspects. The aspect PetrolController encapsulates the 
context-aware behaviour that decides when it is required to refuel depending on 
the current fuel level, the speed, and the user preferences. The aspect-oriented 
solution helps to simplify and reuse context-awareness inside the agent. 

However, the separation performed at the architectural level requires compos-
ing the aspects behaviour with the components. This process is known as weaving. 
Then the agent designer has to specify when is invoked the behaviour of the two 
context-aware aspects. Malaca permits the composition at specific points, called 
join points, of the agent execution flows. The Malaca join point model, which is 
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Fig. 2 Join point model in Malaca 

shown in Fig. 2, defines four joint points: after the reception of an input message, 
before the sending of an output message, at event dispatching, and the execution 
of an action. Thereby, every time the agent communicates with another agent, and 
event is thrown, or an action invoked, the corresponding message, event or action 
invocation is intercepted and aspects are composed.  

Weaving is guided by composition rules. The composition rules describe point-
cuts, which are patterns that specify the set of join points being intercepted. The 
MaDL language allows the definition of this composition rules in XML. Each rule 
describes a pointcut and describes how to compose aspects when the pointcut is 
reached. This description can condition the composition of an aspect by specifying 
the values of different parameters of the join point (message fields, the name of 
the action and the event, value of the arguments). Note that aspect composition is 
not hard coded (inside the involved aspects, or any other component of the archi-
tecture). This composition mechanism is very flexible and allows defining differ-
ent aspect compositions in accordance to diverse situations. 

Consequently, and given that the VehicleContextAwareness aspect gathers in-
formation to update the context model, its behavior should be invoked every time: 
(i) the PetrolSensor component throws an event with the current tank level; (ii) the 
SpeedController dispatches an speedChange event; or (iii) the user updates his/her 
preferences. On the other hand, the PetrolController aspect should be applied 
every time any of resources of the context model (PetrolLevel, SpeedMode or 
Petrol_Station_Preference) is updated (method updateResource). The composi-
tion rules (in XML) are shown next: 

<WeavingRule JoinPoint="THROW_EVENT"> 
 <OrCondition> 
     <Property name=”PetrolMeasure”> <Property name=”SpeedChange”> 
     <Property name=”UserPreference”>  </OrCOndition>  
 <ApplyAspect id="VehicleContextAwareness" relevance =”CRITIC”/> </WeavingRule> 
<WeavingRule JoinPoint="PERFORM_ACTION" name=”UpdateResource”  
target=”KnowledgeBase”> 
<OrCondition> 
  <Property param=”name” value=”PetrolLevel”/> <Property param=”name” 
value=”Speed_Mode”/> <Property param=”name” value=”Petrol_Station_Preference”/> 
</OrCondition> 
<ApplyAspect ="PetrolController" relevance =”CRITIC”/> </WeavingRule> 
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4.2   Implementation of the Context-Aware Aspects 

This section briefly describes the implementation of the two context-aware as-
pects. These given implementations are very simple, but a more complex and 
appropriate context modelling and decision techniques for this application domain 
could be used. The Malaca agent framework provides a base class named Aspect 
for developing aspects. This class defines a common set of attributes and methods, 
which facilitates the identification and composition of aspects. Four methods  
encapsulate the aspect behaviour for each join point (handleInputMessage, han-
dleOutputMessage, handleEvent y handleAction). The context model is repre-
sented by an ontology that describes the terms and set of values of the variables 
that define the context (i.e. the values of the resource PETROL_LEVEL are RE-
SERVE, LOW, LOWER_HALF, MEDIUM, UPPER_HALF, HIGH, and FULL).  

The behaviour of the VANETControlAwareness aspect is implemented in the 
handleEvent() method, which includes the event intercepted. Currently, the im-
plementation of this method delegates event processing to a particular method that 
processes the contextual data to update the context accordingly (update-
PetrolLevel-SpeedMode-PetrolStationPreference). This manner, if the event noti-
fies a new fuel measure, it is invoked the updatePetrolLevel() method, which 
classifies the measure and updates the resource PETROL_LEVEL if required. 
Following, it is given part of the implementation. 

public class VehicleContextAwareness extends Aspect { 
 public Object handleEvent(Object event) 
 {… if (_event.getName().equals("PetrolMeasure")) 
   {   updatePetrolLevel((Integer)_event.getValue()); } 
  … }//end of handleEvent(); 
public void updatePetrolLevel(Integer current_petrol) 
{ …;updateResource("PETROL_LEVEL",VANETContext.UPPER_HALF);…}} 

The behaviour of the PetrolController aspect is codified in two different meth-
ods: handleAction and handleMessage. The former is invoked when the context 
changes and invokes a specific function to manage it accordingly; and the latter 
when the agent receives an ACL message from a service agent in the proximity. 
Given a new context, the aspect decides if it is required to refuel. If refuel is re-
quired then current user preferences are consulted to find a preferred nearby gas 
station. The aspect maintains a list of close and preferred gas stations, which is 
updated with notifications of service agents. Such ACL messages are intercepted 
and processed in the handleMessage method. Finally, the aspect notifies the user 
the situation. Part of the implementation of this method is shown next.  

public class PetrolController extends Aspect { 
RoadNetworkService _nearest_gas_station = null; 

public boolean handleAction(Object action) 
{  …  if(_context_var.equals("PETROL_LEVEL")) 
 { … considerPetrolLevelChange(_new_petrol_level);…}} 

public Object handleInputMessage(Object message) { 
 ACLMessage _inform = (ACLMessage)message; 
 updatePreferredGasStation(((RoadNetworkService)_inform.getContent()));} 
public void considerPetrolLevelChange(String _petrol_level) 
{  if((isLow(_petrol_level)&isFast(_speed_mode)) 
    |(isReserve(_petrol_level)) {   

getSomePetrol();  }} 
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5   Conclusions and Future Work 

This work presents the use of context-aware Malaca agents for AmI applications. 
The aspect-oriented approach of Malaca contributes to facilitate the development 
of the context-awareness property in software agents. Context-awareness concerns 
(contextual data gathering and context-aware adaptation) are modelled as aspects, 
enhancing their reuse and evolution. Context information is accessed in a non-
intrusive mode for the context components, avoiding undesirable dependencies 
between the context model and the context-dependent behaviours inside the agent. 
In [8] we demonstrate that the Malaca model achieves better separation of con-
cerns (or agent properties as context awareness), so the internal agent components 
are not coupled and only encapsulate a single concern (i.e. they are cohesive). In 
order to show this a metric suite was applied to compare an aspect-oriented ap-
proach as Malaca as opposed to non aspect-oriented ones (for example those using 
the JADE platform). 

We are currently improving the current implementation of Malaca agents in or-
der to reduce computational cost and response time for their execution in AmI 
environments. In addition, a vehicle simulator, for the practical experimentation of 
agents for VANETs, is currently under construction. 
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Reasoning on a Semantic Web Based
Context-Awareness Middleware�

Alberto Garćıa-Sola, Teresa Garćıa-Valverde, and Juan A. Bot́ıa

Abstract. We present in this paper the OCP middleware for context in-
formation management. More specifically, we focus on the reasoning aspects
of the middleware. In order to provide the OCP middleware with reasoning
capabilities, we have integrated a semantic web ontology management API
based on Jena and Pellet, developed in our lab, i.e. the ORE API. We present
some projects in which the reasoning capabilities have been applied and some
examples trying to show the power of this open source implementation.

1 Introduction

Recent and growing development of context awareness systems in the last
years has made us require of systems capable to manage this context so that
we can focus on manipulating this information. Our proposal is OCP, a mid-
dleware for managing context information with the following characteristics.

Event oriented. In OCP, there are two roles, producers and consumers
of context. Context producers can send information at any time, so that
context consumers interested in this information will immediately receive it.
Consumers can set their own interests to receive context updates of some
concrete entities that interest them, or even all instances of an entity type.
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Distributed. OCP offers a client/server architecture. The client only needs
a few lines of code to communicate with the server and handle all context.
OCP server is responsible for accomplishing reasoning and distribution work
for the clients, allowing interaction with lightweight devices (i.e. sensors and
actuators).

Ontology oriented. Context information is organized and stored using
OWL ontologies. Ontologies are a powerful tool for knowledge representa-
tion, and there are several authors who describe them as the most promising
tool to represent context information [8]. Two ontologies are used in OCP,
context ontology and domain ontology. Domain ontology includes every ele-
ment (either structural or instance) of the domain that we are working in.
The context ontology gives us some useful information for OCP to manage
context. Furthermore, OCP is extensible with already defined ontologies, e.g.
SOUPA, CONON, ULCO, etc.

Context history. The context history is a powerful and flexible OCP tool
that stores a historical of every context information (or what you specify).
This allows us to perform temporal reasoning and learning through adapta-
tion as well as perform data mining using historical data through the API
that offers OCP. Depending on the system, it is possible we do not want
to store all information. For this, OCP offers different storage modes: Store
nothing ; Store everything ; Store only new events. Thus, OCP would
only store events involving a change of context. If we have a sensor that every
certain time tells us the temperature, you may be interested in only keeping
temperature changes. Store intervals. Unlike the former, we store intervals.

Context reasoning. OCP includes reasoning, endowing the system with
the capabilities of inferring new information. This way OCP clients stick to
send and receive information in a way that they understand, letting OCP the
process to give meaning to that information.

Thanks to OCP we can, with a few lines of code have full control over the
system context, and even infer not explicit new information. In this paper we
focus on the last part, the context reasoning. In the next section (2) the OCP
context reasoning module is described deeply, including some examples (sub-
section 2.1). In section 3 we discuss about other works related with context
reasoning to end up with conclusions and future work (section 4).

2 Context Reasoning within OCP

OCP is a middleware that allows us to control the context in a simple and dis-
tributed way between producers and consumers. The use of semantic context
information based on a predefined domain ontology gives us great expres-
siveness and versatility. In general, the producers’ logic is limited to generate
data, and send it to the middleware regardless of the ontology, being the
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middleware responsible for providing it a semantic meaning within the do-
main. However, it is possible that this data in that format is not relevant
to consumers, needing reasoning on it to make explicit certain implicit in-
formation. OCP performs this reasoning, thus freeing both consumers and
producers of the need to include more complex logic and gather information
irrelevant to them. Thus, domain logic (i.e. any relevant information for the
applications about the entities in the environment and their relations) is cen-
tralized in a single point (i.e. OCP). Take, for example a temperature sensor.
The sensor just generates temperature data. Depending on the domain, a
temperature of 36o C may mean different things. If we are measuring a pa-
tient temperature, it may mean that the temperature is correct, if we are
measuring a room temperature it may be too high and we should turn the
air conditioner on. However, the sensor is unaware of this. OCP is the one
who gives meaning to this information using reasoning.

In Semantic Web based representations, part of this new information gen-
erated by reasoning can always be obtained by the so-called “axiomatic
reasoning”, using certain implicit and universal rules for all ontologies. For
instance, if we define the relation equalsTo as symmetric, when we add the re-
lation class1 equalsTo class2, we implicitly know that class2 equalsTo class1.
However, there is some domain information that must be described in the
form of rules. These rules are needed to provide this new information, since
they are domain dependent, and, possibly, dynamic (may change over time).
OCP supports two types of reasoning: to detect and correct inconsistent con-
text information and to derive higher level context information. The latter
type of reasoning is based on properties like symmetry (as aforementioned)
and transitivity and user-defined rules. We will focus on the latter type of
reasoning, intended to derive new information.

For this reasoning we use ORE-API1. ORE-API is a set of tools developed
in our lab for reasoning using Semantic Web used by ORE (Ontology Rule
Editor), graphical tool used for easy ontological rule sets creation, debugging
and validation. It is a powerful tool that allows read, modify and create new
rules as well as reason information using different methods. We chose to use
an API instead of reasoning tools such as Pellet directly. This approach has
advantages and disadvantages. On one hand, ORE-API offers various types
of reasoning (combinations of different reasoners), possibility to modify the
rules easily, great versatility, updates and has been tested in different environ-
ments. Furthermore, using ORE-GUI we can create/view/modify graphically
the different rules used in OCP (shown in figure 3 editing a rule). ORE-API
also offers a powerful and easy programming interface to read, create and
modify rules in different formats and export capabilities. All reasoning logic
is encapsulated, so that any change is made simple. However, the election of
ORE-API also has some drawbacks, since it creates an extra layer of abstrac-
tion with a possible performance penalty.
1 http://ore.sourceforge.net/
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When OCP does not use the reasoner, the operation flow when new con-
text is notified by a producer is the following: (1) Receive and manipulate
the message. (2) Insert/modify ontology information. (3) Update the history.
(4) Notify concerned consumer. Reasoning entail the possible generation of
new knowledge, to be updated itself into the historic and possibly notified to
different consumers. Since new information is needed to be in the ontology
to reason with it, the only temporal constraint is the reasoner to be called
after the insertion/modification of information in the ontology. In our case,
we have decided to make this reasoning after the first notification to con-
sumers for several reasons. On the one hand, we avoid unnecessary waiting
for the consumers to be notified, probably not interested in the new created
context. On the other hand, this way there is some sequence (also in history)
about events, giving priority to information received prior to that generated,
avoiding cases of consumers who interpret the generated information before
producing potential inconsistencies. Note that the new inferred information
should be introduced in OCP so that it can notify potential consumers and
generate the historical of this information, which will be treated as informa-
tion generated by a producer for all purposes.

Fig. 1 New context arrived to OCP. Sequence diagram.

In figure 1 we can see a sequence diagram of how OCP handles a new con-
text event. The first thing done by OCP when receiving new context informa-
tion (newContextItems) is notifying the subscribed consumers, as discussed
previously. Then, reasoning is performed on the new information received,
and if any new knowledge is inferred (newReasonedContextItems in the fig-
ure), it is sent to consumers (if any subscribed to that new information).

Reasoning in OCP is compound of two parts, the axiomatic reasoning and
the rule-based reasoning. From the range of options offered by ORE-API, we
have used Jena (Rule-based Reasoning Engine) + Pellet (as Ontology Rea-
soning Engine) reasoning by default. On the one hand, there is the Ontology
Reasoning, carried out by Pellet. Pellet is an open-source Java OWL DL
reasoner based on the tableaux algorithm. Other approaches such as Bossam
(translate OWL-DL into rules and give the rules to a forward chaining engine)
do not fully cover OWL-DL (cannot cover the full expressivity of OWL-DL
due to many incompatibility between Description Logic and Horn Rule for-
malisms). Moreover, Pellet integration with Jena (ontology management is
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done in OCP using Jena) and ORE-API is straightforward. Knowledge mod-
els based on DL ontologies are usually divided into TBox (terminological) and
ABox (assertional) components [4]. The TBox contains the vocabulary and
schema that define domain concepts, their properties, and the relationships
(called roles in DL) among them. Therefore, once OCP has started, TBox
never change, since the schema remains unchanged, and reasoning over TBox
must only be done once. However, ABox, which requires a previous TBox rea-
soning does change through time, hence, reasoning to ABox must be done
every time a new item arrives the system.

On the other hand, there is the Rule-based Reasoning, carried out by Jena.
The selected rule reasoners should provide the knowledge inferred by the rules
isolated from the rest of the knowledge inferred by other reasoning processes.
This feature is required by OCP to be aware of the new information and let
it process properly, as well as for debugging tasks. The Jena rule reasoner
makes this distinction and split the inferred knowledge from the base knowl-
edge whereas the Pellet rule reasoner does not. Jena Rule-based Reasoning
has diverse built-in engines, which support forward chaining, tabled backward
chaining and hybrid execution strategies [3]. Rules have been introduced in
the ontology using the Semantic Web Rule Language (SWRL)2 based on a
combination of the OWL-DL and OWL-Lite sublanguages of the OWL with
the Unary/Binary Datalog RuleML sublanguages of the Rule Markup Lan-
guage. These rules has a semantic equivalence to well researched description
logics. SWRL allows us a great power and expressiveness. Its ability to write
our own built-ins allows us to model new functionality to interact with the
history and perform temporal reasoning in a more natural way.

Fig. 2 Domain Ontology

2 http://www.w3.org/Submission/SWRL/
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2.1 AmI Example

To better explain the role of context reasoning in context-aware computing,
we present a real AmI scenario applied to e-care (health care), described by
the ontology of a simplified hospital shown in figure 2, used in the project
CARDINEA3. In the same figure (2) we see (in miniature) the same ontology
as it would be when running inside OCP, including the historic. As we see,
all entities inherit from ContextEntity. By defining this hospital example we
will show some rules and how they would behave in OCP.

The scenario is based on a hospital, where there are different kind of pa-
tients and the staff, where the doctors are included. For the rules we are going
to show, we use an actuator and two different sensors. The actuator is a kind
of bleeper which sends alerts to the doctors when there is an emergency, and
in OCP is represented as a consumer of context (i.e. is subscribed to some
part of context and notified when it changes). One of the sensors measures
the glucose level of patients, and the other is just an emergency button placed
in a concrete bed, which sends that there is an alert in a concrete bed. Both
sensors are context producers in OCP. The ontology is populated with a spe-
cific kind of patient instance diabetic (id: diabetic 1), which is locatedIn a bed
(id: bed 2) and has an assignedDoctor (id: doctor 3).

Fig. 3 Example’s rule edition using ORE-GUI

In figure 3 there is a first basic rule for a diabetic, shown using the ORE-
GUI editor. What the rule basically does is to send the doctor an alert through
the bleeper when the glucose level of a diabetic is above a certain value. In
this concrete rule there is no need to use the axiomatic reasoner or even an
ontology, since the rules use the information directly sent from the sensors,
and a simple rule-based reasoner could do the same. So, in this example, if the
glucose level sensor connected to the diabetic patient sends to OCP a high
value, OCP would get it and start the reason process. In the given example
this would be the reasoned information (only rule-based information showed,

3 http://cardinea.grupogesfor.com/



Reasoning on a Semantic Web Based Context-Awareness Middleware 153

not the axiomatic reasoned information):
[hospital#doctor 3, hospital#patientAlert, hospital#diabetic 1]
This triple means that doctor 3 sets the object property patientAlert value to
diabetic 1. Then, OCP gets this new information and sends it to the bleeper
(context consumer of patientAlert for doctor 3). Therefore, an alert is sent to
doctor 3 about the patient diabetic 1.

Bed(?swrl:bedV) ∧ manual alarm(?swrl:bedV, ?swrl:manualAlarmV) ∧
swrlb:equal(true, ?swrl:manualAlarmV) ∧ contains(?swrl:bedV,
?swrl:patient) ∧ assignedDoctor(?swrl:patient, ?swrl:assignedDoctorV) ∧
Patient(?swrl:patient) ⇒ patientAlert(?swrl:assignedDoctorV, ?swrl:patient)

The rule described above is a different and more generic rule valid for every
patient, and, therefore, for this diabetic in the example, since it is a subclass
of patient. The rule takes the event sent from the emergency button placed on
the bed, and using that information, alerts the doctor. It checks which patient
is on the bed using the contains object property. However, in the ontology
there is only information about where are the patients located (locatedIn).
Contains is the inverse of locatedIn, thus, using the axiomatic reasoner the
system can obtain that information. The rest of the rule finds which doctor
is assigned to that concrete patient using assignedDoctor property and alert
him trough the bleeper (context consumer) telling which patient is in alert.

All in all, from just a simple event (button-pressed or glucose-level) we
can derive domain specific high-level information using explicit rules and the
reasoning engine available in OCP, keeping the actuators and sensors logic
extremely simple and leaving information manipulating complexity to OCP.

3 Related Work

First OCP version dates back to 2006. Since then to the current OCP version
(OCP2) system has evolved and improved in many aspects (e.g. ease of use,
distributed, history, reasoning...). There are several platforms and middle-
wares for context management with diverse approaches. In [8, 6] we can find
a detailed survey of some of them, including different approaches (e.g. object-
oriented models, ontology based models, key-valued models...), to conclude
that ontologies are the more promising alternative.

Regarding the use of reasoning in these systems, there is also a wide range
of works. In [2] we can find a survey discussing many of them. A variety of
context reasoning schemes have been proposed to deal with context reason-
ing, including Bayesian networks [7], Dempster-Shafer Theory [9], logic-based
[1] and ontology-based context reasoning schemes among others, but only
ontology-based reasoning schemes incorporate semantics into context repre-
sentation and reasoning. Evolving from semantic networks, ontology provides
a structural model to handle complex and disparate information.
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4 Conclusions and Future Work

In this paper we have presented the OCP middleware for context informa-
tion management. We have shown in detail how reasoning is performed and
what advantages and drawbacks offers, and a few examples applied to AmI
to better understand it. Documentation, source code and latest OCP version
is available at the web4. OCP has been used in various research projects
and is currently deployed in several real systems in operation, among which
we highlight the European project POPEYE (IST-2006-034241), CARDEA
(FIT-350101-2007-14) and CARDINEA (TSI-020302-2009-43), so we can en-
sure that systems context-aware are no longer merely a research tool. How-
ever, there are still many open possible improvement in which we are already
working which offer us a way to create more advanced services.

Firstly, the history is offering very promising results related with temporal
reasoning. Furthermore, using collaborative filtering algorithms on ontologies
as [5] can provide the system with recommendation capabilities. Another
interesting task is the total distribution on different servers. Using a fully
distributed structure we can use small storage devices and release the CPU
load when reasoning In addition, it would provide a more robust system in
ubiquitous environments where the network may not always be available.
Finally, we are working with some techniques to improve the efficiency.
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Agent-Based AmI System Case Study: The Easy Line + 
Project 

Armando Roy Delgado, Rubén Blasco, Álvaro Marco, Diego Cirujano, 
Roberto Casas, Armando Roy Yarza, Vic Grout, and Richard Picking* 

Abstract. Smart environments include context-aware computing to enhance sys-
tem capabilities which affect user interaction positively.  A context-aware applica-
tion should collect contextual information through different ways depending on 
technology availability and handle this information adequately to execute actions 
or warnings, present information or modify the environment. Ambient intelligence 
(AmI) habitually means system complexity and heterogeneity. This paper de-
scribes an AmI system case-study, developed for the Easy Line + project, a decen-
tralized intelligence carefully structured in agents grouped by roles in domains to 
improve system package interaction and integration. The main purposes for this 
implementation are: avoid complexity and inconsistence between the elements of 
the system and increase system´s performance. The Easy Line + project is primar-
ily oriented to monitor and control white goods and to assist in emergency situa-
tions though it is deployed all over the home environment and can be extended, 
more easily thanks to the multi-agent approach, to control and monitor other de-
vices or services at home. 

Keyworks: Ambient intelligence, context-awareness, domain, agent. 

1   Introduction 

The application of information technologies to home environments is mainly cha-
racterized by the integration of networked computational devices into the physical 
context. The concept is also denominated with the term ubiquitous computing, 
which involves ubiquitous communications and user interfaces. AmI implies the 

                                                           
Armando Roy Delgado . Rubén Blasco . Álvaro Marco . Diego Cirujano . Roberto Casas . 
Armando Roy Yarza 
Grupo Tecnodiscap, Universidad de Zaragoza, Spain 
email:{aroy,rblasco,amarco,ciruman,rcasas,armanroy}@unizar.es 

Vic Grout . Richard Picking 
Centre for Applied Internet Research (CAIR), Glyndwr University, North Wales 
email:{v.grout,r.picking}@glyndwr.ac.uk 



158 A.R. Delgado et al.
 

existence of another abstraction level on top meaning adaptation, personalization, 
unobtrusiveness and anticipation—expressions that commonly cope with other 
AmI projects [1][2][3] also oriented to social inclusion—. 

Context-sensitive systems must be flexible enough to perform according to the 
requirements independently from the architecture, location, user profile and the 
technologies involved. Furthermore they should reconfigure dynamically to ac-
commodate users’ needs, taking into account a wide range of users and situations. 

To develop a system with such characteristics there must be processing units 
distributed all over the physical context, as well as wearable devices. Ubiquitous 
computing enables these objects to communicate with each other and the user 
transferring data from one point to another dynamically as required. A wide range 
of devices can be used to computerize homes like cameras, location systems and a 
variety of sensors, whose function is to collect contextual information. Aside from 
data collecting devices AmI systems include a variety of human-machine interfac-
es (HMI) such as displays, touch screens, remote controls, TV, hand held devices 
and so. 

Finally networking devices have to be incorporated to put everything together 
and some others to act upon control and coordinate everything—e.g. computes or 
servers—. The type and number of these devices may vary according to the place 
and needs of the user. Altogether, the integration of networked computational de-
vices into the targeted environment gives the possibility to reduce the issues that 
nowadays arise about the risk of people losing independence at home and permits 
to lower the levels of social exclusion in the society that are getting higher as pre-
dicted years ago [4]. 

To increase people autonomy at home is one of the main objectives of the Easy 
Line + project [5]. Easy Line + project aims to allow elderly people to remain in 
their homes living independently thanks to AmI, by facilitating realization of daily 
tasks such as preparing foods or washing clothes, detecting risky or abnormal situ-
ations, and evaluating their quality of life in that scenario. 

In this paper, we firstly make a constructive analysis about the advantages of 
multi-agent systems in AmI. After that, there is a generic description of the ele-
ments of the system grouped by domains, explaining the main tasks of each  
domain and the interactions between them, and the enumeration of the agents in-
volved in each domain and their relationships. Finally, conclusions are presented. 

2   Reasons to Apply a Muti-agent System Approach in AmI 

Distributing the intelligence makes the system easier to adapt and more scalable. 
In other words AmI systems have to be able to add extra functionalities, perhaps 
overlooked in the first instance, to cope with user requirements over time. 

In contrast, a centralized intelligence in AmI is predisposed to fail because it 
often implies risks that are not feasible for home environments where people 
spend most of their time. There might be a lack of processing power, memory 
bottlenecks or a loss of centralized data that may affect the performance of the 
system making it unstable or unsuitable to fulfill user needs by that moment. In 
addition, in a centralized system, a network failure or a faulty networked device 
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may collectively affect the rest of the network as some researchers stated like Park 
et al. [6]. 

A Multi-agent system perspective has numerous advantages, almost certainly 
the most important related to AmI systems are: 

• Monitoring and control versatility  
• Better resource allocation 
• Facilitate system design 
• Allow modularity and flexibility 
• Robust behavior on automated processes 

Many communication protocols, network coordinators and a flexible device 
manager make the system more versatile and therefore more capable to influence 
the life of the user positively. In addition, having agents in diverse physical 
locations requires less processing power and memory per device minimizing 
bottleneck incidents. Furthermore if all agents have specific roles that can be 
integrated with the rest of the system, the result is a modular architecture flexible 
enough to accept changes in certain modules and/or to add new ones. On top of 
that, the system can contain some reactive agents—automatons that receive an 
input, processes it and produce an output—which perform better in certain 
situations as they are unaffected by other system processes but are still integrated 
with the rest of elements. 

However developers have to bear in mind that the application of multi-agent 
systems to AmI cannot be reduced to pursue those universal benefits as user 
requirements tend to be more explicit. The following sections enter into more 
detail about how Easy Line + is going to affect the lives of the users and which 
multi-agent architecture is selected to adjust the system the user needs. 

3   Systematization of the Easy Line + Project into Agent 
Domains 

A multi-agent system consists of some individual agents each of them oriented to 
carry out specific tasks. Collectively, a set of agents are able to achieve tasks that 
will be rather impossible to carry out in a centralized system having only a single 
agent. The use of multi-agent systems has increased considerably during the past 
few years, nowadays is a common term constantly used in context-awareness sys-
tems and service oriented architectures [7][8][9]. 

In the Easy Line + project, we seek to obtain the benefits of using a multi-agent 
architecture explained in the previous section. In addition, we aim to accomplish 
some other specific goals: context data mining; reusability and management of 
data; user activity monitoring; non-intrusive system responses; learn user 
capabilities; content adaptation [10][11]; user profile identification; and 
accessible; personalized and coordinated HMI. 

To complete these tasks, the system has to incorporate many devices and 
employ different network technologies; it also requires an assorted set of 
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software/hardware specifications/implementations and to customize or tailor the 
information according to the user's preferences [11]. 

For that reason it is significant to classify agents in different groups or domains 
according to their roles and characteristics to increase specialization and achieve a 
better performance. Besides, the interoperability of all the domains has to be 
consistent and fluent to minimize system latency. We have identified five domains 
in the Easy Line + project as shown in figure 1. 

 

Fig. 1 Agent Domains of the Easy Line + project 

• HMI domain will be the one with closer contact with the user. It includes all 
agents related to the interfaces: physical devices, personalization of interfaces, hu-
man-machine interaction accessibility and HMI interface coordination/monitoring. 

• Context Management domain. Information about the context is important, the 
more the system knows the better will acclimatize the environment to the user. 
We include RFId information, environmental sensors, and the status of ap-
pliances, each white good must be able to inform about its status and also be 
commanded remotely. RFId is integrated in the system to recognize food, gar-
ments and medicines in the environment (informing about food about expire, 
recommended program for the laundry, etc.). Each technology needs to be inte-
grated involving a set of agents such as driver agents, communication agents, 
context managing agents, networked devices (not HMI) etc. 

• Logic domain. There must be a set of agents controlling system´s logic. In a 
way, this domain could be the glue which put the other domains together al-
though bearing in mind this is not entirely strict. Logic agents are in charge of 
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understanding predefined situations (or scenarios) and support the rest of the 
system to act upon them. 

• Data Storage domain copes with distribution, classification and storage of da-
ta among the databases. 

• Quality of life evaluation domain (QoLE) is mainly oriented to evaluate us-
er´s behaviour, it involves neural networks, professionals to evaluate the results 
of the neural networks, and system configurations according to the patterns en-
countered in the neural networks. 

4   Agent Specifications in the Easy Line + Project 

Once domains are sorted out and their roles established, each domain is broken 
down into tasks and services. This part is critical in order to define the agents of 
each domain. Each definition must include the processes each agent is capable of, 
which data is going to be handled and to which other agents is going to be for-
warded to. In the end the resulted modularity has to be consistent and smooth, in 
other words, agents do not have to wait long for other agents to finish their tasks 
or do not have to be affected much about the errors other agents could have. 
Moreover the agents have to be adjustable and/or extendible in case other agents 
are introduced in the system and/or specifications are re-defined. 

The system, as it is at the moment, has several definite agents most of them 
predefined according to the system requirements established initially. The result-
ing hybrid architecture tries to combine deliberative and reactive aspects by  

 

 

Fig. 2 Agents and their relationships in Easy Line + 
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combining deliberative and reactive agents [12]. This architecture of agents is a 
good orientation to developers to find the proper programming model which, as 
Ricci et al. said [13], is a key point to build a complex and modular system. 

As there are too many agent specifications to make an extensive description of 
them, we will enumerate and describe briefly some of them, emphasizing their key 
characteristics and relationships with the other agents in the system (see figure 2). 

• HMI Device agents. Several types of clients can be used to manage the sys-
tem:  mobile devices such as PDA, smart phone, wearable device, ultra-mobile 
PC, touch screen device etc; and fixed devices such as computers, digital TV 
and fixed screens that will be used as a centralized control. 

• HMI Controller agents integrate each HMI device with the system using a bi-
directional communication with the device and the HMI part of the database. It 
does not connect directly with the logic domain agents, while this communica-
tion goes through the database and therefore remains registered to keep track of 
timestamps and any data handled in all user interactions through any HMI. 

• Actions Driver agent processes data from the core agent regarding user inte-
ractions or automated controls, and forwards actions to the device manager 
agent which will inform the driver about which tasks have to be carried out in 
the network(s). It also keeps track of the changes by telling the database logger 
to store environmental information in the context database. 

• Events Trigger agent is in charge of inform the logic domain about relevant 
changes that take place in the environment. Afterwards the logic domain will 
have to decide which ones have to be notified to the user and how. 

• Device manager agent creates a semantic representation of the devices: ap-
pliances, sensors, etc. This representation is done using the OSGi standard. This 
approach will permit other implementations to include these devices and make 
use of their features easily. OSGi framework is a good solution to manage the 
information provided for the devices. It makes easy to keep separate the Hard-
ware issues and requirements of the storage of data provided for them. 

• Driver agents are devoted to gateway control, device registration and device 
publication. Published devices will be accessible by the logic domain an conse-
quently by the users. There are three driver agents developed at the moment to 
fulfill the specific needs of the EasyLine+ system: PLC, ZigBee and Infrared 
drivers. 

• The Core Agent will communicate with HMI and parse a predefined XML 
message file. This module will be responsible to send the correct information to 
the HMI controller agent according to the user profile and choices. Moreover it 
will have to save user data into the HMI database and the QoLE database 
agents, this last one to be useful to the neural network agents. 

• Scenarios handler agent analyzes the HMI database agent (every few millise-
conds) looking for situations or scenarios that require intervention from the sys-
tem. When a situation requires direct user interaction, for example when the 
fridge’s door is open for more than a given time, when the washing machine 
program is inappropriate for the garments in, etc, then it informs the core agent 
which will communicate with the HMI Controller agent. These situations are 
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“fixed rules”, which means that it is known what the system will do in a given 
(identified) context. 

• Event handler agent. Any significant changes in appliances or sensors that the 
Context Manager writes into the data base are sent, in real time, to the Event 
handler agent. Then the core agent decides if the user must be informed through 
the HMI domain or not. 

• The QoLE System agent analyzes logged data from the context looking for 
patterns that might indicate relevant behavioral changes. For example, more 
frequent oversights, capacities diminishing, etc. This is done with neural net-
works, and the rules are dynamically modified by the learning capability of the 
neural network algorithms. 

• Information for QoLE (caretaker). Since system adaptation to user´s beha-
vior cannot be left to neural networks only, a professional has to consider if the 
results are realistic. For example, there may be decisions such as: some people 
are absent–minded and usually forget about closing the fridge’s door; this 
doesn’t indicate low cognitive level, but if a person that never forgets about it, 
starts forgetting closing the door, might start having cognitive problems. 

• Profiler agent. Users have complete profiles constructed with their capabilities 
(cognitive, audible, visual, user level with new technologies, etc.). If there are 
recognizable changes in the user´s profile this agent will update the profile and 
inform the logic domain about it. 

5   Conclusions and Future Work 

The simplification of the system due to the applied multi-agent architecture 
proved to be valuable. Nevertheless in Easy Line + the added value of applying 
user profiles to adjust the system and the inclusion of neural networks to identify 
human behavior patterns involves a higher complexity, a drawback that involves 
more risks that has to be treated carefully to avoid intrusiveness and dangerous 
situations. 

Thanks to the agent classification by domains, all system elements could be 
finely tuned according to their specific functionalities and requirements without 
worrying too much about the influence on other elements. In addition, having dis-
tributed databases, processing power and memory greatly reduced the apparition 
of bottlenecks allowing the system to perform tasks parallel in different domains; 
making it less suitable to un-expected overloads. 

To sum up, although the inclusion of several heterogeneous technologies makes 
the system harder to develop, it is clear that the modularization of the system into 
agents leads to the successful realization of the project. 
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Multiagent System for Detecting Passive Students in
Problem-Based Learning

Alexandre Ádames Alves Pontes, Francisco Milton Mendes Neto,
and Gustavo Augusto Lima de Campos

Abstract. A computer-supported collaborative learning environment can enable stu-
dents in web-based distance education courses to interact with each other and with
one or more facilitators to conduct group work. Problem-based learning (PBL) is
a learning theory that emphasizes the use of collaboration and teamwork to solve
problems. However, a problem that occurs frequently in the implementation of PBL
is the presence of passive students, usually students who have difficulty working in
teams to solve problems. In face to face teaching, in classes of appropriate sizes,
the facilitator can easily detect the presence of students with this profile and try to
correct this situation to improve the learning process. In distance learning, however,
this is not a trivial task, mainly due to issues related to the geographic distribution of
students and the lack of information about their levels of motivation. Therefore, this
paper presents a multiagent system for detecting passive students in PBL in virtual
learning environments to detect and correct this undesired situation and improve the
learning process.

1 Introduction

Problem-based learning (PBL) is a pedagogical theory, based on Vygotsky’s socio-
cultural theory, which has been widely applied in recent years. According to [2],
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PBL is a method in which students learn by solving problems. Learning is self-
directed. Students work in small collaborative groups to solve problems. The teacher
acts as a facilitator of the learning process instead of just passing knowledge [3].

PBL, when applied correctly, offers several benefits to the learning process,
among which the following are particularly noteworthy [2]:

• Developing critical reasoning and creativity in students;
• Increasing students’ problem-solving skills;
• Increasing student motivation;
• Helping students to apply the acquired knowledge in new situations.

The empirical studies in [3] show that students who learn through this approach have
a greater ability to apply their knowledge in new problems and to use more effec-
tive strategies for self-learning than students who learn through traditional teaching
methods.

The role of the facilitator is to guide students in this process, identifying possi-
ble deficiencies in their knowledge and skills necessary to solve the problem pro-
posed. Thus, in this learning theory, rather than the facilitator simply transferring
the knowledge to the students and then testing them through evaluations, he causes
the students to apply their acquired knowledge in new situations. In this approach,
students often face ill-structured problems and are motivated to discover, through
investigation and research, useful solutions.

PBL emphasizes teamwork as a key requirement for the success of the learning
process; in other words, collaboration is essential [8]. However, a frequent problem
in the teaching-learning process is the presence of passive students, usually students
who have difficulties of working in teams and collaborating to solve the problem or
who are discouraged with the problem, with the process or with the environment.

In face-to-face teaching, in appropriately sized classes, the facilitator can more
easily detect the presence of students with this profile and try to correct this situa-
tion to improve the learning process. However, in distance learning, the facilitator
usually does not have all the information necessary to detect passive students in the
environment because group members are often geographically distributed. There-
fore, this paper presents an agent-based approach for detecting passive students in
problem-based learning in virtual learning environments.

This paper is divided into five sections. Section 2 discusses related works.
Section 3 provides an overview of multiagent systems. Section 4 describes the pro-
posed multiagent system and the agents that are included in this approach. The last
section presents our final remarks and discusses future works.

2 Related Works

Multiagent Systems (MAS) have been widely used in educational applications. This
technology has been quite promising as an aid in collaborative learning environments,
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making these environments more proactive and autonomous. MAS can be used, for
example, to assist in the implementation of a particular learning theory in a collabo-
rative environment.

In [12], a simulated student architecture is designed to detect and avoid three situ-
ations that decrease the benefits of learning in collaboration: off-topic conversations,
students with passive behavior and problems related to students’ learning.

In [1], a collaborative learning environment is presented, called Cole, which fo-
cuses on social interaction among the participants from the learning process. This
environment was built to support project-based learning. The learning process in
the environment is accomplished with the aid of portfolios, which are described as
planned and organized collections of works produced by the student(s), over a cer-
tain period of time. The portfolio reflects the profile of each student and of each
teacher during the teaching-learning process. In [5] , another environment built to
support project-based learning is presented.

In [4], a model for virtual learning environments is presented that employs in-
telligent agents to implement Vygotsky’s sociocultural theory, focusing on the so-
cial aspect of interaction. The proposed model has several agents, among which we
highlight the following: (i) the social agent, whose main goals are the construction
of models for groups of students and the identification of groups of students that can
cooperate in good conditions; (ii) the tutor agent, which evaluates the student’s ed-
ucational goals and recommends some type of activity; and (iii) the personal agents
for assistance to the students, which monitor their activities and then inform other
agents of the results of the monitoring.

As a distinctive feature of our work, we highlight the fact that our approach uses
an animated interface agent with socio-affective features, i.e., when the problem de-
tector agent identifies passive students, the animated interface agent tries to solve
or minimize the problem by motivating the students to participate in activities and
discussions. For this purpose, it uses facial expressions, gestures, sounds and text
messages, depending on the degree of passivity detected. Moreover, unlike the oth-
ers works discussed in this section, the proposed approach is based on PBL, which
is a learning theory that has been proven to be effective [11, 10, 9].

3 Multiagent Systems

According to [7], agents are autonomous software entities that perceive their envi-
ronment through sensors and perform actions on the environment through actuators,
processing information and knowledge. A Multiagent System (MAS) consists of a
set of autonomous agents that collaborate to solve a problem that is beyond the
capacity of a single agent.

The structures of agents are defined basically from the pro-active and reactive
concepts. Following the simple reflex agents and reflex agents with internal state
are conceptualized according the definitions presented by [7] and [13].
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3.1 Simple Reflex Agents

Simple reflex agents select an action based on current perception of the environ-
ment, ignoring previous perceptions. This structure of agent assumes that at any
moment: (1) through sensors the agent receives information about the states of the
environment, defined in a set of possible states, S = {s1, ...,sn}; (2) a subsystem
of perception, see : S −→ P, treats each state of the environment and maps it in a
perception defined in a set of possible perceptions, P = {p1, ...,pm}, which are rep-
resentations of aspects of the states of S that are accessible to the agent for decision;
(3) a subsystem of decision making, action : P −→ A, process the perception in P and
select an action defined in the set of possible actions for the agent, A = {a1, ...,ak};
(4) the agent performs the selected action in the environment through actuators.

To attain their objectives, the action selection mechanism can uses commonly
occurring input/output associations information. In the case the information is rep-
resented as condition-action rules, according to [7], after see function processing is
done on the visual input to establish a condition, this triggers an established connec-
tion in action function to select a satisfactory action. We have many such connec-
tions, some of which are learned responses and some of which are innate reflexes.

3.2 Reflex Agents with Internal State

In order to have a more rational performance, this type of agent saves an internal
state address control world aspects that are not evident in the current perception.
This state depends on the history of previous perceptions of the environment and
is defined in a set of possible of internal current states, Δ = {δ1, ...,δ1}. Figure 1
gives the structure of the reflex agent, showing how the current percept is combined
with the old internal state to generate the updated description of the current state.

Fig. 1 A reflex agent with internal state

Therefore, there is a subsystem, next : P xΔ −→ Δ , which maps perceptions in P
and the current internal state in Δ to a new internal state in Δ , which will be used to
select the next action. The selection of action of reactive agent with state is defined
as a mapping of internal states in actions, action : Δ −→A. According to [7], updating
the internal state information as time goes by requires two kinds of knowledge to
be encoded in the next function: (a) some information about how the world evolves
independently of the agent; and (b) some information about how the agent’s own
actions affect the world.
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4 Agent-Based Approach for Detecting Passive Students in
Problem-Based Learning

Intelligent agents can perform many tasks in computer-supported collaborative
learning, such as monitoring students’ participation in discussions, facilitating the
selection of topics for discussion, and assessing student performance in relation to
the use of communication and cooperation tools available the environment, among
others. The use of agents to assist with these tasks is becoming increasingly im-
portant, mainly due to the increasing number of students who interact in learning
support systems, which makes it very difficult to the facilitators to manage these
activities at distance.

The agent-based approach proposed in this paper is sketched in Figure 2.

Fig. 2 Agent-based approach for detecting passive students

According to the approach shown in Figure 2, two types of agents are proposed:
a Problem Detector Agent (PDAg) and an animated interface agent. The PDAg are
responsible for updating the profiles of students with the frequency of their partic-
ipation whenever the students use the collaborative mechanisms and for detecting
passive students, by analyzing the profile of existing students. After detecting a pas-
sive student, it notifies both the animated interface agent and the facilitator. The an-
imated interface agent is responsible for motivating students to participate in more
of the discussions and to use the tools available in the virtual learning environment.
These agents are described in more detail in the following subsections.

4.1 Problem Detection Agent

Problem Detection Agent (PDAg) is a reflex agent with internal state. Its internal
state reflects the profiles of the students as time goes and PDAg perceives the actions
performed by students. The PDAg see and next functions integration have the goal
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of updating the profiles of students with data about the use of the collaborative
tools available in the environment. In the proposed agent based approach, for each
action performed by the student in the environment, he is punctuated in the internal
state with a score based on a table whose values are defined previously. Only for
facilitating the comprehension of this paper, we have defined the scores presented
in Table 1.

Table 1 Table of scores for participation

Interaction Score

Message posted by chat 5
E-mail sent 20
Message sent to discussion list 10
Interest group created 30
Message sent to interest group 10

Thus, for each action defined in Table 1, in the internal environment state the
student is scored with the scores defined in the table. This information will be used
later by the the PDAg action function to perform the passive students detection.

The PDAg action function is responsible for detecting passive students in the pro-
cess of problem based learning. The steps of the passive students detection process
performed by that function are described in Algorithm 1.

How can be seen in Algorithm 1, initially it is calculated the average of stu-
dents participation, eliminating the outliers. The outliers detection is performed
by calculating the median values of the series. The discrepancy is eliminated in
accordance with a predetermined threshold for the median. Then the average of
the remaining values is calculated, which better reflect the series trend. Based on
the average of the remaining values, it is possible detect a passive student out of
threshold predetermined by the facilitator. Considering, for example: passive de-
tection threshold = 0 : 15, series = (130;140;20;135), lowerbound = 0 : 2 and
upperbound = 1 : 5; the student with score equal to 20 would be detected as a pas-
sive student.

4.2 Animated Interface Agent

The Animated Interface Agent was implemented for communication with students.
This agent aims to motivate students to participate more in discussions and use
collaborative tools. It was shown in [6] that interface characters can have a positive
impact on students’ interactions with learning environments. This agent generates
more reliance because it is socio-affective, i.e., it is able to express emotions through
animations, gestures and known representations, stressing its social features.

The animated agent continuously communicates with the PDAg and requests the
list of passive students that have been detected. Then the animated agent checks
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Algorithm 1 Action Algorithm

Considering :
student : student solvingthe same problem in PBL
student group : students set
series : set o f scores in a students group
e : series element
c1,c2 : central elements o f the series
order number(series) : f unctionto order values in ascending order
quantity values : number o f elements o f the series
lower bound,upper bound : upper and lower limits f or outliers
passive detection threshold : detectionthreshold o f passive students
passive list : stores result o f the algorithm

1: for all student groups do
2: order number(series)
3: if mod(quantity values/2) = 0 then
4: median = (c1+c2)/2
5: else
6: median position = (quantity values+1)/2
7: median = series(median position)
8: end if
9: for all e ∈ series do

10: if e/median > lower bound ∧ e/mediana < upper bound then
11: sum = sum+e
12: number elements = number elements+1
13: end if
14: end for
15: average = sum/number elements
16: for all student ∈ student group do
17: if e/average < passive detection threshold then
18: passive list = student
19: end if
20: end for
21: end for

whether students on this list are online. If a student is online, the animated interface
agent will try to motivate him with phrases and gestures.

5 Final Remarks

In this paper, we described the implementation of an agent-based approach for de-
tecting passive students in problem-based learning in virtual learning environments.
The proposed solution aims to make the learning environment more pro-active, thus
improving the learning process. The agent-based approach presented in this paper
can be ported to any virtual learning environment because it was designed and im-
plemented as a layer of software independent of the application. In future work,
we intend to do a case study with a class of students in computer science course
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to see the impact of the proposed agent-based approach on the motivation levels
of students. This case study will also aim to obtain feedback to improve the moti-
vation strategy that is used by the animated agent because the problem of how to
motivate a student to use a virtual learning environment to solve a problem, without
additionally frustrating the student, is a complex task even for a human agent.
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Context-Aware Agents for People Detection and 
Stereoscopic Analysis 

Sara Rodríguez, Juan F. De Paz, Pablo Sánchez, and Juan M. Corchado* 

Abstract. This paper presents a multiagent system that can process stereoscopic 
images and detect people with a stereo camera. In the first of two phases, the sys-
tem creates a model of the environment using a disparity map. It can be con-
structed in real time, even if there are moving objects present in the area (such as 
people passing by). In the second phase, the system is able to detect people by 
combining a series of novel techniques. A multi-agent system (MAS) is used to 
deal with the problem. The system is based on cooperative and distributed mecha-
nisms and was tested under different conditions and environments. 

Keywords: Multi-agent systems, stereo processing, people detection, SAD, HOG. 

1   Introduction 

For many years, the scientific community has demonstrated an increasing interest 
in the study of artificial vision. Image processing applications are varied and in-
clude such aspects as remote control, the analysis of biomedical images, character 
recognition, virtual reality applications, and enhanced reality in collaborative sys-
tems, among others. Although image analysis and people detection is a well ex-
plored topic, the use of multiagent technology in this area has become the focal 
point of important interest [2][13]. The availability of commercial hardware to 
solve the lowlevel problems of stereo processing has turned them into an attractive 
sensor to develop intelligent systems. Stereo vision provides a type of information 
that offers several advantages in the development of human–machine applications.  

This paper presents a system that is capable of processing stereoscopic images 
and detecting people with a stereo camera. In the first phase, the system creates a 
model of the environment using a disparity map. The model can be constructed in 
real time, even when there are moving objects present in the area (such as people 
passing by). For this reason, it is an appropriate tool for using on mobile devices 
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(such as mobile robots). Our system analyzes and detects people by combining a 
series of novel techniques and raw images detectors such as Sum of Absolute Dif-
ferences (SAD ) or Gradient Orientation Histograms (HOG). 

The remainder of this paper is structured as follows. Section 2 explains the ba-
sis of the background modelling and foreground techniques. Section 3 shows how 
the multiagent systems performs stereo processing and people detection. Section 4 
presents the experiment carried out, while Section 5 presents the conclusions and 
suggests possible future work. 

2   Background 

The primary concepts used in the development of this system include stereoscopic 
data handling, as well as all related analysis and detection processes, and multi-
agent technology. 

Traditionally, the use of stereoscopy as a technique for reconstructing images 
has dealt with two problems. Using a two-dimensional pair of images with spatial 
coordinates (u,v), the left image (L) and right image (R), the correspondence prob-
lem attempts to find which two pixels mL(uL,vL) from the left image and mR(uR,vR) 
from the right image correspond to the same pixel M in three-dimensional space 
(X,Y,Z). Once these pixels have been found, the reconstruction problem attempts 
to find the coordinates for pixel M[9]. Regarding the problem for obtaining corre-
spondence, there are several strategies that can be classified in different ways [6]. 
The disparity calculation allows us to obtain the depth for each of the pixels on the 
image, obtaining one single image as the disparity map. Given that there is a direct 
correlation between the depth of the objects in an image and the disparity with a 
stereo pair, we can use the information from the disparity map as relative values 
for the depth of the objects. One of the most simple techniques is the Sum of Ab-
solute Differences (SAD), since it operates exclusively with whole numbers. The 
bookstore that was used in the project (Triclops SDK [12]) establishes a corre-
spondence between the images using this technique. 

Regarding the use of stereo vision to detect people, the human form as been 
shown to be a difficult “object” to detect because of the significant variability in 
its appearance, clothes, and lighting conditions. The first thing that needs to be 
done is to detect a set of general characteristics inherent to the human form that 
can be readily identifiable, even under difficult circumstances with difficult light-
ing conditions [11] [10]. The present study will use the Histogram of Oriented 
Gradients (HOG) [4]. The fundamental idea is that the appearance of objects and 
the shape of an image can be described by the distribution of gradient intensity or 
direction. The application of these descriptors can be achieved by dividing the im-
age into small connected regions, called cells. A histogram of oriented gradients is 
compiled for every cell and the pixels contained within each one. The application 
of these histograms represents the descriptor [5] [4]. The HOG descriptor has sev-
eral advantages over other descriptor methods. As Dalal and Triggs [5] observed, 
this descriptor maintain an almost vertical position. The HOG descriptor is then 
especially suited for detecting humans in images [5] [4]. 
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Finally, the use of deliberative BDI (Belief, Desire, Intention) agents [3][13] is 
essential in the development of the platform we are proposing. Apparently, the 
human visual system deals with a high level of specialization when it comes to 
classifying and processing the visual information that it receives, such as recon-
structing an image by texture, shadow, depth, etc. Computationally, it is difficult 
to compete with such specialization and separate from an image only the relevant 
information for any particular purpose. In response to this problem, we propose 
implementing an algorithm over a distributed agent-based architecture that will al-
low visual information contained in an image to be processed in real time.  
Because the system is capable of generating knowledge and experience, the effort 
involved in programming multiple tasks will also be reduced since it would only 
be necessary to specify overall objectives, allowing the agents to cooperate and 
achieve the stated objectives. 

3   Our Approach 

The different process are implemented over a distributed agent-based architecture, 
which allows it to run tasks in parallel using each service as an independent proc-
essing unit. The architecture would allow a stereoscopic image processing system 
to carry out its own phases, which could be distributed among the agents. This 
way each of the tasks, including data gathering, proprocessing, filtering and recon-
struction, as well as human form detection, could be carried out. In addition to the 
specialized agents, there is an agent platform for monitoring and supervising the 
correct functioning of the system. A description and initial proposal for this archi-
tecture can be found in [13]. The system is comprised of a set of agents with de-
fined roles that share information and services. The analysis of images supposes a 
complex process where each agent executes its task with the information available 
at each moment.  

The data obtained from the stereoscopic camera are entered into the system and 
shared between the agents that will use specific services to process the data (filter-
ing, preprocessing, disparity analysis, etc.) [13]. The system exits can be located 
in either the high-density disparity map that is obtained from the distance between 
the camera and the objects, the numerical representation of these distances, their 
three-dimensional representation in real time, and/or the detection of human forms 
in the specified area. 

This section presents the core of stereo processing and detection processing. It 
is divided into two parts. The first part explains the basis of stereo calculation and 
how the 3D points captured by the stereo camera are translated to another refer-
ence system more appropriate for our purposes. The second part explains how the 
system is used to extract information about the location of the individuals. 

A commercial stereo camera [13] was employed in this work because it can 
capture two images from slightly different positions (stereo pair) that are trans-
ferred to the computer to calculate a disparity image containing the points matched 
in both images. Knowing the extrinsic and intrinsic parameters of the stereo cam-
era it is possible to reconstruct the three-dimensional position. The stereo calcula-
tion is made with the Triclops library[12], which defaults to a pairing algorithm 
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based on the Sum of Absolute Differences (SAD). As it is the method used in the 
libraries provided by Point Grey [12], we chose to implement it, along with a pro-
posal for optimizing the algorithm via the parallelization of the tasks by the  
algorithm [13]. 

SAD operates exclusively with whole numbers. Given a pixel with coordinates 
(x, y) in the left image, a correlation index C(x, y, s) is calculated for each 
displacement s for the correlation window in the right image. To calculate the 
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is the size of the window centered on the pixel located at position (x, y) and Il, Ir 
are the gray values for the pixels in the left and right images respectively. The 
disparity dl(x, y) between the left and right image pixels is defined as displacement 
s which minimizes the correlation index: dl(x,y) = arg mins C(x,y,s). 

Fig. 1(a) shows an example of a scene captured with our stereo camera (the 
image corresponds to the right camera). Fig. 1(b) shows the three-dimensional 
reconstruction of the scene captured using the points detected by the stereo 
camera. The ‘‘world’’ and camera reference systems have been superimposed in 
Fig. 1(b), which shows that the number of points acquired by a stereo camera can 
be very high (they are usually referred to as point cloud). For that reason, many 
authors perform a reduction of the amount of information by orthogonally 
projecting them onto a 2D plan-view map [7].  

 

Fig. 1 (a) Image of the right camera captured by stereo system. (b) Three-dimensional 
reconstruction of the scene showing the reference systems employed. 

The image analysis provides a point cloud in which each point represents a 
píxel in the image that indicates the position of the coordinates XYZ. The starting 
point of the coordinates used to represent the image is taken from the right-side 
reference point of the camera. The x-axis is horizontal, i.e., the axis that joins the 
camera’s two reference points. The y-axis is the vertical axis that follows the cam-
era’s orientation. The z-axis measures the distance to the camera and is the axis 
that is perpendicular to the reference point. 

People detection and stereo processing are treated as separate processes in this 
study. Every time a new image is captured, the system must first apply stereo 
processing to obtain the distances of the objects in the image. After that, the  
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system can decide to apply the people detection to the same image. To achieve 
this goal, the HOG [4][5] algorithm, along with the classifiers used for training 
and validating the dataset, was applied, in addition to the test case that included 
the set of images taken with the stereoscopic camera.   

 

Fig. 2 Detection phases 

As explained in section 2, there are two fundamental issues regarding the detec-
tion of objects: the extraction of the most relevant characteristics, and the learning 
obtained from the classification [11]. Instead of using the raw image directly, it is 
common to use characteristics that are based on points, stains or gauss differences, 
intensities, gradients, color, textura, or a combination of these methods [8][1][14]. 
The developed system provides a set of services used specifically for extracting 
relevant characteristics [8][1][14], that comprise the base of the HOG descriptor 
and are used as the initial step of detection[13]. The software specifically uses the 
R-HOG block descriptor, which superimposes a square or rectangular block on the 
network cells. Each block is normalized independently. The primary phases car-
ried out by the system during its detection process can be seen in Figure 2. 

• During the first and second phase, the data are input from the camera, and the 
filtering process required for reducing the lighting and shading effects are applied. 
The third stage computes first order image gradients. These capture contour,  
silhouette and some texture information, while providing further resistance to il-
lumination variations. The system provides the most appropriate form detector, 
according to Sobel, Canny, etc. [14][1][13]. 

• The fourth stage aims to produce an encoding that is sensitive to local image 
content while remaining resistant to small changes in pose or appearance. The 
adopted method combines radient orientation information locally in the same way 
as the SIFT[10] feature. The image window is divided into small spatial regions, 
called “cells”. For each cell we accumulate a local 1‐D histogram of gradient or 
edge orientations over all the pixels in the cell. This combined cell‐level 1‐D 
histogram forms the basic “orientation histogram” representation. Each orientation 
histogram divides the gradient angle range into a fixed number of predetermined 
bins. The gradient magnitudes of the pixels in the cell are used to vote into the ori-
entation histogram. 

• The fifth stage computes normalization, which takes local groups of cells and 
contrast normalizes their overall responses before passing to next stage. Normali-
zation introduces better invariance to illumination, shadowing, and edge contrast. 
It is performed by accumulating a measure of local histogram “energy” over local 
groups of cells that we call “blocks”. The result is used to normalize each cell in 
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the block. Typically each individual cell is shared between several blocks, but its 
normalizations are block dependent and thus different. As a result, the cell appears 
several times in the final output vector with different normalizations. There are 
two main blocks: rectangular R-HOG blocks and circular C-blocks. The R-HOG 
blocks are generally square and represented by three parameters: the number of 
cells per each block, the number of pixels per each cell, and the number of chan-
nels per cell histogram. The their experiment on human detection, Dalal and 
Triggs [4], determined the optimal parameters to be: 3×3 blocks of 6×6 pixel cells, 
with 10.4% miss rate. Four different block normalization schemes were evaluated 
for each of the above HOG [5]. If v ix the non-normalized vector that contains all  
 

of the histograms for one block, ||v||K the k‐norm for k=1, 2, and ε a small nor-

malization constant to avoid division by zero. The four schemes are: (i) 

L2‐norm, 22
2||||/ ε+← vvv ;(ii) L2‐Hys, L2‐norm followed by clipping 

(limiting the maximum values of v to 0.2) and renormalizing; (iii) L1‐norm, 

)||/(|| 1 ε+← vvv ;(iv) L1‐sqrt, )||/(||/ 1 ε+← vvvv . L1‐norm followed 

by square root essentially treats the descriptor vectors as probability distributions, 

using the Bhattacharya distance between them. 

• The next step collects the HOG descriptors from all blocks of a dense over-
lapping grid of blocks covering the detection window into a combined feature vec-
tor for use in the window classifier. 

• The final step in recognizing forms using HOG is to feed the descriptors with 
some recognition system based on supervised learning. The SVM classifier is a 
binary classifier that looks for the optimalhyperplane as a decision making  
function. Once it has been trained with the images that are contained in a particu-
lar object, the SVM classifier can make decisions with regards to the presence of 
an object, such as a human being, in the testing images (which are different from 
the training images). To this end, a modified SVMLight packet from Dalal and 
Triggs [5] was used, obtaining the results shown in the following figures, in which 
the human form can be detected in different positions. 

    

Fig. 3 Results in the process of detection human forms 

4   Experiment and Results 

In explaining the model we have provided examples of its performance. A broader 
experimentation was done to test processing and detection of different people un-
der different lighting conditions and different distances from the stereo vision sys-
tem. We employed 640x480 sized images and sub-pixel interpolation to enhance 
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the precision in the stereo calculation. The operation frequency of our system is 
near 10 Hz on a 3.2 Ghz Pentium IV computer running with Windows XP. The 
camera has the following characteristics [12]: 640x480 pixel sensors, mono-
chrome, 3.8mm focal distance, capable of capturing 48 photograms per second, 
120mm line base, 6 pine IEEE-1394 (FireWire) interface connection. The images 
were taken from a height of 1.6m with a 6fps velocity, obtaining approximately 
400M coded data in AVI and PGM format (16 bits per image). More than the fifty 
percent of the computing time is dedicated to image capturing and stereo computa-
tion (about 50 ms) and the rest to detection (about 40 ms). This indicates that the 
proposed system is fast enough to be used in real time applications. In order to 
evaluate the system’s capacity, a variety of tests were performed. The system im-
proved the processing capability compared to other centralized systems, given that 
the distributed agents approach makes it possible to carry out processing tasks in-
dividually and with different techniques (selection of edge detectors, filters, final 
objectives: obtaining distance, detecting forms). Because the system is perfectly 
modulized, the tasks can be carried out simultaneously and or in a distributed 
manner. For computing disparity, we used a stereo algorithm that allowed for real-
time computation of dense disparity maps [13]. Standard stereo calibration and  
external calibration were applied the first time the system was installed in the en-
vironment. Then the system can work without any manual configuration as long as 
the camera settings (e.g., camera position in the environment, lenses, focal 
lengths) are not changed. The system has been tested in many situations and dif-
ferent conditions. Here we report a summary of different experimental results per-
formed during the course of our research. 

Table 1 Accuracy results 

Position Distance Angle Avg. Err Std. Dev. 
        Natural Fluorescent Natural Fluorescent 
P1 3.20 m 00º 62 mm 62 mm 74 mm 74 mm 
P2 3.00 m 00º 60 mm 60 mm 58 mm 58 mm 
P3 2.50 m  00º 54 mm 54 mm 28 mm 28 mm 
P4 3.20 m 15 º 85 mm 85 mm 96 mm 96 mm 
P5 3.00 m 22 º 81 mm 83 mm 82 mm 84 mm 
P6 2.50 m  32 º 77 mm 83 mm 60 mm 64 mm 
P7 3.20 m -15 º 81 mm 81 mm 99 mm 99 mm 
P8 3.00 m -22 º 81 mm 83 mm 90 mm 92 mm 
P9 2.50 m  -32 º 77 mm 83 mm 62 mm 66 mm 

To measure the precision of the system we marked 9 positions in the environ-
ment at different distances, illumination and angles from the camera, and meas-
ured the distance returned by the system of a person standing at these positions. 
Although this error analysis is affected by imprecise positioning of the person on 
the markers, the results of our experiments, in Table 1 averaging 40 measurements 
for each position, show a precision in localization (i.e., average error) of less than 
10 cm, but with a high standard deviation, which denotes the difficulty of obtain-
ing a precise measurement. However, this precision is usually sufficient for many 
applications, like the one considered in domestic scenarios[13]. 
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5   Conclusions and Future Work 

This paper has presented a stereo processing system that integrates several capabili-
ties into an effective and efficient multiagent platform: stereo image processing, 
distance calculation, real time graphical representation of depth, the identification 
of elements found within the area and human detection. Experimental results show 
good performance and high robustness to many problems: shadows, global illumi-
nation changes, background changes, people not moving, etc. Two major lines of 
investigation should be followed in the future in order to extend the applicability of 
the proposed system: outdoor environments and larger, more crowded areas. In the 
first case, it is necessary to consider more sophisticated techniques for background 
modelling and updates, such as multi-modal representation for the background and 
dynamic thresholding for background subtraction. In following the second line of 
investigation, we plan to include the system in a bigger architecture that could deal 
with large and crowded environments, which is probably beyond the scope of this 
method. This bigger architecture would control and autonomous mobile robot and 
be tested for its suitability for human–machine applications that require the ability 
to operate in real time and in changing conditions. 
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Analysis and Design of a SOA-Based Multi-agent 
Architecture 

Dante I. Tapia, Ricardo S. Alonso, Carolina Zato,  
Oscar Gil, and Fernando De la Prieta* 

Abstract. One of the most prevalent approaches among distributed architectures is 
Multi-Agent Systems. The agents have characteristics such as autonomy, reason-
ing, reactivity, social abilities and pro-activity which make them appropriate for 
developing distributed systems based on highly dynamic scenarios. Nevertheless, 
the development of a multi-agent system can be an extensive and delicate process. 
During this process, it is convenient to utilize Agent-Oriented Software Engineer-
ing (AOSE) tools. Such tools facilitate and improve the engineering process, 
achieving models that are more detailed and closer to the multi-agent systems im-
plementation. This paper presents the analysis and design of a Flexible and User 
Services Oriented Multi-agent Architecture (FUSION@). This is a new architec-
ture that integrates intelligent agents with a service-oriented approach to facilitate 
and optimize the development of highly dynamic distributed systems.  

Keywords: Distributed Architectures, Multi-Agent Systems, Service-Oriented 
Architectures, Agent-Oriented Software Engineering, Ontology Design. 

1   Introduction 

The development of dynamic and distributed software usually requires creating 
increasingly complex and flexible applications. In some cases, applications require 
similar functionalities already implemented into other systems which are not al-
ways compatible. At this point, developers can face this problem through two op-
tions: re-use functionalities already implemented into other systems; or re-deploy 
the capabilities required. While the first option is more adequate in the long-run, 
the second one is the most chosen by developers. However, the latter is a poorly 
scalable and flexible model with reduced response to change, in which applica-
tions are designed from the outset as independent software islands. 
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For these reasons, it is necessary to develop new functional architectures capa-
ble of providing adaptable and compatible frameworks. A functional architecture 
defines the physical and logical structure of the components that make up a  
system, as well as the interactions between those components. There are Service-
Oriented Architectures (SOA) [1] and agent frameworks and platforms which pro-
vide tools for developing distributed systems and Multi-Agent Systems (MAS) 
[2]. However, these tools do not solve by themselves which the development of 
current systems needs. Therefore, it is necessary to develop innovative solutions 
that integrate different approaches to create flexible and adaptable systems. 

One of the most prevalent alternatives in distributed architectures is agent and 
multi-agent systems which can help to distribute resources and reduce the central 
unit tasks [3]. There are several agent frameworks and platforms, such as OAA 
[4], RETSINA [5] and JADE [6], which provide a wide range of tools for develop-
ing distributed multi-agent systems. An agent-based architecture provides more 
flexible ways to move functions to where actions are needed, thus obtaining better 
responses at execution time, autonomy, services continuity, and superior levels of 
flexibility and scalability than centralized architectures [2]. Additionally, the pro-
gramming effort is reduced because it is only necessary to specify global objec-
tives so that agents cooperate in solving problems and reaching specific goals, 
thus giving the systems the ability to generate knowledge and experience. Unfor-
tunately, the difficulty in developing a multi-agent architecture is higher because 
there are no specialized programming tools to develop agents [7].  

Furthermore, the development of a distributed MAS can be an extensive and 
delicate process. During this process, it is convenient to utilize Agent-Oriented 
Software Engineering (AOSE) tools. Among this tools, it can be emphasized the 
Gaia methodology [8] and the SysML modeling language [9]. Such tools facilitate 
and improve the engineering process, thus achieving models that are more detailed 
and closer to the MAS implementation. In addition, the use of ontologies provides 
a powerful tool for knowledge sharing, re-use and interoperability [10]. 

In the next section, the specific problem description that essentially motivated 
the development of FUSION@ is presented. Section 3 describes the main charac-
teristics of this architecture and explains some of its components, making an em-
phasis on the analysis and design process of this development. Finally, section 4 
presents the results and conclusions obtained. 

2   Problem Description 

Distributed architectures like SOA or MAS consider integration and performance 
aspects that must be taken into account when functionalities are created outside 
the system. Distributed architectures are aimed at the interoperability between  
different systems, distribution of resources, and the lack of dependency of pro-
gramming languages [1]. Functionalities are linked by means of standard commu-
nication protocols that must be used by applications in order to share resources in 
the network [3]. The compatibility and management of messages between func-
tionalities is an important and complex element in any of these approaches. 
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Among the existing agent frameworks and platforms we have OAA, RETSINA 
and JADE. Nevertheless, integration is not always achieved because of the incom-
patibility among them. The integration and interoperability of agents and multi-
agent systems with SOA and Web Services approaches has been recently explored 
[3]. Some developments are centered on communication between these models, 
while others are centered on the integration of distributed services into the struc-
ture of the agents. Bonino da Silva et al. (2007) propose merging multi-agent 
techniques with semantic Web Services to enable dynamic, context-aware service 
composition. Ricci et al. (2007) have developed a Java-based framework to create 
SOA and Web Services compliant applications, which are modeled as agents. 

When designing MAS it is necessary to utilize an AOSE process. There are sev-
eral AOSE methodologies, languages and tools, such as Gaia, Tropos, MESSAGE, 
AUML, SysML, etc. Although many of them have important limitations and there 
are not specialized development tools, the use of AOSE tools vastly facilitates the 
development of MAS. In the development presented in this paper, it has been cho-
sen the Gaia [8] and the System Modeling Language (SysML) [9] tools, because 
their integration allows obtaining models that are very closer to the systems imple-
mentation in a relatively fast and efficient way. Gaia is a simple and very general 
methodology focused on the analysis and design of MAS. The Gaia methodology is 
aimed at analyzing the system and designing its structure from a roles collection 
called organization. In Gaia the system is not detailed enough to carry out a direct 
implementation, but the aim is reducing the abstraction level to the point in which it 
can be applied traditional development techniques. After finalizing the Gaia analy-
sis and design stages it is achieved a too high abstraction level. However, this can 
be an advantage for developers because there is not a dependency with a particular 
implementation solution. In the other hand, SysML is a robust language focused on 
the systems engineering and based on UML (Unified Modeling Language) [9]. Al-
though this language is not considered to be only among the AOSE tools, it pro-
vides many characteristics that make it adequate for the design and representation 
of complex MAS, even taking the place of languages as AUML. 

Besides using AOSE tools, it can be very useful for the analysis of systems and 
architectures to create ontologies that represent the entities involved on them. An 
ontology can be defined as an explicit specification of conceptualization [10]. This 
means that an ontology can represent the description of entities and relationships 
that an agent realizes [13]. There are many languages that allow encoding a certain 
ontology. The DARPA Agent Markup Language (DAML) was mainly developed 
for creating machine-readable representations of the Web, thus building what is 
known as the Semantic Web [14]. DAML syntax is based on the Resource De-
scription Framework (RDF), a W3C recommendation for representing metadata 
on the web. Furthermore, the RDF Schema (RDFS) is a language created for de-
fining ontological entities by means of RDF. However, as RDFS was not expres-
sive enough for some purposes, the DAML project finally adopted the Ontology 
Inference Layer (OIL), which provides a fast reasoning support. Nevertheless, 
OIL has some restrictions that make it not suitable for some applications [10]. 
This way, DAML+OIL led to the Web Ontology Language (OWL), with several 
versions available: OWL Lite, OWL DL (Description Logic) and OWL Full. 
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The analysis and design process of FUSION@ using Gaia and SysML is pre-
sented in the following section. In addition, an ontology of the architecture has 
been built to model the entities implied on FUSION@ and to enhance the possi-
bilities of sharing the knowledge involved on them. 

3   Analysis and Design of FUSION@ 

This section is focused on describing the analysis and design process conducted 
during the development of FUSION@, an architecture aimed at developing intel-
ligent highly dynamic environments that integrates intelligent agents and a ser-
vice-oriented philosophy. Thus, the main objective of this paper is to describe this 
process, not the architecture itself, mainly because the research on FUSION@ is 
still under development and its description has already been published [15]. The 
architecture proposes several features capable of being executed in dynamic and 
distributed environments. These features can be implemented in devices with lim-
ited storage and processing capabilities. 

Multi-agent architectures and frameworks such as OAA [4], RETSINA [5] and 
JADE [6] define agent-based structures to resolve distributed computational prob-
lems and facilitate user interactions. However, the communication capabilities are 
limited, not allowing easy integration with services and applications. On the other 
hand, SOA-based architectures usually do not provide intelligent computational 
and interactive mechanisms. FUSION@ combines both paradigms, trying to take 
advantage of their strengths and avoid their weaknesses. FUSION@ sets on top of 
existing agent frameworks by adding new layers to integrate a service-oriented 
approach and facilitate the distribution and management of resources. Therefore, 
the FUSION@ framework has been modeled following the SOA model, but add-
ing the applications block which represents the interaction with users. FUSION@ 
defines four basic blocks: Applications, Agent Platform, Services and Communica-
tion Protocol. These blocks provide all the functionalities of the architecture [15]. 

One of the advantages of FUSION@ is that the users can access the system 
through distributed applications, which run on different types of devices and inter-
faces (e.g. computers, cell phones, PDAs). All requests and responses are handled 
by the agents in the platform. The agents analyze all requests and invoke the spe-
cified services either locally or remotely. Services process the requests and exe-
cute the specified tasks. Then, services send back a response with the result of the 
specific task. Moreover, the platform makes use of deliberative BDI (Belief, De-
sire, Intention) agents to select the optimal option to perform a task, so users do 
not need to find and specify the service to be invoked by the application. These 
features have been introduced in FUSION@ to create a secure communication be-
tween applications and services. There are different kinds of agents in the archi-
tecture, each one with specific roles, capabilities and characteristics. Thus, there 
are pre-defined agents which provide the basic functionalities of the architecture. 
These pre-defined agents come from the sequential stages followed using the Gaia 
methodology and the SysML language.  

On the Gaia analysis stage it is defined the Roles Model and the Interaction 
Model from the characteristics and requirements of the system. This way, it is  
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defined the roles that collaborate in the system, as well as the protocols and activi-
ties that must carry out each of the roles. The Gaia high-level stage includes the 
Agent Model, the Services Model and the Acquaintance Model. The Agent Model 
allows determining what agents should implement the roles defined before. The 
Acquaintance Model lets the designer realize the relationships existing among the 
agents to be implemented. Fig. 1 shows two Gaia analysis and design models of 
FUSION@. Fig. 1a depicts the Role Model for the Role Administrator, while Fig. 
1b shows the Interaction Model of the processing of a service request on which 
three roles are involved: Application Communicator, Administrator and Service 
Communicator. From the Acquaintance Model we obtain the pre-defined agents: 
Admin, Directory, CommApp, CommServ, Interface, Security and Supervisor [15]. 

Process Service Request

Application 
Communicator Administrator

The Application Communicator asks the Administrator 
for processing a service request

Service Request

Service Invocation

Process Service Invocation

Administrator Service 
Communicator

After selecting the best service , the Administrator asks 
the Service Communicator for invoking such service.

Service Invocation

Service Response

Deliver Service Result

Administrator Application 
Communicator

The Administrator delivers the service response to the 
Application Communicator so this can check its format

Service Response

Service Result

(b) Interaction Model of the processing of a service request(a) Administrator’s Roles Model

Role: Administrator

Description:
Decides which service must be called by taking into account 

the QoS and user preferences .

Protocols and Activities :
Deliver Service Result , Process Service Invocation , Select 

Service, Check Service , Find Alternative Service , Update 
Service QoS, Check Agent

Permissions:
Change:

Services Locations , Services QoS

Responsibilities :
Liveness:

ADMINISTRATOR = ( (Select Service · Process Service 
Invocation · [Find Alternative Service · Update Service QoS ] · 
Deliver Service Result ) | (Check Service · [Find Alternative 
Service] · Update Service QoS ) | Check Agent )ω

Safety:
Maintain the Supervisor alive

 

Fig. 1 Administrator’s Roles Model and the Interaction Model for a service request  
processing 

After the analysis and high-level design phases of the Gaia methodology, de-
signers may go on analyzing the results and carry out a low-level design by means 
of SysML. This stage provides the Blocks Definition Diagrams, the Sequence Di-
agrams, the Interaction Diagrams and the State Diagrams. Each Blocks Definition 
Diagram represents an agent on the system, describing its capacities and services 
that must implement, as can be seen in Fig. 2 for the Admin Agent. Sequence Dia-
grams and Interaction Diagrams represent interactions among agents, the first over 
the time and the latter emphasizing the associations existing among them. Fig. 3 
shows the State Diagram of the Admin Agent. Thus, Fig. 3 describes the possible 
states on which the Admin Agent can be and what events make the agent to jump 
from one state to another. As can be seen, this information is very useful for the 
developers who have to finally encode the agents. 
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<< Agent >>
Admin

<< Services >>
ProcessServiceRequest
DeliverServiceResponse

AgentList directoryAgents
AgentList supervisorAgents
AgentList commAppAgents
AgentList commServAgents
...

<< Roles >>
SelectService
FindAlternativeService
CheckAgent
CheckService
UpdateServiceQoS

<< Service >>
ProcessServiceRequest

Description
Processes a service 
request coming from the 
CommApp, calling a service 
on the CommServ .

<< Service >>
DeliverServiceResponse

Description
Forwards the service 
response coming from the 
CommServ to the 
CommApp.

<< Capabilities >>

<< Capability >>
FindAlternativeService

Description
Finds an alternative 
service that matches 
functionalities and QoS 
requirements .

Input
Service oldService
QoS requestedQoS

Output
Service newService
QoS newQoS

<< Capability >>
SelectService

Description
Selects an adecquate 
service based on the 
requested QoS .

Input
Service whatService
QoS requestedQoS

Output
Service newService
QoS newQoS

 

Fig. 2 Admin Agent’s SysML Block Definition Diagram 

/ Check Service

Accepting 
Service Requests

Checking 
Service

/ Service QoS Updated

Processing 
Service Request

Finding
Alternative Service

/ Find Alternative Service

/ Done

/ Update Service QoS

/ Deliver Service Result

/ Process Service Request

/ Unavailable Service

Updating 
Service QoS

/ Done

/ Done

Checking Agent

/ Check Agent

/ Done

 

Fig. 3 Admin Agent’s State Diagram 

After analyzing and designing the architecture, it is possible to describe its 
components by means of a certain ontological language. To describe the compo-
nents of FUSION@, the OWL language has been chosen, making use of the 
RDF/XML rendering. This choice has been motivated by the fact that OWL is es-
pecially designed for being used on the Web and can utilize the RDF and XML 
standards. This will be very useful for an architecture that joins Web services and 
intelligent agents, so it is intended to manage knowledge about itself in the future. 
This is a fragment of the resulting ontology1: 
                                                           
1 For the whole ontology of FUSION@, please contact with BISITE at http://bisite.usal.es 



Analysis and Design of a SOA-Based Multi-agent Architecture 189
 
<owl:Class rdf:about=“#adminAgent”> 
   <owl:equivalentClass> 
      <owl:Class> 
         <owl:intersectionOf 
rdf:parseType=“Collection”> 
            <rdf:Description rdf:about=“#agent”/> 
            <rdf:Description 
rdf:about=“#administrator”/> 
         </owl:intersectionOf> 
      </owl:Class> 
   </owl:equivalentClass> 
</owl:Class> 

FUSION@ is an open architecture that allows developers to modify the structure 
of the agents described before. Developers can add new agent types or extend the 
existing ones to conform to their projects needs. However, most of the agents’ 
functionalities should be modeled as services, releasing them from tasks that could 
be performed by services. All information related to services is stored into a dy-
namic directory which the platform uses to invoke them. Services are requested by 
users through applications, but all requests are managed by the platform. This pro-
vides more control and security when requesting a service because the agents can 
control and validate all messages sent to the services and applications. Developers 
are free to use any programming language, although they must follow the commu-
nication protocol based on transactions of XML (SOAP) messages.  

4   Results and Conclusions 

As a conclusion we can say that although FUSION@ is still under development, 
preliminary results demonstrate that it is adequate for building complex systems 
and exploiting composite services [15]. FUSION@ has laid the groundwork to 
boost and optimize the development of future projects and systems that combine 
the flexibility of a SOA approach with the intelligence provided by agents. The 
distributed approach of FUSION@ optimizes usability and performance because it 
can be obtained lighter agents by modeling the systems’ functionalities as inde-
pendent services and applications outside of the agents’ structure, thus these may 
be used in other developments. 

Thanks to the employment of AOSE tools such Gaia and SysML, the analysis 
and design stages of the development of FUSION@ have made it possible to 
achieve a model close to its implementation. This have implied a shorter devel-
opment time, allowing designers to focus on obtaining a well-designed distributed 
and dynamic architecture, rather than on encoding and debugging tasks. Further-
more, the ontology of FUSION@ will allow managing knowledge about the enti-
ties involved on it and make it possible to exchange information about agents 
themselves through local and remote services linked to the architecture. Our ex-
perience in the design and development of multi-agent systems has demonstrated 
us that the use of AOSE tools not only reduces the development time, but also im-
proves the quality of the final system, as well as its scalability and reliability. 
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A Multiagent Scheduling Repair Method for 
Disruption Management in Complex Socio-technical 
Organizations 

Sebastien Fournier and Alain Ferrarini* 

Abstract. In order to minimize disturbance impact in complex organizations, a 
distributed scheduling repair method based on agent modelling approach and new 
cooperative repair behaviours between modelled actors are proposed.  Repair op-
erations and repair strategies are redefined, and illustrated on a case study in  
organization of building site, where the proposed multiagent model is isomorphic 
to the actual organization. The resulting multiagent system operates the repair be-
haviours in order to determine the solution which minimizes the disturbance im-
pact on the system using JADE platform.  

1   Introduction 

Within a more competitive financial and economic environment, the survival of com-
panies request better effort and harshness in management of operations planning and 
organization. Moreover, the current economic context leads companies to deal with 
highly restrictive delays and labour fall (Clausen et al. 2001). In this context, as dis-
turbances lead to important cost increase, disturbances management becomes a major 
issue to tackle in management of socio-technical systems. Such socio-technical or-
ganization problems are mostly complex according to their topographic distribution 
and the variety of tasks to be realized. This complexity increases difficulty of solving 
organizational problems especially on tasks planning, where the stability of the pub-
lished planning is a key factor for human workers.  It also highlights the interest of 
helping decision makers in disruption management of pre-established planning. 

1.1   Context, Problematic and Objectives of the Work 

Decision making in planning, site organization and management, becomes then 
closer to the production operations themselves. This trend can be noticed in large 
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companies as well as in small business, for workshops, supply chains and also for 
buildings site organizations.  

In order to minimize disturbances impact, a new approach is proposed in this 
paper based on agent model and agent-based simulation. This approach imple-
ments an agent-based modelling of socio-technical organizations, and run a  
distributed cooperative problem solving method. The operationalization of the 
multiagent system leads to the proposal of solutions minimizing disruption im-
pacts, through multiagent simulation of recovery decisional processes.  

This method has been applied on production shops inside an enterprise and in 
the context of inter-enterprise level (for the management of supply chains) (Tran-
vouez and Ferrarini 2006), (Cauvin et al. 2009). It is based on an organizational 
model of industrial systems whereas all the actors and resources of the system 
have a sufficient decisional autonomy to manage the occurrence of disruptions as 
soon as possible. Actors, resources, and disruptions were defined at each level ac-
cording to the problem specific needs. 

Firstly, this paper proposes to extend the method to more complex rescheduling 
or replaning problems, in particular focusing on taking in to account  inventory 
levels (for consumed or produced goods), multiple shared resources and operator 
skills management in the context of multiple production. In the aim to fully take 
into account such complexity, the basic axioms of the original method are rede-
fined together with the addition of new dimensions in both tasks and disruption 
modelling, The extension of the approach also needs adjustments such as redefini-
tion of repair operations and disruption management strategies. It also implies to 
redefine who the implied actors in the process are (and thereby who (or what) the 
agents represent). A second aspect is the problem modelling based on the agent 
paradigm. The operationalization of the agent model leads to a multiagent system 
that executes repair behaviours in order to determine the solution minimizing the 
disturbance impact. Finally, an illustration on a case study in organisation of 
building site is explained, and implemented using JADE. 

2   Cooperative Distributed Scheduling Repair Method for  
Managing Disruptions in Complex Organizations  

The principle of the proposed method comes from the cooperative methods of dis-
tributed solving of disruptions implemented in the areas of production and logis-
tics. This principle extended to the specificities of this issue, is based on the  
development of solutions by the actors themselves for limiting the impact of dis-
ruptions throughout the site while ensuring the achievement of objectives. Rather 
than implementing a planning calculation, they try to repair the existing situation 
in the aim to limit the impact of recovering solutions on human workers.  

A wide variety of different approaches to repair schedule or rescheduling have 
been proposed as a part of Dynamic Scheduling approach (Ouelhadj and Petrovic 
2009). Schedule repairing refers to "local" adjustment of the current schedule and 
may be preferable for many reasons especially in the dynamic context of industrial 
systems (Cauvin et al. 2009). Schedule repair can be done in a centralized way 
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(Rabideau et al. 1999) , but agent approaches have been highlighted as being well 
suited to complex scheduling problems (Myashita 1998) (Cowling et al. 2000). In-
herent capabilities of MAS induce reduced complexity, self-configuration, in-
creased flexibility, and reduced costs. As a response for managing disruptions in 
planning or schedules, our works have thus defined strategies for responding to dis-
ruptions consisting in sequences of repair operations applied on disrupted planning.  

2.1   Repair Operations 

A repair operation can be defined as a local and limited modification of a previously 
calculated scheduling (Zweben et al. 1993). Initially these operations consisted in 
time shifts (right or left) or tasks permutations within one or more production plans. 
Repairing schedules using such repair operations is particularly suited to solve in-
complete scheduling problems (not taking into account tasks) or partially deficient 
problems (violation of time constraints), resulting for example from disruptions of 
the system. Furthermore, this approach has already been applied to distributed 
scheduling (Neiman and Lesser 1996). These repair operations can limit the re-
scheduling to a minimum of actors using cooperation or negotiation between them.  

As regards to disturbance management in industrial systems (from production 
shops to basic supply chains), we have previously defined six types of repair op-
erations (Cauvin et al., 2009) mainly based on temporal dimension (modification 
of the planning) and on end product inventory level. The achievement of these re-
pair operations is mainly based on the existence of temporal margins (i. e. Idle 
time of actors between two successive tasks). 

Disruption management in more complex organizations, such as Building and 
Construction Industry, needs to define repair operations that take into account ad-
ditional dimensions of this issue. The enlargement of the method and then the ex-
tension of repair operations concern more particularly the qualitative characteristic 
(interruptible or uninterruptible tasks) and physical attributes (resources, tools, 
equipment, materials, indirect materials) according to the level of their stock. Re-
pair operations depend then on: (i) time: shifts, permutations, exchanges; (ii) level 
of stock of resources: local operations (picking in a local stock), then in the stock 
from another site (co-operation), exchanges of stock (temporal characteristic); (iii) 
level of performed quantities (achieving the task objective by first picking in local 
stocks then in external ones (co-operation)). 

A “trade” repair operation is proposed to represent the possibility of replacing a 
task or at least reducing its length, with its equivalent of capacity (ie stock seen 
here as a capacity). Moreover, a new operation “decompose” has been added which 
generalizes the possibility of interrupting a task and thus consider it as 2 different 
tasks: one completed and the other to be rescheduled. Resources have been detailed 
(human and operative) and this concept is now applicable on more complex prob-
lems. These changes do not “disrupt” the method but rather gives new means to  
reduce the impact of a disruption on a system where Resources can locally or coop-
eratively change tasks allocated realization time in order to give some agility and 
reactivity toward the environment changes. The repair operations are implemented 
according to strategies adapted for processing these new dimensions. 
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2.2   Strategies for Solving Disruptions 

Solving strategies implement sequences of repair operations in order to limit the 
impact of disruptions on the system actors. Each implemented strategy will evalu-
ate the solution in order to decide (or not) of using a strategy more costly in terms 
of impact on the system. The evaluation of each solution is based on a multi-
criterion function measuring its effectiveness (degree of success in the absorption 
of the disruption), its complexity (the extent of changes to the original scheduling) 
and its agility (decrease of time rooms for manoeuvre of actors).  

 

Fig. 1 Distributed solving strategies 

As shown in figure 1, when a disruption occurs in a task (done by Ma1), the ac-
tor first tries to solve it by a local strategy implementing one or more operation (s) 
of time repair and in case of failure (after evaluation of solutions) one or more lo-
cal repair operations on resources of the site. In case of failure a strategy of bilat-
eral cooperation is first initiated and then a cooperative multilateral strategy intra 
site is implemented in case of failure of previous strategies. In case of failure of all 
local strategies, the impact of the disruption is then propagated to the sub sites si-
multaneously (not presented on this figure). This requires cooperation and uses the 
same previous strategies but within the concerned sub-site(s). 

3   Agent Based Modelling for Distributed Problem Solving 

The modelling paradigm previously used for simplified industrial systems consid-
ers systems as composed of autonomous entities. These entities are pro-active and 
defined by their behaviours (i.e. their interactions according to their roles and 
competencies). This paradigm can be directly extended on more complex socio-
technical organization problems (for instance construction site management). 
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3.1   Agent Modelling 

The actors involved in industries (head managers, technicians, skilled tradesman, 
workers, etc.) have means, resources, skills and competencies that software agents 
exhibit as well. All these abilities make it possible to perform tasks or functions in 
an individual or collective way inside an organisation. This analogy between 
agents and actors already used for industrial systems modelling (Nwana 1996) 
(Parunak 1999) (Brukner et al 2003) naturally led us to consider the agent-based 
approach as relevant for this issue. Consequently, similarities between the proper-
ties of both agents and actors enable us to make a bijection between industry  
actors and agents of multi-agent systems. This bijection thus generates an isomor-
phism of structure between industrial field and agent-based modelling (Fig. 2). 

Moreover, agent-based modelling allows us to easily take into account the: (i) 
the natural distribution of multi-site organizations (several actors from the same 
trades working together, several sites managed simultaneously, etc.), (ii) the dy-
namic changes in the environment through the addition or suppression of re-
sources or actors, (iii) the decisional complexity and variability of multi-sites 
management. 

The natural ability of multi-agent systems to solve distributed problems make it 
possible to manage these requirements.  

 

Fig. 2 Multiagent architecture 

In this example (Fig.2), agents represent the actors of the two operating sites 
(Ri for operators, M for global manager, S for inventory managers). The global 
manager rules the two sites so the agent M is the gateway between the two sets of 
agents for the execution of inter-site cooperation strategies. 

For instance, the Building and Construction site management field specifically 
introduces a supplementary complexity level which requires an extension of the 
previously defined methods. This supplementary complexity level takes its roots 
remarkably in a greater anthropisation of the modelled system. This fact is notably 
noticed in task realisation and in resources utilisation (as much in the notion of 
quantity as in the notion of availability) and induces the reinforcement of the  
temporal aspect. This anthropisation result of the main characteristic of this  
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application field: tasks are quite exclusively realised by human (tradesmen) and 
not quite exclusively by machines. 

Agents will represent the actors of the real system with specific abilities and 
knowledge to implement repair strategies. Then multiagent system makes it possi-
ble to describe more precisely how the methods could be undertaken in domain 
dependant models focused on the notion of actor, and the operationalisation of the 
multiagent system allows to simulate the decisional processes of the involved ac-
tors, and to evaluate the pertinence of the repairing solution.  

3.2   Agent Behaviour Design 

Each actor/agent has the same goal: achieve scheduled tasks. So they implement 
the same behaviour according to their skills. This behaviour, as shown in figure 3, 
is mainly oriented to take care of disturbances in order to achieve scheduled tasks. 
(1-2) When the message queue is empty, the agent try to achieve its task. If dis-
ruption occurs during the task (3) two strategies (4) are possible according to stock 
level: Temporal local repair or requesting for stock. If the stock level is sufficient 
the task can resume (5). If a local repair (6) can be done the agent modifies its 
planning and achieves the scheduled task. In case of previous strategies failure (7), 
the agent calls for help by sending messages and waiting answers (8). (9) The 
agent analyses the different repair solutions that it has received, accepts one (10), 
modifies its planning (11) and then executes the new scheduled task (12). The 
agent (13) may receive request for helping repair from other agents and send re-
pair solution. If the proposed solution is accepted (14) the agent modifies its own 
planning. 

 

Fig. 3 Agent Behaviour 
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4   Illustration of the Method on the Case Study 

This work is based on a specific case study: Site renovation of a small building. 
The implied trades are thus more of light work type than main walls works type. 
Figure 4 shows the different tasks that are implied in this work. A disturbance oc-
curs during renovation of the kitchen. More precisely, the disturbance occurs dur-
ing the task "installation of partition". In fact, one of the plasterboard cannot be 
used to create the partition. 

 

Fig. 4 Dependency graph of tasks 

In order to continue the tasks needed to finish the work, it is necessary to resorb 
this disturbance. As evoked in previous section this approach tries to solve such 
problem at the more local state. In the example presented in this paper, one way to 
deal with the disturbance is to replace the plasterboard defective. Opportunities to 
solve the disturbance are as following: (i) shifts right tasks to get enough time in 
order to insert the delay; (ii) takes plasterboard in the second building site. The 
problem is then deported to the second building site; (iii) begin immediately the 
work on the second building site in order to gain the delay to obtain the plaster-
board for the first building site.  

Following principles presented in this paper, the solution must be the most local 
in order to avoid disturbance propagation to other system actors. In this case 
study, if the plasterboard is not in the stock, the more local solution is to shift 
tasks. Only diagnostic tasks can be executed immediately. In fact other tasks have 
a dependence link with “installation of partition". Furthermore, these tasks cannot 
be modified individually. Then, the most local solution is to realize task Tma2 be-
fore Tma1 in order to reconstruct the stock of plasterboard. The shift right opera-
tion modifies the planning. All tasks bound to “installation of partition" must be 
shifted to time interval dedicated to "humidity diagnostic”.  

5   Test Platform 

The system is developed using ECLIPSE and the framework JADE. Thanks to 
JADE (JADE, 2007). The prototype is FIPA compliant and uses the normative 
ACL-FIPA communication language. Each agent execute a behaviour that defines 
their actions (execute a task, communicate) during the simulation. 

The system deals with different kind of agents. Few of them are used for man-
agement but mainly agents represent actors of the real system. Actor agents are 
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built on the same pattern. During the execution such agents can play different 
JADE’s behaviours depending on agent’s interaction and environment changes. 
The prototype gives interesting first results using local repair operations; coopera-
tive multi-lateral strategies are currently under development. 

6   Conclusion and Future Work 

In this paper a method of cooperative distributed repair for planning or scheduling 
using multiagent system is presented. It is an extension of the approach developed 
for production systems and then extended to the issue of supply chain manage-
ment. This extension mainly focuses on the consideration of new dimensions of 
problem complexity and on the development of repair planning in order to reduce 
the impact of the disruption. These new concepts are integrated in the manage-
ment of distributed socio-technical organization and the model is illustrated on a 
building site organization. Future work will focus on (i) the extension of the met-
ric for evaluating the impact of disruptions (the shift of a task that does not use a 
stock does not have the same cost as a task requiring stocks), (ii) the implementa-
tion on a real case using real data and the collaboration with social science re-
searchers to better define the basis axiomatic (tasks / disruptions / measurement of 
the impact on workers). 
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Price Updating in Combinatorial Auctions for 
Coordination of Manufacturing Multiagent Systems 

Juan José Lavios Villahoz, Ricardo del Olmo Martínez, Alberto Arauzo Arauzo, 
and José Manuel Galán Ordax* 

Abstract. In this work we use the paradigm of multiagent systems to solve the Job 
Shop problem. Job Shop problem is a particular problem of scheduling in which we 
try to find an schedule that optimize a objective and is subject to certain constraints. 
We propose a combinatorial auction mechanism to coordinate agents. The “items” 
to be sold are the time slots that we divide the time horizon into. In tasks schedul-
ing problems tasks need a combination of time slots of multiple resources to do the 
operations. The use of auctions in which different valuations of interdependent 
items are considered (e.g. combinatorial auctions) is necessary. A certain time slot 
will be more valuated to the extent that it enables task to finish the job on time, to-
gether with the other time slot bought. Job-agents are price-takers in the model. The 
auctioneer fixes prices comparing the demand over a time slot of a resource with 
the capacity of the resource in this time slot. There are many ways to update prices 
(e.g. constant increase or decrease of prices, proportional to the demand, propor-
tional to the excess of demand). Our objective is to compare the different methods 
of updating prices based on those of the lagrangian relaxation solving method. 

Keywords: Multi-agent systems, Manufacturing Multiagent System, Auctions, 
Lagrangian Relaxation. 

1   Multiagent Systems in Manufacturing 

Scheduling problem is a decision-making problem concerning the allocation of re-
sources to tasks over time periods and its goal is the optimization of one or several 
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objectives. Manufacturing and production systems are one of the most known 
fields of application of this problem, where tasks are operations of some produc-
tion process and resources are machines in a workshop. (Pinedo 2008). The main 
features of Manufacturing scheduling problem are its highly combinatorial and 
dynamic nature and its practical interest for industrial applications (Shen 2002). 

Multiagent Systems have proved to be an appropriate paradigm to model com-
plex systems and they constitute a useful frame to define distributed decision-
making processes. Agents are used to encapsulate physical and logical entities or 
even functionalities of the production system. These systems are based on the 
autonomy of each agent and on the interaction and negotiation among the agents. 
The application of this paradigm to the task scheduling problem has had a great 
development. A revision of the main work in this area can be found in (Shen et al. 
2006), (Lee & Kim 2008) and (Ouelhadj & Petrovic 2009). 

2   Market Based Coordination Mechanisms and Combinatorial 
Auctions 

Distributed decision making is considered an alternative to pure centralized sched-
uling systems as it facilitates the incorporation of local objectives, preferences and 
constraints of each resource in the decision making process. (Kutanoglu & Wu 
1999). Combination of individual problem-solving and coordination/negotiation 
schemes is one of the research challenges in this area. (Shen et al. 2006). 

Market based allocation mechanisms are one of the most active branches of dis-
tributed task scheduling. It involves the creation of a production schedule based on 
the prices emerging from the bids sent by tasks. Each task proposes a bid trying to 
maximize its own objective. Each task has only access to its own information (ob-
jectives, preferences and constraints). The underlying idea is to allocate resources 
among the task by the creation of an ad-hoc market, setting prices through the 
search of equilibrium in an iterative process. There is no communication among 
agents representing tasks. Prices enable coordination of agents. Complex calcula-
tions are distributed among the participating agents, so that the problem is divided 
into several easier problems which can be solved in parallel. The communication 
overhead is due as it is limited to the exchange of bids and prices between agents 
and the market mechanism (Wellman et al. 2001). 

We propose a combinatorial auction mechanism to coordinate agents. In tasks 
scheduling problems tasks need a combination of time slots of multiple resources 
to do the operations. The use of combinatorial auctions as a negotiation and coor-
dination mechanism in Multiagent Systems is appropriate in problems in which 
different valuations of interdependent items have to be considered. In combinato-
rial auction participants bid for a combination of different products. The valuation 
of an item depends on the combination of products it belongs to (i.e. a bidder will 
make his valuation of an item based on which will be the other items that he will 
buy in the same auction. 

There are different kinds of combinatorial auctions. In the single round auctions 
participants send their valuations over the combinations of products just one time 
and the auctioneer allocate the items in such a way that the global objective is 



Price Updating in Combinatorial Auctions 203
 

 

maximized. The alternative to single-round auctions are the iterative combinatorial 
auctions, where prices are fixed after multiple rounds. 

There are some advantages of using iterative combinatorial auctions rather than 
single-one ones. First, participants do not have to make bids over the set of all 
possible combinations of bids. Second, participants reveal in each iteration their 
private information and preferences. Third, iterative auctions are well-suited for 
dynamic environments (i.e. manufacturing environment) where participants and 
items get in and out in different moments. 

 

Fig. 1 Auction-based scheduling mechanism 

There are two kinds of iterative combinatorial auctions: quantity-setting and 
price-setting. In the fist one, bidders send their valuation over the items they want 
to buy. The auctioneer makes a provisional allocation that depends on the submit-
ted prices. Bidders adjust the prices in each iteration. In the second one, quantity-
setting, auctioneer set the prices for each of the items of the auction. Bidders  
submit the bundle of items they want to get at the given price. Auctioneer adapts 
the prices so to balance the supply and demand. (de Vries & Vohra 2003). 

3   Proposed Mechanism 

Tasks scheduling problem can be modeled as an auction where time horizon is di-
vided into slots that are sold in the auction. Tasks participate in the auctions as a 
bidders, trying to get the time slots of the resources that they need to perform the 
operation (Dewan & Joshi  2002). The mechanism will follow the main principles 
of distributed systems so the relevant information of the bidders, due date of the 
jobs, penalty for the delays will be hidden to the rest of agents (Duffie 1990). 
None of the agents knows which other agents do not belong to the system nor 
what are the goals of those agents. Prices show the preferences of other agents, 
and let the agent act consequently. 
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The mechanism proposed can be described as follows: There exists a central 
pool of resources (Resource-agent). Each resource has different abilities. The 
planning horizon of the resource is divided into time slots. These time slots are 
sold in an auction. There are a several jobs to be done (Job-agents). The jobs need 
to get the necessary resources to be finished before their due date. Job-agents bid 
for the time slot of the resources. They try to minimize their cost function. An 
agent acts as a central node (Auctioneer-agent). The bids sent by Job-agents are 
received by the Auctioneer-agent, who will update the prices of the slots. Once 
known the new prices, the Job-agents will remake their bids. This iterative process 
continues until prices are stabilized or a stop condition is fulfilled. Full process is 
detailed below. 

Step 0. Initialization. Auctioneer fixes the initial prices of the time slot of the 
resources λ0. Usually, it starts with a price of zero for all the time slots  λ0 = 0 . 

Step 1. Individual optimization. Agent-jobs have to solve an optimization prob-
lem in every iteration given the price of the time slots (λi). The cost function of a 
job is given by the sum of the penalization for the delay of the job and the price of 
the resource time slots used by the job. This will require evaluating all the possible 
alternatives and choosing among them that of minimum cost. The bid consist of 
the bunch of slots chosen by the Job-agent that is sent to the auctioneer. 

Step 2. Evaluation of Bids. Once the Job-agents have sent their bids, the auc-
tioneer combines all the schedules sent by the tasks and evaluate the need of ca-
pacity of every resource in every time slot. 

Step 3.Construction of a feasible Schedule. The solution proposed by the Job 
agents is not feasible in most of cases as the demand of certain resource time slots 
will exceed the capacity of the resource. The auctioneer proposes a feasible 
schedule based on these proposals. 

Step 4. Stopping criteria. The stopping criteria considered are 1) the dual gap is 
small (the dual gap is the difference between the best known value of the original 
function and the best known value of the dual function), 2) the step size to update 
prices is small enough 3) the maximum number of iterations is reached. 

Step 5. Price updating. Price updating considers the capacity of resources and 
their demand in every time slot. The objective of update the prices of the time slot 
is to reduce the conflicts between agents. High price of a slot of time means it is in 
a great demand and it will penalize its use. Prices will rise when the demand of a 
slot is greater than its capacity, whereas they will fall if the demand of a slot is 
lower than its capacity. Prices can not be negative. 

Job-agents are price-takers in the model. Price is fixed by an iterative process. 
The prices of the slots are raised or lowered by a walrasian mechanism. The auc-
tioneer compares the demand over a time slot of a resource with the capacity of 
the resource in this time slot. If there is an excess demand raises prices the auc-
tioneer raises prices and he lower them if there is an excess of capacity. 

λλλ Δ+=+ nn 1
 

There are many ways to update prices (e.g. constant increase or decrease of prices, 
proportional to the demand, proportional to the excess of demand). 
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Fig. 2 Price-setting iterative combinatorial auction 

4   Combinatorial Auctions and Lagrange Relaxation  
Techniques 

There is a similarity between iterative combinatorial auction and Lagrangian Re-
laxation Algorithm. The update of prices process is similar to the update of La-
grange multipliers iterative process. The updating methods used in the Lagrangian 
Relaxation Method can be used to update the prices in the iterative auction. (De-
wan & Joshi 2002). This mechanism have been used to solve different kind of task 
scheduling problem, e.g. job shop problem (Kaskavelis & Caramanis 1998), (Sun 
et al. 2006), flow shop problem (Tang et al. 2006).  

Lagrangian relaxation technique relaxes the complex constraints of an optimi-
zation problem (i.e. those constraints which make the problem hard to solve), 
making the problem to optimize easier. The group of relaxed constraints is incor-
porated to the objective function in such a way that the restrictions that are not met 
are penalized. The new objective function is called Lagrangian function. 

The lagrangian problem solution is always lower or equal to the solution of the 
original problem. (Fisher 2004). The iterative process will bring the solution of the 
Lagrangian problem nearer to the solution of the original problem. 

We will relax the constraints that relies variables belonging to different jobs. 
Our aim is to divide the complex problem into several easier problems. If we 
eliminate de restriction of the capacity of the resources, we will be able to split the 
problem into N job subproblems. 
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Fig. 3 Problem-solution schema 

5   Research Line 

We search a method for scheduling manufacturing systems in dynamic environ-
ments. In our work we will use a specific problem as Job Shop scheduling prob-
lem, but we want to extend the conclusions that we will obtain to other problems 
of the same nature. 

Our objetive is to compare the different methods of updating prices based on 
those that update the lagrangian problem. (Jihua Wang et al. 1997) One of the most 
used method is subgradient methods (Geoffrion 1974) (Fisher 2004), (Guignard 
2003). There are also other methods derived from the former, e.g. surrogate gradient 
method (Camerini et al. 1975), (Brännlund 1995), conjugate subgradient method 
(Jihua Wang et al. 1997) or interleaved surrogate method (Zhao et al. 1997), (Chen 
& PB Luh 2003). There is no work which compares the updating prices methods of 
combinatorial auctions for Job Shop problem to the best of our knowledge. 

We will define and implement a distributed task scheduling system based on 
the Job Shop Problem (Pinedo 2008). We want to compare the different methods 
of updating prices using as criteria convergence, stability and other points to study 
in a real case implementation as asynchronic computation. We will use different 
benchmark as we can find in (Demirkol et al. 1998) and the modifications sug-
gested in (Kreipl 2000). 

Acknowledgements. This work has been partially supported Caja de Burgos through Pro-
jects 2009/00199/001 and 2009/00148/001. 
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Study on Integrated Model of Lean and Agile Supply 
Chain Based on Multi-DPs 

Jiang Mei Xian, Feng Ding Zhong, Fan Jia Jing ,Yan Lian Lian,  
and Jin Shou Song* 

Abstract. Lean Production and Agile Manufacturing are currently two popular 
methods of production. These two popular methods are based on different levels 
of supply chain optimization and there is an integrated space between these two 
popular methods. In this paper, we analyse the lean and agile production coupling 
point or Decoupling Point (DP) in two types of supply chain integration model 
based on some parts' or components' production process, under the constraints of 
time, cost and other factors in the supply chain operation and production process. 
Finally we carry on critical path analysis on the selection of the lean and agile 
production coupling point or Decoupling Point (DP), and then achieve the optimal 
integrated strategy. 

Keywords: Lean Production, Agile manufacturing, multi-DPs, Lean-Agile supply 
chain. 

1   Introduction 

Lean Production and Agile Manufacturing are currently two popular methods of 
production, both supply chains are based on different levels of the supply chain op-
timization, there is an integrated space. In adapting to external environment, Lean 
Production and Agile Manufacturing focus on objectives and organizational forms 
of production and other fields with their own advantages, if we can effective inte-
grate these two modes into the same supply chain, then they can learn from each 
other, the operation efficiency of the supply chain will significantly be improved.  In 
the academic community, there are also a large number of articles studied on this 
aero, in which Customer Order Decoupling Point (Customer Order Decoupling 
Point, CODP) is an important decision-making issue on supply chain integration. 
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Enterprises do lean production on existing inventories based on market fore-

cast, when customer orders coming, begin the operation of agile to meet customer 
needs based on the raw materials or prefabricated parts in inventory, Thus there is 
a Customer Order Decoupling Point in the production process. The so-called 
CODP means the transferring point from prediction-based lean production (push-
type supply chain) to Agile manufacturing (pull-type supply chain) responding 
quickly to customer demand in the production process [3]. 

CODP divides the entire supply chain into two parts: the up stream’s lean part 
and down stream’s agility part. Lean part is driven by the customer order, and agile 
part is driven by the primary protective reserve capacity to regulate fluctuations in 
demand. A different model of supply chain can be builded relying on location of the 
separation point in the chain, while the location setting depends on the end-user’s 
maximum acceptable lead time and the position of demand diversity occurred. 

2   Multi-DPs 

In actual production process, the production of a product is closer to a production 
network not linear, the supply chain also becomes a supply network, CODP also 
may be multiple, that is, multi-DPs. The following description of multi-DPs in the 
supply network is shown in Figure 1. 

 

Fig. 1 Multi-DPs 

1) Pure lean production (Lean production): all production stages produce on in-
ventory, multi-DPs are at the end of the supply network, while the production lead 
time is zero. 

2) Pure agile manufacturing methods (Agile manufacturing):all production 
stages produce on order, multi-DPs are at the most front-end of the supply net-
work, while the lead time is the longest.  
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3) The integration of Lean production and Agile manufacturing methods: in this 
production mode, the broken line production stages use lean production methods, 
the remaining two stages use agile methods, while multi-DPs are distributed in 
different locations of the supply network, the situation is more complex, which is 
the issues what we want to focus on to study on . 

3   Product Structure Tree Model of Core Enterprise in Supply 
Chain 

Figure 2 is a product structure tree of a core enterprise in the supply chain. Fig.2 
describes the parts and components needed in the assembly relationship. The nec-
essary components use lean production, if lean production cannot satisfy certain 
constraints, we should consider to use agile operation. In the following paper LP 
represents Lean Production, AM represents Agile Manufacturing. So in this sup-
ply network, there is an integrated decision-making as to which parts to use lean 
production, and which parts to use agile operation. To identify multi-DPs is the 
core of the problem. Fig.2 can not only be used to describe the relationship be-
tween the core enterprise and its parts suppliers, manufacturers, and also can rep-
resent the function structure model of the entire supply network. 

S
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Fig. 2 Product Structure Tree 

In Fig.2, P1 to P9 indicates the third level part or material, S1 to S3 indicates the 
second level subassembly, A1 to A3 indicates the first level assembly, P indicates 
the final product.  

In the paper we use critical path method and oriented graph to describe the 
product structure tree. Each raw material or part, component and final product is 
shown as node. We can see there are 16 nodes (the source point S and the end 
point E do not present physical parts) in Fig.2. So we can get the decision  
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variable [ ]1, 2, 15, 16... , 0,1iX x x x x x⎡ ⎤= ∈⎣ ⎦ .  The arrow line in Fig.2 represents the lead 

time of production between two nodes, the arrow line from node i means the lead 
time of part i. The assembly sequence of parts is shown in Fig.3, the node i is as-
sembled from all nodes whose arrow line points to node i. Fig.2 shows a oriented 
graph with nine paths, each path and activity has the former and after tight rela-
tionship [6-7]. 

4   Location Model of Lean and Agile Supply Chain Based on 
Multi-DPs 

Basic symbols are described as follows: 

1)  i means part index, (1, 2....... )i n∈ . 

2) Qi means demand of Q in period i, Qi submits to 2~ ( , )i iN μ σ . 

3) BOM(i,j) means quantity of part i consumed by part j, 
so j ( , )i BOM i jμ μ= × , 2 2 ( , )i j BOM i jσ σ= × . 

4) X is a binary vector, represents the decision variable of LP/AM, 
[ ]1, 2, ,... , 0,1i n iX x x x x x⎡ ⎤= ∈⎣ ⎦ ，when 0ix = means part i adopts AM, 0ix = means 

part i  adopts LP, the decision variables are bound by the terms of the follow-up 
decisions.  

5) iED  means expectation demand of part i, i i i iED z Lμ σ= + , iL means lead 

time for purchasing or manufacturing or delivering of part i, Z is a safety coeffi-
cient subject to service level α, [1/ 2 (2 / )]ln[ / (1 )]Z π α α= −

 [9]. 

Costs: 

1) Si--- Presetting Production Cost 
Si   represents presetting production cost of  component i, including the cost of 

order, manufacturing and delivery. Si is used to measure economy scale which is 
represented by Ki. When producing according to AM, Si= Ki , When adopting LP 
strategy, Si= Ki/OIi; here OIi stands for order interval. The formula 

2 /i i i iOI K b μ=   , in which bi stands for the unit holding cost of components.  

2) Ii--- Expecting Stock Cost. 

Ii represents expecting stock cost of component i. ( )
0

( )
iED

i i i iI b ED q f q dq= −∫  in 

which “q” stands for component demand and f(q) is the function of its demand 
probability distribution.  

3) Qi --- Out-of-stock Cost. 
Qi stands for out-of-stock cost of component 

i. ( ) ( )( )( ) 1
i

i i i iED
Q b q ED f q dq c eγ γ

+∞
= − × + − ×∫ . It will happen in two conditions. One 

is to deal with the problem by treating order as “unfinished” ones, and ratio of this 
condition is γ. The other is to lose the order all together, which accounts for1 γ− . 
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Supposing the extra fee of these two conditions is “c” and “e” per unit. Both ex-
pecting stock cost and  out-of-stock cost are generated only in LP, because AM is 
formed at the time of receiving orders, which won’t lead to expecting stock cost or 
out-of-stock cost. 

4) Ai--- Product Value Cost 
Ai represents product value cost of component i. Ai =Oi(σi/µi). Oi stands for the 

variable cost of component i.σi/µ i is defined as variability of demands. Ai is a posi-
tive number while adopting LP; and when σi/µ i is relatively large, the cost for 
component i to be used by other products is very high. While adopting AM, Ai =0, 
because AM begins producing at the time of receiving orders, which won’t cause 
any risk to component i. 

5) Ti--- Time Cost 
Ti stands for the time cost of component i. Ti = Oi [(1+α)ti-1] [4]. Ti, which 

merely exists in LP, is mainly decided by the variable product cost . If there is no 
time restriction, the variable cost of AM and LP is equal to each other. LP needs 
the holding of stock. Here “t” represents the average stock turnaround time of each 
component, and α refers to the ratio between capital and time cost. 

6) Ui --- Product Updating Cost 
Ui stands for product updating cost. Ui = Oi (1- mi)(1- Rt)/l (Rt<l<(R+1) R∈Z 

[11]. mi stands for the value ratio of the standard product parts, l is the product life 
circle, t is the average stock turnaround time.  

Table 1 Comparison of Costs 

Signs Costs AM LP 

iS  
Preset Production 

Cost iK  /i i iS K OI=  

iI  
Expecting Stock 

Cost 
0 

0
( ) ( )

iED

i i i iI b ED q f q dq= −∫  

iO  Out-of-stock Cost 0 ( ) ( ) ( (1 ) )
i

i i i iED
O b q ED f q dq c eγ γ

+∞
= − × + − ×∫  

iA  Product Value Cost 0 ( / )i i i iA o σ μ=  
iT  Time Cost 0 [(1 ) 1]it

i iT o α= + −  

iU  
Product Updating 

Cost 
0 (1 )*( ) /i i iU o m l Rt l= − −  

Constraints: 

PTi expresses the production lead time of raw materials or parts, each raw ma-
terial or component has the production lead time. 

Delivery Time is the main Constraints of location model on multi-DPs, 
( ) ,PT X DT≤ ( )PT X  expresses the lend time of whole supply net-

work, ( )
i i

PT X PT x=∑ i   
Objective Function: 
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Here we take supply chain total cost as the objective function, supply chain to-
tal cost (SCTC) is as follows: 

1 1 1

( ) ( )
n n n

LP AM LP
i i i i i i i i i i

i i i

SCTC S I O A T U TC TC TC x
= = =

= + + + + + = + −∑ ∑ ∑              (1) 

Constraints:  

{ }
1

( ) , 0,1
n

i i iPT X PT x DT x= • ≤ ∈∑                                      (2) 

The lead time of purchasing various raw materials, the lead time of product or as-
semble PTi  are known, the constraint is a linear equation, the problem is a 0-1 in-
teger programming model, we can use LINGO or MATLAB software to solve. 

5   Analysis of Location Model of Lean and Agile Supply Chain 
Based on Multi-DPs  

1) Analysis of Production Lead Time PTi . 
When a part’s PTi decreases, it is easier to meet the need of customer’s delivery 

date, then we can take AM way to produce more parts, the total cost decreases; 
when a part’s PTi  increases, it is more difficult to meet the need of customer’s  
delivery date, then more and more parts are produced  in  LP way, the total cost 
increases. 

2 )Variable Cost Analysis 
We can see from the preceding cost description, product value cost Ai, time cost 

Ti, product updating cost Ti are all formed products’ variable cost Oi under differ-
ent elements’ expression.  

The time cost Ti = Oi [(1+α)ti-1], α  means capital time cost rate, t is each com-
ponent’s average inventory turnaround time.  

Product updating costs Ui = Oi (1- mi)* (1- Rt)/l, mi is the value rate of stan-
dard products, l is product life cycle, t is average inventory turnaround time.  

3) Analysis of Changes in Demand 
We suppose again that demand amount f(q) is subject to normal distribution 

N~(100,02), N~(100,52)and N~(100,202).Compared it with N~(100,102), we can 
conclude demand variability’s influential trend towards multi-DPs. 

Table 2 Analysis of changes in demand 

Demand  
variability 

N~(100,02) N~(100,52) N~(100,102) N~(100,202) 

The objective SCTC=75.9 SCTC=210.1 SCTC=285.2 SCTC=345.1 

function value X  X  X  X  
Decision 

Value 
0000000000000000 0000000010000010 0000011111111111 0000011111111111 
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From Table 2. we know that with the increase of demand uncertainty the whole 
cost of supply network increases and more parts are produced by AM way. 

4) Critical Path Analysis 

S

P1

P2

s1P3

P4 s2

P5

P6

P7

s3 P EA2

P8

A1

A3

P9
 

Fig. 3 Critical Path Analysis 

According to Figure 3, the longest critical path is  P7-A2-P–E. It determines the 
final delivery time ( ) 30PT X =  to satisfy customer delivery.  

Therefore, if the nodes on the longest critical path are the suppliers, we should 
take them as strategic supplier. If the nodes are manufacturing activities, we 
should improve the process and efficiency or productivity. On the other side, if the 
nodes on the longest non-critical path are suppliers, they needn’t supply the prod-
uct on time. Vice versa, they can longer the time for lower cost. If they are manu-
facturing activities, we should reform them and pursue lower cost and higher  
efficiency. This is the essence of critical path analysis. 

6   Summary 

On the basis of analysis the concept of Customer Order Decoupling Point 
(CODP), supply chain is actually a net-like supply network with multi-DPs. Based 
on the product structure tree, this paper describes the research problem and estab-
lishes an integrated model of lean and agile supply chain based on multi-DPs.  
After analyzing the location model of lean and agile supply chain based on multi-
DPs, the paper discovers that the integration of lean and agile supply chain is  
affected by such multiple elements as delivery deadline and demand variability. 
Enterprises should take the features of their own products and the characteristics 
of the market into consideration in the integration process, so as to achieve an op-
timal integrated strategy. 
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Towards Improving Supply Chain Coordination 
through Agent-Based Simulation 

Areti Manataki, Yun-Heh Chen-Burger, and Michael Rovatsos* 

Abstract. One of the most significant paradigm shifts of modern business man-
agement is that individual businesses no longer compete as autonomous entities 
but rather as supply chains. However, the majority of companies, especially small 
and medium enterprises, fail to design and manage their supply chains in a profit-
able way, as it is difficult to understand the complex dynamics of Supply Chain 
Management (SCM). In this paper we argue that agent technologies can provide 
an intelligent solution to the improvement of SCM. We present a multiagent-based 
framework for simulating supply chain (SC) operation and re-configuration, with 
the vision of helping to improve overall SC performance and coordination. The 
suggested key innovation lies in the better explanation of simulation results and its 
attractiveness to SCM practitioners. Its theoretical conceptualisation, a logic-based 
formalisation and the system’s architecture that combines agent technologies with 
business rules and business process modelling are presented. 

1   Introduction 

Since the 1990s firms realised the importance of Supply Chain Management for 
gaining and sustaining a competitive advantage. It is only recently, however, that 
the business world has moved from the traditional “competing firms” model to a 
“competing supply networks” perspective [12, 8]. The current vision of SCM in-
volves the alignment and integration of SCs, hence a systemic and holistic view of 
SCM is becoming prominent.  

However, SC reality is far from this vision, as most SCs are underperforming 
and no integration is achieved. This is due to the high complexity of SCM and the 
lack of understanding of SCM dynamics, especially when it comes to overall SC 
coordination [13].  

Existing approaches towards this problem span over two extremes: they are ei-
ther theoretical, thus not dealing with SCM dynamics; or they are computational, 
but with limited theoretical grounding. Furthermore, the few simulation tools that 
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tackle the SC coordination problem are not useful in the new era of SC-based 
competition as they do not adopt a holistic view of SCM, and they fail to explain 
the business rationale behind simulation results. On the other hand, agent tech-
nologies have been successfully applied for improving SCM [11], but limited 
work has been done on SC coordination. Moreover, despite their success, multi-
agent systems are not widely adopted in industry. 

Considering the deficiencies of existing approaches, we have identified the fol-
lowing requirements for a solution to the SC coordination problem: An intelligent 
solution is needed [10] that focuses on inter-organisational coordination [13]. The 
ability to explain simulation results and attract SC managers are also important. 
The latter means that the solution should be easy to use and use the same language 
as SCM practitioners. 

In this paper it is argued that agent technologies can provide an intelligent solu-
tion for SCM improvement that satisfies all the above-mentioned requirements. 
We thus present a three-tiered multiagent-based framework for simulating SC  
operation and re-configuration, with the vision to help improve overall SC per-
formance and enhance SC coordination, thus assisting SCM decision-making. The 
intelligence provided by agent technologies and the focus on global aspects of 
SCM (i.e. overall SC performance and SC-wide coordination) tackle the first two 
requirements. Furthermore, a logic-based approach is suggested in order to enable 
better explainability of simulation results. Finally, we argue that a theoretical 
grounding, the adoption of SCM standards and the incorporation of technologies 
that are popular in industry, will make the suggested solution appealing to SCM 
practitioners. 

The remainder of the paper is as follows: Section 2 provides background in-
formation on SCM, explains the motivations for the use of agent technologies for 
SCM, and describes relevant work. Section 3 presents the suggested three-phased 
multiagent-based framework for SC simulation, and the system architecture and 
design decisions are explained. Section 4 discusses lessons learnt and future work. 

2   Background Information 

A Supply Chain is defined as “all parties involved, directly or indirectly, in fulfill-
ing a customer request” [3]. Along this network of parties (e.g. manufacturers, 
suppliers, distributors, retailers, customers, etc.) there are three types of flows: 
downstream flow of products, upstream flow of funds and a bidirectional flow of 
information. Managing these flows with the objective of maximising total SC 
profitability is defined as Supply Chain Management. Managing a SC is a difficult 
task due to its dynamic nature and the SC members’ conflicting objectives. We 
identify three main SCM problems: SC planning and demand forecasting provides 
estimations on future demand, SC configuration specifies the system’s structure, 
policies and processes in a static way, while SC operation/coordination refers to 
the SC members’ actions and interactions, leading to the above-mentioned flows. 

Multiagent Systems (MAS) have been widely applied on the SCM context, as 
they match the SC nature. As Moyaux et al. [11] argue, “supply chains are made 
up of heterogeneous production subsystems gathered in vast dynamic and virtual 



Towards Improving Supply Chain Coordination through Agent-Based Simulation 219
 

 

coalitions; intelligent distributed systems, e.g. MAS, enable increased autonomy 
of each member in the SC”. SC members also have the same characteristics as 
agents [11]: They are autonomous (i.e. the business operation of a SC member 
does not involve direct intervention of others, while it has control over its actions 
and internal state), social (i.e. there is high interaction between SC members), pro-
active (i.e. they perceive their environment, especially their market and competi-
tion, and respond to it), and reactive (i.e. they take initiatives in order to maximise 
their profits). Further motivations for using MAS for SCM are provided in [10], 
including distributed problem solving and the facilitation of SC integration. It is 
also worth mentioning that agent technologies are suitable for tackling all three 
main SCM problems, either by automating, simulating or recommending  
solutions. Agent-based negotiation and optimisation can be utilised for SC con-
figuration, agent-based coordination is linked to SC operation, while the agents’ 
learning capabilities can facilitate SC planning. 

Representative work in agent-based simulation for SC coordination and con-
figuration includes [5] and [15]. The former adopts a systemic view of SCM and 
introduces conversation plans that capture coordination knowledge; however no 
supportive business theories are presented and SC operations are not explicitly ad-
dressed. The latter utilises a library of structural and control elements and a classi-
fication of messages to simulating all SC flows, but it does not support knowledge 
discovery or explain simulation results. SC configuration is automated in [4] 
through the combination of MAS with machine learning; however, no underlying 
business theory is presented.  

3   A Multiagent-Based Framework for Overall SC Simulation 

With the aim of providing an intelligent solution for SCM improvement, that is re-
alistic and easy to use by industry, we propose a three-phased agent-based SC 
modelling and simulation framework. This framework tackles the SC operation 
and configuration problems, and complies with business theories and SCM stan-
dards. As shown in Fig. 1, the suggested framework consists of three phases: con-
ceptualisation, formalisation and simulation of SCM. The conceptualisation phase 
involves abstracting the domain of SCM through suitable constructs.  During the 
formalisation phase the selected constructs of Phase 1 are defined and libraries of 
SCM concepts are developed. The simulation phase utilises the libraries of Phase 
2 and simulates SC operation and configuration (i.e. SC partner selection), thus 
explaining dynamic aspects of SCM and allowing for experimentation. Note that 
throughout our framework a logic-based approach is adopted in order to allow for 
knowledge-enriched analysis of the domain.  

3.1   Conceptualising SCM 

We conceptualise SCM through three basic components: SC roles, SC services 
and SCM processes. Each SC role provides a specific SC service through the exe-
cution of the corresponding enabling SCM processes. Hence, we regard the SC as  
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Fig. 1 Three-phased framework for SC simulation 

a virtual organisation (VO) with the goal of satisfying the requirements of the final 
customer and maximising total SC performance. A high-level plan towards 
achieving this goal consists of basic functions or tasks, which we call SC services. 
SC members may bid for and be delegated a specific SC service, thus being as-
signed the corresponding SC role. Last, a SC role prescribes the execution of SCM 
processes that realise the delegated SC service; hence, the SCM process model of 
a SC role constitutes its internal plan towards delivering the delegated SC service. 

A SC service is defined as an archetypical function that supports the flow of 
products requested by the final customer. Illustrative examples include the follow-
ing: manufacture final product, sell product to final customer, transport product, 
etc. A SC role is defined as the combination of the archetypical service of a SC 
member towards the SC (and hence the corresponding position in the SC network) 
and its business model, i.e. how it makes money from what it does [17]. Adopting 
the business model typology by [17], we recognise SC roles such as supplier-
creator, manufacturer and retailer. Note that a SC member may adopt multiple SC 
roles within a certain SC. Last, a SCM process is defined as a SC role’s business 
process supporting the flow of the requested product to the final customer. Re-
ceive product, send invoice and consolidate order are examples of SCM processes. 

In order to make our solution easier to understand and more realistic and attrac-
tive to SC managers, we have based our conceptualisation on widely accepted 
business theory. Hence, adopting a holistic approach to SCM, we view the SC as a 
VO, where the theory of organization design can be applied. Galbraith [6] has 
suggested a star model of the five major components of organization design, 
among which processes and structure are the prominent ones. The main dimen-
sions of organizational structure are power and authority, reporting relationships, 
and organizational roles. But since SCs are known to have a chain VO structure 
with respect to power, authority and reporting relationships, it is reasonable to 
minimise SC structure to the SC role dimension. Furthermore, because SC roles 
are based on archetypical SC services, SC services are a construct of our concep-
tual model. Lastly, by recognising SCM processes as a main component of SCM, 
we comply with [1], according to which process improvement orientation is the 
most popular SCM construct.  

3.2   Formalising SCM 

Adopting a logic-based approach, we use first-order predicate logic to define the 
SCM constructs of Phase 1, as shown at the schemata provided below. A SC ser-
vice is defined through its id, name and position in the SC (i.e. upstream or down-
stream). A SC role is defined through its id, name, the provided SC service, the 
corresponding business model and its SC position. The schema for SCM process 
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complies with the Fundamental Business Process Modelling Language (FBPML), 
a logic-based business process modelling language that guarantees both rich visual 
modelling methods and formal semantics [2]. Following the FBPML activity 
specification, a SCM process is defined through its hierarchical position (id), 
name, triggering events, preconditions and actions. 

SCservice(ID, Name, Position) 
SCrole(ID, Name, Service, BusinessModel, NetworkPosition) 
SCMprocess(Position, Name, TriggeringEvents, Preconditions, Actions) 

The formalisation phase also involves populating libraries for the SCM constructs, 
thus providing instances that can later serve as simulation building blocks. In or-
der to make these libraries SCM practitioner-friendly, they should be based on 
widely accepted SCM theory. Therefore, we suggest the use of the Supply Chain 
Operations Reference (SCOR) model [14] for the SCM process library, as it is the 
most widely used standard within the SCM community. 

3.3   Simulating SCM 

This phase simulates SCM behaviours with respect to the SC operation and configu-
ration problems, and hence two interrelated modules are recognised. The SC opera-
tion module simulates the actions and interactions of SC members for a given SC 
configuration and measures overall SC performance. The SC configuration module 
simulates the selection and contracting process with SC partners for any SC mem-
ber. Hence, the integration of the two modules allows simulation of the SC operation 
where the SC network may be reconfigured at run-time. This way, complicated 
questions can be answered, such as: How flexible is the SC in the case where sup-
plier X fails to deliver a promised order? In this paper we focus on the SC operation 
module, while a brief introduction is given on the SC configuration module. 

An agent-based conceptual design of the simulation environment is proposed. 
We regard each SC member as an intelligent agent that can decide on SCM issues, 
execute processes and communicate with other SC members. Simply put, in our 
framework a SC member can think, act and interact, and is consequently concep-
tualised as an agent consisting of three layers: 

• Reasoning layer: corresponds to the beliefs, desires and intentions of the agent, 
and drives its decision-making towards actions 

• Process layer: corresponds to the agent’s ability to execute processes, thus act-
ing upon the environment 

• Communication layer: corresponds to the agent’s ability to receive and send 
messages to other agents. 

We suggest the use of business rules (BR) to represent a SC agent’s reasoning 
layer, while its decision-making process can be driven through a reasoning engine. 
The SC agent’s process layer can be represented by a business process model 
(BPM), the execution of which will be facilitated with the use of a workflow en-
gine. Finally, the SC agent’s communication layer can be represented by commu-
nication predicates, which will operate upon a communication environment. 
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3.3.1   Functionality and Architecture of the SC Operation Module 

The SC operation module reads a SC configuration and simulates the actions and 
interactions between SC members. Specifically, its inputs include information on 
SC members, market demand and the final product. Its outputs include real-time 
SC operation information (e.g. supplier X has completed the execution of process 
p34-receive order), overall SC performance (e.g. overall cost is 325), and business 
process analysis results (e.g. possible bottleneck p36 for supplier s12). 

 

Fig. 2 Architecture of the SC operation simulation module 

The suggested architecture for the SC operation simulation module is presented 
in Fig. 2 and it is based on the functionality and conceptual design explained pre-
viously. Three main components can be seen in Fig. 2: SC world, agents’ re-
sources and analysis tools. The SC world consists of a MAS of SC agents, the SC 
product and the market demand for that product. The product and market models 
are static models describing the SC’s product (e.g. bill of materials, attributes, 
etc.) and the final market demand (e.g. average order amount and order fre-
quency). A SC agent consists of four subcomponents: SC identity, strategies, BPM 
and communication capabilities, which define the SC agent in a static way. In or-
der to exhibit dynamic behaviour, a SC agent uses resources that drive SC simula-
tion. The resources that are available to SC agents are: a workflow engine, a  
reasoning engine and a communication environment. As implied by the colours in 
Fig.2, these resources are linked to the SC agent’s components: The workflow en-
gine executes processes of an agent’s BPM, and thus updates its workflow state. 
Similarly, the reasoning engine reads the SC agent’s strategies (defined as BR) 
and turns them into decisions towards actions for each state. The communication 
environment allows the exchange of messages within the SC through an appropri-
ate infrastructure (e.g. message exchange channels or a blackboard) and a proto-
col. Lastly, the analysis of the simulation is enabled by three analysis tools: First, 
the simulation monitor is understood as a simulation controller, making sure that 
the SC world is correctly modelled and that no rules are broken during simulation. 
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Second, the SC performance calculator reads the overall SC simulation results and 
computes its performance in terms of time and cost. Third, the BP analyser studies 
the overall SC workflow in order to detect bottlenecks, unreachable points, etc. 

Adopting a knowledge-based approach, we suggest a logic-based implementa-
tion of the SC simulation environment. This is work in progress; however a first 
version of a declarative workflow engine has been developed and tested on a real-
world case. The declarative workflow engine DeWE [9] has been designed with 
respect to FBPML specification to simulate BPM execution and measure time and 
cost. DeWE has been successfully used for analysing Dell’s SCM, and hence it is 
a good starting point for driving the process-oriented behaviour of SC agents. 

3.3.2   Design Decisions Regarding the SC Configuration Module 

The SC configuration module is used when a SC member needs a new partner up-
stream or downstream, and it simulates the selection and contracting process. Fa-
cilitating SC configuration is important, as the reconfiguration process takes place 
at run-time, thus resulting in possible delays and affecting overall SC perform-
ance. Furthermore, a new SC configuration defines new rules of actions and inter-
actions between SC members, thus affecting SC coordination. As far as the  
module’s functionality is concerned, its inputs include the selection criteria of the 
contracting SC member, the attributes of all candidates and their trading strategies. 
Its output is the new SC configuration, as defined by the agreed contract.  

We propose the use of three agent-based mechanisms for simulating the SC 
configuration process. Firstly, an auction takes place, which allows the interested 
SC member to attract possible SC partners and receive offers. Secondly, the SC 
member selects one of the offers/candidates based on internal criteria (i.e. a con-
straint satisfaction problem). Thirdly, the SC member may negotiate with the se-
lected candidate to set a contract. In order to make the simulation of this problem 
as realistic as possible, we suggest the use of appropriate business theories for the 
interaction protocol and the selection process, such as [7, 16]. 

4   Conclusions and Future Work 

Recognising the recent shift towards SC-based competition, and the need for con-
cepts and tools to assess the performance of an entire SC [12], we have suggested 
a three-phased multiagent-based framework for conceptualising, formalising and 
simulating SC operation and configuration. We believe that a theoretically well 
grounded conceptualisation, a formalisation adopting the SCOR model, and the 
coupling of agent technologies with business process modelling and business rules 
for the simulation, will make the system more appealing to SC managers and will 
allow them to directly incorporate their business rationale. By adopting a logic-
based approach, we also wish to make this business rationale transparent and  
support the user’s understanding of the SC simulation results. Furthermore, the 
combination of agent technologies with business operations, the incorporation of 
the effect of delays due to real-time communication or SC configuration on overall 
SC performance, and the provided business process analysis throughout the SC are 
aspects of the added value of the proposed system. 
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With the vision of an even more realistic agent-based simulation environment, 
our future work is to design a SCM communication protocol based on appropriate 
business theories and complete the implementation of the suggested framework. 
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Using Multi-agent System for Improving and 
Implementing a New Enterprise Modeling Tool 

Paul-Eric Dossou and Pawel Pawlewski* 

Abstract. GRAI Methodology is one of the three main methodologies for enter-
prise modeling (with PERA and CIMOSA). To support this methodology different 
tools are being developed. GRAIXPERT is a hybrid expert system for detecting 
inconsistencies in enterprises. GRAISUC is a module for choosing and imple-
menting supply chain management tool in enterprises. GRAIQUAL is a module 
for improving quality system of enterprises. These modules are based on the use 
of different reasoning (Case-based reasoning (CBR), decomposition, transforma-
tion) but also on the enterprise knowledge management. The enterprise knowledge 
could be explicit or tacit. Each case of enterprise studied allows to improve the 
knowledge of the tool. Then, Multi-agent systems are used for acquiring this 
knowledge and managing improvement. This paper presents how Multi-agent sys-
tem could be associated to CBR and Decomposition reasoning in order to be more 
efficient during the enterprise modelling. 

Keywords: Multi-agent systems, Case-Based Reasoning, Expert system, enter-
prise modelling, performance, reference models, rules, Knowledge. 

1   Introduction 

Different methodologies are used for improving enterprise performance. GRAI 
methodology is one of the three main methodologies with PERA and CIMOSA 
[11]. GRAI approach is composed of five phases: an initialization phase for acquir-
ing the context of the enterprise studied, the modeling phase for elaborating enter-
prise models (functional, physical, decisional, process, informational) according to 
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different points of view, the diagnosis phase for detecting inconsistencies in the 
models, design phase for improving the models, and the last one which is the im-
plementation of the new system. Some tools are being developing in order to sup-
port this methodology. GRAIXPERT is a hybrid expert system used for managing, 
rules, reference models and knowledge of specialists. GRAISUC allows to manage 
the choice and the implementation of a supply chain management tool in enterprise. 
GRAIQUAL is used for managing the implementation of a global quality approach 
in the enterprise.  

For developing these modules, the necessity of using intelligent CAD systems 
seems to be evident. The problem solving systems using only one type of reasoning 
are not efficient. Different reasoning (CBR, decomposition, direct correspondence, 
transforming reasoning) have to be combined. According to CBR philosophy, the 
case base needs to contain a significant number of cases in order to be efficient. It 
means knowledge needs to be continuously updated. The combination of this prob-
lem solving method and multi-agent systems seems to be an ideal solution. Indeed, 
for developing each module, JADE (Java Agent Development Framework) tech-
nology which implements multi-system agents with the standard FIPA-ACL lan-
guage (Foundation for Intelligent Physical Agents – Agents Communication Lan-
guage) is used.   

After presenting the concepts of the modules being developed, the combining 
of reasoning with multi-agent systems theory will be shown.  

2   GRAIXPERT, GRAISUC and GRAIQUAL 

GRAI methodological tree shows five enterprise domains and the modules associ-
ated to each domain (Fig. 1).  
 
 

 

Fig. 1 Rules based reasoning mechanism for the diagnosis 
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GRAIPROGI is the module for choosing and implementing tools in an enter-
prise. GIM Audit is the module for modelling enterprises. GRAI Quality is the 
module for improving quality. These modules are respectively supported by three 
software tools: GRAISUC, GRAIXPERT and GRAIQUAL. These tools are used 
for solving the problem of the existing enterprise but also for acquiring knowledge 
for the next enterprises which will be studied.  

The architecture of GRAIXPERT is composed of three sub-modules in interac-
tion with e-MAGIM Kernel (Fig. 2): the Manager, the Knowledge Capitalization 
and the Knowledge Based System [3], [4],[10] . The Kernel is used for modeling 
the existing system. It is a graphic editor used for representing various models of 
the GRAI methodology.  

 

Fig. 2 Architecture of GRAIXPERT 

The Manager controls and manages the system’s interactions with the users. It 
presents to the users with some appropriated questions and choices, the necessary 
information about the characteristic of the studied enterprise. It also manages the 
rules classified according to a typology of production systems. Its main tasks are 
modifying, suppression, or selection of the applicable rules in a given context. It is 
also used for the loading and the saving of rules files. Finally, it controls the de-
sign process, different actions of the sub-modules and their interactions. The 
Knowledge Capitalization is composed of reference models associated to a do-
main and of previous studies. The knowledge capitalization process needs some 
aptitudes to manage different know-how and points of view. It must integrate this 
knowledge in an accessible, usable and maintainable form. It is proposed an ex-
pertise model based on the knowledge of the experts but also on the previously re-
alised studies. 
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The knowledge capitalization module contains two sub modules: 

- The acquisition one is used to improve the acquired knowledge. It serves to 
modify, add, and suppress the knowledge in the Knowledge sub-module. 

- The knowledge sub-module with two databases. The first is the case base 
where previous studies are stored. The second is composed of reference models 
[5]. 

The Knowledge Based System contains a rule base (Fig. 3), a fact base to store 
the existing system’s models obtained with e-MAGIM Kernel, but also the fact 
base of the context containing the data of the context and corresponding to facts 
used in the rule base, and an inference engine. A dictionary is used to translate 
user’s expressions into standard expressions provided by the GRAI methodology. 

 
 

 

Fig. 3 Structure of the rule base 

The architecture of GRAIQUAL and GRAISUC are elaborated with the same 
concepts than GRAIXPERT. The architecture of GRAIQUAL is composed of a 
Management Module (MM), a Work Base (WB), a Transfer Interface (TI), an Im-
provements Management Module (IMM) and a Knowledge Base Module (KBM). 

The Management Module is used for organising the different interactions of 
the tool with the expert system (GRAIXPERT) and the kernel of e-Magim. The 
Work Base is being elaborated for managing and capitalizing knowledge about 
the studied case. It’s the space used for improving the enterprise especially the 
quality system of the enterprise. The Transfer Interface is used for putting the 
new case in GRAIXPERT in order to improve the Case Base. The reference model 
elaborated for each enterprise domain will be improved by the acquisition of new 
models in GRAIXPERT. The Improvements Management Module is also being 
developed for managing the different quality action plans of the enterprise. It  
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contains different quality tools. A Knowledge Base Module is being elaborated 
for containing the rules according to quality certifications. 

The IMM contains tools like SPC (Statistical Process Control), Poka-Yoke, 
QFD (Quality Function Deployment), PDCA (Plan, Do, Check, Act), Hoshin, 
Kanban, 5S and Lean Manufacturing. Norms such as HACCP, BRC or IFS for the 
agribusiness sector are stored in the KBM. The HACCP (Hazard Analysis Critical 
Control Point) consists in identifying and evaluating the risks associated with 
various stages of the production of edible products and to define the necessary 
means to master them.  

The architecture GRAISUC contains a Management Module (MM), a Work 
Base (WB), a Transfer Interface (TI), Specifications Management Module (SMM) 
and a Specifications Capitalization Module (SpCM). The cooperation of different 
modules is possible because of the same data base and the same formalisms [6]. 

The Management Module will be used for organising the different interactions 
of the tool with the expert system (GRAIXPERT) and the kernel of e-MAGIM. 
The Work Base is being elaborated for managing and capitalizing knowledge 
about the studied case. The Transfer Interface is used for putting the new case in 
GRAIXPERT in order to improve the Case Base. The reference model elaborated 
for each enterprise domain will be improved by the acquisition of new model in 
GRAIXPERT. The Specification Management Module is also being developed 
for obtaining the adapted SCM Tool of the enterprise. The different specifications 
obtained by analysing enterprises in order to choose SCM tool will be capitalized 
in the Specification Capitalisation Module.  

These different architectures are integrated. They are based on a problem solv-
ing method combining CBR, decomposition, direct correspondence and transform-
ing reasoning. In this paper, a zoom is made on the sub-systems of the different 
architectures and show how multi-agent systems could allow to manage the tools. 

3   Multi-agent Systems 

A state of the art of the agents allows to notice the specificity of each type of 
agents in order to choose the right one for our problem. The reactive agents react 
only for the changes of the environment, and don’t include reasoning for problem 
solving. The Deliberative agents make a certain deliberation for choosing their ac-
tions. The BDI architecture (Belief, Desire, Intentions) is an approach used for the 
design of deliberative agents (Fig. 4). A set of beliefs represents information of the 
agent about its environment. A beliefs revision function takes the sensors en-
trances and actual beliefs of the agent and determines the new set of beliefs [9]. 
The option generation function determines the available options for the agent (i.e. 
desires) by using actual beliefs on the agent about the environment and the actual 
intentions. A set of desires represents the options available to the agent. A filter 
function represents the deliberation process of the agent and determines the inten-
tions of the agent by using its desires, its beliefs, and actual intentions. A set of ac-
tual intentions, represents the actual intention centre of the agent. A selection 
function of actions determines the action to do by using the actual intentions of the 
agent.  
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Fig. 4 The BDI architecture 

The training agent is composed of 4 parts. The first part is the critical which 
tells to the training module how the action of the agent is good (Fig. 5). The train-
ing module uses a certain retroaction on the actions of the agent for determining 
how the performance module could be change for improving the system in the fu-
ture [7], [8]. The performance module is seen as the global agent when there is no 
training. 

 

 
 

 

Fig. 5 General model of training agent 
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The problems generation gives some suggestions of actions for inciting the 
agent to realize an exploration. This could allow to choose some non-optimised 
solutions in short term but that could be the best in long term. 

4   Combining CBR and Multi-agent Systems 

The problem solving method elaborated in the frame of the development of 
GRAIXPERT, GRAISUC and GRAIQUAL combines different reasoning. 

For example, GRAIXPERT is used for modelling enterprises. During the diag-
nosis phase of GRAI approach, the manager uses the rules contained in the knowl-
edge base. It corresponds to reactive tasks. Then some inconsistencies are  
obtained. For the design phase, some reference models are established according 
to the five models of the GRAI methodology (functional, process, physical, infor-
mational, and decisional). The Manager allows to choose the good reference 
model. This step of adaptation contains the preliminary design phase. The first two 
steps of the CBR algorithm « select- extract », allow to obtain the reference 
model. We have interaction with the Knowledge Capitalization module. The ob-
jective is to compare the existing study to the corresponding reference model. It 
corresponds to deliberative tasks. For a study including the five models of the en-
terprise, the decomposition reasoning is applied in order to design each model 
separately. This reasoning is combined with the CBR (Case-Based Reasoning) [1] 
[2], and the transformation reasoning. The adaptor is used from the chosen refer-
ence model and the associated context for obtaining the preliminary model by  
using the decomposition reasoning mechanism and the direct correspondence  
reasoning.  

Indeed, each reference model is considered as a structure in its own right. The 
new model obtained is saved in a case base, but also allows to improve the refer-
ence model. It corresponds to training tasks. It means that the reference model will 
change with experience. The knowledge capitalization module has to be able to 
learn, and the manager has to be able to integrate new changes of the knowledge 
module. The acquisition module of the Knowledge module takes into account ex-
pert remarks, in order for updating. So the training capacity of these modules is 
essential to be efficient. The rules contained in the Knowledge Based System 
could be completed by the experts, but also by the experience of a new analysis. 
Then the use of training agent appears as the right thing to do.  

The Manager of GRAIXPERT is of course directly in interaction with the mod-
ules of GRAISUC and GRAIQUAL. Indeed, the Specification Capitalization 
Module, the Specification Management Module, the Improvement Management 
Module of GRAISUC and GRAIQUAL represent also multi-agent systems and 
are building with the same formalisms. 

The elaboration of the training agent structure for each of these different mod-
ules is being developed in the FIPA-ACL language in order to be in coherence 
with the JADE platform chosen for developing GRAIXPERT, GRAIQUAL and 
GRAISUC. 
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5   Conclusions 

The new crisis and globalization  that enterprises have to be well-organised in or-
der to optimise their performance on the market and prepare themselves against 
constraints and urgent events. GRAI Methodology participates for attaining this 
objective. For supporting expert in the use of this methodology and increasing the 
audit probability of success, some tools are being developed. These tools use  
different reasoning, and concepts like CBR and Multi-agent systems. A general 
process of problem solving is established. The main principles which have to be 
respected by the problem solving method are shown. Then, according to this gen-
eral process different reasoning mechanisms are implemented. These mechanisms 
of reasoning are related to the steps of the enterprise improvement process. A 
problem solving method associated to the hybrid expert system developed is 
elaborated. Then, the combining of these reasoning with multi-agent system con-
cepts in order to develop coherent and efficient tools is shown. These tools are be-
ing developed by using JADE platform with FIPA-ACL language. 
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Production Process Based on CIMOSA Modeling 
Approach and Software Agents 

Pawel Pawlewski and Arkadiusz Kawa* 

Abstract. The paper presents the results of the authors’ studies which consisted in 
modeling the processes taking place in an enterprise characterized by 
manufacturing of complex products (machine building) of a very long production 
cycle. The production environment of a diesel ship engine is described. The idea 
of the so-called domains of the CIMOSA concept which has been used for the 
modeling was explained. The article introduces the multi-agent system idea on the 
basis of which a model will be built and used in the simulation experiment. Finally 
the algorithm for planning process is presented. 

Keywords: Distributed manufacturing system, Multi-agent systems, Distributed 
process planning and scheduling, Process modeling. 

1   Introduction 

In order to maintain their competitive advantage in the changing world economy 
enterprises must have the ability of both developing new products quickly and 
adjusting their production capabilities and their functionality to the current market 
needs. Enterprises which make highly complex products (machine-building, 
automotive, aerospace industries) make use of the possibilities offered by the 
conception of Product Lifecycle Management (PLM) in order to produce them 
competitively. The PLM approach offers methods of product management and 
development, information related to the product, including its development, 
production, marketing, order and delivery processes, throughout the whole product 
lifecycle – from the initiation (product idea) to its end [8]. It must be stated that 
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although the PLM conception helps to manage product-related information, its 
numerous variants and modifications to a large extent, its application in critical 
production phases is insufficiently defined/developed. The main reason is the fact 
that additional levels related to the complexity of production processes are not 
taken into consideration. Plenty of instances (copies) of the product must be made 
in the required amount, which means that production processes are, in fact, 
composed of many individual processes (one for each item produced) carried out 
simultaneously but in different temporal sequences (figure 1). Each of them may 
also contain additional elements (variants) due to customization. 

Production

1 2 3 4 … … n

1 2 7 9 … … k

1 2 3 4 … … n

1 4 7 8 … … m

1 4 7 8 … … n

Time

customization

design change

Volume

Product
portfolio

Volume
needed

Process Resources

 

Fig. 1 Complexity of production process and its management [5] 

That is why there is an obvious need to expand the basic PLM conception 
which would allow to take the process perspective – product lifecycle 
management and the PPLM process (Product and Process Lifecycle Management) 
– into account fully.  

With regard to the need of developing an alternative for the PLM conception – the 
consideration of the process perspective – the authors have mainly focused on two 
important phases of the PLM conception – the process planning phase and the 
production phase. The studies related to these phases published in the world have 
integrated them into the so-called Enterprise Architecture (EA). It is being predicted 
that almost 70% of the European Union enterprises will introduce the EA projects in 
the nearest future [11]. The previous research of the authors has already proven that 
two approaches are dominating the range of EA-related studies at the moment: one, 
dominated by computer science, which aims at enterprise integration around 
information systems and assumes information service of business processes as its 
staring point, and another one which aims at enterprise integration around productive 
processes. The worldwide research related to the second approach is mainly based on 
the CIMOSA and GRAI conceptions [3].  

The aim of the paper is to present the results of the authors’ studies which consisted 
in modeling the processes taking place in an enterprise characterized by manufacturing 
of complex products (machine building) of a very long production cycle. It is 
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unrhythmical production, also characterized by the highest degree of complexity of 
planning and production controlling problems due to the amount and changeability of 
labor. The subject of the studies is the production process of ship engines at HCP – a 
company which is a co-operator in the research conducted by the authors.   

The article consists of 4 sections, the second of which presents the production 
environment of a ship engine at HCP. The third one describes the idea of the so-called 
Domains of the CIMOSA conception which has been used for the modeling. The 
fourth section depicts the multi-agent system idea on the basis of which a model will 
be built and used in the simulation experiment. The fifth section focuses on modeling 
of long cycle process and the proposals to planning process.  

2   The Factory Characteristics 

HCP is a factory established in 1857 in Poznań (Poland), and named by its 
founder Hipolit Cegielski. Nowadays it is the biggest ship engines producer in 
Europe. HCP produces slow speed-rotation engines for transport ships. The ship 
engines are built to special orders of customers. Even two engines of same type 
may have some differences depending on a customer’s wishes. HCP builds about 
25 – 35 engines per year.  

The engines are built under the license of Sulzer Brothers (Wartsila) and 
Burmeister & Wain. The dimensions of such engines are impressive: over 4 
meters wide, over 20 meter long, almost 16 meters high.   

A ship engine is a product of a very high capital intensity, and that is why 
financing its production must be supported by guarantees and bank loans. 
Therefore, in the company there are two sale schedules: customer sales schedule 
and optional sales schedule. The customer sales schedule takes into account those 
engines which are secured by bank guarantees. The optional sales schedule 
includes the engines which do not have the guarantees yet. Due to the length of the 
engine production cycle, the customer sales schedule is prepared two years before 
it is introduced, and the optional sales schedules even three years before the 
introduction. Obviously, in the meantime the schedules are modified, since owing 
to the instability of the shipyard industry frequent modifications are necessary.  

At the moment, HCP company produces approximately 10 types of engines. An 
average length of the production process runs at the level of nine months. The 
manufacturing process in the enterprise takes place in four divisions: welding 
shop, processing, assembly and packing department.   

3   CIMOSA Domain Concept 

Enterprise processes of the HCP company were modeled on the basis of the 
CIMOSA (Computer Integrated Manufacturing Open System Architecture) 
paradigm. CIMOSA is an open systems architecture for enterprise integration [1]. 
Its aim is to develop an Open System Architecture for Computer Integrated 
Manufacturing (CIM) and describe ideas and rules to facilitate the design and 
construction of future IT systems. This architecture uses the system life 
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cycle concept together with a modeling language and definitions of methodology 
and supporting technology to cover the function, information, resource and 
organization aspects. 

CIMOSA gives the possibilities to create a model which can be used for 
process simulation and analysis. It places the business process concept at the heart 
of the approach to model the various sequences of steps and the numerous flows 
occurring in enterprises[2]. It is very important, especially for complex production 
processes. As mentioned before (cf. Section 1), the whole process of marine diesel 
engine manufacturing is multipronged and composed of a lot of operations.  

According to the CIMOSA paradigm, processes can be logically organized into 
functional clusters which are called domains. They are a modular way to deal with 
the overall system complexity. Such a domain is a functional scope which 
embraces complete processes (e.g. management planning domain, procurement 
domain, loads planning domain, control domain) [2]. 

Figure 2 shows ten domains (D1, D2, … , D10) which are defined for the 
engine production process in HCP.  

 

Fig. 2 Domains in marine diesel engine manufacturing process (source: HCP) 

4   Multi-agent Approach 

Traditional approaches to production planning and scheduling in MRP based logic 
do not consider real-time machine workloads and shop floor dynamics. Therefore, 
there is a need for the integration of manufacturing process planning and control 
systems for generating more realistic and effective plans. The overview of 
approaches to production planning and scheduling can be found in [10].  
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Additionally specific, very long cycle production processes are not the main 
subject which is taken into consideration by this concept. Traditional approaches 
are to production planning and scheduling are based on: Centralized Optimization 
Algorithms, Close Loop Optimization and Distributed Process-Planning (DPP) 
Approaches. 

Agent-based approaches provide a distributed intelligent solution by multi-
agent negotiation, coordination, and cooperation. The following researches refer to 
application of multi-agent systems for production planning purpose [10]:  

- bidding based approach - the process routes and schedules of a part are 
accomplished through the contract net bids;  

- a multi-agent architecture based on separation of the rough process-
planning task as a centralized shop floor planner from the detailed process 
planning conducted through agent negotiations. 

- based on cascading auction protocol provides a framework for integrating 
process planning and hierarchical shop floor control. 

The application of multi-agent can be extended to whole long cycle process due to 
following potential advantages of distributed manufacturing scheduling [9] logic: 

- usage of parallel computation through a large number of processors, which 
may provide scheduling systems with high efficiency and robustness. 

- Ability to integrate manufacturing process planning and scheduling. 
- possibility for individual resources to trade off local performance to 

improve global performance, leading to cooperative scheduling. 
- possibility of connection directly to physical devices and execution of real-

time dynamic rescheduling with respect to system stability.  
- the manufacturing capabilities of manufacturers can be directly connected 

to each other and optimization is possible at the supply chain level, in 
addition to the shop floor level and the enterprise level. 

- possibility of application of other techniques may be adopted at certain 
levels for decision-making, for example:  simulated annealing,  genetic 
algorithm etc. 

Agent-based approaches provide a natural way to integrate planning and control 
activates and makes possible simultaneously the optimization of these functions. 
Proposed by authors conceptual framework for the multi-agent approach method 
involves the hybrid solutions combining the advantages of MRP simple logic and 
theory of constrains (TOC) ability to synchronize all production and material flow 
in very long cycle processes. The applications of TOC as synchronization 
mechanism allows to reduce a number of parameters to be control so it allows to 
simplify the complexity of integration problem. 

5   Multi-agent Approach for Long Cycle Process  

Agent-based system is defined in following paper as a multi-agent system that’s 
acts as a support tool and utilized the databases of main system (ERP system). 
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Multi-agent system is a collection of heterogeneous, encapsulated applications 
(agents) that participate in the decision making process [7]. The architecture of 
proposed tool (VLPRO-GRAPH – Very Long Process Graph) is based on the 
assumption that system will support the MPS creation in ERP system and will be 
plug in to ERP system database by for example java connector. 

 

Fig. 3 Model of very long cycle production process of diesel ship engine 

 

Fig. 4 VLPRO-GRAPH agent model 

Figure 3 shows the model and figure 4 illustrates structure and the amount of agents 
which can be found in each layer. The planning problem in following paper is 
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described at three layers reflecting to [6]: A - Long process perspective so called long 
process planning; B - The entity level where long process plan is divided to sub-plans 
which are executed by each subprocess and being transform for individual production 
schedule at domain level and where local re-planning activities takes place; C - 
Domain sub-layer where production control activities are executed and information 
about disturbances are gathered and passed to upper levels.  

The graphical user interface agent creates a graphical user interface (GUI) for 
the interaction of the MAS (Multi-Agent System) to production manager (direct 
users). The GUI-Agent is able to initialize and sent behavior parameters and 
messages to the Super-Visor Agent (SV-Agent). The SV-Agent is exactly one in 
the system because the data from all the domain agents (D-Agent) is fused at this 
agent to generate re-planning schedules for the production. The SV-Agent is 
responsible for control of the logic of all agents and creates the plans for the D-
Agent. The planning process is presented in figure 5. 

STEP 2 Generate an initial MPS for domains taking in
consideration customer orders assign to planning

horizon plan and capacities constrains

Negotiate the initial plan with supply and
distribution side and find a plan with lower number
of constrains among them (so called feasible MPS

for long cycle process)

Decompose the feasible MPS for
sub-plans for domains

Insert synchronization among sub-plans based on TOC concept
for time buffers and Drum-Buffer-Line concept where

manufacturer sub-MPS is giving pace for supplies and distribution
planning activities

Allocate sub-plans to agents using
task-passing mechanism, if failure come
back to previous step or generate new

global MPS (step 2)

Initiate plan monitoring when plans are executed in TOC
green buffer no additional re-planning needed when plans
are executed in yellow TOC buffer the re-planning at local
level, if plans are executed in TOC red buffer go to step 2.

Definition of chain goal and set of performance indicators

 
Fig. 5 Planning algorithm for VLPRO-GRAPH agent model 

D-Agents are initialized by the SV-Agent and they are responsible for 
translation of the long process plan into detail schedules. The agent is allowed to 
prepare the number of alternative (contingency) local plans as long as there are not 
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conflicting with long process MPS. The local re-planning activities are allowed as 
long as they don’t influence the long process MPS. When re-planning activity 
affects the long process MPS it has to be passed to SV-Agent. The A-Agent is 
responsible for control of plans execution within sub-process based on given 
performance indicators. It reports to D-Agent in upper layer whether production 
plans are executed according to given MPS.   

6   Conclusions 

In following paper authors present the concept of modeling production proces 
based on CIMOSA domains idea. The presented concept of the multi agent system 
on the basis of which a model will be built and used in the simulation experiment 
will be investigated and described. There are plans to continue this work in 
collaboration with the ship engines factory where our research began. 
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A Beehive-Like Approach for Dynamic Generation of
Integration Services to Enable Adaptive Supply Chains
Using Enterprise Tomography

Ammar Memari, Roberto Pérez López de Castro, and Jan Aalmink

Abstract. Supply Chains have troubles with siwftly adapting to the changing sur-
rounding environment. Because competition is transitioning from among individual
companies to among supply networks, visibility of inter-organizational information
is critical for rapid response. Information visibility is a key to a successful coordi-
nation of events across the network, monitoring analytics that track the health of
it and allowing for proactive action. In this paper we propose a multi-agent based
approach for dynamic generation of integration services using Enterprise Tomogra-
phy to index and generate delta trees that can semantically represent accumulative
changes in the system and allow for a generative response. Real time availability of
information to all members of an SCM System enables them to be agile and in the
best position to react quickly, efficiently and collectively to the changing market;
permitting them to translate this advantage into better decisions.

1 Fundamentals

1.1 Diversity

Diversity as a general term includes the meaning of variety, but modern interpre-
tations of the word go beyond this meaning to include ethnic, socioeconomic and
gender variety. Diversity in this piece of work is thought of as the inclusiveness of
variable opinions, beliefs and methods. It is better in many fields, instead of search-
ing for the best and only method of accomplishing a task , to aggregate outputs of
all available methods and come out with a collective result. For example, a virus
scan in the cloud can be more reliable when several scanners examine the scanned
object [19] the same can be said about weather forecasting, credit card verification
and other examples found in [21], who claimed that diversity yields more reliable
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results each time. Well-known examples for utilizing diversity in the domain of in-
formation technology are N-Version Programming [8] and Metasearch Engines like
dogpile.com, allplus.com and mamma.com.

A main point in the discovery and selection process is the matchmaking where a
match or no match is decided between requirements of the request and capabilities
of available resources. In many cases a list is returned, ordered by relevance or De-
gree of Match (DoM). For Example, in the field of Semantic Web Services different
mechanisms vary in many respects [22]: Whether to use ranking and DoM, match-
ing parameters, consideration of functional/non-functional properties, service com-
position support, and matchmaking algorithm type: logic-based or hybrid-based,
similarity-matching or graph-based matching. No single matchmaking mechanism
has proven to be significantly superior. That implies that aggregating diverse mech-
anisms and description standards to reach a collective decision is a good practice in
this domain.

1.2 Enterprise Tomography

In accordance to tomography in medical diagnostics, we utilize a similar
metaphor - the Enterprise Tomography approach. It is supposed to diagnose integra-
tion ontologies of a complex SCM (Supply Chain Management) System, perform
indexing of all scanned information, and provide time efficient access to the assem-
bled scanned data from different semantic perspectives. Like in medical diagnostics
deltas are to be evaluated. In our context integration ontology delta is supposed to be
made available for the user community of the Enterprise Software System. Based
on this information, the individual teams can evaluate symptoms in a SCM Sys-
tem more easily and they are in a better position to assess the consequences of any

Fig. 1 Anatomy and high level architecture of the Enterprise Tomograph
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change in the SCM System software and therefore mitigate the risk of inconsistent
data processing.

With a full search UI there is a query to be defined in advance, then the matching
search results are listed in a prioritized way. In contrast to this full search approach,
the Delta Operator takes only updated, deleted or inserted integration ontologies into
consideration. The Delta Operator provides full search capabilities only for those el-
ements. The elements, that are not changed, are excluded by the Delta Operator.

Assuming an end user is performing a business transaction in an Enterprise Infor-
mation System. What he wants to know is the data footprint on the database created
by business transaction execution. With the visualization of this footprint he has ba-
sis information on the integration ontologies that are touched by his business trans-
action. The resulting data footprint on the database is a delta between two snapshots
at different points in time. With our delta algorithm we can determine the delta in
linear amount of operations, i.e. complexity O(n) for delta index construction [13].

1.3 Semantic Supply Chain Management

Inter-enterprise coordination is a core issue in SCM. The challenge is to allow that
every supply network member makes decisions based on the latest and best informa-
tion from everyone else. However, because of the large number of diverse informa-
tion systems, the data format (syntax) of each exchange (message) and the meaning
(semantics) of both of them usually differs from company to company, or some-
times even within the same company if more than one software product is used as
information system [23, 12, 10]. So, users either have to agree on a common model
to express the data to be exchanged or they have to individually translate the data
received from the business partner to the data format they own. Despite the fact that
process modeling languages allow the combination of process definition with Web
services orchestration (as process execution structure), they are unable until now
to define the integration mechanisms for heterogeneous data schemas. On the other
hand, the solutions designed to achieve interoperability of the information systems
dont achieve a complete integration since they dont include the integration at pro-
cesses level.

Business Process Management (BPM) has gained significant attention by both re-
search and industry. However, the degree of mechanization in BPM is still very lim-
ited, creating inertia in the necessary evolution and dynamics of business processes.
There are several developed and ongoing researches on the topic [9, 14, 2, 5, 3] with
the intention to include semantics in the process. On one side there are approaches
applying ontologies to describe enterprise models and business processes in general,
to show the potential benefits of the application of ontologies for companies; follow-
ing with the automation of the transition from business process models to monitored
execution, and the analysis of what went wrong using the business vocabulary that
could be delivered by ontologies; and the latest steps, with attempts to automate
processes using SOA and semantic web services.



244 A. Memari, R.P.L. de Castro, and J. Aalmink

When facilitating interoperability at the data level one faces the problem that
different data models are used as the basis for business formats. For example rela-
tional databases are based on the relational model, while XML Schema is basically
a hierarchical model [7]. The mapping process is intended to work on a neutral
representation, which abstracts from the specific syntax and data model of a par-
ticular business schema definition. Therefore, all incoming business schemata are
expressed in a neutral format.

2 Problem Definition

Falling margins, globalization, and accelerating innovation cycles are forcing busi-
nesses to switch from traditional SCs to adaptive SC networks that possess the flex-
ibility needed to respond to their environment in near real time [1]. For a peer in the
chain to be able to respond flexibly, it must be aware of all factors that might affect
its decision. We will refer to the set of these factors from here on as the interest do-
main. This domain is very distributed, the nodes in the network that must be queried
to get these interesting items are not only nodes that are known to the user. It is a
difficult task to define this domain of interest. A substantial portion of its difficulty
comes from its personal nature. interests of a user might not intersect with those
of another, that renders the concept of out-of-the-box solutions to be restrictive and
archaic since no two users come from the same context.

In order to keep track of the domain of interest, an initial snapshot of the system
has to be captured, and then variations should be tracked and responded to. With the
advent of the Semantic Web, automated tracking and response can be accomplished
by machines that have the ability to understand and process the semantic content.
The focus in this paper is on changes in the SC that compromise interoperability.
Reasons to change can be found mainly in evolution and infrastructure challenges.
Dynamic business conditions spawned by continuously varying demands, competi-
tive pressures and supply arrangements challenge applications to evolve in parallel.
A gap between business requirements and configuration of applications can quickly
snowball, substantially diminishing application effectiveness. Every upgrade of in-
frastructure opens questions of compatibility, both backward and forward, requiring
business applications to be upgraded.

Keeping track of interoperability issues is a huge undertaking in the complex IT
environment of a large enterprise. Conventionally, such problems are addressed and
approached in a search engine-like manner. However, in our case of highly dynamic
environment where the governance of information is distributed, such an approach
might proof inefficient. A search engine would need to index the whole portion
of the SC visible to the user peer before it is able to return personalized results;
i.e. the personalization step comes too late in the process. It only comes after a
valuable amount of time and resources is wasted on crawling and indexing irrelevant
information. An integration ontology in this context represents data and software
dependencies. To name a few examples for integration ontologies: business object
type relations and their depending business object types. A service consumption, i.e.
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relations between service consumer and service provider can also be represented as
an integration ontology.

3 Approach

Our approach is modularized into three interconnected modules:

3.1 The Beehive Module

We argue that personalization must occur in the crawling phase. i.e. to have a person-
alized crawling mechanism. For efficiency, crawlers should not crawl and forward
to the indexer any information outside the interest domain. Such crawling selec-
tivity requires two abilities in the crawler: ability to distinguish between relevant
and irrelevant information, and ability to select the best route leading to relevant
information. In our approach, the first is embedded in the crawler by assigning it a
semantic goal, and the second is decided collectively by crawlers in a beehive-like
manner.

The beehive in our context refers to the pattern of behavior followed by mobile
software agents that is analogous to the foraging pattern followed by honeybees,
an idea that is based on the works of [17, 18, 16]. The choice to use this non-
pheromone-based pattern of foraging came with respect to the research elaborated
in [15]. A bee (crawler in this context) is initially dispatched to a peer of the SC,
it will run on the remote host to crawl relevant resources (Integration Ontologies).
Then it will return to the hive (home peer) and do one of the following: If the qual-
ity of the visited host is high enough, the bee will recruite for that host asking other
bees to follow it to the pasture containing the advertised host (waggle dance [20]).
Otherwise, the bee will enter to the auditorium and watch other bees dancing (re-
cruiting) on the dance floor. Here the bee is faced with a decision to follow one of
the dancing bees, or to simply fly to a random new host if none of the advertised
hosts is interesting enough.

The different bees in our approach are not clones of each other, they are rather
generated initially from diverse prototypes, and optimized using a genetic algo-
rithm. The initiation prototypes hold different matchmaking algorithm to conform
to the discussion in section 1.1 , and also differ in other parameters such as their
perception of a pasture (neighboring relation-based or Semantic relation-based).
Results brought back by generated diverse bees are aggregated in the hive to uti-
lize this diversity in obtaining a reliable decision about the relevance of discovered
resources.

After a certain period of working time, performance of each lineage of bees is
measured and an evolution iteration step is performed. The system picks the best
scoring n lineages to be the parents for the new generation of bees, while other
lineages population is reduced gradually. This cycle is user-independent, but the
system has also to perform user-specific evolution steps by letting user’s feedback
influence scores of lineages.
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3.2 The Enterprise Tomograph

The pieces of information brought home as bees’ payloads constitute a personalized
view of the SCM system. This view represents the state of a specific user’s inter-
est domain. The view will initially be indexed by the Enterprise Tomograph, and
in later steps the Tomograph will take only updated, deleted or added integration
ontologies into consideration. First of all the SCM dendrogram is determined.
Based on a dendrogram the Enterprise Tomograph starts using the Ontology Mining
Algorithm to get a sequence of rooted unordered labeled trees. Basically for a given
dendrogram node and a semantic genre a forest of rooted unordered labeled trees
is determined. The resulting trees are annotated with tree hash values and with tree
node hash values as labels. These trees are used for representing integration con-
cepts, and are sequenced to a textual data, that is indexed with DC3 algorithm.

Each node is annotated with a label, i.e. with a hash value calculated by the ontol-
ogy mining algorithm mentioned before. Now the question arises which minimal set
of operations need to be performed on tree F (original) to retrieve tree G (new). This
set is called edit script which serves as a basis for mapping of tree F into tree G in
the EnterpriseTomograph Delta Monitor output. Although extremely time consum-
ing procedure for large trees, delta determination for reasonable-sized unordered
labeled trees can be performed efficiently on demand.

As a result, the Delta-Operator of Enterprise Tomograph detects within an SCM
System created, changed and deleted integration ontologies represented as trees. In
addition to detecting such trees, the Delta-Operator calculates the distance between
the image of tree before and tree after. Assuming that cardinality of changed trees
is small in comparison to the set of unchanged trees, the time consumption of the
delta-tree-determination is linear [6].

3.3 The Dynamic Interoperability Framework

After an agent detects a ”significant” change and uses the Enterprise Tomograph
to get the delta tree, the mapping system is alerted on the fact that a new ”transla-
tor” is needed. To fulfill this step the mapping system requires three main inputs:
the process model, the enterprise ontology and the data schema, which we will
further detail. There are several approaches concerning semantic interoperability
support for heterogeneous data schemes, among those we decided to follow the pat-
terns set by STASIS [4], a project still in development, but with a high ceiling and
expandability.

Once the schema information has been acquired and expressed in a unified model,
further analysis and/or processing can be performed to identify a set of mappings
between semantic entities being used in different business schemata. The goal is to
provide such sets of mappings as input to translator tools to achieve interoperability
between dispersed systems without modifying the involved schemata.

The neutral representation of incoming schemata provides the basis for the iden-
tification of the relevant semantic entities being the basis of the mapping process;
based on the annotation made with respect to the ontologies and on the logic
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relations identified between these ontologies, reasoning can identify correspon-
dences on the semantic entity level and support the mapping process [7].

The main contribution in this aspect will be the addition of the fourth level of the
SCOR process model from each company to the mapping process, based on method-
ologies described in [11], the hierarchical structure of the SCOR model should prove
to be useful to enhance the results of this procedure.

As a result from the mapping system we get a transformation language (could be
expressed in XSLT); it will be used to generate the web service which will serve as a
translator for the different schemas in the current information interchange. This way
seamless interoperation at the process level is achieved including these translators
in the executable process model of the workflow.

4 Conclusion

Integration solutions are critical component of todays enterprise strategies, but its
a long way between the high-level vision of the adaptive supply network and the
basic reality in the development and implementation of these solutions. A contri-
bution to solve this problem is presented by means of a proposal for a framework
design that combines the semantic supported modeling with the orchestration of in-
tegration processes in the approached context. Agent-based searching is the most
suitable approach because it is a convenient way to implement personalized crawl-
ing, personalized optimization through evolution, and can cover up for inefficiencies
of traditional search and simple subscription.

Enterprise Tomography provides the time and space efficient algorithms and
aligned tools to keep track of the domain of interest, taking an initial snapshot of
the system, then variations can be tracked and deviations can be calculated using
the Delta Operator that can provide delta trees as a form of semantically-described
accumulative change scripts.
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Cooperative Purchasing of Logistics Services among 
Manufacturing Companies Based on Semantic Web 
and Multi-agent System 

Arkadiusz Kawa, Pawel Pawlewski, Paulina Golinska, and Marcin Hajdul* 

Abstract. The common access to the broadband Internet allows small and medium 
enterprises (SME) simpler participation in various supply chains [3]. However the 
main problem still is lack of consistency between processes which are undertaken 
by various supply chain participants. The aim of this paper is to propose the 
concept of broader cooperation between manufacturing companies based on 
semantic web and multi-agent system. The background of this paper refers to 
previous experiences of the authors by implementation of the CORELOG project. 
It promotes cooperation in logistics services among manufacturing companies 
located in the Bologna metropolitan area in order to increase companies’ 
competitiveness as well as environmental sustainability through the rationalization 
of the logistics processes. The application of semantic web and multi-agent system 
in the above mentioned project allows the efficient automatic data collection about 
logistics services providers and their resources, as presented in the Internet. 

Keywords: cooperative purchasing, logistics services, e-supply chain, semantic 
web, multi-agent system. 

1   Introduction-Project Background  

The project idea starts from the assumption that single company’s intelligence 
does not necessary imply the system’s intelligence. In fact, through cooperation 
companies should rationalize their logistics processes, obtain cost savings and 
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reduce empty shipments. At the moment many small and medium sized companies 
don’t activate collaborations as they are traditionally managed like “family 
enterprises”. This limits their ability to get potential opportunities offered by 
collaboration with other actors operating in the market. Thus, there is a need to 
create commitment around companies’ collaboration through the promotion of 
public policies, conventions and other knowledge sharing moments. 

In described case, manufacturing companies decided to start with a common 
purchasing approach that stands out for less organizational costs and high savings 
due to the growing companies’ bargaining power and the rationalization of 
logistics providers. Through the pilot implementation the involved manufacturing 
and transport companies achieved significant cost savings. These excellent results 
are actually the starting point for the involvement of further companies and the 
implementation of other collaborative solutions among SMEs in the Emilia-
Romagna Region. 

The pilot implementations which were carried out with the CORELOG project 
(financed under the Interreg IIIB CADSES EU Initiative), included I-LOG 
(Industrial Logistics and intermodal transport for SMEs’ development) results 
with the objective to implement, in a regional scale, the already developed 
medium and long term strategy. 

In collaboration with local associations, 5 companies, working in the mechanical 
district, were involved on a voluntary basis.  

The main activities realized were:  

• review of companies’ strategies for the purchasing of transport and logistics 
services; 

• analysis of companies’ inbound and outbound flows and related costs; 
• verification of the scope of the coordinated purchasing (inbound and/or 

outbound, or by traffic axis) and estimation of the possible savings; 
• development of an action plan for the realization of the proposed strategies and 

meetings with logistics providers to discuss its feasibility; 
• definition of the medium and long term actions for evolving from common 

purchasing to integrated planning. 

As a result of the carried out activities companies obtained savings from 53% to 
61% of costs through the common purchasing of transport services in the 
Bologna-Milano route.  

The project was successful but there is still a big area within it with 
improvement potential. There are still many problems in the data collection phase. 
In fact, the companies involved in the pilot project haven’t got the necessary 
information in their IT systems. This problem is common to the majority of 
SME’s, as in many cases they don’t perform regular reporting and analysis of 
logistics flows. SME’s haven’t integrated information systems that allow 
monitoring of data related to the inbound freight flows. Moreover, as inbound 
flows are linked to the company’s production system, it is more difficult to 
implement collaborative solutions, as this would require significant changes in the 
planning and production process. 
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Another problem regarding project’s results implementation is the fact that the 
initial elaborated solution is dedicated to companies, which are located in the 
proximity. There is no possibility to start cooperation with companies located in a 
bigger distance due to the lack of automated searching, selection and settling the 
initial cooperation conditions with partners.  

In order to solve the above mentioned problems a new model called MASEW 
(Multi-Agent based on Semantic Web) is proposed. 

2   MASEW Model 

The MASEW model is a hybrid solution elaborated based on agent technology 
and semantic web concept including such elements, as XML, Resource description 
Framework (RDF), and ontologies. Semantic web is an initiative that aims to 
introduce standard description of the content in Internet in order to allow computer 
programs (eg. agents) processing of data and information appropriate to their 
purpose and meaning [1]. 

The main feature of semantic web is its interoperability. It is understood as an 
ability of different information systems to cooperate, safely exchange data with 
predefined structure, as well as the further mutual usage of this data in order to 
create information. Communication between IT systems is possible independently 
of programming languages, platforms and operations systems they use, and 
applied information exchange standard. All the above mentioned features make 
the concept of semantic web especially suitable for application in the e-supply 
chains. 

Types of Agents in MASEW Model 

In the distributed environment e.g. Internet two types of managing/leader agents 
are common, namely stationary agent (that has in command the other agents)  and 
PSA (Polymorphic Self-Slimming Agent) with bimodal structure (an agent is 
composed of a sort of agent head, called bootstrap agent, and agent body, called 
proxy agent) [4]. In the MASEW model the first type of managing agent is 
implemented. In order to gain information the Leader Agent (LA) delegates 
collecting of predefined information scope about potential business partners to 
group of mobile agents. LA represents the particular interests of cooperating 
companies and it is responsible for cooperation, communication, negotiation with 
the other agents representing companies outside the cooperation network. On the 
basis of collected information the LA makes decisions regarding follow-up 
actions. Leader Agent is able to manage complex business processes. It cooperates 
with groups of agents and creates multi-agent system, as followed: 

• Searching Agent (SA) – it is one the most mobile agents, which is responsible 
for searching in the Internet suitable business partners and trade partners 
according to the criteria defined in cooperation scenario. It is able to inform 



252                                                                                                                  A. Kawa et al.
 

the Verifying Agent (see below) about semantic inconsistency of found 
information.  

• Offering Agent (OA) – represents companies (e.g.  n-trier suppliers, logistics 
companies, distribution centers), which offer particular products and services 

• Informing Agent (IA) – it is responsible for sending information to LA about 
new attractive offers available (e.g. in e-market server or www), as well as for 
informing agents representing trade partners about the possibility of starting 
cooperation with LA after fulfillment of defined criteria.  

• Negotiating Agent (NA) – represents trade partners and on behalf of them it 
negotiates cooperation’s conditions with LA.  

• Verifying Agent (VA) – it verifies ontologies and acts together with tool for 
semantic verification of information placed in the web by trading partners.  

Agents representing particular companies cooperate together and negotiate 
cooperation conditions in order to reach common goal and at the same time to 
fulfill the outlines of delegating institutions. It should be mentioned that agents 
representing different, sometimes competing companies can build up temporary 
alliances in order to reduce the cost of logistics services (e.g. combined 
transportation). At the same time the logistics services providers could cooperate 
in order to fulfill the requirements stated in the offer enquiry by client (e.g. when 
single company does not have enough capacity). The communication between 
agents and user is asynchronic, it means that the confirmation of message by 
receiver is not required in order to continue the process execution. Agents and 
users are informed automatically about any new event e.g. new offer arrival. 

The access to the semantic web does not require application of any specialized 
IT systems. Information can be process in format that is readable and 
understandable for computer and any user. This solution gives SMEs a better 
possibility to capture information and exchange them within particular enterprises’ 
network, as well as it helps to build up business relations. 

Searching for potential business partners by agents in semantic web, can be 
done superficial or in-depth. In the first case agents search only on these web sites 
with words with strict defined meaning, not key words which are often 
ambiguous.  In the second case agent searches more precisely, analyses particular 
web sites content and passes the results to other agents. The first solution is 
quicker but definitely less precise than the second one.  

MASEW Model Implementation – Example  

In this example it is assumed that three companies (A, B, C) seek for carrier, 
which will organize freight from Bologna to Milano in Italy (see Fig.1.). These 
companies have particular requirements regarding: mean of transportation (truck 
with loading capacity of 24 t), delivery cycle 1 day and delayed payment period 
up to 60 days. The pickup places are manufacturing sites at three dispersed 
locations in Bologna, the places of delivery are three distribution centers in 
Milano. The additional requirement is the participation of the carrier in express 
delivery forum.  
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The organization of such process by hand would be time consuming due to the 
fact that a company would have to visit web pages of all potential carriers, as well 
as web site of the express delivery providers’ forum in order to verify whether 
particular carrier is associated there. In the next step all potential carriers which 
don’t have appropriate mean of transportation should be excluded.  Additionally 
companies A, B, C would need to agree before all conditions are settled and 
approved all the changes between present and initial adjustments. 

 

 

Fig. 1 Companies’ cooperation by transport operations 

Application of the multi-agent system and semantic web facilitates the above 
mentioned process. The procedure below presents the process of finding business 
partner by agents, following the defined scenario (see Fig. 2): 

1. Companies (A, B, C) (or their IT systems) order their searching agents 
(SA) execution of task (in this case it is defined as a choice of carrier for 
shipment of goods from Bologna to Milano according to optimization 
criteria). 

2. SA through hyperlinks finds ontology defining key words. Then it 
communicates with OA representing potential suppliers, carriers, etc. and 
collects their offers and passes them to LA for analysis.  

3. In case when SA has doubts about the content of the offer, it could 
command Verifying Agent (VA) to verify ontology and to contact its 
issuer. 

4. Before offer choice LA questions supplier agent OA whether the offer is 
still valid. If not, then the whole procedure needs to be repeated. If the offer 
is still valid, then the appropriate resources are booked. LA can book 
multiple carriers, especially in case when individual carrier is not able to 
fulfill demand. Particular OA (especially competitors) can create 
cooperation network (clustering). 

5. After the offer is chosen LA informs agents representing business partners 
(NA) and starts negotiations regarding number of routes, delivery dates, 
prices etc. 

6. If the negotiations are successful, then  the cooperation starts and agents 
sign the commission of service purchase on behalf of companies they 
represent. 

7. When the cooperation is finished, LA stores the scenario in its database, 
such practice helps companies (A, B, C) to used successful scenario in the 
future. 
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All parties involved in cooperation are informed about every pre-transactional 
action and any identified disturbances in the process of order fulfillment execution 
(e.g. delays, lack of delivery, damages and returns). 

 

Fig. 2 Model of multi-agent system based on the semantic web idea 

Resources Description in MASEW Model  

The key factor in multi-agents systems is the homogeneous communication. It 
secures efficient common goal fulfillment and reduces misunderstandings. In 
order to execute the above mentioned algorithm the communication between 
agents representing different companies is needed. In the MASEW model agents 
exchange messages based on  ACL (Agent Communications Language) using 
FIPA protocol, especially from FIPA Communicative Act Library Specification 
[2], which provides cooperation between agents systems. These protocols define 
syntactic, semantic, and pragmatic of created messages. This solution helps to 
send messages between independently designed and developed agent systems. The 
structure of ACL with RDF message is presented below. It is an answer to query 
„Query Ref” number query00001, regarding the choice of carrier for delivery of 
goods from Bologna to Milano in Italy. 

The message type „Inform” is defined in standard “FIPA Communicative Act 
Library Specification” [2]. The message is based on „logistics-services-providers” 
ontology, including the specification of logistics terms and their meanings. The sender 
to this message is SA, which passes the answer to LA’s query, with information about 
finding the appropriate logistics services provider placed in Bologna. 

 
Example of the message „Inform” type in the FIPA protocol with RDF. 
 

(inform 
  :sender (agent-identifier :name SA)  
  :receiver (set (agent-identifier :name LA)) 



Cooperative Purchasing of Logistics Services among Manufacturing Companies  255
 
  :content 
    "(result 
      (action (find-resource : query...)) 
      (“<?xml version=”1.0”?> 
    <rdf:RDF> 
     <res:Resource rdf:ID=”BestDeliveryLtd”> 
      <loc:city>Bologne 
      </loc:city> 
      <loc:country>Italy 
      </loc:country> 
      <loc:streetAddress>14, Belle 
      </loc:streetAddress> 
      <loc:phone>+33 61 11 22 555 
      </loc:phone> 
     </res:Resource> 
     ... 
</rdf:RDF>”) 
  :language fipa-sl 
  :ontology logistics-services-providers 
  :in-reply-to query00001) 

 

In MASEW model Resource Description Framework (RDF) and ontologies are 
used at any stage of tasks execution of finding business partner by agents. It 
speeds up the searching process because all data is well structured. As a result 
easer data filtering and elimination of unnecessary data is possible. Resource 
description is presented below. This example includes the description of found 
mean of transportation in  XML format including meaning of this description in 
RDF. Schema vCard was applied for resource description. The resource 
identification number „LSP ID: H17N13M2T” is unique parameter, as well as the 
e-mail address “Roberto Luci”.  

 
Example of the resource description in XML with their meaning in RDF. 
 

<?xml version="1.0"?> 
<rdf:RDF  
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-

 ns#" 
xmlns:dc=http://purl.org/dc/elements/1.1/” 

  xmlns:vCard = "http://www.w3.org/2001/vcard-rdf/3.0#">  
  <rdf:Description rdf:about="LSP ID: H17N13M2T"> 
    <dc:title>Truck 24 t</dc:title> 
    <dc:creator rdf:resource=”mailto:luci@bestde.it”> 
    <dc:subject>Transport, Bologne</dc:subject> 
    <dc:description>Truck Box</dc:description> 
    <dc:publisher>Best Delivery Ltd.</dc:publisher> 
    <dc:contributor>Company A</dc:contributor> 
    <dc:date>2009-11-15</dc:date> 
    <dc:identifier>H17N13M2T</dc:identifier> 
    <dc:language>Eng.</dc:language> 
    <dc:coverage>Italy</dc:coverage> 
  </rdf:Description> 
  <rdf:Description rdf:about=”mailto:luci@bestde.it”> 
<vCard:FN>Roberto Luci</vCard:FN> 
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<vCard:Title>IT specialist</vCard:Title> 
<vCard:Role>Programmer</vCard:ROLE> 
<vCard:ORG> 
        <vCard:Orgname>Best Delivery</vCard:Orgname> 
        <vCard:Orgunit>IT Department</vCard:Orgunit>    
</vCard:ORG> 
<vCard:TEL rdf:parseType="Resource"> 
        <rdf:value>+33 61 11 22 555</rdf:value> 
</vCard:TEL> 
<vCard:ADR rdf:parseType="Resource"> 
        <vCard:Street>14, Belle</vCard:Street> 
        <vCard:Locality>Bologne</vCard:Locality> 
        <vCard:Pcode>00-111</vCard:Pcode> 
        <vCard:Country>Italy</vCard:Country> 
      </vCard:ADR> 
  </rdf:Description> 
</rdf:RDF> 

3   Conclusions 

Almost unlimited access to the Internet makes possible cooperation in the area of 
logistics process not only between big company but also SMEs. The lack of  
consistency of business process performed by particular entities and the variety IT 
systems used by companies, cause problems with automatic  partners networking. 
The presented by authors MASEW model is solution that enables efficient 
creation and automatic collection of data about companies and their resources 
published in the Internet. It broadens the possibilities of initial CORELOG 
project’s results implementation. Agents representing particular companies 
coordinate and establish cooperation’s conditions, in order to reach common goal 
of cost effectiveness.  
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Sandbox for Development of Evolving Manufacturing 
Control Architectures 

Zbigniew J. Pasek* 

Abstract. Control architectures for manufacturing cover a broad range of 
categories from hierarchical at one extreme to purely heterarchical on the other 
spanning a broad variety of solutions, from quasi-heterarchical structures to self-
organizing systems. This paper describes an agent-based framework that provides 
the tools and components for fast implementation and testing of various control 
structures in a manufacturing environment. Typical components include, for 
example, a generic agent for encapsulation of machine-level control, a 
configurable decision process for the agents, hierarchical or heterarchical control 
frameworks. Use of these predefined components enables rapid prototyping and 
instantiation of system-level control. 

Keywords: Manufacturing, Control, Agent-based, Reconfiguration. 

1   Introduction 

To stay competitive, manufacturing companies must develop and manage assets 
enabling production of goods with top productivity and minimal cost. At the same 
time these systems must exhibit rapid responsiveness to the frequent and 
unpredictable market variations. A new paradigm of Reconfigurable Manufacturing 
Systems (RMS) [4] facilitates most of these challenges by quick adjustment of 
production capacity and functionality, enabled by rapid structural system changes, 
both at the hardware and software levels. Achieving RMS goals requires fast and 
effective integration of software and hardware components, not only at the 
manufacturing floor level but also with the rest of the enterprise. This paper 
presents an implementation, development and testing framework that provides the 
components to rapidly implement any control structure suitable for a manufacturing 
environment. 
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2   Background 

Varying market demands, environmental/societal requirements, and continuing 
progress of technology define a need for manufacturing control systems that are 
capable of managing changes effectively and efficiently [11]. Such control system 
architectures must be interoperable and capable of handling a wide variety of data 
models and applications, as well as conform to ever increasing demands on 
performance requirements of process control applications [7]. The hierarchical and 
heterarchical systems define two ends of the spectrum for control system 
organization [3, 10]. Hierarchical systems are known to deliver predictable 
performance, but being based on a set of fixed rules offer little in terms of flexible 
strategies. The heterarchical systems, on the other hand, inspired by biological 
analogies and market economies, offer improved responsiveness to disturbances, 
but often at the cost of sub-optimal solutions and lack of predictability. Another 
class of approaches [1, 2], holonic control systems, attempts to combine 
advantages of hierarchy in distributed structure. Only recently the commercial 
control systems based on multi-agent technologies have become available [5], but 
their practical acceptance is still fairly limited. Nevertheless, despite these 
developments being still in early stages, they offer an exciting vision of self-
organizing and self-modifying systems capable of highly responsive behavior. 

3   Framework 

The proposed framework consists of a generalized agent class that can be 
programmed to interact with both the heterarchical and hierarchical control 
structures. Hierarchical systems consist of tree-structures of control nodes that 
deterministically govern the actions of the leaf nodes (machines or services). 
Heterarchical structures provide a mechanism for parts and machines to reach 
agreements on operations. For example, a part could “buy” services from a 
machine that offers the lowest cost. 

The goal of the framework is to provide rapid prototyping and implementation 
of any hybrid shop-floor control structure. To accomplish this task, some key 
aspects of the system have to be defined. These include: the representation of the 
machines/parts, the heterarchical control system, the hierarchical control system, 
and the way in which the agents interacted within each of these systems. 

3.1   Agent Representation 

The goal in both a hierarchical control structure and a heterarchical control system 
is to provide a software abstraction of the machine/part so that it can be easily 
added to, or removed from, the control structure. This abstraction can be defined 
most precisely as an encapsulation of the machine-level control behind a standard 
interface [6]. Such interface allows the modules in the system to act as plug-and-
play entities. 
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The agents communicate and act within the control structure without exposing the 
details of their operations. This information segregation prevents interdependencies 
between the agents and also adds to the robustness of the system. The agent 
framework (Fig. 1) used for both machine and part agents, has three main elements: 

• Machine Controller Interface: The agent construct has an interface to the 
physical machine to provide control of the machine, which interacts with the 
API provided by the machine manufacturer. The machine level control was 
encapsulated behind a simple start, stop, resume, and reset interface [9]. Due to 
the proprietary nature of the machine controller interface, the framework agent 
simply provides skeleton code for the simple operations start, stop, resume, and 
reset. Calls to the proprietary library must be inserted into these functions. Part 
(product) agents are basic software instantiations of the part in the system, and 
they do not make any use of the machine interface. 

• Master-Slave Control: Similar to how the machine interface is responsible for 
translating simple commands at the machine level, the Master-Slave Control is 
responsible for handling those commands at the agent level. The start, stop, 
resume, reset functionality is self-explanatory and the simplest implementation 
forwards these commands to the machine interface. In addition to forwarding 
calls, other user-defined, agent-related processes should be controlled within 
these functions. These include, for example, data monitoring, coordination, 
diagnostics and maintenance. 

• Bidding Control: The bidding control module is responsible for interacting 
with the heterarchical control framework and making calls into the Master-
Slave Control Module. The Bidding Control module defines actions related to 
the bidding processes. The bidding functionality and server callback routines 
are used to interact with auctions on the server. The agent’s strategy is defined 
by how it reacts to events within the auctions it is competing in. Part agents use 
the auction creation routines to set up auctions for the operations needed for 
their processing. Machine agent may also be programmed to use these routines, 
to build auctions for maintenance requests and other services. 

 

 

Fig. 1 Agent Framework 
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The hierarchical framework interface communicates using CORBA (a 
communication middleware abstraction, located between the application and 
network layers, which rests upon TCP/IP). The heterarchical framework interface 
uses XML to communicate with the heterarchical server. Both interfaces provide 
the corresponding remote procedure calls of the functions mentioned in the 
Master-Slave Control Module and the Bidding Control Module. 

3.2   Heterarchical Control Infrastructure 

Many, recently developed, heterarchical systems (Fig. 2) rely upon an auction 
strategy similar to Contract-Net [8]. The heterarchical control used by this 
framework was built mostly in Java. It uses XML to communicate with the agents 
within the system through their corresponding interfaces. Thus all the Bidding 
Control functionality runs through this infrastructure. On the server side, the 
system works very similar to AuctionBot [12] to setup and run auctions. 

 
 

 

Fig. 2 Heterarchical Control Architecture 

A simple implementation of purely heterarchical control in this framework is 
carried out as follows: 

1. The part agent sets up auctions for its desired operation(s) using the 
createAuction routine. 

2. The machine agents poll the heterarchical server for new auctions 
corresponding to operations they can perform using the getAuctions routine. 

3. Machine agents bid on the corresponding returned auctions using the 
commitBid routine. 

4. When outbid, machine agents are notified through the outbid routine. A 
machine agent may choose to resubmit bids based upon the getAuctionPrices 
routine. 

5. The part agent determines when to close the auction based upon the prices it 
sees through the getAuctionPrices routine. The part agents then calls the 
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endAuction routine which returns an allocation containing which part was 
allocated to which machine. 

6. Upon closing the auction an auctionWon or auctionEnded message is sent to 
the machines that bid in the auction. 

The user interfaces are additional components of the heterarchical system 
framework: Figure 3 displays the collection of machine agents that are online and 
interacting with the server. A user can take machine agents on and offline and 
observe the bidding history and number of parts in an agents queue using the 
interface. Corresponding server interface (not shown) contains information about 
all of the auctions occurring in the system, tracks machine agents participating in 
the auctions and the parts being auctioned off. 

 

 

Fig. 3 Machine Status Interface 

 

Fig. 4 Bid amounts over time 

Figure 4 shows how bidding values of machine agents vary over time. The 
scenario consisted of submitting 26 part agents requiring the same operation to the 
server. The parts are auctioned off two at a time. Due to the bidding strategy 
employed by the machine agents, as they win auctions, they bid higher because of 
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the aggregate cost to machine the part(s) it just won and the additional cost of the 
operation its bidding for. The bid amount drops as the machine progresses through 
the operation allocated to it. 

3.3   Hierarchical Control Infrastructure 

The hierarchical control infrastructure, built using Java and CORBA, allows for 
control structures such as those pictured in Figure 5. 

A simple implementation of a purely hierarchical architecture consists of tree 
structures built out of software control agents. These distributed internal nodes run 
simple deterministic control, which dictates when to activate child nodes. Internal 
control nodes can be built from the same basic framework as the machine agents. 
In the Master-Slave Control Module’s basic functions the coordinating nodes can 
be programmed to make function calls through the hierarchical interface to start 
their children nodes instead of communicating to a machine. The leaf nodes of the 
hierarchy are the true machine agents which actually start physical machines. 

 
 

 

Fig. 5 Hierarchical Architecture 
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allocations and auction durations. Using such data, the effects of the heterarchical 
aspects of a system in terms of time delay and allocation efficiency can be 
measured. 

Another issue concerns flexibility and autonomy versus optimality. The most 
appropriate control structure depends highly upon the features of the system it is 
controlling. For example, if the resource pool is ever changing (due to machine 
failures, part type changes, capacity fluctuation), a more flexible heterarchical-like 
control structure is desired. If the process is well defined, consistent, and 
optimality is the major concern then a hierarchical-like structure is a better fit. 

4   Example Structure 

An example of a self-organizing system, blending the advantages of hierarchical 
and heterarchical architectures is described, built using the proposed framework, is 
described. A system is self-organizing if the structure of the system grows from 
the system itself [1]. The following example shows a way to “grow” the control 
structure based upon the local interaction of the pieces rather than a global 
observer specifying its organization. The self-organizing structure starts as a 
purely heterarchical structure. The evolution that follows is based on recognition 
by machine agents commonality of patterns in operation sequences. Individual 
bidding for each operation is replaced with a deterministic sub-hierarchy that has 
one agent bidding for the sequence of operations. Such groupings reduces both the 
number of auctions and the number of participating agents, and reduces the 
bidding-related time overall delay. 

The control structure uses three basic agent types: for parts, machines, and 
coordination. Part agent interfaced to the heterarchical control system sets up 
auctions for its desired operations and records all the allocations that it receives.  
 

 

Fig. 6 Example of sub-hierarchy construction 
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Machine agent is a simple heterarchical agent performing basic bidding 
operations; it also communicates with all part agents for auctions it wins and 
requests their allocation history. Given this history, the agent builds aggregate 
hierarchies if appropriate. 

Figure 6 shows an example where the machine agent creates a serial line 
configuration. By examining the allocations of parts that it is winning, Agent C 
recognizes sequential parts flow. It then launches a serial coordinator as a separate 
process. Agent C gets the reference to this new serial coordinator (getReference) 
and also grabs the references to Agents A and B. It makes remote calls through the 
heterarchical interface to the serial coordinator to add Agents A, B, and C as 
children. Then Agent C makes changeControlMode calls to A, B and C to move 
them (and itself) into a purely deterministic operation mode. Now a single serial 
controller, representing a group of three machines, is able to make a bid. 

5   Summary and Future Work 

This paper outlines concept of a framework for fast prototyping of manufacturing 
control structures. The framework is centered around a generalized, programmable 
agent construct, which interacts with the provided hierarchical and heterarchical 
control structures according to how it is programmed. Thus any control structure 
from the hierarchical to heterarchical spectrum of can be built. Initially, the serial 
coordinator was pre-built with the serial recognition ability hard-coded into the 
machine agent’s auctionWon routine. To abstract out this functionality from the 
coordinators an inference engine, able to recognize a pattern in part diagram, is 
being built, which in turn, can be used to automatically generate source code to 
carry out the actual pattern matching. 
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Agent-Based Model of Kanban Flows in the 
Environment with High Demand Variances 

Paulina Golińska, Joanna Oleśków-Szłapka, Agnieszka Stachowiak, 
and Paweł Rudiak* 

Abstract. The following paper introduces a very interesting and quite common 
problem of dealing with high demand variance. The company, in which the 
problem was identified, is of automotive industry and it produces elements of 
vehicles interior furnishing. The flows of materials and information in the 
company are presented and discussed and kanbans used to manage the flows are 
introduced. The solution of the problem is presented, as well as its model based on 
multi-agent model. The model is to be used in simulation testing efficiency of 
solution suggested in dynamic environment. 

Keywords: Kanban, High-demand, Agent-based model. 

1   Introduction 

Manufacturing enterprises are facing a substantially more complex situation than 
ever before because of the unpredictable market demands, growing product 
customizations, and fluctuating production environments. In order to stay 
competitive in the market, the decision making processes need to have the ability 
to adapt to the changing environment and to handle the system complexity. The 
ability to make use of the system flexibility and to retain flexibility itself is a 
primary requirement for the decision tools to be effective [1]. 

From our observation, even in a well designed assembly line, when the whole line 
is optimized, including its layout, processes, batching, scheduling, and operations, 
material handling is still laid outside of the scope of control. In certain industrial  
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sectors, material handling has been the major barrier that results in production 
breakdowns, low efficiency, and low performance of a production system. 

Intelligent agent technology has recently been applied to material handling 
system simulations [3]. Since its emergence, agent technology has been widely 
recognized as a promising paradigm for the next generation of design and 
manufacturing systems [3]. Agent technology makes a perfect fit for modeling 
dynamic and adaptive manufacturing systems. There are two types of production 
control systems, namely push and pull. MRP systems and Kanban control systems 
are the two most popular implementations of the push and pull strategies, 
respectively. Pull is essentially a replenishment strategy that was initially designed 
for manufacturing environments producing repetitive products with high volumes [7]. 

The majority of papers related to Kanban problems treat the analysis problem. 
Papers dealing with both performance analysis problems and the derivation of 
structural properties belong to this group. For a given Kanban system they 
investigate important steady-state performance measures such as throughput, 
average Work-In-Process (WIP), and average flow time of items. The used 
mathematical models include as well analytical models as simulation models. 

However, the Kanban in its reactive form cannot cope with large sudden 
changes in demand, greater than 10%, say [5]. This is because the number of 
Kanban required in circulation for good operation of the system depends quite 
critically upon the item demand and supply capacity. The standard solution 
advocated under the Toyota Production System [6] is to manipulate the schedule 
of end-items being assembled so that there is a nearly constant mix of items 
required each day. However, in the Electronic Commerce era, with increasing 
emphasis being placed on responsiveness to consumer needs and particularly 
mass-customization of products, this demand smoothing approach to protecting 
the Kanban systems from fluctuations may not be desirable. For this reason, some 
automotive manufacturers are seeking to add “intelligence” to the otherwise 
reactive Kanban system. 

Therefore a technology that can be used in material handling system is an 
agent. In JIT material handling simulation system, multiple agents can be 
implemented to facilitate a collaborative problem solving environment. For 
example, each transportation vehicle is encapsulated as an agent so that it is 
manageable on its own parameters and behaviors, such as velocity, local schedule, 
and the associated scheduling, routing and conflict resolving rules [4].  

Various simulations were done on Kanban-related topics targeting different 
purposes [10]. For example: 

1. To study Kanban allocation problems, either for a fixed allocation of Kanbans 
[11] or a flexible Kanban allocation strategy [2,9]. 

2. To look at Kanban control issues in a Kanban-based system, such as Kanban 
sequencing [12,13], buffer capacity [14], control, and maintenance policies [15]. 

3. To conduct performance analysis studies of Kanban-based systems [16,17]. 
4. To compare the Kanban control mechanism with others, i.e. traditional push 

systems [7]. 
5. To combine the simulation with optimization approaches, such as analytical 

models [2], and evolutionary algorithms [8]. 
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KanbanSimTM presented in:  [18] was developed by PMC. KanbanSIMTM 

facilitates the optimization of Kanban numbers, Kanban container sizes, Kanban 
reorder points, material handling equipment (e.g., fork lift trucks and Kanban train 
configurations), etc. It also captures variations in inventory levels at assembly 
stations, shows the dynamic traffic interactions, schedules material handling 
equipment, and predicts the impact of material handling on system throughput. 

Qi Hao and Weimimng Shen [19] propose a hybrid simulation approach, using 
both discrete event and agent-based technologies, to model complex material 
handling processes in an assembly line. Material Kanbans are introduced as an 
effective means to control and balance the physical material/part flow in the plant 
floor. An agent-based simulation prototype is implemented using Anylogic™. L.S. 
Chai [20] proposes a multi agent- based systems architecture of e-based supply 
chain Kanban integration. Agent coordination using an extended contract net 
protocol is adopted. The proposed heuristic and programming models for the 
Kanban planning and coordination capable of handling bidder selection and order 
allocation for delivery schedules will be demonstrated to work effectively under 
most supply chain planning scenarios. 

However, the models used in the above Kanban simulation researches are all 
quite simple and far from reality. Different simulation experiments lead to 
different conclusions because of constrained experimental assumptions. 

2   Problem Description and Background 

The enterprise analyzed is working in automotive industry specializing in 
production of vehicles’ interiors. It was founded in 2003. It currently employs 
about 700 people. Its customers are well known automotive concerns, including 
Ford, Volvo, Opel, Audi, VW. All the products manufactured are exported.  

The enterprise is a part of a concern, which is one of the world’s leader in the 
branch. The concern products include: door panels,  dashboards, headrests, seats, 
exhaust systems, rear shelves, bumpers. The enterprises analyzed products are 
door panels and dashboards. 

In the enterprises analyzed, production processes are organized and managed as 
pull processes. The analyzed pull system is realized in dashboard of vehicle X 
production process (see photo 1). 

 

Photo. 1 Dashboard after assembly in a vehicle type analyzed 
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Production process of a dashboard starts with providing granulate to injection 
department. Finished elements (left and right carrier, left and right carrier 
reinforcement, upper and lower air channel, left and right gloves box) together 
with kanban cards, are passed to reference warehouse of department 1 (W1). 

After injection stage is finished, the elements are passed to assembly 
department (W2). The first stage realized in the assembly department is foaming. 
Foamed elements surface is the one presented in a finished car. After foaming the 
element, together with kanban cards, are passed to foaming process reference 
warehouse. In the next stage a carrier is passed to a miller and processed, then, 
together with kanban card, passed to a warehouse after milling  process. At 
milling stage, depending on order, there is an option of processing with a hole for 
laser projector cutting procedure.      

After unnecessary parts/ surfaces are cut out, milled carrier is treated with 
welding process. The goal of this, including three operations, process is providing 
a future dashboard with proper mechanical resistance. Assembled dashboard  is 
fixed in a container. After a container is full/ complete it is passed to a logistics 
service provider. Products leave production line in sequences. The container taken 
is  passed to shipment preparation area together with finished products, and is 
palletized and waits for shipment there. 

Information flow in all the departments is combined with kanban cards loops, 
the idea of the system is presented in the fig.1 below.   

 
customers

 
W1 W2

Balancing board

  Logistics
System framework
Loop between:  

 

- logistics
W1 department
W2 department

 

Fig. 1 General scheme for information flows in pull system of project analyzed 

Disposer receives information from customers via XPPS system (a software 
enabling data flows between production facilities, in order to simplify order flows 
organization, as well as organization of material and stock flows), concerning 
demand for the next three months in one-day time horizon, then processes it to 
identify those most important, referring to products ordered for the next few days.   
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The next step is definition of a production plan for the next day. Production plan  
defined is represented by a set of logistics kanban cards, and passed to a balance 
table. Production is performed according to kanban cards withdrew from a 
balancing table at predefined time (time range: 15 minutes). Every 15 minutes 
information specifying what product is needed comes out from balancing table 
and is passed to the assembly line. Specified products are assembled, an employee 
takes sub-products necessary (WIP – Work in Progress) from welding warehouse, 
kanban card is taken from the piece chosen and is passed to a box in which 
predefined production lots are collected. After the lot is collected  kanban card is 
passed to production queue (kanban cards series are put there in predefined order) 
of welding process. Sub-products in milling and foaming processes are dealt with 
in a similar way – sub-products are taken, a production lot of cards is collected, 
and after it is complete it is passed to waiting queue as presented in the figure 
below (Figure 2). The same scheme is used in injection department – using data 
concerning backups from warehouses a series is collected, but because of longer 
set-up time (tools exchange), production series lead time in W1 is longer than 
production series lead time in W2.  

customer 

Balancing table

logistics
Kanban system in W2 department

Lot collecting box 

Lot collecting box

 
Fig. 2 Information flows in assembly department scheme 

The serious problem for the system functioning is the fact, that customers are 
able to change their orders for the next day, though requiring one week of frozen 
time horizon is a practice common in production planning. In the case analyzed 
customers are entitled to changes so the situation in which the changes are quite 
big are possible to happen.  The examples of changes in customers’ orders are 
presented in the table 1.  
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Table 1 Examples Of Changes In Reference Order Size 

Reference 
Quantity 

day1 
Quantity  

day 2 Var % 
A 86 38 126% 
B 75 58 29% 
C 30 24 25% 
D 40 50 25% 
E 64 75 17% 
F 20 23 15% 
G 14 68 386% 
H 26 18 44% 

Sum 355 354 X 

Such variance in customers’ orders has a substantial influence on pull systems – 
what happens when customers change their orders so drastically? The following 
disturbances may appear: 

- Percentage of each reference in total references number changes, which 
results in changes of number of kanban cards in each loop, 

- Number of references in warehouse needs to be calculated one more time, 
- If the number of orders for reference rarely used so far increases 

substantially, customers may not receive assortment ordered, 
- Large variances in plans destabilize productions process.     

3   Results and Conclusions 

The conclusion from the analysis presented above is that in the system functioning 
in the enterprise, a new solution, that would eliminate or at least decrease 
variations in customers’ orders, is required. The solution suggested is reference 
warehouse in logistics area presented in the fig.3. The warehouse should include 
all the references, and the number of each reference should be calculated basing 
on forecasted variation of orders, in three months time horizon. The system with 
the warehouse should work according to the scheme presented – basing on the 
information in a balance table: 

- Balance production lots should be passed to assembly department, 
- References with large variations are taken from a warehouse (feedback 

information concerning replenishment of elements taken from a 
warehouse is generated and passed to an assembly waiting queue to 
rebuilt warehouse stock level in predefined series), 

- Assembly department generates products using information from balance 
cards (smoothed production)  and feedback information from warehouse 
including predefined, collected lots.  
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After all ordered elements are produced, they are divided into two groups. One 
of them is passed to shipment preparation area, the other used to rebuilt 
warehouse. The scheme of the process described above is presented below, with 
use of the agent system and includes the following agents: 

Balancing agent (coordinator): is responsible for storing information coming 
from logistics agent, assembly agent and warehousing agent, it supports 
warehousing agent providing it with information concerning stock levels. 

Distribution agent: is responsible for collecting customers’ orders, it 
communicates with logistics agent to provide information including customers 
needs and assembly agent with required number of products to be manufactured. 

Assembly agent: controls assembly process (releases orders and controls them). 

Warehousing agent: controls warehouse, stock levels. 

Logistics agent: responsible for shipments planning and other logistics activities.  
 
 

 
Fig. 3 Allocation of agents in information flows – agent-based system model 

The warehouse presented above accumulates sudden increases of orders in all 
references which enables better production planning. Basic benefits emerging 
from this solution application are the following: 

- Stabilization of material and information flows = stable process, 
- Repeatable production plans in following shifts, customers variations are 

divided into several production shifts, 
- Smoothed production plans enable work with all the references in a 

warehouse, which paradoxically helps in inter-operational stock level 
reduction and decreases lead time, 

-  Frequent set-up of inter-operational warehouses in unnecessary, and 
consequently kanban loops do not have to be frequently adapted, 

Assembly agent 
(company) 

Warehousing agent 
(company) 

Logistics agent 
(company) 

Distribution agent 
(company) 

Balancing agent 

Internal data 
sources 

External data 
sources 

Direct user 
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- Risk of situation in which customers cannot receive ordered parts is 
decreased, 

-  Work with a warehouse provides better fitness of manpower employed 
to operate production lines to workload and products taking pace 
(keeping overstock is not necessary), 

-  Warehouse itself is a security tool, providing safety in case of a failure or 
any other emergency that may occur. 

References 

1. Lin, G.Y., Solberg, J.J.: An agent-based flexible routing manufacturing control 
simulation system. In: Proceedings of the winter simulation conference, Lake Buena 
Vista, FL (1994) 

2. Martins, K., Lewandrowski, U.: Inventory safety stocks of Kanban control systems. 
Prod. Planning Control 10(6), 520–529 (1999) 

3. Shen, W., Norrie, D.H.: Agent-based systems for intelligent manufacturing: a state-of-
the-art survey. Knowl. Inf. Syst. 1(2), 129–156 (1999) 

4. Tommelein, I.D., Weissenberger, M.: More Just-in-Time: location of buffers in 
structural steel supply and construction processes. In: Proceedings IGLC-7, University 
of California, Berkeley, CA, USA, July 26-28 (1999) 

5. Schonberger, R.J.: The Kanban System. In: Voss, C.A. (ed.) Just-In-Time 
Manufacture, pp. 59–71. IFS Ltd., UK (1987) 

6. Monden, Y.: Toyota Production System. Institute of Industrial Engineers, Norcross 
(1983) 

7. Krishnamurthy, A., Suri, R., Vernon, M.: Re-examining the performance of MRP and 
kanban material control strategies for multi-product flexible manufacturing systems. 
Int. J. Flex Manuf. Syst. 16(2), 123–150 (2004) 

8. Kochel, P., Nieländer, U.: Kanban optimization by simulation and evolution. Produc. 
Planning Control 13(8), 725–734 (2002) 

9. Gupta, S.M., Yay, A.-T.: The effect of sudden material handling system breakdown on 
the performance of a JIT system. Int. J. Produc. Res. 36(7), 1935–1960 (1998) 

10. Kochel, P., Nieländer, U., Sturm, M.: KASIMIR—object-oriented KAnban 
SIMulation Imaging Reality. Research report, Chemnitzer Informatik-Berichte CSR-
01-03. Chemnitz University of Technology, Chemnitz (2001) 

11. Andijani, A.A.: A multi-criterion approach for Kanban allocations. Omega Int. J. 
Manage Sci. 26, 483–493 (1998) 

12. Berkley, B.J., Kiran, A.S.: A simulation study of sequencing rules in a Kanban-
controlled flow shop. Decis. Sci. 22, 559–582 (1991) 

13. Hum, S.H., Lee, C.K.: JIT scheduling rules: a simulation evaluation. Omega Int. J. 
Manage Sci. 26, 381–395 (1998) 

14. Berkley, B.J.: Effect of buffer capacity and sequencing rules on singlecard Kanban 
system performance. Int. J. Produc. Res. 31, 2875–2893 (1993) 

15. Savsar, M.: Effects of Kanban withdrawal policies and other factors on the 
performance of JIT systems: a simulation study. Int. J. Produc. Res. 34, 2879–2899 
(1996) 

16. Karaesmen, F., Dallery, Y.: A performance comparison of pull type control 
mechanisms for multi-stage production control. Int. J. Produc. Econ. 68, 59–71 (2000) 



Agent-Based Model of Kanban Flows in the Environment 275
 

17. Yavuz, I.H., Satir, A.: A Kanban-based simulation study of a mixed model Just-in-
Time manufacturing line. Int. J. Produc. Res. 33, 1027–1048 (1995) 

18. KanbanSIMTM, PMC, http://www.pmcorp.com/kanbanSIM.shTMS 
19. Hao, Q., Shen, W.: Implementing a hybrid simulation model for a Kanban-based 

material handling system. Robotics and Computer-Integrated Manufacturing 24, 635–
646 (2008) 

20. Chai, L.S.: e-based inter-enterprise supply chain Kanban for demand and order 
fulfilment management. SIMTech technical reports (STR_V8_N4_09_POM) 8(4) 
(October-December 2007) 



 

Y. Demazeau et al. (Eds.): Trends in PAAMS, AISC 71, pp. 277–284. 
springerlink.com                © Springer-Verlag Berlin Heidelberg 2010 

Supply Chain with Reverse Flows- Benefiting from 
Recycled Resources 

Konrad Fuks, Paulina Golinska, and Agnieszka Stachowiak* 

Abstract. The research to be presented is a case study introduced to analyze 
relations between a company and its suppliers, as well as consequences of 
decisions concerning suppliers selection. The consequences analysis is based on 
simulation in which outcomes are average costs of resources depending on 
suppliers selected. The results of the analysis can be helpful for other companies 
when selecting suppliers, as it shows relations between suppliers, resources they 
provide, and final product, its quality and cost. An important aspect of the analysis 
and the case study presented is using reverse material flows, as alternative sources 
the company uses are recycling companies. Hence, except from economical, 
ecological point of view is given. 

Keywords: cooperative purchasing, logistics services, e-supply chain, semantic 
web, multi-agent system. 

1   Introduction-Project Background 

Ecological issues are nowadays of growing importance, not only in waste 
management area, but also in all the supply chain, starting from supplies, through 
manufacturing, distribution, exploitation and reverse flows management. Using 
recycled materials from reverse flows is ecological and, what is important for each 
company, economical. That is the reason why more and more companies strive for 
benefiting from reverse material flows use. They buy materials from recycling 
companies, which collect and process it, or buy used products from their 
customers, trying to close the supply chain loop. Diversification of suppliers, 
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especially for raw materials of strategic meaning, is crucial for company’s 
seamless production and material safety in dynamic, unpredictable environment. 
In this paper authors examine the potential of agent technology for solving 
problems in area of materials management, where both forward (supplies) and 
reverse (re –supplies) flows of materials are applicable. Closed loop supply chain 
is a promising field of application because of its inherent complexity, which is 
characterized by [4,5]: 

• heterogeneous environments, 
• open and dynamic structure, 
• interoperability of components, 
• distributed processes, 
• scalability.  

The effectiveness of the supply chain performance might be measured by its 
ability to provide customers with due-to-date deliveries of final goods and 
possibility of effortless collection of the used products when they’re obsolescent 
(reverse logistics). Agent-based system architecture provides an interesting 
perspective for integration of material flows originating from dispersed locations 
in the supply chain, due the fact that agents are able to generate, process, store, 
filter, correlate, broadcast, and route information for real-time coordination and 
decision making. Agents have the following characteristic [13]: reactive, pro-
activeness, social ability. The above mentioned characteristics suits well to 
requirement for reverse material flow management like common goal orientation, 
ability to interact with other supply chain participants and reactivity to 
disturbances appearing in material flows. Agent systems perfectly suit the 
demands for global flexibility, cooperation and at the same time, local autonomy. 
Compared to existing SCM systems, allows the successful integration of both 
inter- and intra- organizational planning.  

The research is to examine potential of agent technology for company trying to 
gain independence from its previous supplier (a monopolist) and to be more 
economic and ecologic at the same time. The research introduces the case of a 
company trying to maximize supplies flows from secondary sources. The problem 
is analyzed and solved with simulation using multi-agent approach. The first 
section introduces literature background concerning reverse flows in supply 
chains. The second introduces the problem and the data collected. The third 
presents the model used in problem solution and the goal of the simulation, the 
next briefly describes simulation environment used. The results are to be described 
and analyzed in the fifth section, summarized with conclusions. 

2   Reverse Flows in Supply Chain and Their Influence on 
Logistics Operations 

Reverse flows and reverse logistics are now gaining more and more attention, as 
ecological approach to business has become not only a fashion, but simply a 
necessity. Benefits from integration and supply chain strategy were presented in 
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numerous works on the subject. Supply chains including reverse flows and closed-
loop supply chain are also subject to research and publications, including 
Blumberg et al [1], Fleishmann et al [3], Guide et al [6], Golinska et al [4,5], 
Rogers et al [9], Seitz et al [10] and others. According to the approach presented 
in the literature, ideal closed loop supply chain can be defined as zero-waste 
supply chain that completely reuses and recycles all materials. Such situation is 
not common, and disposal takes place, but the amount of goods being disposed 
should be minimized.  

Reverse flows in companies generally include [3]: end-of-life returns, warranty 
returns, production scrap and by products, reusable packing material. The flows 
can differ with quality and, consequently, value, with end-of-life returns and 
warranty returns being the most valuable. 

The reasons why companies try to close their supply chain are legislative (strict 
provisions concerning waste disposal and using non-renewable resources), 
marketing (creating ecological image of a company), economics (cheaper 
resources that can be used without influencing quality of a final product, 
subventions, preferential tax rates).   

There are several approaches to closed loop supply chain modeling, including 
the one presented by Krikke [8], according to which, there are three basic models 
of closed loop supply chain: control, responsive and efficient. The control supply 
chain deals mostly with reverse flows coming from the market as end-of-life 
returns. The responsive closed loop supply chain deals with end-of-life returns 
too, however it also includes commercial returns and warranty returns. The 
efficient closed loop supply chains deals with production scrap, by products and 
reusable packing materials.  

2.1   Problem Definition  

The aim of the simulation is to examine distributed sourcing and re-sourcing 
strategy in an aluminum Christmas decoration manufacturer of a medium size. 
The optimaziation task is understood as a maximization of returns (recycled 
resources) and minimization of raw materials flows.  

The analyzed company uses one production line, has no warehouse to store raw 
materials or finished goods. The production is seasonal, run only for six weeks a 
year. There is one strategic raw material used – aluminum, the other materials are 
of a lesser importance and are not a subject of the analysis. The company gets 
aluminum from aluminum works or from recycling companies collecting and 
processing aluminum. 

The material supplied by the aluminum works is of high quality and relatively 
expensive, however the supplies are provided with some constraints, which are 
fixed minimum order quantity and fixed order cycle. 

The material supplied by the recycling companies is relatively cheap but of 
poor quality and therefore needs to be additionally processed (which generates 
extra costs), delivery cycle is unpredictable, order quantity varies on account of 
availability of material.  
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The supply chain to be analyzed is not a closed loop supply chain, as it uses 
material coming from other companies, and not only relies on supplies coming 
from its customers. However, it wants to benefit from reverse flows, to be 
ecological, to be economic, it generally purchases production scrap and by 
products, used goods and reusable packaging material. 

2.2   Data and the Identified Constrains   

Data and constraints are grouped respectively to the area they concern. 
 

Aluminum works characteristics 
Number of aluminum works = 1-3 
Aluminum price = 18.000-20.000$ per 1ton 
Delivery cycle (from aluminum works) = 7 days 
Minimum order size (from aluminum works) = 40-60% of demand (randomly 
chosen for each works) 
Recycling companies characteristics 
Number of recycled aluminum providers = 20-25 
Recycled aluminum price = 5.000 – 6.500$ per 1ton 
Recycled aluminum processing costs = 6.500 – 8.000$ per 1ton 
Delivery cycle (from recycling companies – includes processing cycle) = 3-14 
days 
Minimum order size (from recycling companies) = 100kg 
Supplies = minimum 0.5% of weeks demand, maximum 10%-20% (number 
chosen randomly) of weeks demand 
Christmas decoration manufacturer characteristics 
Demand = 4-6 tons 
Demand per week = 12.5% of total demand in weeks 1, 2, 3 and 4, and 25% of 
total demand in weeks 5 and 6 
Transaction cost = 5-10% of price (randomly set at the beginning of the week) 
Storing cost = 20% of price 

The number of aluminum works and aluminum recycling companies is set after 
local market analysis. The prices are set as an average, basing on data from 
aluminum stock, collected between  01-09 January 2009. The cost of processing is 
set basing on opinions from recycling experts. The demand, delivery cycles, 
minimum order sizes are data from company’s annual reports (historical data) 
Quality dependent on price (the lower price, the higher processing cost and waste 
amount). At the beginning of the week the price, recycling companies supplies 
amount and delivery cost is known. 

3   Model  

The relations between analyzed company (Christmas decoration manufacturer) 
and its environment, comprising of its suppliers, are presented in the model below 
(Fig.1). The company introduces mix procurement approach combining both raw 
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materials (from aluminum works) and recycled material (from recycling 
companies). Companies collect waste aluminum and process it, processed material 
is sold to the decorations manufacturer. The amounts supplied by the aluminum 
works are greater than those supplied by the recycling companies. Quality of 
waste material influences processing parameters (cost and efficiency), processed 
aluminum is the same quality as this bought from the works. 

Company’s supplies can be described as follows: 

 

2

1
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5i j
PMjRMi

SRCSAWS

 

(1) 

Where: 
i – number of aluminum works 
j – number of recycling companies 
AW – aluminum works 
SRM – supplies of raw material 
RC – recycling company 
SPM – supplies of processed material 

 
The goal of the company and the simulation to be run is to maximize supplies of 
processed material: 

 max 
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(2) 

Maximizing supplies of processed material is both economical and ecological, but 
one has to deal with uncertainty of delivery cycle and quantities of material 
available. The simulation is to present relations between the number of aluminum 
works, recycling companies and amounts of waste and processed aluminum 
available.  
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Fig. 1 The company and its suppliers 
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4   Simulation 

NetLogo is a programmable modeling environment for simulating natural and 
social phenomena. NetLogo was authored by Uri Wilensky in 1999 and is under 
continuous development at the Center for Connected Learning at Northwestern 
University. It is the next generation of the series of multi-agent modeling 
languages that started with StarLogo. The environment allows to give instructions 
to a lot of independent agents which can interact with each other and perform 
multiple tasks [see 11,12].  

The results obtained with the simulation include the number of recycled 
aluminum providers, the number of aluminum works, average cost of material and 
when, in manufacturing cycle, demand was met.  

The results to be analyzed obtained with the simulation are presented in the  
Table 1 and in the Figure 2. The results include the number of recycled aluminum 
providers and minimum and maximum average cost of material that can be achieved 
in the simulated market environment (factors influencing the price/ cost are the 
number of recycled aluminum providers and the number of aluminum works). 

Table 1 The relation between the number of resources providers and the cost 

number of recycled 
aluminum providers min av cost max av cost 

1 17,24 19,67
2 16,51 19,51
3 15,85 19,37
4 15,02 19
5 14,26 18,04
6 13,94 17,68
7 13,87 17,41
8 11,86 16,79
9 11,87 16,87

10 11,88 16,22
11 12,05 15,5

The results can also be presented as in the Figure 2. 

 
Fig. 2 The relation between the number of resources providers and the cost 
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Analysis of the results clearly shows that the best procurement strategy for the 
manufacturer is to cooperate with eight recycled aluminum providers and to quit 
the cooperation with aluminum works. Competitive position of aluminum works is 
very high, especially comparing to market position and demand of the company 
analyzed. It makes negotiation and contract conditions customization difficult, and 
as a result increases material cost. On the other hand recycled aluminum providers 
are companies of a size and position similar to their purchaser, and being smaller 
they are more flexible and responsive. In the environment simulated eight recycled 
aluminum providers is enough to satisfy company’s demand in acceptable time, 
provides safety necessary when dealing with reverse flows, which are 
unpredictable and unstable (the number of goods returned to recycling companies 
depends only on people using them, and their decisions cannot be easily 
forecasted, as well as quality of material returned). Number of recycled aluminum 
providers greater than eight seems inefficient, as minimum and maximum average 
cost increases. Dealing with too many suppliers may be risky as it weakens the 
relations, partnership in the supply chain. 

5   Conclusions  

The research presented was supposed to show importance of suppliers selection 
and financial consequences of decisions concerning suppliers. The case study 
presented is quite simple as it focuses on one resource only – nevertheless it is a 
raw material crucial for production. Aluminum is an example of rare and 
expensive resource and its reverse flows are well organized on the market 
analyzed (comparing to other resources that can be recycled). Manufacturing 
process employed is simple and its analysis in terms of time, cost and quality is 
possible. Even though simple, the case present shows that the number of supplier 
influences the cost and consequently, the price of ready to sell products. The 
simulation also proves that ecological sometimes also means economic, as reusing 
material returned showed to be cheaper than using raw material, even though 
some additional costs connected with processing and recycling were necessary. In 
the case analyzed suppliers – and resources – influence cost, as it was discussed 
above, as well as quality and time-to-market. Cost, quality and time-to-market 
depend greatly on resources provided as they determine the manufacturing process 
– its stages, resources to be used: technology, machines, materials, manpower, 
time etc. For the company analyzed in the research quality is the least important, 
as Christmas decorations generally (with some exceptions) are cheap, popular 
products, used once in a year, they are not exposed to difficult conditions, they do 
not need to be durable. The most important for the value of the final product 
analyzed is time-to-market, as it is seasonal, and after high season is looses most 
of its value. Time-to-market is influenced with material to be used as it determines 
delivery and processing cycles, so the decisions concerning resources and their 
supplier influence this aspect and value of a product as well. The further research 
should examine the optimization of multi- resource materials requirements for 
particular production purpose.   
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e-Wedding Based on Multi-agent System 

Kobkul Kularbphettong, Gareth Clayton, and Phayung Meesad 

Abstract. Multi-agent system is continuously utilized in e-Business that want to 
improve responsiveness and efficiency of systems. In this paper, we propose 
multi-agent-system and various techniques that are Web service, ontology, and 
data mining techniques. The multi agent system, which constitutes the backbone 
of the framework, connects these pieces together and makes them perform 
properly. JADE is the MAS platform implemented this project. JADE is quite easy 
to learn and use. Moreover, it supports many agent approaches such as agent 
communication, protocol, behavior and ontology. This framework has been 
experimented and evaluated in the realization of a simple, but realistic, prototype 
of an e-Wedding system. The results, though still preliminary, are quite 
encouraging. 

Keywords: multi-agent system, Web services, ontology, data mining techniques, 
JADE, e-Wedding. 

1   Introduction 

Nowadays, the explosion of Internet and the grown-up of e-Commerce have 
rapidly changed the traditional business operation. Electronic Commerce, 
commonly known as e-commerce or eCommerce is the development and 
deployment technology of the commercial transactions electronically so as to meet 
the ever-growing demands of the modern life. Based on web-based business, the 
wedding business is one of the important businesses that it be huge and still 
rapidly expanding. Booming of wedding business has also propelled the enhance 
of hotels, wedding studios, car hiring companies, flower shops, music, travel 
agencies, and even media businesses. Due to overwhelming information widely 
spread on internet and real world environments, it is very time consuming for 
couple to search appropriate information. Moreover, almost successful e-
Commerce systems are still handled by humans to make the important decisions. 
Therefore, with vastly developed advance mechanisms, in this paper we propose 
the framework of e-Wedding business applied various approaches like multi-
agent, web services, ontology, and data mining techniques.  

The remainder of this paper is organized as follows. Section 2 discusses about 
related literatures and research works. Section 3 presents the methodologies used 
in this work. Section 4 implements the purposed model with a multi-agent 
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framework. This prototype demonstrates the whole idea of adapt multi-agent in e-
Wedding. Finally, we conclude the paper with future research issues in section 5. 

2   Related Works 

A literature search shows that most of the related researches have been deployed 
multi-agent to develop e-Commerce in various techniques by following this:  

According to [1], they showed a prototype of the system using the JADE 
platform in the context of travel industry. Furthermore, other research works show 
that agent technologies are deployed as a significant tool for developing e-
Commerce applications [2]-[7]. Hence, multi-agent technology, a promising 
approach, trends to handle internet transaction for customers.  

Moreover, other researchers propose an agent-based framework representing in 
various ways.[8]-[11],[14] For instance, A.Negri, A. Poggi, M. Tomaiuolo, P. 
Turci [12] integrated the agent technology with other key emerging technologies 
like semantic Web, Web service, rule engine and workflow technologies and 
KODAMA [13] is another system based on a multi-agent system and leveraged 
the Semantic Web services.  

From previous literature works, it appears that there are many research studies 
exploiting various techniques blended with multi-agent technology. Therefore, in 
order to success on e-Commerce, agent should have abilities to perform as a 
behalf of user to handle with business tasks such as planning, reasoning and 
learning. Data mining techniques is the important way to make a reason for agent 
under uncertainty and with incomplete information situations. 

3   The Methodologies 

3.1   Multi-agent Systems 

Agent is the software program that enables to autonomous action in some 
environment so as to meet its design objectives. According to N. R. Jennings and 
M. Wooldridge [15], the essential characters of each agent are following: reactive, 
pro-active, autonomous, object-oriented and social ability. Each agent can play as 
a behalf of the user and execute the particular task. However, in open and dynamic 
environment like internet, a multi-agent system is one of the important means to 
help reduce cost, increase efficiency, reduce errors and achieve optimal deal.  

There are two issues related to the design of MAS: Agent Communication 
Language and agent development platform. The former concerns with the message 
interchange between different agent such as KQML, and FIPA ACL. The latter is 
related with the platform development to provide an effective framework, such as 
IBM Aglets, ObjectSpace Voyager and etc, for the dispatching, communications, 
and management of multiple agents in the open and dynamic environment. For 
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this proposed project, JADE (Java Agent Development Framework) will be 
deployed as the prototype development tool.  

JADE (Java Agent Development Framework) is a software environment fully 
implemented in JAVA language aiming at the development of multi-agent systems 
that comply with FIPA specifications [20]. The goal of JADE is to simplify 
development while ensuring standard compliance through a comprehensive set of 
system services and agents. Each running instance of the JADE runtime 
environment is called a container as it can contain several agents. The set of active 
containers is called a platform. A single special container must always be active in 
a platform and all other containers register with it as soon as they start. 

3.2   Web Services 

The W3C Web Services Architecture Working Group defines a Web service as: 
“A software application identified by an URI, whose interfaces and bindings are capable 

of being defined, described and discovered as XML artifacts. A Web service supports direct 
interactions with other software agents using XML-based messages exchanged via Internet-
based protocols.”[17]. 

 

Fig. 1 The Web Service Architecture [18] 

As Figure 1 represents the Web Service Architecture is included 3 components: 
Discovery agencies, service requesters and service providers. The Web service 
technology, allows uniform access via Web standards to software components 
residing on various platforms and written in different programming languages. As 
a result, software components providing a variety of functionalities (ranging from 
currency conversion to flight booking) are now accessible via the Web. Indeed, 
Web service technology has introduced a new abstraction layer over and a 
radically new architecture for software. From a business perspective, Web services 
often correspond to business services and thus the compositionality paradigm that 
underlies the Web service technology allows composing existing business services 
into new and more complex services. 
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3.3   Ontology 

Ontology is an important composition in the communication language. Ontology is an 
agreement about a shared conceptualization, which includes frameworks for modeling 
domain knowledge and agreements about the representation of particular domain 
theories, often captured in some form of a semantic web formally. Its aim is 
representing the shareable conceptual model in formalized specification [8].  

There are two kinds of ontology in the communication model, kqml-ontology and 
negotiation-ontology. Kqml ontology has been defined formally. We can find the OWL 
version from The DARPA Agent Markup Language web. Negotiation ontology is based 
on the idea that there are some general concepts that are present in any negotiation, and 
builds on finding commonalities across different negotiation protocols [9]. 

3.4   Data Mining Techniques 

Data mining has matured as a field of basic and applied research in computer 
science in general and e-Commerce in particular [19]. The success of DM is  

 

 

Fig. 2 The Data Mining process [21] 

 

Fig. 3 The flowchart of data mining in the e-Wedding system 
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driven to a very large extent by the following factors: availability of data with rich 
descriptions, availability of a large volume of data, reliability of the data available, 
ease of quantification of the return on investment (ROI) in DM and ease of 
interfacing with legacy systems [20]. In Figure 2 explained the data mining 
process, from this project, we used Collaborative filtering, Collaborative filtering 
with modified BIRCH clustering, Collaborative filtering with KNN imputation 
and modified BIRCH clustering techniques as showed in figure 3. 

4   The Proposed Architecture of e-Wedding 

Today the wedding business is increasingly becoming growth. With its boom, it is 
effect to other business like Hotel, wedding studio, car hiring companies, flower 
shops, music, travel agencies, and even media businesses. Due to the explosion of 
internet, couples use the wedding portal sites as a medium to search needed 
information. However, it takes time consuming because of the flood with 
information available on internet. Couples must take time to looking for wedding 
packages and related services, depended on information of wedding business 
agencies. Further, couples make their decision based on comparing various 
wedding packages. The wedding package is composed of hotel wedding package, 
wedding studio package, music, floral decoration, card & gift agencies and etc. 

The proposed e-Wedding framework is a multi-agent system designed to 
couple with optimum wedding packages for the couples relying on their 
preferences and our system is divided to be two parts. First, it concerns about a 
recommendation system to couples to find appropriated wedding packages and the 
final takes responsibility to bargain with wedding business agencies in order to get 
the optimal solution. From figure 1 representing the purposed architecture of the 
e-Wedding system, this framework concerns about four main aspects: multi-agent 
system, Web services, ontology and data mining techniques.  

In the multi-agent system, each agent is autonomous to be able to make decisions 
and act proactively. Agents can communicate, exchange knowledge, collaborate or 
negotiate with each other, to efficiently achieve the common goal. They receive and 
process users' requirements, make use of user’s preference, perform as a mediator of 
services business. They select and contact with appropriate wedding business agencies 
like hotels, wedding studio, and so on through Web services and give couples the 
optimal result. Web services define, provide related services, and interact with 
negotiator agents and ontology is the meaningful data which can be directly accessed 
by agents or people through Web. 

Each agent is identified to response a specific task. An interface agent is 
designed for assistant couples and acts as a behalf of couple when using e-
Wedding. A couple fills their preference with an interface agent and passes though 
a preparation agent. Moreover, the interface agent observes a couple, adapts 
preference based on couple’s requirement, and returns the result to a couple.  A 
preparation agent responds to calculate couples’ budget, searches appropriated 
wedding business and passes though a manager agent. A manager agent is 
response for communication with a negotiator agent to send user information, to 
receive wedding packages, to look for and estimate suitable wedding packages 
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based on user’s profile and preference. Furthermore, it takes responsibility for 
contact with interface agents to purpose wedding packages suitable with their user. 
A negotiation agent carries out user’s information and connects to web services so 
as to get information about wedding packages. Moreover it persuades its offer to 
wedding suppliers, evaluates value by compare information with each other and 
sends to a manager agent in order to evaluate the optimal solution and return the 
solution to an interface agent. And data mining agents in this system are separated 
to be three parts: First, a preprocessing Agent, It prepares data for mining to 
perform the necessary data cleansing, transforming, and preparing data depended 
on specific data mining techniques. Second, mining agents implement specific 
data mining algorithms.  In this paper as Figure 2, we used Collaborative filtering, 
Collaborative filtering with modified BIRCH clustering, Collaborative filtering 
with KNN imputation and modified BIRCH clustering techniques in part of 
recommendation to search appropriated packaged for couples. Final, auction agent 
gets the results from mining agents, evaluates the optimum solution and pass to 
knowledge of system. 

 

Fig. 4 The purposed architecture of the e-Wedding system 

5   Implementation 

Our research purpose is to develop a new framework and mechanisms of  
e-Wedding based on a multi-agent system. In order to demonstrate the 
effectiveness of our framework and mechanisms, we develop and test a prototype 
of the e-Wedding. 

In the part of user, user can get to our web page, register to be a member and 
fill in he/she preferences that are included engagement date, engagement place, 
wedding date, wedding place, expected guest in engagement day and expected 
guest in wedding day and their estimated budget. After users key in their 
preference, agents will prepare data, calculate their preferences, connect with Web 
Service to find suppliers that propose their product to company, contact with  
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Fig. 5 The prototype of e-Wedding system 

 

 

Fig. 6 The operation of JADE 

 
supplier agent to find available products, find optimized packages that suitable 
with user preferences, purpose optimized packages to customers, and etc. In the 
part of find optimized packages, we used mean square error sense.  

y         =        p1 x m xm  x 1    (1) 

          
y = estimated budget of customer 

 p = real price that we get from our suppliers 
 x = expected profit 
      

      and  0 
        

 , so that 
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      =   (2) 

=  

And Figure 4 showed the result of communication among other agent in  
e-Wedding System by using JADE. 

6   Conclusion and Future Works 

In this paper we presented our preliminary ideas of building e-Wedding system 
based on a multi agent system and various techniques. Our system consists of four 
main aspects: multi-agent system, Web service, ontology and data mining 
techniques. In the part of MAS, we have implemented this prototype by using 
JADE platform. JADE is quite easy to learn and use. Moreover, it supports many 
agent approaches such as agent communication, protocol, behavior and ontology. 
As for the future work, we need to explore more reasonable technologies and 
methods to enhance e-Wedding system and also need to evaluate our system from 
the users’ point of view. 
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Distributed Computing Using RESTful Semantic Web
Services

Antonio Garrote Hernández and Marı́a N. Moreno Garcı́a

Abstract. In this article RESTful semantic web services, a lightweight alternative
for the description of semantic web services, are introduced. The conceptual model
for this kind of semantic services is reviewed, showing the relationships between se-
mantic meta-data and formalisms like triple space computing and REST constructs.
An extension to the polyadic Pi-Calculus to model composition and coordination of
semantic services is proposed The resulting computational model can serve as the
basis for the description of agent systems implemented using standard semantic and
web technologies. Finally, a sample implementation of a web application built using
a composition of RESTful semantic web services is also proposed.

1 Introduction

Web services ultimate goal has always been turning the World Wide Web into a truly
distributed computing platform. Advances in web services and service-oriented ar-
chitectures have provided a set of technologies and standards that can serve as the
underlying infrastructure enabling distributed applications in the web. However,
these technologies face important difficulties in areas such as the discovering and
composition of web services. Another recent evolution of the web, the so called
semantic web, has the potential to address these issues.

Semantic web technologies allow the automatic processing of web data. They
have evolved in parallel with the spreading of web services architectures. Both tech-
nologies can be considered complementary [4]. Research on the convergence be-
tween web services and semantic web has produced as a result a number of standard
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proposals for the specification of semantic web services. W3C’s standard proposals:
Web Services Modeling Ontology (WSMO) [10], OWL-S [11], the Semantic Web
Services Framework (SWSF) [2] or WSDL-S [1] are some of the most prominent.

On the other hand, web services standards like WSDL, SOAP, known collectively
as WS-* web services, have received harsh criticism among practitioners due to the
perceived unnecessary complexity of these standards. This criticism has crystallized
into the proposal for Representational State Transfer (REST) [5] service-oriented
architecture. REST proposes following HTTP design guidelines in order to achieve
simple and scalable web services.

Semantic web services describe ontologies and process models that have been
traditionally transformed into WS-* services and messages for execution. Recent re-
search has been made in some proposals, like WSMO, to provide alternative ground-
ing mechanism [9] compatible with REST architectures and triple spaces[4].

In this article, practical application of this kind of simple semantic web services,
based in the concepts of triple space computing and RESTful architectures is re-
viewed and a proposal for extending RESTful concepts in a model for semantic
web services is discussed.

2 Service Model

The service model for RESTful semantic web services must be described at different
levels as shown in the figure 3:

• Concepts and instances of concepts in an ontology are described according to
the RDF model specification [7]. Semantic meta-data are stated as collections of
interlinked RDF triples in a RDF graph.

• The RDF graph is partitioned into disjoint subgraphs describing resources ac-
cording to the same subject criterium. Each set of triples in the graph sharing the
same subject are considered to be describing the same resource.

• Triples for each resource can be manipulated by a process at run time as triple
spaces, using classical triple space operations[6]: read, in, out. Additionally
the subscribe operation is defined.

• Each resource’s triple space can be identified by the URI in the subject of the
triples stored in that triple space. A RESTful semantic service can be described
as a process receiving HTTP requests through the URI of an associated triple
space and manipulating the triple space with triple space operations, according
to the semantics of HTTP methods.

• RESTful semantic web services and clients can be described in an uniform way
as processes with attached triple spaces exchanging HTTP messages through
channels named after URIs. As a result of these messages, triples are transferred
between services’ triple spaces and clients’ triple spaces. Clients can obtain ac-
cess to new services through the URIs of the triples retrieved. Communication
between clients and semantic RESTful services is modeled using an extension to
the Pi-Calculus for Mobile Processes [13].
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Fig. 1 Different conceptual levels used in the description of the RESTful semantic services
model

Each level of the service model is concerned with a certain aspect of distributed
computing. The RDF graph allows a powerful mechanism for the description of data
involved in a distributed computation. The use of resources and triple spaces offers
a finite set of simple yet powerful operations to manipulate the semantic data stored
in the RDF graph. Additionally, using blocking operations like in or subscribe
serve as implicit coordination and notification primitives for processes manipulating
resources. Finally, a formal model like the proposed extension for the Pi-calculus
[15] addresses the problems of the composition and coordination of RESTful se-
mantic services and client processes.

3 A Process Calculus for RESTful Semantic Services

Interaction between RESTful semantic services and clients is defined in the service
model as an extension to the polyadic Pi-Calculus [12]. The main constructs of
the Pi-Calculus are present: processes, channels and messages. Those components
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represent concepts of the service model: clients and services processes, URIs and
HTTP requests and responses.

In the original Pi-Calculus names were exchanged between processes through
other names being used as channels. In our version triples containing URIs are ex-
change through channels named after URIs. The URIs retrieved from triples can be
used to send messages to new processes. Besides triples, triple patterns can also be
exchanged. An operation for matching patterns against triples is defined.

The main extension to the calculus is the introduction of the concept of triple
space as shown in the following syntax specification:

P,Q,A,B ::= REST services / agents

| w(u) < v > Writing of value v in the u triple space

| r(u) < p > Non blocking reading of values matching pattern

p in the u triple space

| br(u) < p > Blocking reading of values matching pattern

p in the u triple space

| d(u) < v > Deleting of value v in the u triple space

p,q ::= Triple patterns

u1,u2..un ::= Triplet space handlers

m ::= HTTP messages

[GET, p,c] HTTP GET request with pattern p

and response channel c

| [POST, p,c] HTTP POST request with pattern p

and response channel c

| [PUT,v,c] HTTP PUT request with triplets of value

T and response channel c

| [DELET E,(),c] HTTP DELETE request and response channel c

Each process in the calculus is not only defined by a calculus’ expression but also
for a set of triple spaces associated to the process. Operations for reading, writing
and deleting triples from the associated triple spaces are defined as shown in the
following collection of labeled transitions:

• T OUT1 : c, p when p has multiple matches in u, c[ ,r(u) < p >]
r(u)<p>−→ c[ ,(v)]

• T OUT2 : c, p when p has no match in u, c[ ,r(u) < p >]
r(u)<p>−→ c[ ,()]

• T IN : v a set of triples, T S < P >� w < v >
τ−→ |P| ∪ {v} � 0

• T DEL : v a set of triples T S < P >� d < v >
τ−→ |P| − {v} � 0
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4 Implementation of RESTful Semantic Web Services

As a test for the service model previously introduced, Semantic Bespin, an
implementation of a web application consuming a composition of REST-
ful semantic web services has been built (source code and libraries can be
found at http://github.com/antoniogarrote/semantic_rest) The
Javascript interpreter running in Mozilla’s Firefox web browser was chosen as the
run time for the execution of the client part of the application. The web framework
Ruby on Rails was chosen for building the RESTful semantic services that had to
be consumed from the client. This was meant to be a very constrained environment
where the viability of an implementation of the service model could be tested, but
also a representative example of nowadays mainstream web development platforms.

Fig. 2 Notifications are retrieved within Semantic Bespin consuming the Twitter RESTful
semantic web service

Before building the actual implementation of the application, a concrete specifi-
cation of the service model had to be chosen. This specification describes the ab-
stract components of the web services model with an actual syntax for the messages
client and service must exchange in order to consume the semantic meta data. It also
defines how semantic meta-data must be transformed into a valid representation for
the transport layer between client and server, as well as the operations for lifting and
lowering [9] data between both representations.

The proposals MicroWSMO and hRESTS [8] were chosen. These standards
make use of a subset of the WSMO ontology to describe REST architecture

http://github.com/ antoniogarrote/semantic_rest
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components. hRESTS was expanded adding new constructs to the hRESTS service
description ontology:

• parameters are used to send additional information in a HTTP message that
could modify the processing of that message by the client or server processing the
message. These parameters are optional and can be safely ignored by a process
not supporting the annotation.

• a set of these annotations were designed to add information regarding the pro-
cessing of HTTP messages in a Javascript application.

• Javascript was used as an alternative to other mechanisms like XSLT as a mech-
anism for lifting semantic information from the transport syntax to a higher level
encoding.

The application built consists of a code editor running in the web browser that inte-
grates source version control and notifications between users.

These modifications were due to the fact that our client process was a Javascript
application running inside the browser. We were forced to use techniques like JSONP
to overcome limitations like the same domain policy imposed to HTTP requests for
Javascript code being executed inside the browser. The use of JSON [3] as the basic
exchange format was also required.

The extensions of hRESTS with parameters were designed to allow the speci-
fication of this kind of specific behaviour without breaking compatibility with the
standard as shown in the following RDFS statements:

@prefix hr: <http://www.wsmo.org/ns/hrests#>.
@prefix hrjs: <http://semantic_rest.org/ns/hrests_js#>.
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>.
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>.
@prefix wsl: <http://www.wsmo.org/ns/wsmo-lite#>.
@prefix xsd: <http://www.w3.org/2001/XMLSchema#>.

hr:InputParameter a rdfs:Class.
hr:hasInputParameter a rdf:Property;
rdfs:domain wsl:Message;
rdfs:range hr:InputParameter.

hr:parameterName a rdf:Property;
rdfs:domain hr:InputParameter;
rdfs:range xsd:String.

hrjs:JSONPCallback a hr:InputParameter.

The actual extensions defined for Javascript included the specification of a callback
argument for JSONP. and the specification of HTTP methods not supported in web
browsers like DELETE or PUT:

@prefix hr: <http://www.wsmo.org/ns/hrests#>.
@prefix hrjs: <http://semantic_rest.org/ns/hrests_js#>.
hrjs:JSONPCallback a hr:InputParameter.
hrjs:overloadedMethod a hr:InputParameter.
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Fig. 3 Location of the services used in the application

Several services and applications were composed using RESTful semantic web
services to build the application: Bespin Project from the Mozilla Foundation
(https://bespin.mozilla.com/) as the Javascript client consuming the
services, Gitorious (http://gitorious.org/) for building the services man-
aging the source control repository and Twitter (http://twitter.com/) serv-
ing as the communication bus between users.

Some of these services were built from scratch, as the backend application for
the Bespin Javascript client providing user and project resources. Others were built
modifying the code of existent web applications to export part of the functionality
as RESTful semantic resources as it was the case of Gitorious or Bespin. Finally
Twitter service could only be wrapped with a description of the HTTP interface
using hRESTS. Since Twitter API follows REST principles, the Javascript client
was able to consume the service using only the description of the service provided.

5 Conclusions

In this article a semantic web services model inspired in the design principles of
RESTful web architectures and triple space computing has been introduced. The
main aim of this model is to enable the description of semantic web services archi-
tectures retaining the simplicity and power of REST architectures.

The proposed model builds on top of projects like the TripCom project [14],
where triple space computing model is integrated within the WSMO framework

https://bespin.mozilla.com/
http://gitorious.org/
http://twitter.com/
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for semantic web services. Our proposal extends the triple space computing model
using a subset of WSMO, compatible with RESTful architectural principles.

Complex computation involving several RESTful semantic services and clients
can be expressed using an extension of the Pi-Calculus with concepts from triple
space computing and REST constructs. This theoretical model serves as the under-
lying formal basis for the systems built with our framework proposal.

Finally, the validity of this approach has been tested with the development of a
sample web application, consisting of the aggregation of several RESTful semantic
web services, as well as software libraries for Javascript and Ruby implementing
the proposed model.
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Enhancing the Services Integration Mechanism in the 
HoCa Multi-agent Architecture  

J.A. Fraile, Jesús A. Román, and Belén Pérez-Lancho* 

Abstract. This work presents improvements in the communication protocol and 
service coordination mechanism of the HoCa architecture, a multi-agent based 
architecture designed to facilitate the development of pervasive systems that 
proposes a new model where multi-agent systems and service oriented 
architectures are integrated to facilitate compatible services. A coordinator agent 
proposes a new planning model, where the complex processes are modeled as 
external services. The agent acts as coordinators of Web services that implement 
the four stages of the case-based planning cycle. One of the main aims of the 
pervasive systems is to be able to adapt themselves in execution time to the 
changes in the number of resources available, the mobility of the users, variability 
in the needs of the users and failures of the system. Multiagent systems are 
suitable to resolve these issues due to their capabilities such as autonomy, 
reactivity, pro-activity, mobility, etc. 

Keywords: Multi-Agent Systems, Services Oriented Architectures, Distributed 
Computing. 

1   Introduction 

The importance acquired by the dependency people sector has dramatically 
increased the need for new home care solutions [7]. Besides, the commitments that 
have been acquired to meet the needs of this sector, suggest that it is necessary to 
modernize the current systems. Multiagent systems [11], and intelligent devices-
based architectures have been recently explored as supervisor systems for health 
care scenarios [1] [17] for elderly people and for Alzheimer patients [7]. These 
systems allow providing constant care in the daily life of dependent patients [4], 
predicting potentially dangerous situations and facilitating a cognitive and 
physical support for the dependent patient [2]. Taken into account these solutions, 
it is possible to think that multi-agent systems facilitate the design and 
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development of pervasive environments [9] and improve the services currently 
available, incorporating new functionalities. Multi-agent systems add a high level 
of abstraction regarding to the traditional distributed computing solutions.  

While the challenge of bringing smart environments to multi-agent scales is 
somewhat overwhelming, multi-agent settings also raise a number of opportunities for 
unique research [8]. The HoCa multi-Agent architecture [12] uses a series of 
components to offer a solution that includes all levels of service for various systems. It 
accomplishes this by incorporating intelligent agents, identification and localization 
technology, wireless networks and mobile devices. Additionally, it provides access 
mechanisms to multi-agent system services, through mobile devices, such as mobiles 
phones or PDA. The architecture integrates two types of agents, each of which 
behaves differently for specific tasks. The first group of agents is made up of 
deliberative BDI agents, which are in charge of the management and coordination of 
all system applications and services. The second group of agents is made up of reactive 
agents responsible for handling information and offer services in real time. The 
communications between agents within the platforms follows the FIPA ACL (Agent 
Communication Language) standard. The protocol for communication between agents 
and services is based on the SOAP standard. 

The main objective of this paper is to improve the HoCa hybrid Multi-Agent 
architecture [12], for the control and supervision of pervasive environments [10]. 
The improvements focus on the communication protocol and the coordination 
mechanism for the services. In this way, the architecture provides innovative 
mechanisms to integrate multi-agent systems with service oriented architectures 
and intelligent interfaces to obtain context-aware information. The architecture 
incorporates technologies for automatic identification, location, alarms 
management and movement tracking. These technologies facilitate the monitoring 
and management of dependent patients at their home in a ubiquitous way. One of 
the main contributions of this paper is the use of coordinator deliberative BDI 
agents [7], specialized in the distribution of complex tasks.  

The next section reviews the problem that motivates the majority of this 
research. Section three describes the communication protocol proposed for the 
HoCa architecture [12]. Section four presents new mechanism for the coordinator 
agent. Finally the conclusions and some preliminary results are presented. 

2   Problem Description and Background 

Context-aware systems provide mechanisms for developing applications that 
understand their context and are capable of adapting to possible changes. A 
context-aware application uses the context of its surroundings to modify its 
performance and better satisfy the needs of the user within that environment. The 
information is usually obtained by sensors. The current trend for displaying 
information to the system users, given the large number of small and portable 
devices, is the distribution of resources through a heterogeneous system of 
information networks. Web applications and services have been shown to be quite 
efficient [18] in processing information within this type of distributed system. 
Web applications are run in distributed environments and each part that makes up 
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the program can be located in a different machine. Some of the web technologies 
that have had an important role over the last few years are multiagent systems and 
SOA (Service Oriented Architecture) architectures, which focus on the 
distribution of system service functionalities. This model provides a flexible 
distribution of resources and facilitates the inclusion of new functionalities within 
changing environments. In this respect, the multiagent systems have also already 
demonstrated their aptitude in dynamic changing environments [4] [10]. The 
advanced state of development for multiagent systems is making it necessary to 
develop new solutions for context-aware systems. It involves advanced systems 
that can be implemented within different contexts to improve the quality of life of 
its users. There have been recent studies on the use of multiagent systems [4] as 
monitoring systems in the medical care [2] patients who are sick or suffer from 
Alzheimer’s [10]. These systems provide continual support in the daily lives of 
these individuals [11], predict potentially dangerous situations, and manage 
physical and cognitive support to the dependent person [4]. 

A multiagent system consists of intelligent entities that are called agents. An agent 
is a physical or abstract entity that can collect information through sensors, is able to 
assess such perceptions and make decisions through mechanisms of simple or complex 
reasoning, communicate with other agents to obtain information and act on the 
environment in that it operates through executing [18]. Multiagent systems can easily 
adapt their behavior to the changing context. These systems can use the latest 
technology in computer whenever necessary and to minimize network traffic, 
especially in wireless networks. A Multiagent system provides users with various 
wireless services that enhance the capabilities of mobile devices connected. These 
systems adapt in a transparent way the user interface to a specific platform, monitoring 
the movements of the user and communicate this information to agents on the 
platform. There are also a number of agents who are in charge of streamlining 
operations at the network and interact with other agents. 

Multiagent systems are easily adaptable to pervasive environments [18]. The 
main function of a pervasive multiagent pervasive is to provide a framework for 
implementation of the agents who are part of it. Pervasive multiagent system 
consists of at least one channel of communication and a set of services that 
facilitate the interconnection between the agents that comprise it [17]. These 
services provided by the system are invisible to the user. This paper presents a 
communication protocol to integrate Web Services with multiagent systems and 
an intelligent agent for coordinating services in the HoCa architecture [12]. 

3   Communication Protocol to Integrate Web Services and 
Multiagent Systems 

Communication protocol allows applications, services and sensors to be connected 
directly to the platform agents. The protocol presented in this work is open and 
independent of programming languages. It is based on the SOAP (Simple Object 
Access Protocol) standard and allows messages to be exchanged between 
applications and services as shown in Figure 1. 
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SOAP
SOAP

 
Fig. 1 Communication using SOAP messages in HoCa 

SOAP is a standard protocol that defines how two objects in different processes 
can communicate through XML data exchange. For example, here are displayed 
as a HoCa user since the supervisor application, which can run on a PDA asks the 
agent CoAp (see Figure 4) the patient location in his home. The application 
requests the patient location with a SOAP message (see Alg. 1) and the CoAp 
agent when has the patient location gets to communicate with the application back 
in another SOAP message (see Alg. 2) the information requested. 

 

<soap:Envelope 
xmlns:soap="http://schemas.xmlsoap.org/soap/envelope/"> 

   <soap:Body> 
     <getHCPatientLoc xmlns="http://hoca.example.com/lc"> 
       <patientId>6267581</patientId> 
     </ getHCPatientLoc> 
   </soap:Body> 
</soap:Envelope> 

Alg. 1 Request for patient location 

In the algorithm 1 is seen as the application asks for the patient location 
through his identifier in the system. Both in the algorithm 1 as in the algorithm 2 
are seen as the SOAP message structure consists of a header or envelope and 
content or message body. 

 
<soap:Envelope 

xmlns:soap="http://schemas.xmlsoap.org/soap/envelope/"> 
   <soap:Body> 
     <getHCPatientLocDetailsResponse 

xmlns="http://hoca.example.com/lc"> 
       <getHCPatientLocDetailsResult> 
         <patientName>Juan Nieto</patientName> 
         <patientId>6267581</patientId> 
         <description>Juan is in the dining room near the 

TV</description> 
         <location>835,264,176</location> 
         <inHome>true</inHome> 
       </getHCPatientLocDetailsResult> 
     </getHCPatientLocDetailsResponse> 
   </soap:Body> 
 </soap:Envelope> 

Alg. 2 Reply with the patient location 
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The algorithm 2 shows as the agent CoAp responds with more patient data such 
as name, house area description where he is and the patient location. 

However, interaction with environmental sensors requires Real-time Transport 
Protocol (RTP)[ 14] which provides transport functions that are adapted for 
applications that need to transmit real-time data such as audio, video or simulation 
data, over multicast or uncast network services. The RTCP protocol is added to 
RTP, allowing a scalable form of data supervision. Both RTP and RTCP are 
designed to work independently from the transport and lower network services. 
They are in charge of transporting data with real-time characteristics, and of 
supervising the quality of service, managing the information for all the entities 
taking part in the current session.  

The communications between agents within the platforms follows the FIPA 
ACL (Agent Communication Language) standard. This way, the applications can 
use the platform to communicate directly with the agents. The agent’s messages 
structure are key-value row. These rows are written in an agent’s communications 
language as FIPA ACL. The messages include the names of the sender and the 
receiver and may contain other messages recursively. Moreover defining protocols 
for high-level interaction between the agents, called talks and it is possible to 
define new primitives from a core of primitive by composition.  

4   Agents with Advanced Services Coordination Abilities 

Services represent the activities that the multi-agent architecture offers. Services 
are components of the architecture. The services are invoked on the applications 
through the agent’s platform. They are the bulk of functionalities of the pervasive 
system at processing, delivery and acquire information level. Services are 
designed to be invoked locally or remotely. Services can be organized as local 
services, web services, or even as individual stand alone services. Services can 
make use of other services to provide the functionalities that users require. There 
is a flexible and scalable directory of services, so they can be invoked, modified, 
added, or eliminated dynamically and on demand. It is absolutely necessary that 
all services follow the communication protocol to interact with the rest of the 
architecture components.  

The coordinator agent is the core of the system, since provides the ability for 
self-organization. The agents in the organization layer have the capacity to learn 
from the analysis carried out in previous procedures. They adopt the model of 
reasoning CBP, a specialization of case-based reasoning (CBR) [16]. CBP is the 
idea of planning as remembering [13]. In CBP, the solution proposed to solve a 
given problem is a plan, so this solution is generated taking into account the plans 
applied to solve similar problems in the past [16]. The problems and their 
corresponding plans are stored in a plans memory. A plan P is a tuple <S,B,O,L>, 
S is the set of plan actions, O is an ordering relation on S allowing to establish an 
order between the plan actions, B is a set that allows describing the bindings and 
forbidden bindings on the variables appearing in P, L is a set of casual links. 

The CBP-BDI agents stem from the BDI model [5] and establish a 
correspondence between the elements from the BDI model and the CBP systems. 
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The BDI model adjusts to the system requirements since it is able to define a 
series of goals to achieve based on the information that has been registered with 
regards to the world. Fusing the CBP agents together with the BDI model and 
generating CBP-BDI agents makes it possible to formalize the available 
information, the definition of the goals and actions that are available for resolving 
the problem, and the procedure for resolving new problems by adopting the CBP 
reasoning cycle. 

Based on this representation, the CBP-BDI coordinator agents combine the 
initial state of a case, the final state of a case with the goals of the agent, and the 
intentions with the actions that can be carried out in order to create plans that 
make it possible to reach the final state. The actions that need to be carried out are 
services, making a plan an ordered sequence of services. It is necessary to 
facilitate the inclusion of new services and the discovery of new plans based on 
existing plans. Services correspond to the actions that can be carried out and that 
determine the changes in the initial problem data. Each of the services is 
represented as a node in a graph. The presence of an arch that connects to a 
specific node implies the execution of a service associated with the end node. The 
plan described by a graph can be defined by a sequence (i.e.: S7 о S5 о S3 о S1)( e0). 
e0 represents the original state that corresponds to Init, which represents the initial 
problem description e0. Final represents the final state of the problem e*. 

CBP-BDI agents use the information contained in the cases in order to perform 
different types of analyses. As previously explained, an analysis assumes the 
construction of the graph that will determine the sequence of services to be 
performed.  

5   Results and Conclusions 

The architecture presented in this paper was used to develop a prototype in the 
home of a dependent person. It incorporates JavaCard technology to identify and 
control access, with an added value of RFID technology. The integration of these 
technologies makes the system capable of automatically sensing stimuli in the 
environment in execution time. As such, it is possible to customize the system 
performance, adjusting it to the characteristics and needs of the context for any 
given situation.  Different studies related to context-aware systems, such as [15] 
[20], focus exclusively on gathering positional data on the user. Many of these 
signals work with a very wide positioning range, which makes it difficult to 
determine the exact position of the user. In contrast, the system presented in this 
paper determines the exact position of the user with a high level of accuracy. To 
do so, the system uses JavaCard and RFID microchip located on the users and in 
the sensors that detect these microchips in their context.  

The architecture, in addition to locating the users in their context, try to 
improve the communication between patients and medical personnel in a hospital 
center by capturing context attributes such as weather, the state of the patient or 
role of the user. In addition to capturing information from various context 
attributes such as location, temperature and lighting, the architecture provide 
services proactively to the user within a Home Care environment.  
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Although there still remains much work to be done, the system prototype that 
we have developed improves home security for dependent persons by using 
supervision and alert devices. It also provides additional services that react 
automatically in emergency situations. As a result, we have create a context-aware 
system that facilitates the development of intelligent distributed systems and 
renders services to dependent persons in their home by automating certain 
supervision tasks and improving quality of life for these individuals. The use of a 
multi-agent system, web services, RFID technology, JavaCard and mobile devices 
provides a high level of interaction between care-givers and patients. Additionally, 
the correct use of mobile devices facilitates social interactions and knowledge 
transfer. Our future work will focus on obtaining a model to define the context, 
improving the proposed prototype when tested with different types of patients. 

Adopting a multi-agent software architecture for smart environments opens up 
a number of new research directions. One challenge for multi-agent smart 
environment software architectures is to define lightweight, simple, and scalable 
methods for communicating between the agents [8]. HoCa [12] provides an 
integral Ambient Intelligence-based solution for Home Care. The architecture 
facilitates the development of distributed environments using RFID, JavaCard and 
mobile devices, providing a high level of interaction with the users and patients, 
which is an essential factor in building pervasive environments. Moreover, the 
incorporation of CBR-BDI agents facilitates automatic decision making, as well as 
great capacities for learning and adaptation. However, the system needs to be 
tuned and evaluated in different real environments. That is our next challenge.  

Acknowledgements. This work has been supported by the Spanish Ministerio de Ciencia e 
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Integrating Deep-Web Information Sources∗

Iñaki Fernández de Viana, Inma Hernandez, Patricia Jiménez,
Carlos R. Rivero, and Hassan A. Sleiman

Abstract. Deep-web information sources are difficult to integrate into automated
business processes if they only provide a search form. A wrapping agent is a piece
of software that allows a developer to query such information sources without
worrying about the details of interacting with such forms. Our goal is to help soft-
ware engineers construct wrapping agents that interpret queries written in high-level
structured languages. We think that this shall definitely help reduce integration costs
because this shall relieve developers from the burden of transforming their queries
into low-level interactions in an ad-hoc manner. In this paper, we report on our
reference framework, delve into the related work, and highlight current research
challenges. This is intended to help guide future research efforts in this area.

Keywords: Information, web, integration.

1 Introduction

Our work focuses on deep-web information sources that provide advanced search
forms to build search constraints using a number of search fields, e.g., title, author,
or price [23]. Our goal is to provide the technology a developer requires to develop
agents that can integrate these sources into typical business applications. Such inte-
gration is usually addressed by means of wrappers, which are software agents that
provide an API that abstracts developers from the details required to simulate a hu-
man interacting with a search form.

Iñaki Fernández de Viana · Patricia Jiménez
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Note that typical wrapping agents do not relieve developers from the burden of
transforming their queries into a number of actions on the search form. Virtual in-
tegration techniques, a.k.a. metasearch, provide a means to increase the abstraction
level since they allow to create a unified search form that abstracts away from the
details of several related actual forms in a given domain, e.g., flights, hotels, or bib-
liography [6]. These techniques increase the abstraction level, since developers only
need to map their queries onto a unified search form, i.e., they are relieved from the
burden of simulating the interaction with actual search forms.
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Fig. 1 An overall image of our proposal

Our hypothesis is that the effort might be reduced further if wrapping agents
were able to understand higher-level queries written in languages such as SQL or
SPARQL. As a motivating example, consider the bookstore scenario in Figure 1,
in which a user searches for books that contain “love” in the title and cost less than
$30. Answering this query goes through the following: 1) form filling, i.e., the query
is analysed to find out how to fill in the search form appropriately; 2) navigation,
i.e., the search button is pressed and the resulting page is navigated until pages about
books are found; 3) information extraction (IE), i.e., once book pages are retrieved,
the information of interest is extracted and structured according to a given ontology;
4) verification, i.e., to check the retrieved information for errors.

In this paper, we report on a proposal that allows to build wrapping agents with
the above capabilities. Our goal is not to dive into details, but to provide an over-
all picture in which the emphasis is on making it explicit what the related work is
and what the research challenges are. We expect these analysis to guide future ef-
forts regarding building wrapping agents. In Sections 2–5, we delve into the details
concerning each of the previous phases; in Section 6, we present our conclusions.
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2 Form Filling

In this phase, the wrapping agent takes a high-level structured query over a deep-
web information source as input and it has to translate the query into a number of
search forms filled in with the suitable values. The first problem to be addressed is
to use a semantic model of the search form, which is not machine-processable.

Existing approaches model a search form using several semantic levels [11]. One
level deals with the query capabilities of the search form, i.e., what type of queries
are issued to the information source through its search form. The query capabili-
ties of a search form are modelled by parameterised views over the source [26, 27].
Some approaches deal with the automatic extraction of the search form query ca-
pabilities. Shu et al. [31] extract them by issuing predefined queries that help de-
tect mandatory fields. Zhang et al. [36] extract hidden database attributes, operators
which are applied to these attributes, and their ranges. Attributes are used in con-
junctive queries because it is enough to capture a wide range of query capabilities.

When a query is posed over a deep-web information source, it has to be answered
using only the views offered by the source. This problem is addressed by techniques
for answering queries using views [10], which are based on selecting a number of
views to answer a query. Another issue is known as heterogeneities in the predicate
level [37], which happens when a query and the source may use different predicates
for the same attribute, e.g., the query has a predicate: ‘bookPrice < $15’; and the
source accepts: ‘bookPrice < $10’ or ‘bookPrice between $10 and $25’ (cf. Figure
1). In this case, it is needed to fill two search forms in, one with ‘bookPrice < $10’
and another with ‘bookPrice between $10 and $25’, but a filter is needed in the
second one to remove books whose price exceed $15. To solve this problem, Zhang
et al. [37] use a predicate mapping based on data types: depending on the data type
of the attribute, there are a number of handlers that solve the heterogeneity problem.

An important aspect in the process of answering queries using views is to analyse
the query feasibility, i.e., to study whether a query can be issued without executing
it using the search form query capabilities. This analysis avoids a trial and error
process in which the user writes a query and executes it until a suitable query is ob-
tained. Petropoulos et al. [27] present a user interface for building SQL queries over
a set of parameterised views that warns when a query is not feasible. Pan et al. [26]
report on a generic framework for representing query capabilities that analyses the
feasibility of SQL queries over deep-web information sources. An implementation
of this framework and a recap on its main drawbacks is presented in [30].

After applying the techniques for answering queries using views and obtaining
a number of ground views, each ground view can be seen as a search form that is
filled in. The next step consists of actually filling each search form in with the values
specified in each view. To perform this task, the next semantic level of existing
search form models deals with the relations between the search form fields and the
attributes [11], e.g., if the source contains an attribute ‘publicationDate’, this date
can correspond to three fields in the search form: the day, the month and the year;
these three fields are semantically related with the attribute ‘publicationDate’.
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3 Navigator

As we saw in the introduction, (cf. Figure 1), the navigation agent is responsible for
reaching the pages relevant to the query, discarding or processing any other inter-
mediate or error pages that may appear in the navigation sequence. For example, a
no-results page when the information source does not have any information relevant
to the query, an error page when a web application server raises and exception, or a
disambiguation page in which the user is asked to clarify the query.

Traditional exhaustive crawlers [29] take a blind approach at navigation, follow-
ing every link in each page. This is useful for certain tasks, like indexing pages for
a search engine, but for virtual integration purposes it has an important drawback:
usually web pages contain a large number of links, some leading to relevant infor-
mation, but most having other purposes, like advertising or internal site navigation.

Virtual integration systems retrieve information online, hence system response
time should be reasonably fast. Traditional crawlers are not suitable for virtual inte-
gration tasks, since crawling every single site means retrieving, analysing and clas-
sifying thousands of pages, most of them useless for this task. This results in an
increment in cost and time that should be avoided.

As opposed to blind navigation, other approaches include some criteria to decide
which are the links that must be visited, therefore reducing the number of irrelevant
visited links. Relevancy criteria can be handcrafted by the user or automatically
decided by the navigator, with the support of some reasoning process, usually in the
form of a classifier [33]. The latter is the focus of our research, as we are interested
in following only relevant links and retrieving only relevant pages. This kind of
navigation is more efficient and is less costly than traditional crawlers.

Next, we briefly describe and analyse the existing proposals in the Navigation
area. All of them define a navigation sequence, but we can distinguish between su-
pervised (recorders) and non-supervised proposals (automated navigators), although
we must note that, to the best of our knowledge, there is not a completely non-
supervised proposal.

Recorders [1, 2] are the most supervised proposals. They present a simple user
interface to record a user’s navigation steps through an information source and store
them in a file, in order to replay them automatically in future. These proposals in-
teract directly with the web browser interface, so they do not deal with issues like
scripts, posting forms, required authentication, or sites that keep session informa-
tion. They depend completely on the user’s knowledge, who is responsible for defin-
ing the navigation sequences, providing the values to fill in the forms and redefining
the sequences whenever the target web site changes. Recording navigation steps
makes navigation inflexible, and error-prone. However, it produces more efficient
navigation patterns than traditional crawlers.

User-Defined Navigation [4, 9, 25] is less supervised than recorders, but still the
system learns the in a supervised way, i.e., the user demonstrates how to obtain the
relevant information, and the system is able to generalise this knowledge.

Automated navigators [3, 19, 21, 33] extract navigation sequences automati-
cally from information sources, instead of learning them from the user. In order to
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accomplish this, the user has to provide some examples, but in this case the system
needs less information than in the former proposals, like one or two examples of the
relevant pages to be reached, or the set of keywords identifying them, inter alia.

Our focus is on following the least supervised paradigm. Therefore, our navigator
agent crawls every information source. In every step (web page), the agent classifies
it, and according to this class, a specifical set of actions is performed, in order to
reach another page (e.g., clicking on a link or submitting a form). Once the agent has
reached a relevant page, it is stored for latter processing. This is a lightly supervised
system because the user only provides a reduced number of examples to train the
classifier and to teach the navigator which links to follow and which ones to ignore.

4 Information Extractor

Results provided by the navigation module contain web pages in which data of in-
terest is formatted in HTML. This format is easily interpreted by humans but agents
face a difficulty in finding and extracting data of interest from this type of docu-
ments. The key is to use information extractors, which are algorithms that extract
data of interest from the Web simplifying and reducing costs of the extraction task.

Despite the variety of proposals about IE algorithms, e.g. [8, 13, 12, 16], none
of these solutions is universally applicable, and in an integration process, more than
one proposal might be used. Besides, effectiveness and efficiency results are rarely
comparable since they were obtained over different data sets.

Proposals are usually built using and providing different interfaces and technol-
ogy, hence side-by-side comparisons are a tedious task since all these proposals
should be implemented using same technology and tested over same data sets. Ex-
isting studies and surveys, such as [5, 14, 18], use taxonomies and attributes that
don’t provide any new information about extraction algorithms.

Our solution is an IE framework. IntegraWeb provides and uses a framework
where all existing information extractors and perhaps the majority of new IE pro-
posals can work side-by-side and whose results can be compared for each case of
use. Here is a brief description of some of the framework components:

• Preprocessor: A large number of IE algorithms preprocess input documents be-
fore deploying them for learning or even for extraction. Cleaning the DOM tree,
part of speech tagging or even separating DOM trees and removing unnecessary
trees using [22] are typical preprocessing techniques.

• TrainingSet: Algorithms that learn rules for extraction need a training set that
contains a set of samples marked by a user which are then used to infer extraction
rules. Also, a configurable tokeniser should be used to tokenise the input samples.

• Learner: Algorithms that infer extraction rules use a learner. The learner can use
a set of preprocessors, and some other utilities such as string or tree alignment
classes. Besides, predefined algorithms are provided where user can define his al-
gorithm’s policy by implementing some template methods. For example, Branch
and Bound algorithm is predefined and user should only define its main methods.
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• WorkingSet: It contains an information extractor, input documents and generates
a ResultSet. The information extractor is executed over input documents to ex-
tract the data of interest and structure it by means of attributes, slots and records.

We believe that an IE framework is the best solution for IntegraWeb since more
than one information extractor could be needed depending on the web sites we are
integrating. Our framework provides necessary components for developing existing
and new IE algorithms. Developing an information extractor using our framework
reduces costs since many reusable components can be used and there is no need to
start from blank every time a new IE algorithm is developed.

Apart from the framework, we are working on a new algorithm to induce in-
formation extractors that is based on FOIL [28], which is a technique to induce
first-order rules. FOIL is a climbing algorithm that starts from an empty rule that
includes just a clause with a predicate that characterises a piece of information to be
extracted and uses a heuristic that is based on a modified version of the information
gain criterion to guide the search of clauses that can be used to complete the rule.
A typical rule looks as follows: title(X) :- bold(X), link(X), next(X, A), author(A);
intuitively, it means that a title in the web page is a piece of text annotated into the
html document as bold and hyperlink; and that it is followed by another piece of text
that has been previously identified as an author, whose rule also should be defined.

Unfortunately, the search space FOIL explores grow exponentially on the num-
ber of predicates available to characterise a piece of information. This motivated us
to work on a number of optimisations and heuristics that may help to reduce this
space. For instance, to define the semantics of predicates to detect inconsistencies
amongst predicates in a rule or to reduce the number of new predicates that are
going to be created and evaluated. Further, we use heuristics to define the order of
in which predicates are explored by prioritising those that determine the left and
right part of the target information (like next and previous) proposed in the extrac-
tors of Kushmerick [16] or using feature selection techniques to identify the most
useful predicates depending on the studied domain. Therefore we translate the rules
obtained on regular expressions that are easily undertandable by a machine.

5 Verifier

When information extractors are composed of extraction rules that rely on HTML
land marks, they can only extract information from the same information source
where the training was performed. Therefore, if the source rendering changes then
the returned data could be incorrect. Unless the information generated by wrapping
agents is verified in an automatic way, these data can go unnoticed for the applica-
tions using them.

On our analysis of the current literature, we have built a general verification
framework composed by the following: Reaper, Assembler and Verification model
Builder. The Reaper and the Assembler collaborate to generate a collection of valid
result sets. This collection is used to infer a verification model that characterises the
features of the correct data. Furthermore, we deal with the possibility of introducing
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perturbations to generate incorrect result sets: models that are built only on correct
data leads to a overgeneralisation problem [34].

Regarding the Verification model Builder, a verification model is a characterisa-
tion of a training set that builds on the analysis of a number of features. Features are
quantifiable characteristics and their values can be used as a form of evidence to de-
cide if a result is valid or not. Features can be classified along two orthogonal axes:
whether they are numeric or categorical, and whether they are applicable to slots or
result sets. Numeric features transform slots or result sets into real numbers. The
literature [35] reports on many numeric features, so we have grouped into several
categories that range from counting the number of slots of a given class to counting
attributes of a given class that match a given starting or ending pattern. Categor-
ical features [24, 7] range from patterns that describe the structure of a record to
constraints on the values of some attributes.

When models are constructed, a function has to be inferred from the training set,
which should be constructed such that for a given feature vector x, an estimate of its
quality is obtained, i.e., if this vector is similar to the rest of the training set.

In [20] the training set is characterised by a vector in which every feature is
associated with its average value in the training set. In [15, 17] features are modelled
as if they were random variables whose Gaussian distributions can be inferred from
the training set; thus, to profile the value of a feature on an unverified result set, one
can compute the probability that the corresponding random variable takes this value.
The technique presented in [24] models every feature as if it was a random variable
with a Gaussian distribution, but the profiles are calculated as the probability that a
feature might have another value with a higher probability.

There are chances that alarms report false positives. Our approach in this cases is
to use sanity checks, e.g., they use the Web as an information source to check if the
data that has triggered the alarm is correct but infrequent.

6 Conclusion and Future Work

In this paper, we present a reference framework to build wrapping agents, which are
pieces of software that query deep-web information sources. We focus on helping
software engineers to construct wrapping agents that accept high-level structured
queries. Our reference framework is composed of four phases and we highlight cur-
rent research challenges in each phase.

In the form filling phase, the research challenges are:

1. Semantic models of the search forms are a cornerstone for the form filling task. In
the bibliography, there are some proposals that devise complex semantic models
of search forms but they fail on representing search forms using web technolo-
gies such as Javascript or AJAX. These technologies make search forms more
interactive, i.e., a field can be hidden depending on the value of other field.

2. In the bibliography, a search form is seen as a number of parameterised views
over the source, and a query over a deep-web information source is answered by
applying the techniques of answering queries using views. These techniques are
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mainly based on the relational or XML model but they have to be adapted to the
Semantic Web model, where the concept of view is not so well-known.

Regarding the navigation phase, the main challenges are:

1. Response pages have to be classified into the different roles that they play. There
are many proposals dealing with the web page classification problems, hence the
problem comes down to choosing between one of them.

2. Links leading to relevant pages have to be identified before clicking on them, to
avoid visiting useless pages.

3. The navigator should interact with the user as little as possible. Therefore, learn-
ing is unsupervised, or at least, very little supervised.

4. Instead of building an ad-hoc navigation model for every site, our focus is on
developing a general model that can adapt to most sites just by tuning some
parameters, and preferably change-resilient.

Besides mentioned challenges, here are some research challenges concerning IE:

1. The construction of an universal framework where earlier and new proposals can
be integrated.

2. A survey that classifies information extractors to compare effectiveness and that
uses comparable results over the same data set to compare efficiency.

3. Optimisation and improvement of existing IE algorithms.
4. An universally applicable effective and efficient information extractor.

Last, but not least, the verifying phase presents the following research challenges:

1. The verification modelling techniques described assume that the data sets re-
turned by the reaping plan are homogeneous. To work with truly homogeneous
data sets we propose to analyse the training set data and to obtain a series of new
data sets, which will be homogeneous. It is interesting to study also the candidate
features set before creating the verification model to reduce its size.

2. For the verifier training to be adequate, it is advisable that the training set has
both valid and invalid examples. This is a problem as the training set has only
valid examples.

3. We cannot assume all features follow a normal distribution and hence we must
find techniques that allow modelling without any assumptions of its distribution.

4. The wrapper verification problem is closely related to the novelty recognition
problem [32] if it is rephrased in terms of feature vectors and their similarities.
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Ontological Trading in a Multi-agent System

J. Criado, N. Padilla, L. Iribarne, J.A. Asensio, and F. Muñoz

Abstract. In a more open world, the Web-based Information Systems (WIS) must
be flexible and ready to be adaptable, extendable, accessible and operable by differ-
ent people (or groups) who are in different places with different types of information
(convergent systems). The convergence of systems is possible due to: (a) certain ca-
pacity for autonomy (software agents), (b) ability to use a common vocabulary for
all convergent systems (ontologies); and (c) capacity for mediation between subsys-
tems (traders). Moderns IS use ontologies as part of the design and implementation
of their architecture. Traders are an essential part of these IS, where ontologies are
required for them (traders) to facilitate integration. This paper describes the SOL-
ERES trading service, a solution to carry out the mediation function within a multi-
agent environmental information system. The data handled by the trader are defined
by ontologies, as are the semantic description and content of the messages by which
the trader communicates with the rest of the agents. An example to explain the func-
tionality of the ontological trading agent is also introduced.

1 Introduction

In a more open world, Web-based Information Systems (WIS) must be flexible and
ready to be adaptable, extendable, accessible and operable by different people or
groups of people who are in different places with different types of information, fa-
cilitating access to the information, decision-making, workgroup, etc. (convergent
systems). The convergence between systems is possible due to three basic parame-
ters: (a) certain capacity for autonomy (software agents), (b) ability to use a common
vocabulary for all convergent systems (ontologies); and (c) capacity for mediation
between subsystems, necessary to allow, coordinate, translate and keep this common
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vocabulary (traders). IS often require the inclusion of a mediation component (i.e.,
trader). This is because many IS are found in distributed environments with local
databases that need to be intercommunicated for an overall response.

At the present time there is a diversity of WIS with trading services implemented
through multiagent systems. The ODP (Open Distributed Processing) trading func-
tion standard [1] defines five functional interfaces. The Lookup interface provides
operations for importing trading service offers. The Register interface provides ac-
tions for managing the set of offers stored by the trader. The Proxy interface makes
actions analogous to those offered by the Register interface, but modifies the set
of proxy offers. The Link interface provides operations for creating and modifying
links to other trader objects. Finally, the Admin interface offers actions that modify
the trader operating policy attributes. There are a large number of studies in which
the trading service follows the ODP specification. For instance, in [2] presents a
trading service called DOKTrader, which acts on a federated database system called
the Distributed Object Kernel (DOK). Another example is found in [3]. This study
concentrates on the creation of a framework for developing distributed applications
for a Common Open Service Market (COSM), making use of a Service Interface
Description Language (SIDL) to describe the services manipulated by the trader.
These approaches of the trading OPD implementations have several shortcomings
like component interactions, object communications or language description, which
have been improved using ontologies.

In recent years, the use of ontologies in trading services in WIS has spread,
especially in web information services. Ontologies are being used to describe the
services offered as well as communication primitives employed by system compo-
nents. In [4] authors present the design of a market managed by ontologies. Within
this system, an ontological communications language is used to represent queries,
offers and agreements. Furthermore, in [5], ontologies are used to describe infor-
mation shared by different system components. To achieve greater operability and
autonomous, reactive component action, many systems have chosen to encapsu-
late the trader object within a software agent. [6] describes the MinneTAC agent,
a trading agent developed to participate in the Trading Agent Competition (TAC).
Through the description of this agent, implementation of a trader as a software agent
is shown to maximize benefits from scenarios that require cooperation and negoti-
ation between the trader and the rest of the system components, as well as systems
that require communication among various trading objects, making use of ontolo-
gies to represent information shared by the agents, whether to describe data and
the relationships among variables, as is the case in [7], or defining communication
primitives and interaction among agents [8].

This paper describes the SOLERES trading service, which was designed to carry
out the mediation function within a multiagent environmental information system.
The data handled by the trader are defined by ontologies, as are the semantic de-
scription and content of the messages by which the trader communicates with the
rest of the agents.

The rest of the paper is organized in the following manner. Section 2 describes
the trading service implemented in our SOLERES multiagent system. Section 3
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describes how the trading agent uses the ontologies. Finally, in Section 4, a scenario
is given as an example in which one of the trader interface operations is executed.
The paper ends with a series of conclusions and some proposals for further work.

2 Trading-Based Multiagent System

The trading service implemented in the SOLERES system is based on ODP trad-
ing function specifications (Table 1), in particular: instead of handling service
offers, our trader manages EID documents that contain Environmental Informa-
tion meta-metaData. The prototype developed currently implements a standalone
trading service (with the Lookup, Admin and Register interfaces). As communi-
cation with other traders is unnecessary, the Link and Proxy interfaces have not
been implemented. Our trading service has been implemented with software agents.
Figure 1 shows the metamodel for this agent.

-def_search_card : long
-max_search_card : long
-offer_repos : String
-supports_modifiable_properties : boolean
-supports_dynamic_properties : boolean
-supports_proxy_offers : boolean

<<Agent>>
TraderAgent

Lookup_interface Admin_interface Register_interface

+query(messageQuery : String, myAgentTA : TraderAgent) : void

<<Interface>>
Lookup

+set_def_search_card(value : long) : long
+set_max_search_card(value : long) : long
+set_offer_repos(uri : String) : String
+set_supports_modifiable_properties(value : boolean) : boolean
+set_supports_dynamic_properties(value : boolean) : boolean
+set_supports_proxy_offers(value : boolean) : boolean

<<Interface>>
Admin

+export(reference : String) : String
+withdraw(id : String) : void
+describe(id : String) : String
+modify(id : String, reference : String) : void

<<Interface>>
Register

+_get_lookup_if() : Lookup
+_get_admin_if() : Admin
+_get_register_if() : Register

<<Interface>>
TraderComponents

+get_supports_modifiable_properties() : boolean
+get_supports_dynamic_properties() : boolean
+get_supports_proxy_offers() : boolean

<<Interface>>
SupportAttributes

+get_def_search_card() : long
+get_max_search_card() : long
+get_offer_repos() : String

<<Interface>>
ImportAttributes

<<Throwable>>
InvalidValue

<<Throwable>>
IllegalOffer

<<Throwable>>
UnknownOffer

<<Throwable>>
IllegalOfferId

<<Throwable>>
UnknownOfferId

<<Throwable>>
QueryError

<<Throwable>>
UnknownQueryForm

<<Throwable>>
PolicyTypeMissmatch

<<Throwable>>
InvalidPolicyValue

<<Throwable>>
DuplicatePolicyName

<<Throwable>>
QueryError<<throws>>

<<throws>>

<<throws>>

<<throws>>

<<throws>>

<<throws>>

<<throws>>

<<throws>>

<<throws>>

<<throws>>

<<throws>>

11 iregister1

1

iadmin1

1

ilookup

Fig. 1 Trading service class diagram

The Lookup interface implements only the action “query”. This operation makes
it possible to interrogate the trader about the content of the information in the EID
documents. Through the Admin interface, trader policy attributes can be modified.
The export, modify, withdraw and describe operations are accessible by making use
of the Register interface. For example, withdraw is used to delete a document from
the trader repository, identifying the document in question.



324 J. Criado et al.

The object with the “trader” role (TraderAgent), is in charge of registering the
EID documents from the ResourceAgent agents (exporters), and returning the EID
documents required by QueryAgent (importers). ResourceAgent agents have the
role of “exporters”, and therefore, their function is to register EID documents in the
trader repository. On the other hand, the system components performing the role of
importer are called QueryAgent, and it is their function to get, through the trader,
EID documents or properties satisfying a certain criterion. The role of “trader ad-
ministrator” is carried out by the IMIAgent agent. Its function is to define, adminis-
ter and see that the trading agent policy is complied with. Furthermore, this agent is
in charge of controlling the rest of the trading subsystem environment. Finally, Re-
sourceAgent agents also perform the role of “service offer”, in addition to the role of
“exporter”, so they take care of maintaining service offers. Figure 2 shows the rela-
tionships among the various agents taking part in the trading service. Relationships
are used to describe the communication using ontologies (next described).

Table 1 ODP roles in SOLERES system

ODP specification rol SOLERES agent name Description

Trader Trader Agent Register and return service offers
Exporter ResourceAgent Register service offers in the trader
Importer QueryAgent Get service offers from the trader
Trader administrator IMIAgent Define and administrate the trasder’s policy
Service offer ResourceAgent Manage the service offers

IMIAgent 

QueryAgent 

ResourceAgent 

TraderAgent 

RegisterOntology

RegisterOntology

LookupOntology

LookupOntology

AdminOntology

Fig. 2 Agent architecture of SOLERES-KRS

3 Trading Ontologies

Ontologies are used in two very different contexts in SOLERES [9], [10]. The first
refers to how offers managed by the trader are represented. On the other hand, on-
tologies are used to describe queries/answers in communications among the vari-
ous agents that intervene in the trading service. The trader manages a repository
of EID documents. These documents are described in Web Ontology Language
(OWL). When the trader requires this information to be manipulated, the corre-
sponding action is expressed in SPARQL language (http://www.ual.es/acg/
soleres/awt).
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The second way in which our system makes use of ontologies refers to the strat-
egy used in implementing trader agent communication with the rest of the system
agents. Figure 2 shows the different ontologies used. These ontologies contain the
descriptions and semantics of the processes by which the agents can interact with
each other. OWL was also used for their construction. Each of these process on-
tologies corresponds to one of the functional interfaces implemented in the trading
service (Lookup, Register, Admin). They were defined based on the methods and
attributes included in the implementation of our trader agent. The classes that com-
prise the process ontologies inherit three main classes: (a) action, which represents
each of the operations the trader offers by the corresponding interface, (b) concept,
which corresponds to the input and/or output parameters the action needs to be exe-
cuted; and (c) predicate, which represents the possible results of the action executed.
Table 2 shows a partial description of the Register process ontology (export).

Table 2 Register Ontology description

Entity Assertions

Offer (uri exactly 1) and (subclass of Concept) and ((Offer Describe
exactly 1) or (Offer Export exactly 1) or (Offer Mofidy exactly 1))

Offer Id (id exactly 1) and (subclass of Concept) and ((Offer Describe
exactly 1) or (Offer Export exactly 1) or (Offer Modify exactly 1)
or (Offer Withdraw exactly 1))

Export (subclass of Action) and (Export Offer exactly 1) and
(Export OfferId exactly 1) and ((Export DuplicateOffer exactly 1) or
(Export ExportedOffer exactly 1) or (Expor IllegalOffer exactly 1) or
(Export UnknownOffer exactly 1))

Message (returned message exactly 1) and (subclass of Predicate)
DuplicateOffer (subclass of Message) and ((DuplicateOffer Export exactly 1) or

(DuplicateOffer Modify exactly 1))
ExportedOffer (subclass of Message) and (ExportedOffer Export exactly 1)
IllegalOffer (subclass of Message) and ((IllegalOffer Export exactly 1) or

(IllegalOffer Modify exactly 1))
UnknownOffer (subclass of Message) and ((UnknownOffer Export exactly 1) or

(UnknownOffer Modify exactly 1))

For example, the entity that represents the export operation (Export) is a subclass
of the Action entity. It also has two associated concepts, Offer and Offer Id.
With the Export Offer and Export OfferId, respectively. Offer contains
the information on the route where the document is to be found and OfferId on
its identification number. The rest of the properties of the Export entity corre-
spond to any predicates that may arise from an action when it has been executed,
such as, ExportedOffer to indicate that the document has been correctly in-
serted in the repository, DuplicateOffer to indicate that the document is al-
ready in the repository and UnknownOffer to indicate that it could not get the
document from the route indicated by the Offer concept. To insert a new EID doc-
ument, the ResourceAgent (“exporter”) must make the call to the export operation
from the trader Register interface. This call to the trader is done by sending a mes-
sage to the trading agent in which the content must be an instance of the Register
process ontology with the elements corresponding to this action.
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To implement the SOLERES multiagent system, we used the JADE platform and
followed the instructions of the FIPA standard for the communications languages,
protocols and interfaces used. FIPA standard communication is done by exchang-
ing Agent Communication Language (ACL) messages between agents. Our system
uses OWL as the content language to express communication actions with each of
the process ontologies. OWL was chosen because: (a) the knowledge representation
expression level is suitable for an agent-based system, (b) treatment and manipula-
tion of the various ontologies is simpler than with the rest of the languages proposed
as content for ACL messages, (c) it is a semantic language designed for WIS and
web-based services, and (d) it is computer-interpretable, making it possible to exe-
cute reasoning and verification tasks on messages exchanged by the agents.

4 An Example of Execution

This example describes the communication process that takes place in the trading
service when a system agent makes use of one of the trader operations; a system
scenario using a partial class diagram (Figure 3) in which agents and behavior par-
ticipate starting out from a query for insertion of a new document in the repository.

<<Agent>>
RegisterInterfaceAgent

<<Applet>>
RegisterInterfaceApplet

<<AgentContainer>>
ClientContainer

<<AgentContainer>>
ServerContainer

<<main>>
Server

<<Agent>>
TraderAgent

ResourceAgent.Behaviours.InsertEID

<<Agent>>
IMIAgent

TraderAgent.Behaviours.InsertEIDclient.BehavioursInsertEID

Register_interface

<<Agent>>
ResourceAgent

<<FSMBehaviour>>
InsertEID

<<FSMBehaviour>>
InsertEID

<<Behaviour>>
InsertEID_Insert

<<OneShotBehaviour>>
InsertEID_Inform

<<Behaviour>>
InsertEID_Insert

<<Behaviour>>
InsertEID_Inform

<<FSMBehaviour>>
InsertEID

<<OneShotBehaviour>>
InsertEID_Insert

<<Behaviour>>
InsertEID_Inform

Fig. 3 Example scenario class diagram

In this scenario, a client user, through a GUI agent, executes the trader “export”
action. This operation consists of a series of steps: (1) the graphical interface (Regis-
terInterfaceApplet), allows the user to start the EID document insertion procedure,
(2) the GUI agent (RegisterInterfaceAgent) manages the events produced by the
user, (3) the interface agent, by its behavior (InsertEID), communicates with the
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resource agent (ResourceAgent) by means of a message in which it indicates the
action it desires, (4) ResourceAgent (exporter) expresses its desire to add an EID
document to the trader (TraderAgent) in a message with content expressed in the
Register ontology, (5) the TraderAgent executes the action and returns the result to
ResourceAgent in a message expressed in the Register ontology, (6) and finally, the
ResourceAgent responds to the interface agent with the result to inform the user.

InsertEID_Insert InsertEID_Inform

receive message check message

read ontology and create model extract uri parameter from Offer concept

execute export action

fill exception predicate fill parameter id in OfferId concept

fill ExportedOffer predicate

save sender's id in parent's Datastore

save ontology model in Datastore load sender's id from parent's Datastore

load Register ontology model from Datastore

construct inform message from ontology

send message to sender

query message, ontology = register, action = export

exception occurred action executed correctly

other message received

Fig. 4 TraderAgent behavior for insertion of an EID

The subtasks related to execution of the action by the trader are (Figure 4): (a)
behavior of the trader in charge of inserting the EID document starts by creating the
trader object and waiting to receive a message from another agent which fulfills the
Register ontology and the action to be done is export; (b) the instance of Register
ontology is extracted from the message received; (c) the route for the new document
to be inserted is received from the instance of the Offer concept; (d) making use of
the Register interface, the export action is executed; (e) if the action successful, an
instance of the ExportedOffer predicate is created and also the OfferId so the identi-
fier of the document inserted can be returned; othercase, an instance of the predicate
corresponding to the exception thrown is created; (f) finally, the new instance of the
Register ontology is sent to the Register agent who sent the request for insertion.

Table 3 shows the set of messages exchanged by three system agents that inter-
vene in the EID document insertion action. Finally, the content of the OWL code in
the messages pertaining to the Register ontology is shown in Table 4. In this example
the message requesting insertion of the EID document, the Export action only has
one concept, Offer, where the route for the new document to be inserted is given. In
the answering message, the export action has an additional concept, OfferId, where
it indicates the identifier of the document inserted, as well as a predicate, Exported-
Offer, stating that the action has been correctly carried out.
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Table 3 Exchanged messages in the example scenario

Source agent Target agent Ontology Language Content

RegisterInterfaceAgent ResourceAgent — export new EID.owl
ResourceAgent TraderAgent Register export [message1]
TraderAgent ResourceAgent Register export [message2]
ResourceAgent RegisterInterfaceAgent — export EID exported. ID = 1234

Table 4 Content of Register Ontology messages

Message1 content Message2 content

<Export rdf:ID="Export 1">
<Export Offer>
<Offer rdf:ID="Offer 1">
<uri>new EID.owl</uri>
</Offer>

</Export Offer>
</Export>

<Export rdf:ID="Export 1">
<Export OfferId>
<OfferId rdf:ID="OfferId 1"> <id>1234</id>

</OfferId>
</Export OfferId>
<Export ExportedOffer>
<ExportedOffer rdf:ID = "ExportedOffer 1">
<returned message> EID exported </returned message>
</ExportedOffer>

</Export ExportedOffer>
<Export Offer>
<Offer rdf:ID="Offer 1"> <uri>new EID.owl</uri>
</Offer>

</Export Offer>
</Export>

5 Conclusions and Future Work

This paper describes implementation of the SOLERES trading service. Following
the ODP trading function specification, a conventional trading service has been
adapted for use in our information system. In this system, the service offers managed
by the trader have been replaced by offers of documents that contain information re-
lated to the environmental information system and the trader interface actions have
been adapted for their manipulation. These offers have been modeled through on-
tologies and implemented in the OWL language. To manipulate this information, the
SPARQL language is used. Furthermore, the use of ontologies has been extended to
model communications between the trader and the rest of the components. In this
sense, each of the trading function interfaces has an ontology in the system with
the same name which defines the semantics of interaction with the trader. Thus, a
component that wishes to communicate with the trader to use this interface must do
so in messages that comply with the corresponding ontology.

The SOLERES system is a multiagent system, so each of the components, in-
cluding the trader, are encapsulated in software agents. This facilitates modeling and
implementation of their behavior and also offers additional possibilities for message
exchange among system components. In the future, the trading service implemented
will be extended to make the prototype able to communicate with other trading
agents by adding on Link and Proxy interfaces (trader federation).
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An Agent-, Service-Based Platform Supporting 
Ontological Integration of Proficient Knowledge 
Managed in Decision Making 

Elsa Trigueros, María V. Hurtado, Kawtar Benghazi, and José-Manuel Zurita* 

Abstract. Case-based reasoning (CBR) is a problem-solving strategy which tries 
to leverage past experiences (cases) to solve incoming situations. On the other 
hand, ontologies are proving to be a means to facilitate sharing and reuse of bodies 
of knowledge across organizations and applications on the basis of a well-defined 
semantics for concepts and their relationships. To a certain extent, organizations 
may wish to operate in an autonomous, independent way, but also may wish to 
improve enterprise collaboration for competitiveness reasons, strategic alliances, 
etc. In order to achieve the integration of distributed knowledge bases used in 
decision making systems, a formal characterization of cases through their 
ontological description is presented, as well as their interrelationships with cases 
stored in other different repositories. We propose the use of domain classification 
and term mappings techniques, in concert with an Internet-operative platform that 
combines agent and service technologies, intended to satisfy and accomplish 
effective knowledge sharing across organizations. 

1   Introduction 

In order to make an appropriate decision, decision-makers must not only exhibit 
competence and motivation, but also have quality information pertinent to the 
decision at hand [16]. Case-based reasoning is an artificial intelligence technique 
that refers to past experiences (cases) to help making decisions or taking actions In 
addition, knowledge sharing requires some kind of technological support for 
suitable operation. 
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Nowadays, technologies related to agents, ontologies, cooperative work, etc., 
have improved knowledge management, sharing and reuse across organizations 
[4,3]. Agent-based systems have been applied to develop different kinds of CBR 
systems. For instance, cooperating agents may utilize CBR systems so as to 
accomplish decision making activities within high level tasks such as system 
control, simulation and monitoring [2], or a multi-agent system (MAS) can carry 
out a specific task which could correspond to a concrete stage of a CBR system 
such as intelligent information retrieval from heterogeneous distributed sources 
[10]. Web Services is another emerging technology that allows loosely coupling 
between organizations and provides an important means for reuse of functionality 
under a composite model.  

In order to reach an integration of distributed knowledge sources managed 
locally and promote sound intra- and inter-enterprise collaboration, a common 
approach is to apply advanced techniques for knowledge representation and 
management, and develop an operation infrastructure based on agents with 
intermediate mechanisms (e.g., services) that fulfills the goals planned. Special 
efforts are required for the use of CBR in distributed problems that use physically 
dispersed knowledge [8, 5, 15]. 

This paper proposes the application of techniques, in particular domain 
classification and term equivalences, aimed at guarantying sound integration of 
information sources for decision making systems based on CBR, and the use of a 
combination of different technologies (ontologies, Internet, agents and services) 
intended to make possible a real, quality knowledge sharing between enterprises. 
The rest of this paper is organized as follows. Section 2 depicts our proposal for 
describing cases semantically. Section 3 presents the architecture, resulting from a 
combination of agent and service architectures, for semantic-based access to 
knowledge during a CBR execution cycle with the support of ontologies. 
Conclusions are summarized in section 4. 

2   Semantic Case Description 

The reasoning cycle of a CBR comprises four stages: retrieve, reuse, review, and 
retain. Typically a case comprises a problem and the derived solution to that 
problem. In this work, we focus on the structural CBR (SCBR) approach, which 
relies on cases that are described by pre-defined attribute-value pairs [1]. We also 
use an ontological formalization of case structures in the OWL language that 
allows the semantics associated with the knowledge domain to be explicitly 
specified and reasoning capabilities for inferring implicit knowledge to be 
provided. 

In previous work [7], an OWL-based metacase representation which extends 
the classical <problem,solution> structure was presented. Figure 1 shows a 
diagrammatic representation obtained with the Jambalaya plugin for Protégé [9] of 
a domain ontology to represent cases. Domain specific cases are described as 
instances of the previous ontological case metamodel. According to this 
metamodel, at a general level a case is characterized by a Problem_statement, a 



An Agent-, Service-Based Platform Supporting Ontological Integration 333
 

Domain, a Description, a set of Reparation_Rules and a Solution. This metamodel 
is to be instantiated in particular ontologies for specific CBR systems. For 
instance, Figure 2 shows two sample domain subontologies for two different CBR 
systems that we have called “CBR A” and “CBR B”, both from the Finance-
Banking domain. 

 

Fig. 1 Ontological metacase 

Let us consider that CBR A belongs to a branch office and it stores cases with data 
about Financial_Operations that can be classified into Liabilities_Operations and 
Assets_Operations. Examples (instances in the ontology) of Liabilities operations are 
those related to Investment_Funds, Current_Accounts and Saving_Accounts. In turn, 
examples of Assets_Operations are Financial_Discounts, Bank_Guarantees¸ Credits 
and Loans, which can also be subclassified into Personal_Loans and Mortgages. 
Likewise, CBR B belongs to a company whose business is focused on mortgages and 
therefore manages a simpler ontology about the domain of cases. Therein, it only 
distinguishes between Business_Operations and Real_Estate_Operations. 

CBR A domain subontology CBR B domain subontology
 

Fig. 2 Two domain subontologies of CBR systems A and B 
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3   Technological Platform Supporting Knowledge Integration 
and Sharing  

Knowledge sharing requires agreeing upon basic information representation and 
management models and techniques, but also an advanced technological support 
for an effective interoperation. In this section, we consequently propose a platform 
based in a combination of agent and service architectures, as well as specific 
support mechanisms that make possible the collaboration between autonomous 
CBR systems (from different organizations) in order to improve decision making. 
In the context of the present work, various organizations and actors use knowledge 
bases implemented by means of several CBRs for a particular domain. They use a 
similar vocabulary and want to cooperate. The following subsections describe the 
techniques and platform supporting the previously planned knowledge integration.  

3.1   Identification of Actors and Functional Subsystems 

There exist three different types of actors: the administrator, the user and the 
expert; and two different types of agents: the user agent and the CBR agent. 

The system is split into three different subsystems: 

• CBR node allows the CBR agent to perform the following operations: resolve 
a case, contact with other CBR agents, store the solution case, learn, retrieve a 
case, check an unknown term, make the case adaptation and select the best 
case to provide a solution. 

• User node allows the user to introduce the problem to be resolved. 
Additionally, this node lets the expert evaluate a given solution and repair it 
by modifying the solution or changing the value of a similitude function. In 
this node, the user agent can invoke the CBR node to start the decision 
making process. 

• Term Generation node allows the administrator to add or remove knowledge 
bases and also the expert to introduce new terms in the system. 

3.2   Architecture 

The platform is based on an agent architecture consisting of a set of two kinds of 
agents: user agents and CBR agents (see Figure 2). The user agent is in charge of 
maintaining the interaction about requests from a specific expert or user. User 
agents abstract users from the detailed configuration and operation of the system. 
User agents serve as a communication means between users and knowledge bases 
providing transparency at different levels: location of CBR agents, fault tolerance 
in communication and processing, and task balancing for performance. Thus, user 
agents can better decide CBR agent candidates to be contacted when user’s 
requests need to be processed, and thereby fostering transparency, since the final 
user ignores how the making-decision process is carried out.  

CBR agents play different roles related to the four phases of a CBR execution 
process. Thus, each one implements an autonomous CBR system locally, including  
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Fig. 3 System architecture 

local knowledge space for an organization. Moreover, CBR agents can cooperate 
with each other: seeking and recovering related cases in other knowledge bases and 
storing term equivalences for attributes or domains in other remote repositories. 

Loosely coupling is obtained thanks to services. There is a direct connection 
between the roles that agents play and the services they use [13]. Depending on 
the service an agent invokes, the agent will play a different role. In particular, the 
user agent plays either a consultant role with respect to the directory service, or an 
initiator role wrt the reasoning service (which is implicit in the CBR agent), or a 
modifier role wrt the Term-Correspondence service. The CBR agent plays a 
consultant role wrt the Term-Correspondence service. Thereby, the system does 
not depend on either the implementation platform, or the data which are being 
used, or who is invoking the system, which provides a high grade of 
interoperability and extensibility. 

3.3   Service-Based Agent Coordination 

As for the location of companies, a user agent uses the directory service, through 
which it obtains the connection parameters of the CBR agents which act in a 
certain domain. Once the user agent has obtained the list of close CBR agents, it 
tries to connect with all of them in order to start the decision making process. Each 
CBR agent supports a record about the domains it is acting in. 

Furthermore, there exist equivalences, called “Term Mappings”, that maintain 
correspondences between the terms used by different CBR systems. Thus, term 
mapping are to be used in two ways during the case retrieval stage. First, when an 
agent is searching for cases of a particular domain. For example, as shown in 
figure 2, two CBR systems may hold different classifications about the same or 
closely related domains. In this situation, term mappings may help to identify 
cases of the same domain. Then, term mappings may also be used to compute the 
degree similarity between two case descriptions from the correspondences 
between the terms used in such descriptions. 

At the right-hand side of figure 4 it is shown an example of a term mapping 
ontology between the domain ontologies of CBR A and CBR B. The mapping 
establishes the correspondences between Assets_Operation and Business_Operation  
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Fig. 4 Example of term mapping between CBR A and B domain ontologies, and graphical 
representation of the resulting domain ontology 

classes. As a result of this mapping, a reasoner would be able to infer that, for 
example, a Credit (instance defined in the CBR A domain ontology only) is a 
Business_Operation (type defined in the CBR B domain ontology only). 

At the left-hand side of figure 4 it is shown a graphical representation of the 
resulting ontology. When a new case CC arrives the system, the term mapping 
repository allows CBR agents to look for into other CBR case bases with the aim 
of obtaining a good case with which resolve the current problem. The relationship 
between these two terms should be stored in the term mapping repository. 

Term mappings are created by experts and then maintained automatically by 
the Term-Correspondence service. Each CBR agent has associated its term 
mapping information for reasons of efficiency and fault tolerance (the information 
is replicated). At the beginning of the decision making process, involved CBR 
agents send this information to its Term-Correspondence service which looks for 
new terms or relations and supplements the new term mapping information. 

3.4   Quality Architecture Attributes 

Agent technology has already been successfully applied to CBR in a wide range of 
application domains and in different ways [7]. CBR systems could be categorized 
depending on [11]: (1) they make use of a single or multiple agents, and (2) they 
manage knowledge from a single or multiple case bases. The presented proposal is 
placed on the Multiple Agents/Multiple Case Bases setting since they help to 
fulfill the general requirement of supporting autonomous and cooperative work. 
Additionaly, specific design decisions, which are embodied in the architecture, 
have been taken so as to achieve other quality attributes: 
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• Scalability: the software does not need to change when the system grows in 
size. That is because new CBR agents also cooperate by giving solutions in 
particular domains according to the information added to the directory 
service. Moreover, directory and term mapping services are replicated thereby 
avoiding frequent bottlenecks in a centralized configuration. 

• Fault-tolerance: the system neither produces incorrect results nor stops when 
an error occurs (i.e., a CBR agent fails) because CBR agents themselves 
collect the solutions provided at a given moment, and agree on a unique 
solution. Thus, the system operation does not depend on a particular CBR 
agent. In case of error, only the solution to be provided by the failed CBR 
agent is affected Additionally, replicated services used in our approach, avoid 
partial failures (failures of some components), which are common in 
distributed systems. 

• Transparency: The occultation of several aspects such as component location, 
concurrency, replication, failures and migration, from the user viewpoint. For 
instance, the system user interacts with the user agent using the directory 
service which is in charge of looking for the CBR agents that manage case 
bases for the same domain. 

In this way, the architecture follows the paradigm of a cooperating process group 
that consists of the distribution and replication of components (agents, services and 
knowledge). This setting exploits concurrency and improves tolerance to faults. 

4   Conclusions 

This paper starts from the ontological formalization of case structure by means of 
the OWL language, which contributes to a precise integration of distributed case 
bases thanks to agreements about a general structure for all cases and a common 
terminology for domains organized hierarchically. Thereby, reasoning phases of 
CBR systems benefit in terms of applying advanced similarity measures for 
retrieval, new kinds of adaptation rules and powerful learning mechanisms. 
Moreover, OWL enhances the expressiveness, support inference, knowledge 
reuse, and reasoners allow certain verification procedures, such as consistency 
check, concept satisfiability, classification and realization to be carried out [12]. 
Further capabilities on this issue will be studied and exploited in future work. 

A platform based on a combination of agent and service architectures is 
proposed to give coordinated support to expert integration and sharing of 
experiences acquired in several organizations. It incorporates the mechanisms, i.e., 
communication and cooperation between agents for problem solving and dynamic 
management of the knowledge through term correspondences, that make possible 
such integration and sharing. In addition to achieve a very decoupled and 
interoperable system, the design decisions adopted aim to satisfy other important 
quality properties such as scalability and fault tolerance. 

So far, a fully Internet operable platform has been developed so as to evaluate 
the feasibility of the methods proposed herein. Preliminary tests exhibit slow 
refresh latencies and somehow high response times in the calculation of transitive 
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equivalences between terms. At present, we are working in the design of 
exhaustive tests in order to validate the applicability of our proposal in real world 
situations. 
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A Multi-agent Recommender System to Suggest 
Documents in Communities of Practice 

Aurora Vizcaíno, Juan Pablo Soto, Javier Portillo-Rodríguez, and Mario Piattini* 

Abstract. The importance of knowledge management has, in recent years, led to 
the incorporation of Knowledge Management Systems (KMS) into companies. 
Some of these KMS could be considered as Recommender Systems that are able 
to recommend knowledge, which is part of the company’s intellectual capital. 
However, these KMS are not always welcome in the company, since the knowl-
edge is not stored by using a quality control, or because employees feel that these 
kinds of systems, rather then helping them, cause them extra work. In this paper 
we present an agent architecture combined with a trust model trying to avoid some 
of the problems that appear when a KMS is introduced into companies. 

Keywords: Knowledge Management Systems, Recommender Systems, Agent 
Architecture. 

1   Introduction 

In recent years, knowledge has become an extremely important factor, to the point 
that intellectual capital is now one of the most important assets for many organiza-
tions [1]. At present organizations must operate in a climate of rapid market 
change and high information volume which increases the necessity to create 
Knowledge Management Systems (KMS) that support the knowledge process. It is 
possible to consider certain Recommender Systems, such as KMS, which recom-
mend knowledge, information or documents to employees with the goal of reusing 
a company’s intellectual capital [2].  
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However, these kinds of systems are not always welcomed by a company’s 
employees because [3]: 

1. Employees often feel that they are overloaded with new work as they have to 
introduce Knowledge Objects (KOs) into the system. 

2. On other occasions employees waste a considerable amount of time searching 
for information since they do not know the best way in which to do so or they 
do not know what information may be useful. 

3. With regard to the previous point, sometimes there is not quality control with 
regard to the KOs introduced into the system, and when employees finally dis-
cover information or review the information recommended they realise that it is 
not useful. 

4. Employees may introduce information into the systems which is not very valu-
able, with the sole goal of appearing to be contributing since some companies 
give incentives to employees that contribute with knowledge. 

Our work is focused on attempting to reduce the impact of these last three prob-
lems. We therefore use software agents to search for information on behalf of us-
ers, and these software agents are in charge of recommending the most suitable 
knowledge to them. In order to tackle problems three and four we have developed 
an internal agent architecture and a trust algorithm with which to rate KOs and 
Knowledge Sources (KSs). The software agents will therefore use this algorithm 
in order to decide whether a KO or KS should be recommended to a particular 
user. 

The agent architecture and the trust model are focused on Communities of 
Practice (CoPs) which are a natural means of sharing knowledge.  CoPs enable 
their members to benefit from each other’s knowledge. This knowledge resides 
not only in people’s minds but also in the interaction between people and docu-
ments. CoPs share values, beliefs, and ways of doing things. Therefore, many 
companies report that such communities help to reduce the problems caused by a 
lack of communication, and save time by ‘working smarter’ [4].  

Therefore in Section 2 the architecture is described and later, in Section 3 the 
recommender system developed in order to check the efficiency of our proposals 
is explained. After that in Section 4, a brief description of the algorithm used in 
the architecture to check whether a KO or KS is trustworthy is outlined. Finally, 
our conclusions are outlined in Section 5. 

2   Internal Agent Architecture 

The internal agent architecture proposed is composed of two levels: reactive and 
social-deliberative.  

The reactive level is considered by other authors to be a typical level that a 
Multi-agent System (MAS) must have [5]. A deliberative level is often also con-
sidered as a typical level, but a social level is not often considered in an explicit 
manner, despite the fact that these systems (MAS) are composed of several indi-
viduals, the interactions between them and the plans constructed by them. The so-
cial level is only considered in those systems that attempt to simulate social  
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behavior. Since we wish to emulate human feelings such as trust and intuition, we 
have added a social level that considers the social aspects of a community and 
which takes into account the opinions and behavior of each of the members of that 
community. Other previous works have also added a social level. For example, in 
[6] the authors attempts to emulate human emotions such as fear, thirst or bravery, 
but the architecture used is made up of three levels: reactive, deliberative and so-
cial. In our case the deliberative and social levels are not separate levels since we 
are aware that plans created in the deliberative level involve social interactions. 
We therefore consider that, in our case, it might be more efficient to define a level 
which is composed of two parts (social-deliberative level) rather than considering 
two separate levels. Each of these levels is explained in the following subsections. 

2.1   Social-Deliberative Level 

At this level, the agent has a type of behavior which is oriented towards objec-
tives, that is, it takes the initiative in order to plan its performance with the pur-
pose of attaining its goals. The components of the social-deliberative level are (see 
Figure 1): 

 

Fig. 1 Deliberative-Social level 

Goals generator. Depending on the state of the agent, this module must decide 
what the most important goal to be achieved is. 

Social beliefs. This component represents a view that the agent has of the commu-
nities and their members, for instance, beliefs about other agents. 

Social interests. This is a special type of belief. In this case it represents interest in 
other agents. 

Intuitions. As we are modelling community members we have attempted to intro-
duce factors into this architecture that influence people when they need to make 
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decisions about whether or not to trust in a knowledge source. One of these factors 
is intuition, which is a subjective factor since it depends on each individual. This 
concept is extremely important when people do not have any previous experience. 
Other authors have called this issue “indirect reputation or prior-derived reputa-
tion” [7]. In human societies, each of us probably has different prior beliefs about 
the trustworthiness of strangers we meet. Sexual or racial discrimination might be 
a consequence of such prior belief [7]. We often trust more in people who have 
similar features to our own. For example, when a person consults a community in 
a search for rating products or services such as Tripadvisor [8], s/he often checks 
comments from people who are of the same age as or have similar interests to 
him/her. In this research, intuition has therefore been modelled according to the 
similarity between agents’ profiles: the greater the similarity between one agent 
and another, the greater the level of trust. The agents’ profiles may change accord-
ing to the community in which they are working. 

Trust generator. This module is in charge of generating a trust value for the 
knowledge sources with which an agent interacts in the community. To do this, 
the trust generator module considers the trust model explained in detail in [9] 
which considers the information obtained from the internal model and the agent’s 
intuitions. 

2.2   Reactive Level 

This is the level in charge of perceiving changes in its environment and respond-
ing to these changes at the precise moment at which they occur, i.e., when an 
agent executes another agent’s request without any type of reasoning. The compo-
nents that form part of the reactive level have been omitted due to space  
constraints. 

3   A Recommender System 

A recommender system has been developed in order to test the internal agent ar-
chitecture. In this system each CoP member is represented by a software agent 
called a User Agent. A new community member must first join a community, 
which is done by using the “Register” menu and choosing a community from 
those which are available. Once registered, a member can provide new KOs or use 
those which are already available in the community and/or propose new subjects. 
The two first situations are described. 

1. Proposing a new KO. In order to provide a KO (for instance a document) a 
person must use the “Propose” menu and must configure the following options: 

• Topic: There may be different topics or areas in each community. The users can 
choose that in which they intend to propose the document. 

• Select Document: The proposed KO (in this case a document). 
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Once the user has chosen the options, the User Agent sends the values to another 
software agent called the Manager Agent which is in charge of adding the new KO 
to the community and modifying the frequency of contribution of the User Agent 
in that community. 

2. Using community KO. Members can request the recommendation of a particu-
lar KO and their User Agent will help them to find that which is most suitable. 
Therefore, when a person searches for a KO relating to a particular subject their 
User Agent consults the Manager Agent about which KOs are related to that 
subject. The Manager Agent then replies with a list of KOs. The User Agent 
sorts this list (list on left of Figure 2) by using an algorithm which will be ex-
plained in the following section of this paper. The User Agent can therefore de-
tect how worthy a KO is, thus saving employees time, since they do not need to 
review all the KOs related to a particular subject but only those considered to 
be most relevant by the members of the community or by the  user him/herself. 

Once one or several KOs have been chosen, the user must then evaluate the KOs 
consulted in order to provide feedback to the community about them (list on right 
of Figure 2). 

 

Fig. 2 Using community KOs 

4   Description of the Algorithm 

This section describes the algorithm used to permit the agents to recommend a 
KO. The input of this algorithm is a set of KOs. Each KO may or may not have 
been evaluated previously, signifying that a KO may already have a list of evalua-
tions (along with the identity of each person who evaluated it), or it may not have 
any evaluations. This aspect will be taken into account by the algorithm, which 
therefore distinguishes two groups: 
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Group 1 (G1): This group is formed of the KOs that have already been evalu-
ated. This is the most important group since if the agents have previous evalua-
tions of a KO they have more information about it, which facilitates the task of 
discovering whether or not its recommendation is advisable. 

Group 2 (G2): these KOs have not been used previously so the agents do not 
have any previous evaluations of them. Let us now observe how each group is 
processed by the algorithm. 

In G1 the KOs will be ordered by a Recommendation Rate which is calculated 
by the User Agent for each KO. Hence RRk signifies the Recommendation Rate 
for a particular KO called k, and is obtained from: 

ikik TSwTEwRR ×+×= 21
                                          (1) 

where TEi  is the pondered mean of the evaluations determined by the trust that an 
agent “i” has in each evaluator (the person who has previously evaluated that KO). 
TEi is calculated as: 
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Therefore, TSij is the trust value that the User Agent “i” has in the knowledge 
source “j”, since in a CoP the source which provides a KO will usually be a CoP 
member. TSij therefore represents the trust that an agent “i” has in another agent 
“j” (explained in detail in [11]) and Ejk is the evaluation that an agent “j” has made 
with regard to a particular KO “k”.  

The parameter TSik used in Formula (1) similarly indicates the trust that an 
agent “i” has in a knowledge source “k”. In other words, the agent must take two 
things into consideration when calculating the RRK: 

• The other agents’ opinions of a KO “k” pondered by the trust that agent “i” has 
in the person who provided that evaluation. 

• The opinion that the agent “i” has in the agent that has provided the KO “k”. 

Both w1 and w2 are weights which are used to adjust the formula. The sum of w1 
and w2 should be 1. 

G2 will use another formula to calculate the RRk for each KO since, in this 
case, there are no results of previous evaluations of the KOs.  The formula used is, 
therefore: 

xixk wTSwRR Re21 ×+×=                                           (3) 

where TSix is the Trust that the User Agent “i” has in the KS “x” which provides 
the KO “k”, and Rex is the reputation that the KS has (according to another mem-
ber’s agent’s opinion). This Rex value is calculated by asking those agents with a 
higher trust value about the KS with a weighted mean, which is subsequently cal-
culated. Rex is therefore obtained as: 
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where TSjx is the trust that an agent “j” has in the KS “x” and  TSij is the trust value 
that the agent “i” has in agent “j”. Therefore, the agent’s opinion of KS “x” is ad-
justed by the opinion that the agent “i” has with regard to the agent that is giving 
its “opinion” (trust value in the KS “x”). It is possible to stress the values of  TSix 
and Rex by using the weights w1 and w2. 

5   Conclusions 

CoPs are a means of knowledge sharing. However, the knowledge that is reused 
should be valuable for its members, who might otherwise prefer to ignore the 
documents that a community has at its disposal. In order to encourage the reuse of 
documents in CoPs, in this work we propose a multi-agent recommender system 
with which to suggest trustworthy documents. Some of the advantages of our sys-
tem are: 

• The use of agents to represent members of the community helps members to 
avoid the problem of information overload since the system gives the User 
Agents the ability to reason about the trustworthiness of the other agents or 
about the recommendation of the most suitable documents to the members of 
the community. Users are not, therefore, flooded with all the documents that 
exist with regard to a particular subject, but their User Agents filter them and 
recommend only those which are most trustworthy (when they have rates) or 
those which are provided by more trustworthy sources or sources which have 
preferences and features that are similar to those of the user in question.  

• Detecting whether members store documents that are not useful, since the sys-
tem provides users with the opportunity to evaluate the documents consulted, 
and when a document is frequently evaluated with low marks then the Manager 
Agent will check who the provider is and whether most of that person’s docu-
ments have a low evaluation, two options can be considered. First, that the  
person does not have sufficient knowledge of the subject, in which case the 
Manager Agent can consult that person’s Level of Expertise (which is indicated 
when a person joins a community), and modify it if necessary. The second op-
tion is that this person may be consciously introducing invaluable documents. 
In this case the trust in this source will be low and the documents will rarely be 
recommended. The system can also detect those users with the greatest level of 
participation and those whose documents have obtained higher rates. This in-
formation can be used for two purposes: expert detection and/or recognition of 
fraudulent members who contribute with worthless documents. Both function-
alities imply various advantages for any kind of organization, i.e., the former 
permits the identification of employee expertise and measures the quality of 
their contributions, and the latter permits the detection of fraud when users con-
tribute with non-valuable information. 

• The system facilitates the exchange and reuse of information, since the most 
suitable documents are recommended. Furthermore, the proposed algorithm can 
calculate a trust value even when the community has only recently been created 
since, in order to calculate trust, various known factors are used such as  
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Position, Level of Expertise and even Intuition [9]. This is a key difference with 
regard to other algorithms which use only previous experience and which can-
not then calculate trust values if the system is just starting to work. When a new 
member arrives it is also impossible for other algorithms to calculate a previous 
trust value related to this new member. A further contribution of this algorithm 
is that it is quite flexible since in many situations weights are used to modify 
the formulas. This algorithm could, therefore, be used by the designers of other 
recommender systems who could decide what values they should give to these 
weights in order to adapt the formula to their needs. 
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AIDeM: Agent-Based Intrusion Detection Mechanism  

Cristian Pinzón, Martí Navarro, and Javier Bajo* 

Abstract. The availability of services can be comprimised if a service request sent 
to the web services server hides some form of attack within its contents. This  
article presents AIDeM (An Agent-Based Intrusion Detection Mechanism), an 
adaptive solution for dealing with DoS attacks in Web service environments. The 
solution proposes a two phased mechanism in which each phase incorporates a 
special type of CBR-BDI agent that functions as a classifier. In the first phase,  
a case-based reasoning (CBR) engine utilizes a Naïves Bayes strategy to carry out 
an initial filter, and in the second phase, a CBR engine incorporates a neural net-
work to complete the classification mechanism. AIDeM has been applied within 
the FUSION@ architecture to improve its current security mechanism. A proto-
type of the architecture was developed and applied to a case study. The results ob-
tained are presented in this study. 

Keywords: Availability, Web Service Attack, Multi-agent, case-based reasoning. 

1   Introduction 

Security is one of the primary concerns in service oriented architectures (SOA) 
and Web services [1]. Some protective measures such as Web Service Security 
(WSS) [2], WS-Policy [3], WS-Trust [4], etc. focus on authorization and authenti-
cation aspects to ensure confidentiality and integrity. However, they do not con-
template security problems that put the availability of Web services at risk. The 
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emergence of new threats that can interrupt the correct functioning of services is 
closely related to some of the components contained in this technology, such as 
the XML standard used to encode messages, and the hypertext transfer protocol 
(HTTP) used to the communication. Different types of threats, similar to denial of 
service (DOS) attacks, can incapacitate a web service and block access to author-
ized users by sending malicious requests to the web server. 

This study presents AIDeM, an advanced detection method that can confront 
mechanisms or techniques that produce denial of service attacks within Web envi-
ronments. AIDeM is intended to improve the initial security level within the FU-
SION@ architecture [5]. FUSION@ proposes a new and easier method to develop 
distributed intelligent ubiquitous systems, where applications and services can 
communicate in a distributed way with intelligent agents, even from mobile de-
vices, regardless of time and location restrictions. FUSION@ did already include 
a security component within its structure consisting of an agent specialized. How-
ever, the security method employed by this agent is limited in scope making avail-
able services vulnerable to attack. AIDeM is based on a group of agents specially 
designed to work together intelligently and adaptively to solve the problem of the 
reliability of SOAP messages sent in service requests. The core of AIDeM is a 
classification mechanism that incorporates a two-phase strategy to classify SOAP 
messages. The first phase applies an initial filter for detecting simple attacks with-
out requiring an excessive amount of resources. The second phase involves a more 
complex process that ends up using a significantly higher amount of resources. 
Each of the phases incorporates an intelligent agent that integrates a CBR engine 
with advanced classification capabilities. The idea of a CBR mechanism is to ex-
ploit the experience gained from similar problems in the past and then adapt suc-
cessful solutions to the current problem [6]. The first agent uses a Naïves Bayes 
classifier and the second a neural network, each of which is incorporated into the 
respective re-use phase of the CBR cycle. As a result, the system can learn and 
adapt to the attacks and the changes in the techniques used in the attacks. Addi-
tionally, a strategy of a two phased classification mechanism is to use its resources 
(CPU, cycle, memory) and improve response time. 

The rest of the paper is structured as follows: section 2 presents a general de-
scription of the FUSION@ architecture and the limitations of the current mecha-
nism of security. Section 3 focuses on the details of the AIDeM architecture  
and the mechanism of classification. Finally, section 4 describes how the classifier 
agent has been tested inside a multi-agent system and presents the results  
obtained. 

2   FUSION@ Architecture and Current Mechanism of Security  

FUSION@ [5] combines a services-oriented approach with intelligent agents to 
obtain an innovative architecture that facilitates ubiquitous computation and 
communication, and high levels of human-system-environment interaction. It also 
provides an advanced flexibility and customization to easily add, modify or re-
move applications or services on demand, regardless of the programming lan-
guage. FUSION@ framework defines four basic blocks: a) Applications represent 
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all the programs that can be used to exploit the system functionalities. They can be 
executed locally or remotely. b) Services represent the activities that the architec-
ture offers. c) Agents Platform is the core of the architecture and integrates a set of 
agents, each one with special characteristics and behaviours. In FUSION@ ser-
vices are managed and coordinated by deliberative BDI agents with distributed 
computation and coordination abilities. d) Communication Protocol allows appli-
cations and services to communicate directly with the agents platform. The  
protocol is completely open and independent of any programming language, fa-
cilitating ubiquitous communication capabilities. This protocol is based on SOAP 
specification [7] to capture all messages between the platform and the services and 
applications. Developers are free to use any programming language. The only  
requirement is that they must follow the communication protocol based on the 
transactions of XML (SOAP) messages. The communication among agents in the 
platform follows the FIPA Agent Communication Language (ACL) specification.  

FUSION@ is a modular multi-agent architecture, where services and applica-
tions are managed and controlled by deliberative BDI (Belief, Desire, Intention) 
agents [8] [9]. There are different kinds of agents in the architecture, each one 
with specific roles, capabilities and characteristics: 

• CommApp Agent. Responsible for all communication between applications 
and the platform.  

• CommServ Agent. Responsible for all communications between services and 
the platform. This agent also periodically checks the status of all services to 
know if they are idle, busy, or crashed. 

• Directory Agent. Manages the list of services that can be used by the system.  
• Supervisor Agent. Supervises the correct functioning of the other agents in the 

system.  
• Security Agent. Analyzes the structure and syntax of all incoming and outgo-

ing XML messages.  
• Admin Agent. Decides which agent must be called by taking the QoS and user 

preferences into account. Admin Agent has a routing list to manage messages 
from all applications and services. This agent also checks if services are 
working properly to ensure that QoS is always current. 

• Interface Agent. This particular agent was designed to be embedded in user 
applications.  

Developers can add new agent types or extend the existing ones to conform to 
their projects needs. However, most of the agents’ functionalities should be mod-
elled as services, releasing them from tasks that could be performed by services. 
More specific details of the architecture can be found in [7].  

Security is considered an important element within the FUSION@ architecture. 
As a result FUSION@ incorporates a security mechanism that validates all incom-
ing messages dealing with service requests. The strategy is centered on the role of 
the Security agent and its attempt to protect services that are facing potential at-
tacks hidden within service requests (embedded within a SOAP message). The se-
curity mechanism contained within the Security agent is simple and efficient for 
known attacks, although it presents a series of limitations when it comes to  
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protecting the architecture and services during a more complex attack. The major-
ity of the attacks made against service based environments use complex tech-
niques that are difficult to detect with a simple XML code review found in the 
SOAP message. One example of a complex attack directed at service based envi-
ronments is the denial of service attack, which can implement many mechanisms 
of attacks within service based environments [1]. A DoS attack causes the re-
sources available in the server of the provider (memory and CPU cycles) to be 
drastically reduced or exhausted while a malicious SOAP message is being parsed. 

In summary, the initial security mechanism incorporated within FUSION@ 
presents the following limitations:  a) It can cause a bottleneck during an instance 
of high service requests and negatively affect the architecture’s performance. b) Its 
strategy can only detect and block a limited number of known attacks, and cannot 
handle attacks that are more complicated in nature. c) The security mechanism is 
incapable of adapting to new attack patterns. This limitation prevents the security 
mechanism from confronting new attacks or fast-paced changes in known attack 
patterns. 

3   AIDeM: Agent-Based Intrusion Detection Mechanism  

AIDeM is based on the incorporation of a new security block composed of a set of 
agents with special capabilities. The new proposed mechanism is based on our 
previous research in SQL injection attacks [10] [11] which developed a multi-
agent SQLMAS architecture. In this way, some resources are reused and the 
knowledge acquired from previous work is adapted in order to provide an evolu-
tion of the mechanism proposed. 

Figure 1 presents the AIDeM architecture. As shown in Figure 1, AIDeM is 
comprised of the Security and Admin agent, both of which were already included  
 

 

Fig. 1 Representation of AIDeM with the set special agents 
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in the FUSION@ architecture, as well as the Traffic agent and two others that will 
function as classifiers: C1 agent and C2 agent. AIDeM was designed as a two 
phased classification mechanism for classifying SOAP messages, as explained by 
[10] and [11]. The first phase applies the initial filter for detecting simple attacks 
without requiring an excessive amount of resources. The second phase involves a 
more complex process which ends up using a significantly higher amount of re-
sources. This two-phased strategy improves the overall response time of the classi-
fication mechanism, facilitating a quick classification of any incoming SOAP 
messages that were thought to contain significant features during the first phase. 
The second phase is executed only for those SOAP messages with complex char-
acteristics identified as suspicious during the first phase and requiring a more  
detailed evaluation. Each of the phases incorporates a CBR-BDI [12] agent with 
reasoning, learning and adaptation capabilities.   

The following section provides a detailed description of the characteristics and 
tasks related to each of the agents that constitute the AIDeM platform. 

• Traffic Agent: This agent has a type of sensor feature that allows it to identify 
and capture SOAP messages that have been sent from external applications 
and that request a particular type of service. The agent captures the messages 
and redirects them to the Security agent for evaluation. 

• Security Agent: This agent carries out tasks similar to those assigned with the 
original FUSION@ security mechanism. The agent is in charge of receiving 
SOAP message that contain service requests. It performs a quick analysis of 
the message, and the data obtained are sent to the agent at the first phase of 
the classification mechanism. With cases that are considered suspicious, the 
Security agent submits the XML message to a more comprehensive syntactic 
analysis in order to obtain the necessary data for carrying out the second 
phase of the classification mechanism. There can be more than one Security 
agent, depending on the amount of workload. 

• Classifier C1 Agent: This is one of the key CBR-BDI agents in the classifica-
tion process. These agents initiate a classification by incorporating a CBR en-
gine that in turn incorporates a Näives Bayes strategy in the re-use phase. The 
main goal of this initial phase is to carry out an effective classification, but 
without requiring an excessive amount of resources. The fields of the case are 
obtained from the headers of the packages of the HTTP/TCP-IP transport pro-
tocol. Table 1 shows the fields taken into consideration to describe the  
problem. 

Table 1 Problem Description First Phase – Classifier C1 Agent 

Fields Type  
IDService Int i 
Subnet mask String m 
SizeMessage Int s 
NTimeRouting Int n 
LengthSOAPAction Int l 
TFMessageSent Int w 
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Within the CBR cycle, specifically in the re-use phase, a particular classifi-
cation strategy is used by applying a Näives Bayes strategy, which gives 3 
possible results: legal, malicious and suspicious. Messages that are classified 
as legal are sent to the corresponding web service for processing. Malicious 
messages are immediately rejected, while suspicious messages continue 
through to the classification process executing the second phase of the classi-
fication mechanism. There can be more than one Classifier C1 agent depend-
ing on the amount of workload. 

• Classifier C2 Agent: This CBR-BDI agent completes the classification 
mechanism. In order to initiate this phase, it is necessary to have previously 
initiated a syntactic analysis on the SOAP message to extract the required 
data. Table 2 presents the fields used in describing the problem for the CBR 
in this layer. Once the data have been extracted from the message, a CBR 
mechanism is initiated by using a Multilayer Perceptron (MLP) neural net-
work in the reuse phase. There can be more than one Classifier C2 agent, de-
pending on the amount of workload. 

Table 2 Problem Description Second Phase – Classifier C2 Agent 

Fields  Type variable 
IDService Int i 
MaskSubnet String m 
SizeMessage Int s 
NTimeRouting Int n 
LengthSOAPAction Int l 
MustUnderstandTrue Boolean u 
NumberHeaderBlock Int h 
NElementsBody Int b 
NestingDepthElements Int d 
NXMLTagRepeated Int t 
NLeafNodesBody Int f 
NAttributesDeclared Int a 
CPUTimeParsing Int c 
SizeKbMemoryParser Int k 

• Admin Agent: In addition to the functions already mentioned in the FUSION@ 
architecture, this agent is responsible for overseeing the correct functioning of 
the classification process and for coordinating the distribution of tasks. 

4   Results and Conclusions  

This article has presented AIDeM, a mechanism for classifying incoming requests 
based on SOAP messages. The mechanism was designed to exploit the distributed 
capacity of the agents. Additionally, an advanced classification mechanism was  
designed to filter incoming SOAP messages. The classification mechanism was 
structured in two phases, each of which includes a special CBR-BDI agent that 
functions as a classifier. The first phase filters simple attacks without exhausting an 
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excessive amount of resources by applying a CBR engine that incorporates a Na-
ïves Bayes strategy. The second phase, a bit more complex and costly, is in charge 
of classifying the SOAP messages that were not classified in the first phase. 

A small case study was used to evaluate the efficacy of the integration of 
AIDeM within the FUSION@ architecture. The ALZ-MAS 2.0 multi-agent sys-
tem [5] was used to carry out the test. It was implemented through FUSION@ and 
used to construct a tool for dependent environments. In order to evaluate AIDeM, 
two specific services available in ALZ-MAS 2.0 were selected for external users: 
RequestScheduleDoctor() which is used to consult the agenda of a doctor via 
Internet and RequestAppointment() which is used to request an appointment with a 
doctor via Internet. 

The experiments were carried out in two stages; the first stage was to obtain the 
test data used for training the classifiers, and the second stage was to evaluate the 
classification mechanism. In order to obtain the test data in the first stage, the Traf-
fic agent was configured to capture the incoming SOAP messages without redirect-
ing them to the services. In order to send the SOAP messages, 3 points (nodes) 
were established, from which various requests for selected services were executed. 
Each of these nodes belonged to a different network, i.e., each node connected to 
the internet using a different IP and subnetwork mask. In the first stage, each node 
was configured with 30 requests (SOAP messages) to be sent to each of the 2  
selected services. Each node sent a total of 60 requests so that the total number of 
requests made by the 3 nodes to the 2 services was equal to 180 requests. The 30 
requests sent by each node, included legal message and malicious message (incor-
rectly formed messages). For the second stage of testing, the number of nodes and 
services was the same as in the first stage, but the number of requests was config-
ured at 15 requests per node. At this stage, once the requests were captured by the 
Traffic agent, they were sent to AIDeM to be evaluated and classified. A total of 90 
requests (legal and malicious) were sent to AIDeM for evaluation. Figure 2 shows 
the results obtained for the set of SOAP messages evaluated.  

 
Fig. 2 Effectiveness of the classification mechanism prototype according to the number of 
patterns 
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Figure 2 shows the percentage of prediction with regards to the number of pat-
terns (SOAP messages) for the classification mechanism. It is clear that as the 
number of patterns increases, the success rate of prediction also increases in terms 
of percentage. This is influenced by the fact that we are working with CBR sys-
tems, which depend on a larger amount of data stored in the memory of cases.  

Future works are expected to develop the tools for obtaining a complete  
solution.  
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A Multi-agent System that Searches for Learning 
Objects in Heterogeneous Repositories 

Fernando De la Prieta and Ana Belén Gil* 

Abstract. This paper presents the BRENHET application, which introduces a new 
concept in searching for educational resources by using a learning object paradigm 
that describes these resources. The application is composed of a complete agent-
based architecture that implements the concept of federated search. It can search 
different repositories in parallel, and is based on abstraction layers between the re-
positories and the search clients. 

Keywords: Multi-agent systems, Distributed Computing, e-learning, learning ob-
jects, repositories, Simple Query Interface, learning technology standards, web 
services. 

1   Introduction 

One of the biggest advances in the field of distance education has been the incor-
poration of the learning object paradigm[1]. The main advantage derived from the 
use of these elements is the reusability of the educational resources. These learn-
ing objects (LOs) incorporate both a self-contained modular resource and a set of 
descriptive metadata, which makes it possible to automate any search and sort 
process. 

LOs are typically stored in digital repositories that, being highly heterogeneous, 
have different storing systems, access to objects, query methods, etc. The problem 
of heterogeneity in database systems has been the object of much research for 
quite some time [2] now and, as such, is not particularly critical. However, the fact 
that the repositories do not contain a high level layer that provides an abstraction 
between its internal functioning (which should be a black box) and the end users 
working with the stored data, results in a seemingly insurmountable problem suf-
fered by the majority of repositories. In an attempt to avoid this problem, some  
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repositories have an abstraction layer between their internal and external characte-
ristics, permitting them to better automate and process their learning objects, and 
allowing for new types of applications referred to as federated search LOs[3]. 

There are currently various studies underway that look at different ways of en-
capsulating heterogeneous learning object repositories (LORs). One of the most 
important, and currently the most used, is the SQI (Simple Query Interface) [4] 
which provides the repositories with an abstraction level between the internal and 
external heterogeneity that includes a specification with a wide range of possibili-
ties (different service-based communication protocols, synchronous and asyn-
chronous queries, stateless and stateful repositories, etc.). 

After an extensive preliminary study, it is apparent that all current repositories 
use the VSQL[5] query language, which is both simple and powerful, since it is 
based on XML, and able to adapt perfectly to learning object searches. The se-
mantic specification when searching for learning objects is the LOM (Learning 
Object Metadata) standard, which was formally approved by IEEE in 2002. Al-
though LOM describes the LOs amply and correctly, it does not contain a required 
specification field. Thus the burden of correctly describing the educational re-
sources is placed squarely on its authors. 

This primary purpose of this article is to present the federated search system for 
LOs in digital repositories, which has been developed specific to this study.  
Known as BRENHET, the agent-based system uses the SQI interface to perform 
federated searches in different repositories and sort the retrieved LOs according to 
the different needs of the application users. 

2   Searching for Learning Objects in Repositories 

The current increase in resources for online education calls for the efficient man-
agement of those services and the elements involved. The greatest efforts within 
the context of e-learning are now focused on achieving the interoperability of the 
resources generated. It is within this context that LOs emerged with the aim of 
reusing educational resources and reducing their production costs [7]. 

LOs have to be labeled with metadata so that they can be identified, located and 
used for educational purposes in web-based contexts. The pioneering standardiza-
tion for LOs was developed by ARIADNE (Alliance of Remote Instructional Au-
thoring and Distribution Networks for Europe). The Instructional Management 
Systems project (IMS) and Advanced Distributed Learning (ADL) initiatives 
emerged in an effort to develop standards for distributed learning technologies. 
The former has become the IMS Global Learning Consortium, whose key work 
has been in vocabularies and metadata for learning objects (IMS Learning Re-
source Metadata specification). The latter is the home of the SCORM (Sharable 
Content Object Reference Model), a Web-oriented data model for content aggre-
gation focusing on the structure and run-time environment for LOs. SCORM is 
pretty much accepted as the standard for management of educational content, and 
its counterpart is a standard for management of educational content metadata [8], 
Learning Object Metadata (LOM) from IEEE Learning Technologies Standards 
Committee (LTSC).  
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3. Query. Once the session identifier, whether static or dynamic, is available, 
the next step that must becarried out is the actual query. A synchronous 
query is implemented so that the results are obtained as an answer to the web 
services query.  

4. Metadata extract. Once the results have been obtained, the information 
contained in the metadata for each learning object is extracted. 

5. Sortresults. Once all the learning objects are obtained, the results are or-
dered so that they can be presented to the user more properly. This selection 
process must consider the use made of the learning objects by the end users, 
and the quality of the objects themselves. 

Phase 1 transforms natural language into VSQL language. Within the context of 
this type of query, the transformation phase is performed in a direct manner, 
which can be fully appreciated in Figure 4. 

 

dog “learnin-
gobject” 

 
“dog” or “lear-
ningobject” 

 

<simpleQuery> 
<term>dog</term> 
<term>learningobject</term> 
</simpleQuery> 

Fig. 4 VSQL transformation 

Phases 2 and 3 of the algorithm constitute the majority of the time used in the 
query, since they make a series of requests to the LORs using web services. Phase 
4 processes the results so that they can be more coherently ordered in the subse-
quent phase. This is possibly the most important phase of the algorithm since it 
considers various premises that can be divided into two primary groups: 

1. Importance for the user. As users navigate the application, data is ga-
thered from the use of LOs and later used during the ordering phase.  

2. Quality of the LOs. The quality of the actual learning object is consi-
dered (key elements, number of elements, relationship with other objects, 
etc.). 

During the algorithm design phase, the response time of the repositories was too 
high, just as with the results of initial study. One solution to this problem was to 
deploy the previously described phases 2, 3 and 4 in parallel, and to implement a 
timeout system. This reduced the response time to the end user and resulted in a 
completely functional application. 

The BRENHET search system architecture is composed of three basic blocks: 
Interface, Search system, and Communication protocols. These blocks constitute 
the foundation of the system’s functionality. The interface is primarily used for a 
bidirectional communication between the users and the application. The search 
system is implemented through the use of agents that are responsible for security, 
communication and the taskflow in BRENHET. This block is the core of the ap-
plication and integrates two types of agents that are each assigned to different 
types of tasks according to each one’s primary objective. The first group is  
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The second group of agents is based on a reactive agent platform that primarily 

aims to improve the application’s overall response time. These agents must take in-
to account a series of predefined temporal restrictions so that they can be capable of 
autonomously controlling the overall quality and reliability of the application. 

Finally, the communication protocol permits the applications, services and sen-
sors to be continually interconnected with the agent-based search system. This 
protocol is based on the SOAP standard and allows the exchange of messages be-
tween applications, services and repositories. 

4   Results and Conclusions 

This paper has provided a brief glimpse into the BRENHET System, which re-
solves the problem of heterogeneity in repositories that contain LOs, and the diffi-
culty in processing the repositories that arises from the inconsistencies within the 
LOM specification. BRENHET is a system that searches for LOs with a federated 
search. It has an agent-based architecture that uses an SQI interface to access Web 
services for heterogeneous repositories that store LOs, to select the required ob-
jects, and sort them according to user preferences. 

Taking into account the results obtained from the construction of the BREN-
HET application, it is possible to conclude that the agent-based architecture is 
ideal for resolving the problem of federated searches in heterogeneous reposito-
ries, due to the adaptation and learning facilities of the actual agents. 
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Application of a Modeling Standard Language on the
Definition of Agent Oriented Development Processes

Alma M. Gómez-Rodrı́guez and Juan C. González-Moreno

Abstract. The study of development processes is a key issue regarding quality of
final products and reutilization of process portions or fragments. In this work, the
process of a particular methodology for Agent Oriented Development is defined
using a standard notation, in particular SPEM 2.0 . This case study shows the suit-
ability of process definition as a starting point for reuse of the development process
in the Agent Oriented Software Engineering field. Moreover, the results obtained
will permit to design a customizable CASE tool that can fit in any development
process previously defined.

1 Introduction

The software quality assurance considers that the development process is very
important because of the direct relation between process quality and final prod-
uct quality. In particular, in Agent Oriented Software Engineering (AOSE) many
methodologies and their associated processes of development have been proposed
in the latest years [5, 2, 7, 15]. All of them introduce all the conceptual abstractions
that must be taken into account in any MultiAgent System (MAS) development.

Nevertheless, in AOSE field few attention has been paid, until the moment to
process definition. All this encourages the necessity of obtaining models of the
processes for the development of MAS, that define its structural and behavioral
issues, as it has been introduced in FOSE-MAS [21]. For defining MAS based pro-
cesses, the Foundation for Intelligent Physical Agents (FIPA) through its Methodol-
ogy Technical Committee [4] has suggested the use of Software Process Engineering
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Metamodel (SPEM), whose current version is 2.0 [17]. SPEM is a standard notation
defined by the Object Management Group (OMG) to model software development
processes. As the SPEM standard is the one recommended by FIPA and is well
documented with available information, it was the one selected for this proposal.
Moreover, previous works in the field [20, 10, 8, 11] have used SPEM as the stan-
dard for Agent Oriented Process modeling.

Following these works, as well as other lines proposed by the FIPA Design Pro-
cess Documentation and Fragmentation Working Group, this paper addresses the
definition of a well known development process in the AOSE field, the develop-
ment process proposed by INGENIAS methodology [12, 14, 18] which is based on
Rational Unified Process (RUP)[19] and Unified Development Process(UDP).

The rest of the paper is organized as follows. After this Introduction, in section
2 a general overview of INGENIAS Process is presented. Next section 3 addresses
the definition of Inception Phase of INGENIAS Process, that has been taken as
significative case study. Finally, the paper ends with the Conclusions and Future
Work section.

2 Global Overview of the INGENIAS Process

2.1 Introduction

Initially a general overview of the process at a high level of abstraction must be
provided. For achieving this goal, this section will deal with issues such as: the
global description of the process and its phases or the key concepts defined during
the development.

The process taken as case study for this paper is INGENIAS-UDP. INGENIAS
methodology covers the analysis and design of MAS and it is intended for general
use; that is, with no restrictions on application domains. The methodology is sup-
ported by the INGENIAS Development Kit (IDK), which contains a graphical editor
for MAS specifications. Besides, the INGENIAS Agent Framework (IAF) [13] inte-
grated in the IDK has been proposed for enabling a full model-driven development
and transforming automatically specifications into code in the Java Agent DEvelop-
ment Framework.

INGENIAS tries to follow a Model Driven Development(MDD) [1], so it is based
on the definition of a set of meta-models that describe the elements that form a MAS
from several viewpoints. The specification of a MAS is structured in five viewpoints
[16]:

1. The definition, control and management of each agent mental state.
2. The agent’s interactions.
3. The MAS organization.
4. The environment.
5. The tasks and goals assigned to each agent.

Detailed references of the methodology from their authors can be found in [12],
[14, 16].
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2.2 Description of the Process

Like UDP, INGENIAS methodology distributes the tasks of Analysis and Design
in three consecutive phases: Inception, Elaboration and Construction, with several
iterations (where iteration means a complete cycle of development, which includes
the performance of some analysis, design, implementation and proofs tasks). The
sequence of iterations leads to the procurement of the final system [12].

Fig. 1 Lifecycle for INGENIAS Methodology

A detailed description of the Unified Development Process (UDP) of INGENIAS
methodology can be seen in [12, 14, 16]. Nevertheless a general view of the process
is introduced in Figure 1. The three development phases are considered to have two
different types of workflow: Analysis and Design. The methodology pays few atten-
tion, compared to RUP, to Implementation and Test workflows, because it provides
some tools which automatically generate code, in parallel with system’s specifica-
tion. Attending this facility, these workflows are considered not to be modeled as
fundamental part of the process.

Figure 1 is a SPEM activity diagram where only phases are considered. In SPEM
phases are considered as a special kind of activity which represents a significant
period in a project, ending with major management checkpoint, milestone, or set of
Deliverables [17].

2.3 INGENIAS Metamodel

INGENIAS is based on the concept of metamodel. A metamodel defines the prim-
itives and the syntactic and semantic properties of a model. As previously stated,
INGENIAS provides five meta-models that constitute the five different views of the
system. There are some key elements in the metamodel which relate the different
views of the system. The particular elements of each metamodel as well as their
relations and definitions can be found in [12, 14, 16]. Metamodels are the key issue
in MAS development, according to INGENIAS, because they constitute the basis
of MAS specification. Nevertheless, these models and the activities done to obtain
them must integrate in a Software Engineering Process. This integration will be
addressed in this section and the next ones.

After Introduction, each of the phases of the process will be described with a
higher level of detail. In the case of INGENIAS-UDP, Inception, Elaboration and
Construction must be detailed. For sake of brevity, in the paper only the Inception
phase will be addressed.
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3 Inception Phase

INGENIAS considers that the development initiates from the document describing
the problem. This means that this document will be considered as an initial input
of the process. Using it as input, the Inception phase introduces several activities,
described in Figure 2.

Regarding the Analysis workflow these activities must be done in this phase:

• Generate Use Cases
• Generate the Environment Model
• Initiate the architecture using the Organization Model

In what respects to Design only the construction of a rapid prototype must be
addressed.

All these activities and the associated tasks are shown in Figure 2. From this fig-
ure, the different tasks proposed by INGENIAS for Inception and the workproducts
produced, can be identified. Moreover, the roles responsible of each task as well as
the kind of responsibility they assume are also shown.

Figure 2 is a SPEM Activity Diagram which shows some details on the activities
and tasks to be done. It also shows the workproducts obtained as outputs or needed
as inputs for each of the activities proposed, as well as the roles responsible for each
activity. Roles and activities are further detailed in next subsections.

Fig. 2 Detailed tasks of Inception activities
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3.1 Process Roles

INGENIAS methodology makes no explicit reference to the roles implied in the
development. Nevertheless, regarding the focus of this paper on INGENIAS process
and its adaptation to UDP, we considered that two roles are implied in the process:
the System Analyst and the Designer.

The System Analyst is responsible or performs the most part of the activities
proposed in this phase. In particular, he will:

• Identify the Use Cases and construct and refine the Use Cases Diagram. From the
initial description of the problem to solve, the analyst must obtain the use cases
that will guide the creation of the Interaction Model.

• Define the Environment Model, showing the interaction of the system with its en-
vironment. This will imply to: identify applications (in INGENIAS, all the soft-
ware and hardware that interact with the system and can’t be designed as agent
will be considered an application); associate operations to particular applications
and define agents perception on applications.

• Obtain the Architectural view of the System using the Organization Model. This
means to generate a structural definition of the system by identifying groups in
the organization, generating group members and identifying goals.

The second role identified in this phase has been the Designer. He must be re-
sponsible of generating the prototypes. According to INGENIAS literature, this will
be done using a rapid application development tool such as ZEUS, Agent Tool or
others.

3.2 Activity Details

This section details the activities previously outlined for Inception Phase. Each of
the subsections will consider a particular activity.

3.2.1 Generate Use Cases

The generation and refining of Use Cases has been identified as a unique task. The
goal of this task will be to identify the intended functioning of the system. Knowing
the functionalities the system must provide, will allow to identify collaborators and
initiators in interactions and also to discover the nature of such interactions that will
affect the type of control applied to the agent: planning, cooperation, contract-net or
competition.

3.2.2 Generate the Environment Model

The Environment Model tries to show the elements that constitute the environment
of the system, and in consequence, what the agents have to perceive. The elements
defined in this model are of three basic kinds: agents, resources and applications.
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Obtaining the Environment Model of the system to construct comprises a set of
tasks, that must be done by System Analyst, and are explained next:

• Identify Environment Applications. All the software and hardware that interact
with the system and that can not be designed following an agent oriented ap-
proach will be considered an application.

• Associate Applications and Operations. In this task, operations are associated to
the applications defined by requirements. These operations have a signature, a
precondition and a postcondition. The identification of operations is an conven-
tional engineering task.

• Define Agents Perception.The main aim of this task is to define agents perception
on environment applications, at this moment of process it is enough to relate
agents and applications.

3.2.3 Initiate the Architecture

One of the key activities in Inception Phase is to start the definition of the system
architecture. This is done by constructing the Organization Model, which reflects
mainly the system’s workflows.

The basic tasks related with the procurement of Organization Model in Inception
activity are shown next. These activities try to obtain an organizational view of the
system, attending its structural, functional and social aspects and are done by System
Analyst role.

• Identify groups. The groups in the system must be identified. In this way the
participants in a particular workflow will be organized.

• Generate group members. Members (agents, roles, resources and applications)
are assigned to groups creating the corresponding relationships. If needed, the
groups can be decomposed in order to reduce complexity.

• Identify groups. The organization has a set of goals that must justify collabora-
tion between agents. The goals identified in this task will after be assigned to
individual agents or roles in the Task and Goals Model.

3.2.4 Construction of a Prototype

The generation of a prototype is a unique and simple task. As said previously, it will
be generated using a RAD tool.

4 Conclusions and Further Work

This work has addressed the definition of the INGENIAS process (in particular its
Inception phase), using SPEM 2.0 standard as notation.

The definition of processes is very important in Software Engineering as it makes
easier their study and improvement. Besides, defining a process is the best way of
documenting it. Documentation constitutes a key issue for understandability and
usability.
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Although some works have addressed process comparison in AOSE [3, 6], if all
the processes were defined in the same or similar way and with the same notation,
they can be compared much more easier. Afterwards, and considering comparison
conclusions, the most suitable process for a particular development can be chosen on
the members of the team (or vice versa). Moreover the process can be dynamically
changed during the development, if it is correctly defined.

Other advantage of having a formal defined process is related with the tools
supporting the development. At the moment, each particular methodology and pro-
cess provides its tools for development. Once we have the development processes
completely defined, this definition can be used as input for a generic tool, that will
implement the process taken as input. This tool will be customized by the pro-
cess definition and will guide the user in the different activities s/he has to do, the
workproducts to obtain, etc. An initial step in this approach has been made in [9],
where the definition of the system is obtained in a XML document, that can be used
as input in the tool proposed.

In the future, we will go on working in process formalization, trying in this way
to provide the scientific community with standard definitions of other INGENIAS
processes.
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370 A.M. Gómez-Rodrı́guez and J.C. González-Moreno
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Variable Length-Based Genetic Representation to
Automatically Evolve Wrappers

David F. Barrero, Antonio González, Marı́a D. R-Moreno, and David Camacho

Abstract. The Web has been the star service on the Internet, however the outsized
information available and its decentralized nature has originated an intrinsic diffi-
culty to locate, extract and compose information. An automatic approach is required
to handle with this huge amount of data. In this paper we present a machine learning
algorithm based on Genetic Algorithms which generates a set of complex wrappers,
able to extract information from the Web. The paper presents the experimental eval-
uation of these wrappers over a set of basic data sets.

1 Introduction

The Web has been (and is) a success. However the explosion of contents originated
in the late 90’s, combined with the lack of centralized organization, has made the
Web something like the ”Wild West”. Information is generated and stored with-
out well defined policies and mechanisms to locate and extract it. This scenario
makes locating and extracting information a hard task, thus automated solutions
have to be created. In this context of unstructured information is where wrappers
take an important role. Wrappers are specialized programs that automatically ex-
tract data from documents and convert the information stored into a structured for-
mat (Camacho et al., 2008). In this paper we propose the use wrappers that extract
information using evolved paragraph regular expressions (Friedl, 2002), or simply
regex.
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From a practical perspective, a regex is a string that defines a pattern, and thus it
can be used to perform tasks such as pattern identification or string extraction. Regex
have been widely used by sysadmins and programmers for decades to process log
files, validate user inputs or extract data from the Web. Regular expressions are a
powerful tool, however they have a pronunced learning curve. A regular expression,
in Formal Language Theory, is a characterization of a regular language (Brookshear,
1989) and thus a regex fully describes a DFA or NFA.

The problem of automata learning from examples is a well known problem, first
described by (Gold, 1967), and is generally known as language induction. It is usu-
ally recognized that Evidence Driven State Merging (EDSM) (Lang, 1998) algo-
rithms have good performance. However, in some contexts, using a regex is more
natural, and its syntax can be used as a more convenient representation of the un-
derlying automata (Petry et al., 1994).

We aim to extract information with a wrapper able to learn a regex from a set of
examples. Our approach uses Genetic Algorithms (GA) (Holland, 1992; Goldberg,
1989). The algorithm is feed with two sets of strings: one containing samples of
the pattern that are meant to be extracted and another one with strings that should
not be extracted. The algorithm has been integrated within a information extraction
and integration tool called Searchy (Barrero et al., 2005). We have previously used
a GA with an islands model (Barrero et al., 2009) to generate regex, which lead to
complex and domain dependent setups. In this paper we aim to simplify the wrapper
through a Variable-Length Genetic Algorithm (VLGA) (Ramsey et al., 1998).

This article is structured as follows. The evolutionary regex wrapper is presented
in the second section while some experiments carried out by the regex wrapper are
shown in section 3. Then some conclusions and future work are presented.

2 Evolutionary Regular Expression Wrapper

Wrappers allow to isolate the problem of Information Extraction in complex and
distributed systems. It encapsulates the pattern, or patterns, to be handle and any
kind of method, algorithm, or programming language can be used. They may use
any algorithm able to extract information, for instance, GAs.

GA is a type of algorithm that is inspired in the biological process of evolution
to address a wide range of Artificial Intelligence (AI) problems. Natural evolution
involves a population of individuals characterized by their genetic code. These indi-
viduals are under a selective pressure where those ones that are better adapted to the
environment have more chances to survive. This selective pressure, in conjunction
with changes to the genetic code made by mutation and sexual reproduction, forces
the evolution of the population.

A GA have to set, at least, a population of potential solutions characterized by an
artificial chromosome, a mechanism to measure the quality of the solution that the
chromosome represents, and a set of genetic operators. The canonical GA defines a
binary chromosome of fixed length (Holland, 1992). When the size of the solution
is not known, using VLGS might be more suitable Hutt and Warwick (2007).
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The VLGA implemented in the proposed wrapper uses a binary chromosome
divided in several genes of fixed length. Each gene codes a symbol from an alphabet
composed by a set of valid regular expressions constructions. It is worth to point
out that the alphabet is not composed by single characters but by any valid regex.
These simple regular expressions are the building blocks of all the evolved regex
and cannot be divided, thus, we will call them atomic regex. The position (or locus)
of a gene determines the position of the atomic regex. Gene in position i is mapped
in the chromosome to regex transformation as an atomic regex in the position i.

An example may clarify the mapping process. Figure 1 represents how the regex
cats+ and c*ts*? can be coded in the GA with a gene size of 5 bits. Here, the first
letter of cats+, c, is coded with the first gene of the chromosome, which is the binary
string 11100. In this case c is a single letter, but it may be a more complex regex,
depending on how the alphabet had been constructed. Following with the example,
the second letter of cats+ is a, it is coded in the second gene of the chromosome
with the string 00000, and so on.

Fig. 1 Example of chromosome encoding

We use classical mutation and crossover operators. Since the codification relies
in a binary representation, the mutation operator is the inverse operation meanwhile
the recombination is performed with a cut and splice crossover. Given two chro-
mosomes, this crossover selects a random point in each chromosome and use it
to divide it in two parts, then the parts are interchanged. Obviously, the resulting
chromosomes will likely be of different lengths. Cut and splice is the genetic op-
erator that generates chromosomes length diversity since mutation does not modify
the chromosome length. Selection is done by means of a tournament with a size
described in section 3. Initial population is generated randomly with chromosome
lengths uniformly distributed between two values.

The fitness function is a key subject in the construction of a GA. In our case,
for each positive example, the proportion of extracted characters is calculated. Then
the fitness is calculated subtracting the average proportion of false positives in the
negative example set to the average of characters correctly extracted. In this way,
the maximum fitness that a chromosome can achieve is one. It happens when the
regex has extracted correctly all the elements of positive examples while no element
of the negative examples has been matched. An individual with a fitness value of
one is called ideal individual.

The implementation of the evolutionary regex was done using a wrapper plat-
form (Barrero et al., 2005). This platform provides a set mapping rules that ease the
process of transform unstructured data into RDF. The wrapper first generates a valid
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regex for each term executing the described VLGA. Once a suitable regex is gener-
ated, the wrapper can begin to extract records from any text file accessible thought
HTTP or FTP. The extraction capabilities of the described wrapper are evaluated in
the next section.

3 Evaluation

Evaluation has been divided in three phases: a first one where the GA parameters are
selected; a second phase that generates the regex and a third one where the wrapper
uses the evolved regex to extract data. Experiments have used two datasets to evolve
two regex, one able to extract emails and another one able to extract US phone
numbers. A common issue when working with GAs is parameter tunning, which
is the concern of the first experimental evaluation. GAs are characterized by a large
number of parameters, and, althought they are quite robust, their performance might
be affected by the parameter setting. So, some initial experiments were carried out
to acquire knowledge about the behavior of the regex evolution and select the GA
parameters to use within the wrapper. Parameters are related in a complex non-linear
way. The experiment measured, for each mayor parameter, the mean fitness in a
range values of that parameter. Then, the value with higher fitness is selected. The
parameters that have been set in this way are the mutation probability, population
size, tournament size and elitism size.

Experiments showed that, despite the differences between the phone and email
records, both have similar behaviors. In this way it is possible to extrapolate the
experimental results and thus to use the same GA parameters. Setup experiments
showed that a good performance is achieved with a mutation probability of 0.002
(see Fig. 2) and a tournament size of 2 individuals. A population composed by fifty
individuals is a good trade-off between computational resources and convergence
speed. It has been randomly generated with a chromosome size that ranges from
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3 to 24 bits. Due to the stochastic nature of GAs, all experiments were run one
hundred times and the measures have been averaged. Once the main parameters have
been set, they can be used by the evolutionary regex wrapper. Figure 3 depicts the
evolution of email and phone regex average fitness. It can be seen that the behavior
of both fitness are similar, however email regex fitness converges faster, achieving
a fitness value slightly higher than phone regex. The percentage of successful runs
is 94% in case of phone regex, and it is increased to the 97% for email regex. Some
evolved regex and their associated fitness can be seen in Table 1.

The dynamics of the chromosome length can be observed in the Fig. 4, where
the average chromosome length is depicted. It is clear that there is a convergence
of the chromosome length and thus chromosome bloating (Chu and Rowe, 2008)
is not present. This fact can be explained considering the lack of non-coding and
overlapping regions in the chromosome coding, i.e., an ideal individual can only
be achieved thought a certain chromosome length, so longer or shorter individuals
achieve lower fitness and therefore they are discarded by the action of selective
pressure. High fit individuals can be achieved only by chromosomes of a determined
size, even if it is not explicit in the fitness function. This correlation between fitness
and chromosome size is confirmed by a comparison between Figs. 3 and 4. Email
fitness has a faster convergence and it also reaches its minimum chromosome length
earlier.

Fig. 4 shows another interesting behavior. When the evolution begins, the
average chromosome length tends to decrease until it reach a minimum, then it
begins to increase to converge into a fixed value. It can be explained by the rela-
tionship between chromosome length and its fitness. Long chromosomes generates
long regex, and thus the regex extracts more restricted patterns, decreasing the fit-
ness associated with the regex. In early generations, individuals have not suffered
evolution and thus its genetic code has a strong random nature. As a result long
chromosomes are discarded in early stages of the evolutive process. Once the popu-
lation is composed by individuals with basic regex, the recombination increases the
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Table 1 Evolved regular expressions

Evolved regex (email) Fitness Evolved regex (phone) Fitness
\w+\.-com\d+@ 0 \w+ 0
\w+\. 0.26 \(\d+\) 0.33
\w+@\w+\. 0.78 \(\d+\)\d+ 0.58
\w+@\w+\.com 1 \(\d+\)\d+-\d+ 1

complexity of individuals merging good chromosomes chunks, increasing the aver-
age chromosome length. The observed behavior is aligned with the literature about
VLGA (Burke et al., 1998; Hutt and Warwick, 2007).

When the GA has finished, the wrapper selects an ideal individual and use it to
extract data. In this third experimental phase extraction capabilities are evaluated by
means of the precision, recall and F-measure. Experiments use a dataset composed
by six documents containing phone numbers and emails. Table 2 shows basic infor-
mation about the dataset and its records. Examples have been divided in a trainning
set and a testing set. Documents one, two and three are composed by the testing
set. The rest of the documents are web pages retrieved from the Web without fur-
ther manipulation. It should be noticed that an extracted string is computed as a
correct extraction if and only if it matches exactly the record, otherwise it has been
computed as a false positive.

The results, as can be seen in Table 2, are satisfactory for the synthetic documents,
but precision and recall get worse for real raw documents. All the measures score
one for documents one to three, meaning that the GA has generated ideal regex for
the cases covered by the training set. Precision and recall in document four, that has
been fetched from the Web, achieves a value of one because phone numbers in this
document match perfectly the pattern used by the training set (\(\d+\)\d+-\d+).

Documents five and six have slightly worse results. Precision associated with
the extraction of email records is limited by the pattern that the regex can extract,



Variable Length-Based Genetic Representation to Automatically Evolve Wrappers 377

Table 2 Extraction capacity of evolved regex. The table shows the precision (P), recall (R)
and F-measure (F).

Email regex Phone regex
Email Phone P R F P R F

Document 1 5 0 1 1 1 - - -
Document 2 0 5 - - - 1 1 1
Document 3 5 5 1 1 1 1 1 1
Document 4 0 99 - - - 1 1 1
Document 5 862 0 0.79 0.51 0.62 - - -
Document 6 88 83 0.92 1 0.96 0.8 0.8 0.8
Average 0.93 0.89 0.89 0.95 0.95 0.95

\w+@\w+\.com. Using this regex, the record name.lastname@example.com is ex-
tracted as lastname@example.com and thus it generates a false positive. In addition,
emails that contains special symbols and numbers that are not matched, generating
also a false positive. Precision in the extraction of phone numbers in the document
six has been affected by some phone numbers that contains extensions. Since the
extracted record has not been correct, it has been computed as a false positive.

Recall, on the other hand, is perfect in phone numbers extraction, however it is
lower in email extraction with documents five and six. In this case the limitation
is imposed by emails containing a domain with more than two levels, the evolved
regex in unable to extract them, thus records such as name@it.example.com cannot
be extracted. This limitation is related to the linear nature of the coding used in
the GA.

4 Conclusions and Future Work

A method to generate regex using GAs with variable-length chromosomes has been
described. It has been shown that simple regex can be evolved using two sets of
examples. Experiments have shown that the chromosome length automatically con-
verges with a minimum number of parameters. Additionally, the study cases under
study follows similar patterns and optimum parameters. However, there are some
remarkable limitations in this approach. The most notable limitation is the linear
nature of codification in GA. Coding the hierarchical regex structure with a linear
chromosome yields to unnatural mapping that might be a barrier to generate com-
plex regex, as can be seen in the evolved regex. A natural step in future research in
this topic is to evolve complex regex with Grammatical Evolution.
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A Case Study on Grammatical-Based Representation
for Regular Expression Evolution

Antonio González-Pardo, David F. Barrero, David Camacho,
and Marı́a D. R-Moreno

Abstract. Regular expressions, or simply regex, have been widely used as a power-
ful pattern matching and text extractor tool through decades. Although they provide
a powerful and flexible notation to define and retrieve patterns from text, the syntax
and the grammatical rules of these regex notations are not easy to use, and even to
understand. Any regex can be represented as a Deterministic or Non-Deterministic
Finite Automata; so it is possible to design a representation to automatically build
a regex, and a optimization algorithm able to find the best regex in terms of com-
plexity. This paper introduces both, a graph-based representation for regex, and a
particular heuristic-based evolutionary computing algorithm based on grammatical
features from this language in a particular data extraction problem.

Keywords: Regular Expressions, Grammatical-based representation, Evolutionary
algorithms.

1 Introduction

Any Regular Expression, or regex (Friedl, 2002), can be described as a particu-
lar kind of notation for describing patterns of text. When a particular string is in
the set described by a regex, it is said that the regex matches the string. The pow-
erful pattern matching facilities provided by regex in different programming lan-
guages such as Perl, PHP, JavaScript, PCRE, Python, Ruby, or Java have not been
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Departamento de Informática. Universidad Autónoma de Madrid,
C/Francisco Tomás y Valiente, n 11, 28049 Madrid, Spain
e-mail: {antonio.gonzalez,david.camacho}@uam.es
David F. Barrero · Marı́a D. R-Moreno
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conveniently exploited by the programmers or the computer scientists due the diffi-
culty to write and understand the syntax, as well as the semantic meaning of those
regular expressions.

Any regex can be represented as a Deterministic or Non-Deterministic Finite Au-
tomata, a complete discussion of this problem can be found at (Thompson, 1968),
(Kleene, 1956), (Chang and Paige, 1992). From an algorithmic and programming
perspective the problem about how to represent and look for the optimal regex is
an interesting, but usually a hard problem (Gold, 1978). From the set of optimiza-
tion and Machine Learning methods that can be used to represent and automatically
search for regex, the Evolutionary Computation (EC) (Eiben and Smith, 2008) pro-
vides a collection of algorithms inspired in the biological evolution whose charac-
teristics make them promising to address this problem.

2 Graph-Based Representation for Regex

Different approaches can be defined to represent a regex as an evolutionary based
individual, from GAs (Barrero et al., 2009) to GP (Dunay et al., 1994). The final
representation of this individual is a critical aspect in any EC algorithm. This work
presents an initial approach based on graphs that uses the basic and syntactic con-
siderations of the regex notation.

2.1 A Brief Introduction to Regular Expressions

Regular expressions (Cox and Russ, 2007) are a tool used for providing a compact
representation of string patterns. They have been widely used by programmers and
systems administrators since most of common languages such as Perl, Java, C or
PHP support regex and many UNIX administration tools such as grep or sed use
them. Regex are commonly used, for instance, to extract strings or validate user
inputs. Regex contain some special symbols called wildcards. Following the ba-
sic wildcards from IEEE POSIX Basic Regular Expressions (BRE) standard, and
POSIX Extended Regular Expressions (ERE) notation, 4 wildcards1 are considered
in this work which are Plus, Star, Question mark and Pipe. These wildcards are
explained bellow and a graph-based representation are provided in Figure 1:

• Plus +. Repeats the previous item once or more.
• Start *. Repeats the previous item zero or more times.
• Question mark ?: Makes the preceding item optional.
• Pipe |: Causes the regex engine to match either the part on the left side, or the

part on the right side. Can be strung together into a series of options.

1 A complete syntax reference can be found at
http://www.regular-expressions.info/reference.html

http://www.regular-expressions.info/reference.html
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Fig. 1 Graph-based representation for main wildcards

2.2 A Particular Example on Web Data Extraction

The extraction of simple web data, as URL addresses, is a very common and useful
task achieved by a huge type of programs that crawl and search the World Wide
Web for useful information. Using the representation shown in previous section,
any regex could be represented as a Finite Automata. Next regex could be used to
retrieve a generic URL link (it only considers most current usual protocols as http,
https or ftp) from a web page:

(https|http|ftp)://[a-zA-Z]+(\.[a-zA-Z]+)*\.(com|net|org)

Figure 2 shows in detail the graphical representation of this regex. Note that the aim
of the graph is to accept the string that matches the regex, not to accept the string
that represents the regex. The graph must accept, for example, ”http://my.url.com”
but not the regex itself. Also note the initial node is represented as a node with a
double border and without any label.

http

ftp

https

: / / a-zA-Z

\. a-zA-Z

com

net

org

\.

Fig. 2 Graph-based representation for a regex

2.3 Nodes Representation

A major problem in a graph representation is the combinatorial explosion that might
happen if each character is represented by a node. In order to avoid it, the representa-
tion must reduce the size of the graphs using nodes to represent composed symbols
instead of simple ones. In this way the search space is drastically reduced, however
a new problem arises: how to automatically construct the composed alphabet.

Our approach uses the Zipf Law (Zipf, 1935) to construct the alphabet. Zipf ob-
served that given a corpus, a small subset of the words concentrates a high frequency
of occurrences, while most words appears few times in the corpus. This fact is used
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Table 1 Categorization of Nodes

Node Elements
N1 {:, /, \.}
N2 {http, https, ftp, com, es, org, net, 8080}
N3 {\d, \w, a-z, A-Z, |}
N4 {(, ), {, }, [, ]}
N5 {*, + , ?}

to design a heuristic able to identify important strings, and use it to build the alpha-
bet. For instance, given a set of URL examples, it is possible to identify ”http” and
”ftp” as common strings, and thus use them as a symbol.

The graph that is evolved is composed by three types of nodes. Each node is able
to accept a composed symbol such as ”http”. Nodes of type N1 contain the symbols
that generated Zipf valid strings, while nodes of type N2 are the strings extracted
using Zipf Law. Symbols N3, N4 and N5 are the especial characters from regex with
an increasing semantics, so the wildcard ”*” represents a cyclic graph (see previous
section), whereas symbol ”(” is used to maintain the syntax correctness of the regex.
The information given from these kind of nodes will be used by an evolutionary
algorithm to guide both the mutation and crossover operations.

2.4 Population Representation and Initial Population Generation

Each individual in the population represents a graph whose phenotype is a regex.
The graph is represented by a variable length list of interconnected nodes. In order to
generate always a syntactically correct regex the set of N5 nodes has been extended
with three more elements, which are +’, *’ and ?’. These nodes do not belong to
the vocabulary about regex nor the vocabulary about URL, but they are needed to
restrict the effect of the elements +, * and ?, respectively. For example, the regex
abc(de)* will be represented as abc*(de)*’, and the program will know that only the
string ed is affected by the operator *.

Figure 3 shows the genotype of an individual that represents the regex
(http|ftp):(\w)*.

Fig. 3 Regular expression for URL address represented as a list of Nj nodes

Once an individual can be represented, it has been defined some heuristics to
guide the generation of the initial population. These heuristics allow to create well-
formed (syntactically and grammatically) individuals. In order to do that, a maxi-
mum length of the genotype has been defined. Note, that this length is a constraint
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for the generation of the initial population, for that reason its possible to obtain, in
any generation, any individual whose genotype exceeds this maximum length. A
manually generated regex able to accept all the patterns of this study has 55 nodes.
The maximum length of the genotype of the initial population will be 70 nodes. This
value allows initial population to exceed the length of the valid regex in, approxi-
mately, a 25%.

3 Mutation and Crossover Operations for Regex Evolution

From our previous nodes classification, two different types of mutation have been
defined:

• Random. This is equivalent to the uniform mutation operator found in GA or
point mutation in GP. Once a particular node i that belongs to class j (ni, j) in the
graph is selected, it is changed by any randomly token available in our sets of
nodes. Therefore, any node in the graph can be substituted by any other.

• Guided. This mutation takes randomly the node ni, j ∈ Nj from the graph, and it
only can be changed by other token (randomly selected) which belongs to the
class Nj. This guided mutation tries to use the statistical knowledge acquired
from the analysis of natural language, so the token http could be mutated into
ftp, and the grammatical knowledge from the regex notation, so the wildcard *
could be mutated into +. Note, that in the case of the node belongs to class N4

and N5, the same mutation has to be performed twice due to nodes belonging
to these classes appear in pairs. That means, if a node * is mutated into +, then
the corresponding node *’, which represent the end of the operator, must change
into +’.

The guided mutation allows one to reuse grammatical and syntactical knowledge
from the language used to generate regex, it allows to easily generate correct indi-
viduals. However, this produces a second important bias in the searching process of
individuals.

The crossover operation using a graph and grammatical-based representation (see
section 2) needs to consider the inner structure of this graph to select part of the
graphs that can be later used in the offspring generation. To compare how the repre-
sentation works, some crossover operations have been defined:

• One-point. This is the equivalent crossover of the traditional one-point crossover
found in GA. A point is randomly selected from both parents splitting its geno-
type in two parts. The new individual generated will inherit two parts, one from
each parent.

• Two-point. Two points inside the graph (both randomly) are selected, then both
sections of the graph are interchanged. It is the equivalent of two-points GA
crossover.

• Grammatical-based selection. In order to explain this operation, a new con-
cept typed block is defined. Let be Bx, where x ∈ {N4,N5}, a block of variable
length limited by nodes of class x, Bx is named as block of type x. For example:
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+(http|ftp)+’ is a block limited by nodes belonging to N5 class, thus is a B5 block.
Grammatical-based selection is heuristically guided and it works as follows:

1. One point in the graph is selected.
2. If the selected node is contained into a B4 block, then the entire block is se-

lected.
3. If the selected node is not included into a B4 block, the algorithm will try to

determine the B5 block that contains the selected node. If that block exists,
then it is selected.

4. Finally, if the selected node does not belong to a B5 block nor a B4 block, then
only the selected node will be exchanged.

4 Experimental Results

Genetic Algorithms (GA) need an objective function which allows to evaluate the
population and to differentiate its individual. This function is called fitness function.
In order to evaluate each regex generated by the program, a file with different URLs
is used. With this two notions and the context of this case study, it is easy to identify
that a possible fitness function could be the number of URLs that the generated
regex is able to match. Nevertheless, this fitness function is very restrictive and this
makes the evolution of the individual difficult.
The fitness function used in this case study is based on the proportion of character
that the regex is able to match from the whole test file. Given an individuals i, the
fitness of i is defined by equation 1.

F(i) =
∑N

j=1
mi j
l j

N
(1)

Where N is the number of URLs in the test file, mi j is the number of characters that
the individual i matches from the URL number j and l j is the total length of the
URL number j.

There are some parameters which must be specified to execute the GA, these
parameters are the number of parents in the population, the number of offspring
population and the mutation rate. These values have been set with the following
values: the parent population is 30, the offspring population is 45 and the mutation
rate is 0,05. With these values, the program has been executed taking into account all
possible combinations of Mutation and Crossover operations, that means trying to
launch the program using random crossover and random mutation, guided crossover
and random mutation, random crossover and guided mutation and, guided crossover
and guided mutation.

Figure 4(a) shows the results of launching the program with random crossover
and random mutation. As it can be seen, there is no evolution in the population due
to data dispersion. These bad results are expected because with random mutation
and random crossover, there is no guarantee of generating well-formed individual.
Therefore, the probability of generating any individual with a good fitness value is
very low. Another execution uses guided crossover and random mutation in order to
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(a) Random crossover and random
mutation

(b) Guided crossover and random
mutation

Fig. 4 Mean fitness of graph evolution

obtain better results than the previous one. The results of this execution are shown
in Figure 4(b). As it can be seen, this experiment provides better results than the
previous one, but they are not useful since it only recognizes the 30% of the ex-
amples. The experiment with random crossover and guided mutation does not work
due to guided mutation needs the creation of well-formed individual (syntactically
and grammatically), and this restriction is not always true by the random crossover.

Finally, with guided mutation and guided crossover the best result are obtained.
All the generated individuals are well-formed (syntactically and grammatically) due
to the heuristic applied in the operators (see Section 3). Figure 5 shows the result of
this experiment. The evolution of the population is represented in the increase of the
fitness of the population for each generation. The chart shows how the mean fitness

Fig. 5 Results of execution with guided crossover and guided mutation
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increases and it is closer to the optimal value. This value is 1 which represents that
it is matched a 100% of the examples in the test file. An example of individual
generated by the program is the following: [\w∗ | f t p ∗ \d/?/A−Z].

5 Conclusions

This work shows a representation and evolutionary algorithm case study based on
both, graphs and grammatical features from the syntax and grammar standards used
to define regex. It have been defined two different kind of specific evolutionary oper-
ators, mutation and crossover guided by these grammatical considerations. Although
the experimental results provide an initial evaluation of the genetic algorithm, more
experiments must be carried out in the future and other parameters, such as preci-
sion, need to be considered in order to measure the efficiency of the algorithm.
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Towards the Automatic Programming of H Systems:
jHsys, a Java H System Simulator

J.M. Rojas Siles, M. de la Cruz Echeandı́a, and A. Ortega de la Puente

Abstract. The main goal of this paper is to describe how we consider that splicing
systems (a family of abstract bio-inspired computing devices) can be automatically
programmed (designed) in the future. One of the necessary steps is to formally de-
scribe the computer being programmed (splicing systems). Some of the authors of this
paper have previously solved this problem. Another necessary step is to develop a sim-
ulator for H systems. We propose applying Christiansen Grammar Evolution (an evo-
lutionary automatic programming algorithm developed by the authors) to complete
the process. This technique includes a fitness function that the simulator requires. This
paper is devoted to describe jHSys, a Java simulator for splicing (H) systems.

1 Motivation

The task of automatically writing programs can be seen as a search problem: finding
the best in a set of candidate programs automatically generated. Any general search
technique can be used to solve this problem.

Conventional personal computers are based on the well known von Neumann
architecture, that tries to implement the Turing machine by means of electronic de-
vices: aritmetic and logic unit, registers, data and direction buses, etc. A great effort
is being dedicated to one of the current topics of interest of our research group: the
design of new abstract computing devices which can be considered as alternative
architectures to design new families of computers. Some of them, inspired in the
way used by Nature to efficiently solve difficult tasks, are called natural or uncon-
ventional computers. A few of the natural phenomena inspiring these devices are:
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the role of membranes in behaviour of cells, the structure of genetic information,
and the way in which species evolve.

Any computer scientist has a clear idea about how to program conventional (von
Neumann) computers by means of different high level programming languages and
their corresponding compilers, which translate programs into machine code. On the
other hand, imagining how to program unconventional computers is quite difficult.

One of the main topics of interest of our research group is the formal specifica-
tion of complex systems that makes it possible to apply formal tools to their design,
or study some of their properties. We have successfully applied this approach to dif-
ferent bio-inspired computational devices (L systems, cellular automata [2, 3, 4, 5])
and proposed a new evolutionary automatic programming algorithm (Christiansen
Grammar Evolution or CGE [6]) as a powerful tool to design complex systems to
solve specific tasks.

CGE wholly describes the candidate solutions, both syntactically and semanti-
cally, by means of Christiansen grammars. CGE improves the performance of other
approaches, because it reduces the search space by excluding non-promising indi-
viduals with syntactic or semantic errors.

Splicing systems are abstract devices with a complex structure, because some
of their components depends on others. This dependence makes it difficult to use
genetic techniques to search splicing systems because, in this circumstance, genetic
operators usually produce a great number of incorrect individuals (both syntactically
and semantically).

This paper is focused on one of the steps needed for using CGE to automatically
program splicing systems: their simulation.

Figure 1 graphically describes the different blocks which can be considered to
propose a general way to program natural computers similar to splicing systems to
solve a given problem.

Fig. 1 Blocks of a general way to program natural computers
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This method takes as inputs the following elements: (1) the target problem to be
solved and (2) the computing device that will be used to solve the problem.

The method consists of the following modules: (1) An evolutionary engine, used
as an automatic programming algorithm. This engine has to handle candidate solu-
tions with a complex structure. We propose using Christiansen Grammar Evolution.
(2) A formal description of the computing device being programmed. In [1] the au-
thors design a Christiansen grammar for universal splicing systems. (3) A simulator
for the computing device that will be used to compute the fitness function. The cur-
rent paper is focused on this module. (4) The fitness function, which must fulfill two
roles: simulating the generated solution (in this case, a particular splicing system)
and measuring how well the solution solves the target problem.

In the following sections, we will briefly introduce splicing systems, and describe
jHsys, a Java simulator for splicing (H) systems. Finally, conclusions and further
research lines are discussed.

2 Introduction

2.1 Introduction to Splicing Systems

Splicing systems were introduced by Head in [7] as a DNA inspired computing
device. Splicing systems formalize the DNA recombination operation.

A splicing rule on strings is formally defined by means of four patterns u1, u2,
u3 and u4 and, when applied to two strings x = x1u1u2x2 and y = y1u3u4y2, it can
produce two resulting strings z = x1u1u4y2 and z′ = y1u3u2x2; although the second
one (z′) usually is discarded because the simmetric rule has the same result.

Formally they are represented as u1#u2$u3#u4.
A splicing system (H) consists of a set of splicing rules (R) that is applied to a

set of strings (L), both sets share the same alphabet (V ).
Extended splicing systems are one of the best studied variants of the basic model.

They use a distinguished subset of the alphabet (T ) named set of terminals with the
same meaning than in Chomsky grammars.

Formally H = (V,T,L,R).
The language generated by a splicing system (L(H)) contains all the possible

results of the splicing rules to the initial language (L) The languages generated by
extended splicing systems contain only strings of terminal symbols.

For example. It is easy to demonstrate that the following system generates strings
with the structure c1(ab)n(ab)m...c2

H0 = {V0,L0,R0}
• V0 = {a,b,c1,c2,c3,c4}
• L0 = {c1abc2,c3ac4,c4bc3,c1c4,c4c2}
• R0 = {c3a#c4$c1#a+b+c2,c3a+b+#c2$c4#bc3,c1#c4$c3#a+b+c3,

c1a+b+#c3$c4#c2,c1a+b+#$c1#a+b+c2}
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The complexity of a splicing system can be studied in terms of the complexity
of the initial set and the complexity of the rules in the Chomsky Hierarchy. It is
known [8] that the extended splicing system with a finite initial language and with
rules whose patterns are specified using regular expressions is equivalent to Turing
machines.

2.2 jHSys: A Java Splicing Systems Simulator

2.2.1 jHSys Design

jHSys stands for java H System Simulator. It is a multi-threaded Java application
to simulate an ample set of families of splicing systems, including those introduced
in [8] (regular extended H systems). jHSys allows the specification of a splicing
system H in terms of its main components (an alphabet V , an initial language L and
a set of splicing rules R).

jHSys fulfills all the features of the original splicing systems model. Moreover,
the design of our simulator allows us to easily scale it to support new variants of this
kind of systems. An example of this characteristic is the possibility of defining a
set of terminals (T ⊆V ) to simulate the aforementioned family of extended splicing
systems. The simulator can also deal with different stopping conditions, to deter-
mine when a particular simulation should stop. Thus, a set of stopping conditions S
is added to the initial model. The way of specifying these conditions is shown later
on this paper.

Fig. 2 jHSys Class Diagram

Figure 2 shows a simplified class diagram of jHSys. For the sake of simplicity,
the attributes and methods implemented by the different classes are omitted.

We have used a Java interface to represent stopping conditions. This technique
will ease the future inclusion of new kinds of conditions. The class
SplincingRules implements the Java interface Runnable. A different Java
thread is in this way assigned to each rule to improve the efficiency of the simulator
on parallel platforms. The ThreadCoordinator class properly synchronizes the
threads.
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jHSys simulations can be summarized as follows:

0. The user has to describe the system under consideration in an XML file.
1. This input file is translated into the corresponding Java data structures.
2. Until computation ends:

1 An APPLY RULE step is taken to verify and execute all the applicable splicing
rules.

2 An UPDATE LANGUAGE step collects all the new words added in the previous
step and includes them in the resulting language of the system.

3 The stopping conditions are evaluated.

2.2.2 XML Specification Files

As we have previously mentioned, the input of jHSys is an XML file describing the
system to be simulated. Figure 3 shows the XML code corresponding to the splicing
system example previously described:

<?xml version="1.0"?>
<!-- H-System specification file -->
<HSYSTEM>

<ALPHABET symbols="a b c1 c2 c3 c4"/>
<TERMINALS symbols="a b c1 c2 c3 c4"/>
<LANGUAGE words="c1abc2 c3ac4 c4bc3 c1c4 c4c2"/>
<SPLICING_RULES>

<SPLICING_RULE u1="c3a" u2="c4" u3="c1" u4="a+b+c2"/>
<SPLICING_RULE u1="c3a+b+" u2="c2" u3="c4" u4="bc3"/>
<SPLICING_RULE u1="c1" u2="c4" u3="c3" u4="a+b+c3"/>
<SPLICING_RULE u1="c1a+b+" u2="c3" u3="c4" u4="c2"/>
<SPLICING_RULE u1="c1a+b+" u2="" u3="c1" u4="a+b+c2"/>

</SPLICING_RULES>
<STOPPING_CONDITION>

<CONDITION type="MaximumWordsStoppingCondition" maximum="12"/>
</STOPPING_CONDITION>

</HSYSTEM>

Fig. 3 XML file for the example

• The main tag of the xml structure is <HSYSTEM>, that contains the whole de-
scription of the splicing system under consideration.

• The tag <ALPHABET> declares the available symbols.
• The tag <TERMINALS> contains, when simulating an extended splicing system,

the set of terminal symbols. As a prerequisite of the simulation, jHSys will check
whether it is a subset of the alphabet or not.

• The tag <LANGUAGE> contains the list of words of the initial language of the
system. All their symbols must belong to the set defined by <ALPHABET>.

• The tag <SPLICING RULES> contains all the splicing rules of the splicing
system. Each rule is composed of four patterns (u1, u2, u3 and u4), which the
user must define as Java regular expressions. For example, the splicing rule for-
mally defined as (c3a#c4$c1#a+b+c2) is translated into the XML component
<SPLICING RULE u1="c3a" u2="c4" u3="c1" u4="a+b+c2"/>.
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• Stopping conditions are specified within the tag <STOPPING CONDITIONS>.
jHSys supports three kinds of stopping conditions:

– MaximumWordsStoppingCondition: It stops the simulation when the re-
sulting language contains a certain number of words. The following fragment
shows the XML tag for 12 words
<CONDITION type="MaximumWordsStoppingCondition"maximum="12"/>

– MaximumStepsStoppingCondition: Simulation stops after a given number
of steps. The following tag corresponds to 15 steps:
<CONDITION type="MaximumStepsStoppingCondition"maximum="15"/>

– ConsecutiveConfigStoppingCondition: Simulation finishes when there is no
change in the resulting languages between two consecutive APPLY RULE
steps. Its representation in the xml file is
<CONDITION type="ConsecutiveConfigStoppingCondition"/>

2.2.3 Running jHSys

There are two versions of jHsys. Either can be run by invoking it from the command
line or by using an Eclipse plug-in. Eclipse [9] is a free integrated developing envi-
ronment. It provides the user with a set of tools that includes a rich XML editor. To
use jHSys with Eclipse, the user must download, install the plug-in (available online
at http://www.clip.dia.fi.upm.es/∼jmrojas/ ), and use the provided toolbar options. In
this case, the user can benefit from the features of the built-in XML editor to create
and modify the files that describe the splicing systems being simulated. The console
view of Eclipse will contain the output of the simulations.

The standalone version of the simulator is also available at http://www.clip.dia.fi.
upm.es/∼ jmrojas/, and it is invoked by the command

jhsys [inputFile.xml] [outputFile.log]

or

java -jar jhsys [inputFile.xml] [outputFile.log]

Where

• inputFile.xml describes the splicing system under consideration.
• outputFile.log is a log file that will store the output of the simulation:

– The first lines briefly describe the splicing system.
– There is a block for each APPLY RULE step with a line for each applied rule

with the list of words it adds to the resulting language.
– There is a block for each UPDATE LANGUAGE step with the current language.

Figure 4 shows the log file corresponding to the splicing system we have previ-
ously described.

After two iterations (a total of four steps) the MaximumWordsStopping
Condition is reached, i.e., the resulting language contains 12 words. At this mo-
ment the simulation stops and the result is the language generated by the second
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XML FILE LOADED AND PARSED SUCCESSFULLY...
H-SYSTEM INFO PARSED SUCCESSFULLY...
STOPPING CONDITIONS INFO PARSED SUCCESSFULLY...
H-SYSTEM XML PARSED SUCCESSFULLY...
RUNNING H-SYSTEM...
*** H-SYSTEM INITIAL CONFIGURATION ***
ALPHABET: [a, b, c1, c2, c3, c4]
TERMINALS: [a, b, c1, c2, c3, c4]
LANGUAGE: [c1abc2, c3ac4, c4bc3, c1c4, c4c2]
SPLICING RULES:
Splicing Rule 0 : [u1="c3a", u2="c4", u3="c1", u4="a+b+c2"]
Splicing Rule 1 : [u1="c3a+b+", u2="c2", u3="c4", u4="bc3"]
Splicing Rule 2 : [u1="c1", u2="c4", u3="c3", u4="a+b+c3"]
Splicing Rule 3 : [u1="c1a+b+", u2="c3", u3="c4", u4="c2"]
Splicing Rule 4 : [u1="c1a+b+", u2="", u3="c1", u4="a+b+c2"]
STOPPING CONDITIONS:
MaximumWords=12
*** APPLY_RULE - STEP 1 ***
Rule 2 adds new words: []
Rule 0 adds new words: [c3aabc2, c1c4]
Rule 1 adds new words: [c3aabbc3, c4c2]
Rule 3 adds new words: []
Rule 4 adds new words: [c1ababc2, c1c2]

*** UPDATE_LANGUAGE - STEP 2 ***
LANGUAGE: [c1abc2, c3ac4, c4bc3, c1c4, c4c2, c3aabc2, c3aabbc3,
c1ababc2, c1c2]

*** APPLY_RULE - STEP 3 ***
Rule 1 adds new words: [c3aabbc3, c4c2]
Rule 2 adds new words: [c1aabbc3, c3c4]
Rule 4 adds new words: [c1ababc2, c1c2, c1ababc2, c1abc2, c1aababc2,
c1bc3, c1aabbabc2, c1c3]
Rule 0 adds new words: [c3aabc2, c1c4]
Rule 3 adds new words: [c1aabbc2, c4c3]

*** UPDATE_LANGUAGE - STEP 4 ***
LANGUAGE: [c1abc2, c3ac4, c4bc3, c1c4, c4c2, c3aabc2, c3aabbc3,
c1ababc2, c1c2, c1aabbc3, c3c4, c1aababc2, c1bc3, c1aabbabc2,
c1c3, c1aabbc2, c4c3]

Stopping condition found: HSystems.stopping.MaximumWordsStoppingCondition
H-System has stopped!!!

Fig. 4 Contents of the log file for the studied splicing system

UPDATE LANGUAGE step (the fourth step). Figure 4 shows the complete output for
this example.

3 Conclusions and Future Research

This paper describes a Java simulator for an ample set of splicing systems that in-
cludes some well-known universal H systems. The simulator reads the description
of the systems from an XML file and stores the results in a log file. Some of the
authors of this paper have previously designed a Christiansen grammar for the same
families of splicing systems. In the future, we plan to study the possibility of propos-
ing a methodology to automatically design splicing systems to solve given problems
by means of Christiansen Grammar Evolution (an evolutionary automatic program-
ming algorithm proposed by the authors of this paper).
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In order to reach this goal, we will need to follow the following steps:

• Selecting a particular problem to be solved with splicing systems.
• Particularizing the Christiansen grammar that we have previously designed ac-

cording to the particular family that can solve this problem and developing a Java
version of the grammar that can be handled by the proposed algorithm.

• Developing a fitness function with the simulator described in this paper.
• Designing a set of experiments to select the proper splicing system.
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L Systems as Bio-MAS for Natural Language
Processing

Leonor Becerra-Bonache, Suna Bensch, and M. Dolores Jiménez-López

Abstract. In this paper, we claim that Lindenmayer systems (L systems) –more
precisely, ET0L systems– can be considered as bio-inspired multi-agent systems
that, because of its inherent features, can be usefully applied to the field of natural
language processing (NLP). L systems are a biologically inspired branch of the
field of formal languages that provide a parallel and non-sequential grammatical
formalism and that can be expressed as a multi-agent system. Taking into account
these features and the benefits of the multi-agent approach to NLP, we propose to
apply L systems to the description, analysis and processing of natural languages.

1 Introduction

In general, multi-agent systems offer strong models for representing complex and
dynamic real-world environment. Agent technology is one of the fastest growing
areas of information technology. People agree on the fact that the apparatus of agent
technology provides a powerful and useful set of structures and processes for de-
signing and building complex software applications. The concept of agent can be
found in a range of disciplines as, for example, computer networks, software engi-
neering, artificial intelligence, human-computer interaction, distributed and concur-
rent systems, mobile systems, telematics, information retrieval, etc. The metaphor
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of autonomous problem solving entities cooperating and coordinating to achieve
their objectives is a natural way of conceptualizing many problems. The multi-
agent system literature spans a wide range of fields including robotics, mathematics,
linguistics, psychology, and sociology, as well as computer science. Multi-agent
systems promote the interaction and cooperation of autonomous agents in order
to deal with complex tasks. This architecture has the advantage of distributing a
hard task among several task-specific agents that collaborate in the solution of the
problem. In a multi-agent system, agents cooperate to achieve a common objective.
This idea seems to be very adequate in the field of natural language processing.
In fact, the task of processing natural language requires multiple agents working
together in the pursuit of a common goal: the generation/understanding of lan-
guage. Some authors have suggest the possibility of using multi-agent systems in
natural language processing to represent cooperation among distinct linguistic lev-
els [10, 6, 17, 16, 12, 2]. With the idea of defending the adequacy of multi-agent
systems in the field of natural language processing, we propose the application of
Lindenmayer Systems to the description, analysis and processing of natural lan-
guage. L systems can be seen as a biologically inspired branch of the field of formal
languages that provide a parallel and non sequential grammatical formalism. In this
paper, we claim that L systems –more precisely, ET0L systems– can be considered
as bio-inspired multi-agent systems that, because of its inherent features, can be
usefully applied to the field of natural language processing.

The paper is organized as follows. Section 2 introduces Lindenmayer systems
and the basic definition of ET0L systems. Section 3 expresses L systems as a bio-
inspired multi-agent systems. Section 4 presents the application of L systems to
natural language processing. Final conclusions are presented in section 5. Through-
out the paper, we assume the reader to be familiar with basic notions in the theory
of formal languages. For more information the reader is referred to [15].

2 Lindenmayer Systems

Aristid Lindenmayer introduced, in 1968 [13], specific rewriting systems as models
of developmental biology, which today are called Lindenmayer systems or L sys-
tems. L systems model biological growth and because growth happens in multiple
areas of an organism, growth is parallel. The essential difference between Chomsky
grammars and L systems lies in the method of applying productions. In Chom-
sky grammars productions are applied sequentially, whereas in L systems they are
applied in parallel and simultaneously replace all letters in a given word. This dif-
ference reflects the biological motivation of L systems. Productions are intended
to capture cell divisions in multicellular organisms, where many divisions may oc-
cur at the same time. The investigations of L systems are an important and wide
area in the theory of formal languages. The modelling of different environmental
influences, for example, growth during day versus night, lead to different L sys-
tems and thus to different L languages. The study of L languages has resulted in a
language hierarchy, namely the L system hierarchy. Lindenmayer systems are well
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investigated parallel rewriting systems. For an overview see [11] and for the mathe-
matical theory of L systems see [14].

Definition 1. An extended tabled Lindenmayer system without interaction (ET0L
system, for short) is a quadruple G = (Σ ,H,ω ,Δ), where Σ is the alphabet, Δ is
the terminal alphabet, Δ ⊆ Σ , H is a finite set of finite substitutions from Σ into Σ∗,
and ω ∈ Σ∗ is the axiom.

Definition 2. For x and y in Σ∗ and h ∈ H, we write x =⇒
h

y if and only if y ∈ h(x).

A substitution h in H is called a table.

Definition 3. The language generated by G is defined as:

L(G) = {w ∈ Δ∗ | ω =⇒
hi1

w1 =⇒
hi2

. . . =⇒
him

wm = w for some m ≥ 0 and hi j ∈ H with

1 ≤ j ≤ m}.
By L (ET0L) we denote the family of ET0L languages.

Example 1. Let G1 = ({A,B,C,a,b,c},{h1,h2},ABC,{a,b,c}) be an ET0L system,
where h1 and h2 are given as follows:

h1 = {A → aA,B → bB,C → cC,a → a,b → b,c → c},
h2 = {A → a,B → b,C → c,a → a,b → b,c → c}.

The axiom ABC can be rewritten using the first table h1 or the second table h2.
Using the first three productions A → aA, B → bB, C → cC in h1 adds a symbol a, b,
and c, respectively in every derivation step. Using table h2 terminates the derivation
process. Consider the derivation of the word a2b2c2:

ABC =⇒
h1

aAbBcC =⇒
h2

aabbcc

The language generated is L(G1) = {anbncn | n,m ≥ 1}.

Example 2. Let G2 = ({A,B,a,b},{h1,h2,h3,h4},AA,{a,b}) be an ET0L system,
where the tables are given as follows:

h1 = {A → aA,B → B,a → a,b → b},
h2 = {B → A,A → B,a → a,b → b},
h3 = {B → bB,A → A,a → a,b → b},
h4 = {A → a,B → b,a → a,b → b}.

Table h1 introduces a symbol a in every derivation step and table h3 introduces a
symbol b in every derivation step. Table h2 serves as switch between the symbols A
and B and table h4 terminates the derivation process. Consider the derivation for the
word baba:

AA =⇒
h2

BB =⇒
h3

bBbB =⇒
h2

bAbA =⇒
h4

baba

The language generated is L(G2) = {ww | w ∈ {a,b}+}.
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Example 3. Let G3 = ({A,B,C,D,a,b,c,d},{h1,h2,h3,h4},ABCD,{a,b,c,d}) be
an ET0L system, where the tables are given as follows:

h1 = {A → aA,C → cC,B → B,D → D,a → a,b → b,c → c,d → d},
h2 = {A → a,C → c,B → B,D → D,a → a,b → b,c → c,d → d},
h3 = {B → bB,D → dD,A → A,C →C,a → a,b → b,c → c,d → d},
h4 = {B → b,D → d,A → A,C →C,a → a,b → b,c → c,d → d}.

Using tables h1 or h3 introduce in every derivation step the symbols a and c or the
symbols b and d, respectively. The tables h2 and h4 are used in order to terminate
the derivation process. The language generated is L(G3) = {anbmcndm | n,m ≥ 1}.

3 L Systems as Bio-inspired Multi-agent Systems

Lindenmayer systems may be interpreted in terms of multi-agent systems. ET0L
systems define systems of distributed components in which components can be
viewed as autonomous problem solvers that must collaborate in order to perform
complex tasks. Every table h in an L system can be seen as an agent that has a par-
ticular concern. Each agent has its rules and participate in the solution of a complex
problem: the generation of the language.

Ferber [5] defines a multiagent system as having the following basic entities.
Those basic entities can be interpreted in terms of L Systems as follows:

• An environment. In our system, the environment where the agents collaborate is
the string they are rewriting (starting by the axiom).

• A set of objects that exist in the environment. The objects in the environment are
symbols over the alphabet.

• A set of agents. The agents in ET0L systems are the tables h in H. Each table h
is an agent that has a particular concern.

• A set of operations that agents can use to sense and affect objects. The set of op-
erations in L systems are the rules each table h has that allow them to participate
in the solution of the problem.

• A set of universal laws that define the reaction of the environment to agent oper-
ations. In our case, the reaction of the environment to agent operations is just the
modification of the string due to the rules applied by the agents.

According to Wooldridge [19], agents in a multi-agent systems have three important
characteristics:

• Autonomy: the agents are at least partially autonomous.
• Local views: no agent has a full global view of the system.
• Decentralization: there is no designated controlling agent.

In L Systems, agents h are autonomous since each of them has its set of rules that are
independent on the rules other agents in the system have. Agents have local views,
since no agent alone can solve the problem of generating the language of the system,
but collaboration between all the agents in the system is needed in order to generate
the language. And, of course, no agent in L systems controls the whole process.
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From what we have said, it follows that L systems can be considered as multi-
agent systems. Moreover, Lindenmayer systems can be seen as bio-inspired multi-
agent systems. In fact, L systems are the first bio-inspired model in the field of
formal language theory. Aristid Lindenmayer introduced L systems in 1968 as a
theoretical framework in order to model the development of filamentous organisms,
which are composed of cells. These cells receive inputs from their neighbours and
change their states and produce outputs based on their states and the input received.
Cell division is modelled by inserting two new cells in the filament in order to re-
place one cell. With these theoretical framework of Lindenmayer an organism as
a whole was provided that models individual acts of division, unequal divisions,
interaction of two or more cells and cell enlargement. The possible combinations
of interactions among more than a handful of cells becomes rapidly unmanagable
without a mathematical theory and computer application, which are provided both
in the framework of Lindenmayer systems.

4 Applying L Systems to Natural Language Processing

‘There are different ways to organize a generation system to gain more flexibility.
The ideal organization lets each module contribute the choices to do with its area
concern, without having to make other decisions that would be better made by some
other module.’ [1, p. 504].

The above quotation clearly defends as ideal organization in natural language pro-
cessing the multi-agent one. To consider a distributed structure, where several agent
components have limited information and operate in an independent way, may fa-
cilitate very much the task of processing natural language. In general, formal and
computational approaches to natural language demand non-hierarchical, parallel,
distributed models in order to explain the complexity of linguistic structures as
the result of the interaction of a number of independent but cooperative compo-
nents. In natural language processing, researchers have turned from the initial se-
rial models to highly parallel ones. Distribution and cooperation are two important
notions in natural language processing. In this field, it is usual to deal with com-
plex tasks distributed among a set of ‘processors’ that work together in a well de-
fined way. In a distributed/cooperative architecture for natural language processing,
agents can work together to solve problems that are beyond their individual capa-
bilities. Each agent in the system can work independently, but problems faced by
each of them cannot be completed without cooperation. Cooperation is necessary
because no agent has sufficient expertise, resources and information to solve the
problem. The suitability shown by cooperative distributed architectures, have led to
apply distributed models to the field of natural language processing. In text anal-
ysis, for example, we can find models as TALISMAN [17] defined as a distributed
architecture for text analysis in French, that includes linguistic agents that corre-
spond either to classical levels in linguistics (morphology, syntax, semantics) or to
complex language phenomena. The main goal of this model is to show that complex
linguistic phenomena can be defined and processed in a distributed architecture. The
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CARAMEL model proposed in [7] is also an example of distributed architecture in
natural language understanding. The model proposed by those authors intends to be
applied to several different topics such as text understanding, dialogue management,
making abstracts or intelligent tutoring systems.

The idea of distribution present in multi-agent systems is adequate for every com-
ponent of a grammar. In [3], a highly distributed organization of syntax where com-
ponents are determined by representations they recover, is suggested. The author de-
fends four modules in the syntactic processor, each related with a ‘representational’
or ‘informational’ aspect of grammar: Phrase Structure; Chains; Thematic Struc-
ture; Coindexation (Binding and Control Theory). Another example of distribution,
this time in semantic and phonological modules, is presented in [9] where the author
suggests that: ‘... meaning, like phonological structure, is organized into indepen-
dent but interacting tiers, each of which contributes a different class of conceptual
distinctions to meaning as a whole.’ [9, p. 2]. Studies on modularity in morphology
can be found in [4], for example. About the internal modularity of pragmatics some
approaches are presented in [18] and [8]. So, from all those examples it follows
that not only a grammar as a whole can be regarded as a modular system composed
by several parallel interacting components (syntax, semantics, phonology, etc.), but
that also every component that builds up grammar can be viewed as internally dis-
tributed, being divided into several different agents as well.

From what we have said above, it follows that multi-agent systems offer the nec-
essary flexibility in natural language processing. The aim of a multi-agent system
for natural language processing is to define a set of agents with different skills that
participate in processing of natural language. L systems can be seen as multi-agent
systems that offer natural language processing a good tool to deal with the complex
task of generate/understanding natural language.

Moreover, L systems present another interesting feature to be applied to natu-
ral language processing: bio-inspiration. The biological inspiration of L systems
is an interesting property from a linguistic point of view since in the last decades
there seems to be a tendency to use bio-inspired models in the description and pro-
cessing of natural languages. Linguistics has not been able to solve the problem of
generation/understanding natural language, partly because of the fail in the models
adopted. Bio-inspired models could be a possible solution since one of the advan-
tages of such kind of models is to offer more ‘natural’ tools than the ones used so
far. Rewriting methods used in a large number of natural language approaches seem
to be not very adequate, from a cognitive perspective, to account for the processing
of language.

In the following we sketch one idea of how ET0L systems could be applied to
deal with different linguistical levels. We consider the syntactical and the semanti-
cal level and thus an ET0L system with two tables hsyn and hsem, where hsyn deals
with syntax and hsem with semantics. The table hsyn checks whether a given sen-
tence is syntactically correct and the table hsem assigns the semantical structure.
The example is simplified in order to illustrate better the applicability of L systems
for natural language processing. The number of the linguistical levels and the theo-
ries for these linguistical levels can be choosen as liked. Let hsyn be the set of rules
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{S → Np Vp,Np → Susan,Vp →V Np,Agent → Agent,V → kissed,Np → John} and
hsem be the set of rules {Susan→ Agent,V →V,Np → Np,kissed → Action,John→
Patient,Agent → Agent}. Let S be the axiom. Table hsyn rewrites the axiom to
Np Vp. Now again only table hsyn is applicable and rewrites all symbols (namely
Np Vp) to Susan V Np. At this stage table hsyn is no more applicable but ta-
ble hsem is and rewrites all symbols into Agent V Np. Applying table hsyn again
yields Agent kissed John. Finally table hsem is applied and rewrites all symbols
into Agent Action Patient. In this simplified example one table assigns a syntactical
structure to a given sentence and as soon as a semantical category can be assigned
to a syntactical category this is done by the other table.

5 Conclusions

Formal and computational approaches of natural language demand non-hierarchical,
parallel, distributed models in order to explain the complexity of linguistic struc-
tures as the result of the interaction of a number of independent but cooperative
modules. Natural language processing needs frameworks that are able to gener-
ate/understand the structures present in natural languages with simple mechanisms
that describe/explain those structures in a more natural way than the usual rewriting
systems. In natural language processing, researchers have turned from the initial se-
rial models to highly parallel ones. In theoretical linguistics, the hierarchical view
of grammar has revealed as problematic and there has been a search for systems
with parallel and autonomous components that cooperate in order to generate nat-
ural language. Since languages, either natural or artificial, are particular cases of
symbol systems and the manipulation of symbols is the stem of formal language
theory, it seems adequate to look for bio-inspired models that have been defined in
that research area. Lindenmayer systems are the first bio-inspired model proposed
in the field of formal languages and it is also the first one that replaces the sequential
rewriting by the parallel one. Therefore, it seems that Lindenmayer systems offer a
great deal of the properties that seem to be necessary in order to approach linguistic
structures. Moreover, it has been pointed out that using a multi-agent system for
natural language processing has several advantages and, as we have showed in this
paper, L systems can be considered as multi-agent systems. Models in natural lan-
guage processing demand bio-inspired devices that avoid the sequential rewriting,
that have enough expressiveness to describe natural languages and that present a dis-
tributed architecture. L systems are described as a parallel and non sequential gram-
matical formalism, they are biologically inspired, they can generate the non-context
free structures present in natural language and can offer a distributed/cooperative
architecture. Therefore, we consider that it could be interesting to apply L systems
to the description/processing of natural language in order to see if this parallel dis-
tributed bio-inspired model may improve current NLP approaches.
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10. Jiménez-López, M.D.: A Grammar Systems Approach to Natural Language Grammar.

Linguistics and Philosophy 29, 419–454 (2006)
11. Kari, L., Rozenberg, G., Salomaa, A.: L systems. In: Rozenberg, G., Salomaa, A. (eds.)

Handbook of Formal Languages, vol. 1. Springer, Berlin (1997)
12. Lima, V.L.S., Abrahao, P.R.C., Santa Maria Filho, I.: Distributing linguistic knowledge

in a multi-agent natural language processing system: re-modelling the dictionary. Proce-
samiento del lenguaje natural 23, 104–109 (1998)

13. Lindenmayer, A.: Mathematical models for cellular interaction in development. Journal
of Theoretical Biology 18, 280–315 (1968)

14. Rozenberg, G., Salomaa, A.: The Mathematical Theory of L-Systems. Academic Press,
New York (1980)

15. Rozenberg, G., Salomaa, A.: Handbook of Formal Languages. Springer, Berlin (1997)
16. Silva, J.L., Lima, V.L.S.: An alternative approach to lexical categorial disambiguation

using a multi-agent systems architecture. In: Proceedings of the RANLP 1997, Bulgaria,
pp. 6–12 (1997)

17. Stefanini, M.H., Berrendoner, A., Lallich, G., Oquendo, F.: TALISMAN: un système
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Poetic RNA: Adapting RNA Design Methods to the
Analysis of Poetry

Veronica Dahl, M. Dolores Jiménez-López, and Olivier Perriquet

Abstract. The style in which a Ribonucleic Acid (RNA) molecule folds in space
obeys laws of nucleotide binding and attraction which are encoded in its primary
structure, that is, in the sequence of nucleotides conforming it. Natural language
sentences can also be viewed as encodings for a structure in space -a parse tree-
which exhibits relationships or bindings between its parts. We explore the possi-
bilities in adapting a recent and simple methodology for bioinformatics -which has
been successfully used for RNA design- to the problem of parsing poems that follow
specific stylistic trends. The methodology introduced in this paper can be expressed
in terms of a multi-agent system that includes two types of agents: linguistic agents
and probabilistic agents.

1 Introduction

The application to molecular biology of AI methods such as logic programming and
constraint reasoning constitutes a fascinating interdisciplinary field which, despite
being relatively new, has already proved quite fertile.

As well, methodologies that pertain to the natural language processing field of
AI are now being exploited to analyze biological sequences, which is uncovering
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similarities between the languages of molecular biology and human languages [3].
On the other hand, the potential influence of computational molecular biology over
natural language processing, has been much less studied, although some similarities
and cross-fertilization potential are starting to be identified and exploited [5].

In [2], a novel methodology was presented -chrRNA (Constraint Handling Rules
RNA)- for addressing an important bioinformatics problem which has been proved
to be computationally hard: that of finding an RNA sequence which folds into a
given structure. Obvious potential applications are to in vitro genetics, by enabling
the scientists to produce RNAs artificially from sequences; and to drug design,
which typically progresses backwards from proteins to RNAs and finally to DNAs.

A much less evident potential application is proposed in this paper: the adapta-
tion of the same methodology to computational linguistics problems. We explore in
particular its uses for solving the problem of using stylistic information as an aid for
processing poetry. Our work springs from the observation that, in the same way as
molecules each have their own style, while all obeying the same nucleic acid gram-
mar (that of RNA or DNA), human artistic creations are marked by the specific style
of their author even when the grammar available to all authors may be the same.

The method developed in [2] for determining what RNA sequence a given
molecule’s structure folds into involves a very simple grammar augmented by prob-
abilities. These probabilities encode the molecule’s “style”, as it were, so adapting
our method to computational linguistics involves resorting to stylistic probabilities
observed in a given author’s poetic production in order to aid in the parse of a given
poem of the same author, or to aid in determining authorship itself.

2 Background

2.1 Constraint Handling Rules (CHR) and Grammars (CHRG)

Constraint Handling Rules (CHR) provide a simple bottom-up framework which
has been proved to be useful for algorithms dealing with constraints [6, 4]. Because
logic terms are used, grammars can be described in human-like terms and are pow-
erfully extended through (hidden) logical inference. The format of CHR rules is:
Head==>Guard|Body. Head and Body are conjunctions of atoms and Guard
is a test constructed from (Prolog) built-in or system-defined predicates. The vari-
ables in Guard and Body occur also in Head. If the Guard is the constant “true”,
then it is omitted together with the vertical bar. Its logical meaning is the formula
(Guard → (Head → Body)) and the meaning of a program is given by conjunction.
There are three types of CHR rules: (1) Propagation rules, which add new con-
straints (body) to the constraint set; (2) Simplification rules, which also add as new
constraints those in the body, but remove as well the ones in the head of the rule. (3)
Simpagation rules, which combine propagation and simplification traits, and allow
us to select which of the constraints mentioned in the head of the rule should remain
and which should be removed from the constraint set.



Poetic RNA: Adapting RNA Design Methods to the Analysis of Poetry 405

The rewrite symbols for the first two rules are respectively: ==>, <=> and for
simpagation rules, the notation is Head1\Head2<=>body. Anything in Head1
remains in the constraint set and anything in Head2 is removed from the constraint
set.

CHR have a grammatical counterpart -CHRG [4]- which is to CHR what Definite
Clause Grammars are to Prolog: grammar symbols compile into constraints in which
the word boundaries are made explicit automatically, so there’s no need to handle
them in the grammar. The notation that distinguishes a grammar rule from a CHR
rule is ::>, e.g. the CHRG rule: verb, noun_phrase::> verb_phrase
compiles into a CHR counterpart in which the start and end points are visible:

verb(Start,P1),
noun_phrase(P1,End)==>verb_phrase(Start,End).

2.2 The chrRNA Method for RNA Design

Research on the language of nucleic acid, parsimoniously but powerfully formed
basically with only four letters, or nucleotides (A, C, T and G), has in the past
few years started to uncover fruitful similarities between this language and human
languages [10]. Just as a sentence in English is only the visible part, or tip of the
iceberg, for that sentence’s rich structure, which is essential to its meaning, a nucleic
acid “sentence” (i.e., a sequence of A’s, C’s, T’s and G’s) hides, or codes for, an
incredibly rich structure which takes 3D shape when some of the nucleotides in the
sentence bind with others, and which is just as essential to that sentence’s meaning.

Scientists in computational molecular biology are interested both in the genera-
tion aspect of this process, namely predicting which 3D structure a known sequence
of nucleotides might fold into, and in its analyzing aspect, namely finding out what
sequence of nucleotides codes for a molecule whose 3D structure is known.

Both these aspects have approximate computational solutions, as long as compro-
mises are made with a particularly hard subproblem: that of molecules containing a
specific 3D structure called a pseudoknot. Simple pseudoknots occur when a struc-
ture of the form of a hairpin loop contains nucleotides that bind outside the loop.

Methods dealing with pseudoknots are delicate to conceive. Initially, the meth-
ods for RNA structure prediction used to simply disregard the possibility of having
pseudoknots, due to the huge algorithmic complexity these would bring to the prob-
lem, compared to the moderate gain in prediction accuracy. The solution proposed
in [2] allows pseudoknots. Bavarian and Dahl show that by using a set of simple
Constraint Handling Rules, this problem could actually have an approximate but
somehow useful solution in linear time, despite the simplistic grammar model. This
solution- named chrRNA- encodes an RNA molecule’s style in terms of probabil-
ities which are incorporated into the (otherwise highly ambiguous) grammar rules
that describe RNA primary structure. With the aid of their embedded probabilities,
they guide the assignment of content (one of A, C, U1 or G) to nucleotides we know

1 In RNA, thymine (T) is replaced by uracile (U), but U and T are perfectly equivalent at the
informational level.
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are paired but whose identity is not known, and also for the nucleotides we know
are unpaired but whose identity is likewise unknown.

These rules are based on the highly ambiguous context free grammar proposed
in [1] for RNA secondary structure prediction: [S → cSg|gSc|aSu|uSa|gSu|uSg; S →
aS|gS|uS|cS; S → a|g|u|c; S → SS. Using CHR to implement this grammar allows
us both to exploit the bottom-up characteristic of CHR rules, and to keep track of
ambiguous readings with no special overhead.

2.2.1 Representation Issues

As mentioned, the problem consists of finding a sequence of A, C, U and G which
folds into the (given as input) structure of the desired RNA. In the chrRNA method,
this structure is entered in the format of CHR constraints, e.g. for expressing that the
base number 1 and the base number 43 in the sequence are paired together, we add
the constraint pair(1,43) or if base number 3 is unpaired, the corresponding
constraint would be upair(3). One advantage of this input format to the input
format used by previous methods (RNAinverse and RNA-SSD) is that it is capable
of accepting pseudoknots in the input structure.

2.2.2 Processing Issues

We now need to assign nucleotides to each position given the input constraints.
The trivial solution of randomly assigning one of the Watson-Crick pairs (an AU or
CG pair) to each base pair and one of the four nucleotides (A, C, G and U) to the
unpaired bases is not a reliable one, since we might end up with a sequence that may
not actually fold into the input structure. This is because the number of GC pairs has
an important role in stabilizing a certain structure. For instance, if we assign base G
to 1 and base U to position 43 and if we have a base C in position 42, in the end, the
structure might be pair(1,42) instead of pair(1,43).

The solution proposed in [2] uses CHR rules combined with the probabilities
that are believed to govern the proportion of base pairs within RNA sequences, cal-
culated by comparing several RNAs together from Gutell lab’s comparative RNA
website, a database of known RNA secondary structures. After comparing 100 test
cases with various length from 100 to 1500 bases, they found the following probabil-
ities for each base pair: PCG = 0.53,PAU = 0.35,PGU = 0.12 The other probabilities
which are of interest are the probabilities for an unpaired base to be one of A, C, G,
or U . The results are as follows: PG = 0.18,PA = 0.34,PC = 0.27,PU = 0.20.

Inserting the probabilities into the rules is done by generating a random variable
in the guard section of the rules, and then testing this random variable according
to the probabilities: for instance if the random variable I generated when trying to
instantiate a pair of nucleotides X1 and Y1 is less than 0.53, the grammar rule will
assign a GC pair to pair(X1,Y1).

The result is a quite simple while powerful system which performs better than
the two previous methods for longer sequences, and which is capable of handling
pseudoknots. The application of their ideas could be useful for in vitro genetics and
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for drug design. We shall next argue that they can also be fruitfully adapted for
literary style processing, and exemplify this thesis around the poetry of the Cuban
author Nicolas Guillen.

3 Poetic RNA: A Multi-Agent Model

3.1 Poetic Style

Just as the CF grammar of RNA by itself is highly ambiguous, human languages
in general and poems in particular are also prone to ambiguity; however we have
chosen poems as a starting point because poetic style often departs in idiosyncratic
ways from standard word orderings often found in prose, and identifying such style
trends might therefore contribute clues that serve to disambiguate, much in the way
as the probabilities used in chrRNA help identify an RNA string unambiguously. We
can moreover express these trends precisely in the same way: through probabilities
resulting from an analysis of the particular author’s style.

As an example, Guillen’s poems make frequent use of topicalization, which often
makes it hard to identify a sentence’s subject from syntax alone.

However, an analysis of Guillen’s style might allow us to encode into the con-
text free rules, just as we did for nucleic acid rules, probabilities that can help us
disambiguate, e.g. by helping us determine in which cases an NP following a verb
is its subject and in which cases it is an object. We might want to encode Spanish
and stylistic observations such as: (1) a verb’s subject has high probability of being
adjacent to the main verb; (2) a direct object has high probability of following the
verb; (3) a main verb which is repeated has high probability of having in its repeated
occurrence the same subject as the first occurrence’s; (4) a second verb with no overt
subject has high probability of implicitly having the same subject as the first verb.

Of course, the more accurate an analysis of a given poet’s style and of the exact
values of the different probabilities, the more accurate the proposed method will
be for correctly using style to interpret a poem’s meaning. It is not our purpose in
this paper to propose precise values for any such probabilities; rather, we aim at
showing how the chrRNA method that has proved so successful for RNA design
can be adapted also to literary analysis.

We now abstract the problem of analyzing poems to make it amenable to the
same form as that of RNA design.

3.2 Agents in Poetic RNA

CHRG, in which our proposal is based, propitiate the introduction of agents since
they allow multi-headed rules to drive the parsing process. If all heads in a rule have
matching counterparts within the working store, then the rule applies. Therefore, a
CHRG rule can deal for instance with both syntactic and semantic information in
one stroke, by having syntactic and semantic agents coexisting as heads in the same
rule.
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Our model consists basically of a CHRG that incorporates two types of agents:
a linguistic agent whose task is gleaning the basic syntactic structures and a proba-
bilistic agent that encodes probability values that allow us to choose the more likely
parsing in the case of ambiguity. In what follows we describe those two agents.

3.2.1 Linguistic Agent

The linguistic agent may be seen as the basic parser whose task consists in glean-
ing the basic syntactic structures. Notice that our “nucleotides” are now blocks of
words marked by syntactic functions which can in a first stage be gleaned through
a regular CHRG. For example, “el borracho” in the sentence “Dejó el borracho en
su coche, dejó el cabaret” (“The drunkard left the cabaret... in his car”) can be an-
alyzed into a noun phrase (NP) stretching from position 2 in the input sentence
to position 3 but whose role inside the sentence -the style which binds concepts
with one another- remains to be found. This shows up in a CHR rule as the con-
straint noun_phrase(2,3,[el,borracho]), and in its CHRG counterpart,
as noun_phrase([el,borracho]).

The task of our linguistic agent is to represent the roles we are after (subject,
direct object...) through grammar symbols that compile into constraints. The roles
will be superimposed over the stretch of input string concerned. Thus if we view NP
as a label covering the substring “el borracho”, once we find that this NP’s role is
that of subject, we will add a new constraint which, in this same graphic view, would
label the same substring with “subject”. Other arguments relevant to the analysis can
of course be included, for our purposes here we’ll only add in some cases an index
I which will be an identifier to the “nucleotide” that the block containing it attaches
to, or refers to.

3.2.2 Probabilistic Agent

Let us again consider the Guillen’s sentence “Dejó el borracho en su coche, dejó
el cabaret sombrio”. This can be parsed into one sentence “The drunkard left the
sombre cabaret (by traveling) in his car”. Any Spanish reader would understand
that the verb’s repetition is for poetic effect, rather than a “new” main verb. A ma-
chine analyzer, however, would recognize two sentences, corresponding either to:
(1) “(Someone) left the drunkard in his car, and (the same person) left the sombre
cabaret, or (2) “Someone left the drunkard in his car, and the sombre cabaret left”.
The first interpretation is likely when one considers that implicit subjects are very
common in Spanish; the second one is nonsensical for humans but plausible from
syntax alone, and therefore, a fair candidate for a poetically uninformed parser.

In order to solve these cases of ambiguity, we add a probabilistic agent. In the
case of RNA design the probabilistic agent operates in the guard of a CHR rule, and
uses the probabilities that are believed to govern the proportion of base pairs withing
RNA sequences [2]. In our Poetic RNA, the probabilistic agent encodes probability
values that will allow us to determine, in case of ambiguity, which possible analysis
is more likely. Thus if we’ve encoded probabilities to the effect that when a verb
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is not the initial word in a sentence, the NP that follows it is likely to be a direct
object rather than a subject, the first rule below will capture that NP into the verb
phrase (by creating a verb_phrase symbol that spans both substrings, i.e. from
P1 to P3), while marking it as the direct object of that verb (by associating the same
index, J, to both the verb and the object). This rule will be used for instance for “dejó
el cabaret sombrı́o”. Notice that we express it as a CHR rule in order to access the
word boundaries and generate the new symbols with appropriate span.

If our probabilities moreover indicate that initial verbs in Guillen’s poetry are
likely to appear before the subject NP just for stylistic effect, the second of the
following two rules will be taken for “dejó el borracho”. This rule records the role
of subject found for this NP and marks both it and the verb with an index I, to
indicate that the string L2 is the subject of the verb L1. Notice that since we don’t
need word boundaries made explicit, this rule is a CHRG one- the word boundaries
will be added automatically at compilation time.

verb(P1,P2,L1),
noun_phrase(P2,P3,L2)==>prob(subj_verb_inversion,low),
append(L1,L2,L)|verb(p1,p2,L1,J),
direct_object(P2,P3,L2,J),verb_phrase(P1,P3,L).
verb(L1),
noun_phrase(L2)::>prob(subj_verb_inversion,high)|
verb(L1,I),subject(L2,I)—

Likewise, the probabilistic agent could encode probabilities to express the likelihood
that a repeated verb’s implicit subject refers to the subject of that same verb’s other
occurrence, and consult them in the guard of the concerned rule in order to co-index
both occurrences of that verb with the same subject.

4 Concluding Remarks

Algorithmic approaches to poetry have been around for a relatively long time. They
mostly focus on generating poetry by automated or semi-automated means [9], and
as such, belong to the general field of Electronic Writing. Automated poetry anal-
ysis, on the other hand, remains a bit more elusive, and concentrates on the more
mechanizable subtasks, such as automated analysis of sound and meter [8].

To the best of our knowledge, this work is the first in approaching poetic analy-
sis through stylistic probabilities added to a constraint-based parser. The exploitable
similarities between molecular and poetic style are potentially much bigger than ex-
plored in this first paper on the subject, and relatively straightforward to implement
in the underlying model we propose. What we just exemplified with a process called
topicalization, would gain in being pursued on a corpus of known poetic techniques
that make use of parsing ambiguity. In the scope of this paper, note that the ground
level of our analysis is syntactic, in that respect we do not consider for instance what
may be termed recombinant words or concepts [11] that would be visible only at an
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infra-syntactic level. These remarks give a picture of the horizon we assign to our
work.

Searls exposes in [10] the important role of computational linguistics techniques
in the domain of nucleic acid string analysis. Based on the indubitable efficiency of
these techniques in bioinformatics, he terms the processes at work in the production
of protein “the language of the gene” and “the language of proteins”. The metaphor
made its own way and the field of linguistics is currently well anchored in the do-
main. The linguistic denomination is more than a mere metaphor due to the concrete
operability of linguistics tools. When speaking about a molecule’s style, we actually
go one step further in that anthropomorphic projection, and we do it on purpose, in
a very prospective manner. Our intention is to to explore a backward genre contam-
ination where the linguistic approach itself gets inspired by its own application to
nucleic acid analysis.
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Mira, J., Ferrández, J.M., Álvarez, J.R., de la Paz, F., Toledo, F.J., et al. (eds.) IWINAC
2009. LNCS, vol. 5601, pp. 346–355. Springer, Heidelberg (2009)

6. Fruhwirth, T.: Theory and Practice of Constraint Handling Rules. Journal of Logic Pro-
gramming 37(1-3), 95–138 (1998)

7. Guillen, N.: Motivos de son (1930); Biblioteca Virtual Miguel de Cervantes, Alicante
(2001)

8. Logan, H.M.: Computer Analysis of Sound and Meter in Poetry. College Litera-
ture 15(1), 19–24 (1988)

9. Mendelowitz, E.: Drafting poems: inverted potentialities. In: International Multimedia
Conference, Proceedings of the 14th Annual ACM International Conference on Multi-
media, Santa Barbara, pp. 1047–1048 (2006)

10. Searls, D.B.: The computational linguistics of biological sequences. In: Artificial intel-
ligence and molecular biology. American Association for Artificial Intelligence, pp. 47–
120 (1993)

11. Seaman, W.: Recombinant Poetics: Emergent Meaning as Examined and Explored
Within a Specific Generative Virtual Environment. Ph.D. Thesis, CAiiA (1999)



A Visual Language for Modelling and Simulation of
Networks of Evolutionary Processors

Antonio Jimenez, Emilio del Rosal, and Juan de Lara

Abstract. The goal of this work is to provide the jNEP user with a visual tool to
graphically design the NEPs under consideration. jNEP is a Java simulator for NEPs
previously developed by some of the authors of this paper. We have designed a do-
main specific visual language for NEPs by means of AToM3. We have also taken ad-
vantage of the AToM3’s graph grammar modules to automate some mechanical and
time-consuming designing tasks, such as properly placing filters close to their pro-
cessors, and defining some kinds of standard graph topologies. AToM3 is a python
tool previously developed by some of the authors of this paper.

1 Introduction

1.1 Introduction to AToM3

Visual Languages play a central role in many computer science activities. For ex-
ample, in software engineering, diagrams are widely used in most of the phases
of software construction. They provide intuitive and powerful domain-specific con-
structs and allow the abstraction from low-level, accidental details, enabling reason-
ing and improving understandability and maintenance. The term Domain Specific
Visual Language (DSVL) [1] refers to languages that are especially oriented to a
certain domain, limited but extremely efficient for the task to be performed. DSVLs
are extensively used in Model Driven Development, one of the current approaches
to Software Engineering. In this way, engineers no longer have to resort to low-level
languages and programming, but are able to synthesize code for the final application
from high-level, visual models. This increases productivity, quality, and permits its
use by non-programmers.
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The design of a DSVL involves defining its concepts and the relations between
them. This is called the abstract syntax, and is usually defined through a meta-model.
Meta-models are normally described through UML class diagrams. Hence, the lan-
guage spawned by the meta-model is the (possibly infinite) set of models confor-
mant to it. In addition, a DSVL needs to be provided with a concrete syntax. That
is, a visualization of the concepts defined in the meta-model. In the most simple
case, the concrete syntax just assigns icons to meta-model classes and arrows to
associations. The description of the abstract and concrete syntax is enough to gener-
ate a graphical modelling environment for the DSVL. Many tools are available that
automate such task, in this paper we use AToM3 [2].

In many scenarios, the description of the DSVL syntax is not enough, but one
would like to define manipulations that “breath life” into such models. For example,
one could like to animate or simulate the models, to define “macros” for complex
editing commands, or build code generators for further processing by other tools.
As models and meta-models can be described as attributed, typed graphs, they can
be visually manipulated by means of graph transformation techniques [3]. This is a
declarative, visual and formal approach to manipulate graphs. Its formal basis, de-
veloped in the last 30 years, makes possible to demonstrate properties of the trans-
formations. A graph grammar is made of a set of rules and a starting graph. Graph
grammar rules are made of a left and a right hand side (LHS and RHS), each one
having graphs. When applying a rule to a graph (called host graph), an occurrence
of the LHS should be found in the graph, and then it can be replaced by the RHS.

In this paper, we apply the aforementioned concepts to build a DSVL to design
Networks of Evolving Provessors (NEPs). For this purpose, we built a meta-model
in the AToM3 tool and a graphical modelling environment was automatically gener-
ated. Then, such environment was enriched by providing rules to automate complex
editing commands, and by a code generator to synthesize code for jNEPs, in order
to perform simulations. The approach has the advantage that the final user does not
need to be proficient in the jNEPs textual input language, but he can model and
simulate NEPs visually.

1.2 Introduction to NEPs

Networks of evolutionary processors (NEPs) are a new computing mechanism di-
rectly inspired in the behaviour of cell populations. Each cell contains its own ge-
netic information (represented by a set of strings of symbols) that is changed by
some evolutive transformations (implemented as elemental operations on strings).
Cells are interconnected and can exchange information (strings) with other cells.
NEPs were initially used as generating devices in [4], [5], and [6].

The Connection Machine [7], the Logic Flow paradigm [8] and the biological
background of DNA computing [9], membrane computing [10], and specially the
theory of grammar systems [11] can be considered precedents to NEPs.
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A NEP can be defined as a graph whose nodes are processors which perform very
simple operations on strings and send the resulting strings to other nodes. Every
node has filters that block some strings from being sent and/or received.

1.2.1 NEPs: Definitions and Key Features

Following [12] we introduce the basic definition of NEPs.

Definition 1. A Network of Evolutionary Processors of size n is a construct:

Γ = (V,N1,N2, ...,Nn,G),

where:

• V is an alphabet and for each 1 ≤ i ≤ n,
• Ni = (Mi,Ai,PIi,POi) is the i-th evolutionary node processor of the network. The

parameters of every processor are:

– Mi is a finite set of evolution rules of just one of the following forms:
i. a → b, where a,b ∈V (substitution rules),
ii. a → ε , where a ∈V (deletion rules),
iii.ε → a, where a ∈V (insertion rules).

– Ai is a finite set of strings over V . The set Ai is the set of initial strings in the
i-th node.

– PIi and POi are subsets of V ∗ respectively representing the input and the out-
put filters. These filters are defined by the membership condition, namely a
string w ∈ V ∗ can pass the input filter (the output filter) if w ∈ PIi(w ∈ POi).
In this paper we will use two kind of filters:
· Those defined as two components (P,F) of Permitting and Forbidding con-

texts (a word w passes the filter if (α(w) ⊆ P)∧ (F ∩α(w) =Φ)).
· Those defined as regular expressions r (a word w passes the filter if w ∈

L(r), where L(r) stands for the language defined by the regular expression
r).

• G = ({N1,N2, . . . ,Nn},E) is an undirected graph called the underlying graph of
the network. The edges of G, that is the elements of E , are given in the form of
sets of two nodes. The complete graph with n vertices is denoted by Kn.

A configuration of a NEP is an n-tuple C = (L1,L2, . . . ,Ln), with Li ⊆ V ∗ for all
1 ≤ i ≤ n. It represents the sets of strings which are present in any node at a given
moment.

A given configuration of a NEP can change either by an evolutionary step or by
a communicating step. When changing by an evolutionary step, each component Li

of the configuration is changed in accordance with the evolutionary rules associated
with the node i. The change in the configuration by an evolutionary step is written
as C1 ⇒C2.

When changing by means of a communication step, each node processor Ni sends
all the copies of the strings it has, able to pass its output filter, to all the node
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processors connected to Ni, and receives all the copies of the strings sent by any
node processor connected with Ni, if they can pass its input filter. The change in the
configuration by means of a communication step is written as C1 �C2.

1.3 Introduction to jNEP and jNEPview

The jNEP [13] Java program, freely available at http://jnep.edelrosal.net, can sim-
ulate almost every type of NEP in the literature. The software has been developed
under the following main principles: 1) it rigorously complies with the formal defi-
nitions found in the literature; 2) it serves as a general tool, by allowing the use of
the different NEP variants and can easily be adapted to possible future extensions
of the NEP concept.

jNEP consists of three main classes (NEP, EvoluionaryProcessor and Word), and
three Java interfaces (StoppingCondition, Filter and EvolutionaryRule) This design
mimics the NEP model definition. In jNEP, a NEP is composed of evolutionary
processors, stopping conditions and an underlying graph (attribute edges), used to
define the net topology. Likewise, an evolutionary processor contains a set of rules
and filters.

jNEP reads the definition of the NEP from an XML configuration file that
contains special tags for any relevant components in the NEP (alphabet, stop-
ping conditions, the complete graph, every edge, the evolutionary processors with
their respective rules, filters and initial contents). Despite the complexity of these
XML files, the interested reader can see that the tags and their attributes have self-
explaining names and values.

We show below, as an example, the configuration file of a very simple NEP. It
has two nodes that, respectively, delete and insert the symbol B. The initial word
AB travels from one node to the other. The first node removes the symbol B from
the string before leaving it in the net. The other node receives the string A and adds
again the symbol B. The resulting string comes back to the initial node and the same
process takes place again.

<NEP nodes="2">
<ALPHABET symbols="A_B"/>
<GRAPH>
<EDGE vertex1="0" vertex2="1"/>

</GRAPH>
<EVOLUTIONARY_PROCESSORS>
<NODE initCond="A_B">

<EVOLUTIONARY_RULES>
<RULE ruleType="deletion" actionType="RIGHT" symbol="B" newSymbol=""/>

</EVOLUTIONARY_RULES>
<FILTERS>

<INPUT type="2" permittingContext="A_B" forbiddingContext=""/>
<OUTPUT type="2" permittingContext="A_B" forbiddingContext=""/>

</FILTERS>
</NODE>
<NODE initCond="">

<EVOLUTIONARY_RULES>
<RULE ruleType="insertion" actionType="RIGHT" symbol="B" newSymbol=""/>

</EVOLUTIONARY_RULES>
<FILTERS>

<INPUT type="2" permittingContext="A_B" forbiddingContext=""/>
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<OUTPUT type="2" permittingContext="A_B" forbiddingContext=""/>
</FILTERS>

</NODE>
</EVOLUTIONARY_PROCESSORS>
<STOPPING_CONDITION>
<CONDITION type="MaximumStepsStoppingCondition" maximum="8"/>

</STOPPING_CONDITION>
</NEP>

jNEP produces a sequence of log files, one for each simulation step. These logs
contain a line for each processor in the same implicit order in which they appear in
the configuration file. Each line contains the strings of the corresponding processor.

Besides, a graphical trace viewer of the NEP simulation has been developed.
It was designed to be integrated in jNEP and its name is jNEPview [14] (freely
available at http://jnepview.e-delrosal.net).

2 NEPs Visual Language

The system consists of four parts: two are core and essential parts of it (meta-model,
which gives the elements that will be used to build models; and the code generator,
which is a program that creates the code to be used by the simulator), and the other
two are just helpful in giving usability (constraints, which are defined inside the
meta-model and control some aspects of the models to ensure that they are syntacti-
cally correct; graph grammars are used to generate parts of the models crated that
might be dull to be done manually).

This way the user perceives that only a few buttons, GUI elements, and common
actions are needed to build a model that can be executed by the simulator, not being
aware of the complexity of the code used to feed it.

From this point the parts which compose the system are described.
Fig. 1 presents the UML class diagram of the meta-model that represents the

NEPs domain for the simulator. We can see several classes for the usual elements
of a NEPs system in it: alphabet, processors, filters, rules, and stopping conditions.
We need the following subclasses:

• rule → inserting, deleting, deriving, substituting, and regular expression
• stopping condition→ consecutive config, maximum steps, words disappear, and

non empty node

Code generator is the other core part of the system. It is responsible of creating
the XML file that will feed the simulator (using Python code). In order to do this, it
performs couple of tasks: first of all it checks some properties that the model must
meet, and then it goes through the instances that compose the model created by the
user in order to generate parts of the XML.

In the first task the properties that are checked are the following: an alphabet must
exist, there must be one stopping condition, there cannot be symbols in the model
which are not in the alphabet, and there are not more than one connection from one
processor to another one. Some of these properties are checked in the time of model
creation by using constraints, but we check them here to increase reliability.
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Fig. 1 The meta-model UML class diagram

After checking the model is valid, the second task is executed, where a loop over
the instances is performed and, using their connections and attributes values, the
XML file is written.

Graph grammars formal tool is used here to maximize the usability and make
model design less dull and repetitive to the user.

The problems solved by means of this tool are the automatic assignment of in-
put and output filters to processors, and automatic creation of connections among
processors in order to get a fully connected graph.

Even being related to the final user’s point of view, the correspondence among
classes (non abstract) and graphical elements is an important part of the design
phase. These direct relations are: alphabet → big rectangle, processor → small rect-
angle, filter → triangles, rule’s subclasses → ovals, stopping condition’s subclasses
→ A text containing the name of the type of stopping condition.

All of them show its attributes’ values as well.

2.1 User Point of View - How Domain Experts Use It

The way of making models is very simple: using GUI elements (like buttons) and
dropping entities on a canvas. Also other well-known elements like combo-boxes or
text input areas might be used.

Then, we can imagine that AToM3 interface is quite intuitive. In Fig. 2, a sample
of this interface for defining NEPs is shown. We can observe in it the graphical
representations of the classes that compose the system.

It seems obvious in Fig. 2 that the complexity of writing the XML is quite higher
than building the model just using the mouse with AToM3. This difference is even
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Fig. 2 The visual language in action

bigger when the end user is not used to write programs, and this is one of the sys-
tem’s biggest advantages together with the ability the user gets on seeing the model
just at one sight (there is no need to inspect the code).

3 Conclusions and Further Research Lines

With this work we have completed a graphical wrapping to jNEP. The complete
software platform includes the following modules:

1. jNEP, a Java NEPs simulator.
2. jNEPView, a Java graphical viewer of the simulations run by jNEP.
3. An AToM3 domain specific visual language for designing NEPs.

All these modules have been developed by the authors of this paper. This work is
focused on the last one.

Our final goal is to provide the users with an efficient platform to run NEPs and
some graphical tools to ease the designing and debugging process. In the future we
plan to refine these modules to add more features. Further on, we plan to develop a
jNEP version that can be efficiently run by clusters of computers. jNEP currently in-
cludes a multithreaded version, but we want to explore other programming languages
and concurrence primitives able to take more advantage of the cluster capabilities.
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An Evolutionary Confidence Measure for Spotting
Words in Speech Recognition

Alejandro Echeverrı́a, Javier Tejedor, and Dong Wang

Abstract. Confidence measures play a very important role in keyword spotting sys-
tems. Traditional confidence measures are based on the score computed when the
audio is decoded. Classification-based techniques by means of Multi-layer Percep-
trons (MLPs) and Support Vector Machines have shown to be powerful ways to
improve the final performance in terms of hits and false alarms. In this work we
evaluate a keyword spotting system performance by incorporating an evolutionary
algorithm as confidence measure and compare its performance with traditional clas-
sification techniques based on MLP. We show that this evolutionary algorithm gets
better performance than the MLP when False Alarm (FA) is high and always per-
forms better than the confidence measure based on the single score computed during
the audio decoding.

1 Introduction

Speech recognition converts spoken words to text. Generally, the automatic speech
recognition (ASR) systems try to identify all the words of a target language and
produce an output consisting of the words found in the speech signal along with the
initial and end times of each. Keyword spotting, as a task within speech recognition,
deals with the search of a predefined set of terms within the speech signal. Therefore,
it differs from the ASR systems due to just a few terms are important to be identi-
fied from the speech signal. Traditionally, keyword spotting systems use a dictionary
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composed of these important words, modeled from their phone transcriptions, plus
filler models to deal with the non-relevant words of the speech signal [6, 12, 11].
Therefore, their output is composed of the putative occurrences got from the decod-
ing process plus filler models, which are automatically rejected. The main drawback
of these systems is the need of re-processing the audio as soon as the list of terms
changes, which is the most time-consuming task in a keyword spotting system and
impractical when processing hundreds of hours. Alternatively, other keyword spot-
ting systems index the audio in terms of sub-word units (commonly in the way of
a lattice, i.e, a graph composed of nodes and arcs that connect the nodes) and next
integrate an algorithm to search for the list of terms from such lattice. Although
these systems have poorer performance than the filler model-based approaches due
to they do not make use of any lexical information, there is no need of re-processing
the audio when the list of terms changes, which is, in practice, highly valuable.

In keyword spotting, there are two different classes from which the performance
can be measured. An occurrence detected by the keyword spotting system is a ”hit”
if it appears in the speech signal between the time interval given and a ”False Alarm
(FA)” when does not. It is straightforward to conclude that a keyword spotting sys-
tem should produce as many hits as possible while minimizing the number of FAs.
Confidence measures based on this idea haven been proposed to improve the sys-
tem performance. Some of them use the confidence (score) computed during the
decoding process of that the occurrence is actually a hit [11, 4], rejecting those
whose score falls below a predefined threshold. On the other hand, as the occur-
rences belong to one of these two classes, hit or FA, confidence measures based on
classification techniques have been also studied (e.g. Neural Networks (NNs) and
Support Vector Machines (SVMs) [8, 1]) to reject those classified as FA.

On the other hand, evolutionary computation is a global optimization technique
broadly applied to diverse fields [5] like schedule optimization, robot navigation,
controller design, image processing, discrimination and classification, and so on.
Therefore, as the final decision of accepting or rejecting a putative occurrence in
keyword spotting is a classification problem, we propose the use of an evolution-
ary algorithm called Evolutionary Discriminant Analysis (EDA) [10] to classify the
occurrences found during the search in lattice with the purpose of rejecting those
classified as FA. We compare it with traditional techniques based on NNs (MLP)
and on the score computed during the decoding process.

This paper is divided as follows: After this introductory section, the Speech
recognition task is introduced in section 2. Section 3 explains how the confidence
measures are built. In section 4, the experiments are presented. The last section of
the paper presents the conclusions and opens some areas for future work.

2 Speech Recognition

We have focused on the keyword spotting task related to speech recognition. The
keyword spotting system consists of three different steps:
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Lattice generation: The audio files are decoded in terms of sub-word units
(phones in our case) and the phone lattice is stored. Figure 1 shows an example of a
phone lattice. The HTK tool [14] has been used for the lattice generation, where the
Viterbi algorithm decodes the speech signal and generates the lattice. The lattice is
generated by running the Viterbi algorithm in N-best mode and a depth of N=5 was
found suitable in preliminary experiments.

Lattice search: An algorithm that searches for the actual phone transcription of
each term in the lattice is run in order to generate the putative detections. Along
with the detection of each term, and the initial and end times got from the initial and
end times of the first and last phone of the term detected, this algorithm also com-
putes a score. It represents the confidence of that each detection is a hit, using the
language model score and acoustic score of each phone of the detection. These two
values were stored in the lattice during the lattice generation. Readers are referred
to [11] for more information about the score computation. The Lattice2Multigram
implementation provided by the Speech Processing Group, FIT, Brno University of
Technology has been used in this step.

Confidence measure: This module classifies the occurrences detected by the pre-
vious step in hit or FA and rejects those classified as FA to present the final list of
occurrences.

Figure 2 shows the different modules of the whole system.

Fig. 1 An example of a lattice where the term “casa”, whose phone transcription is “k a s a”,
has been found by the lattice search step

Fig. 2 Modules of the keyword spotting system, which receives a speech signal and outputs a
list of terms found in it
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3 Confidence Measure

3.1 Feature Selection

In building each confidence measure, three term-dependent features have been cho-
sen as an input super-vector to the classification algorithm. It has been proved their
good performance in hit/FA classification [13]. These features are:

Score: It represents the confidence of each detection computed as in [11].
Effective occurrence rate: It is defined as illustrated in Equation 1.

R0(K) =
∑i c f (dK

i )
T

(1)

Effective FA rate: It is illustrated in Equation 2.

R1(K) =
∑i (1− c f (dK

i ))
T

(2)

where T is the length of the audio processed, K is the term detected and c f (dK
i ) is

the feature score for the detection i of the term K in equations 1 and 2.
The feature distribution represented in Fig.3 shows a very large overlapping be-

tween the two different classes (hit and FA).

Fig. 3 Three dimensional graphic representation of the test set detections. For each detec-
tion (false alarm or hit), the three axis represent the three term-dependent features. Circles
represent false alarms and crosses represent hits.
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3.2 MLP-Based Classification

A 3-layer MLP was trained to build the MLP-based confidence measure from the
features explained above. The structure of the MLP is composed of an input layer, a
hidden layer and an output layer. The input layer has three units (in accordance with
the number of features). The hidden layer has 5 hidden units and uses a sigmoid
activation. The output layer has two units (hit and FA) and uses a softmax activation
to achieve a reliable probability, which makes possible the final hit/FA classification.
It must be noted that by using the softmax function, we force the sum of the output
units to 1, thereby making the MLP a probabilistic classifier. The standard error
backpropagation algorithm was used to train the model, as described in [3].

3.3 Evolutionary Algorithm-Based Classification

In our evolutionary confidence measure we use EDA to minimize the number of
classification errors and to classify a set of detections as hit or FA using its output
projection. Since the number of errors is a discrete non-differentiable quantity, it has
to resort to an optimization method such as an evolution strategy [2] to minimize it.
The algorithm consists of the following steps:

• An initial random projection is generated.
• The projection’s worth (fitness) is the number of errors committed by assigning

training patterns to the class of the closest mean in the projected space.
• The following steps are repeated until a prescribed number of generations with-

out improvements is reached:

– A new projection is generated by adding independent normal perturbations to
each component of the current projection.

– The number of misclassified patterns is calculated for the new projection.
– The new projection becomes the current one when the error is reduced.

• The current projection is output, and the data will be classified as belonging to
the closest projected train mean.

4 Experiments

4.1 Experimental Setup

The input acoustic signal is sampled at 16kHz and stored with 16 bit precision.
Mel Frequency Cepstral Coefficients (MFCCs) were computed at 10ms intervals
within 25ms Hamming windows. Energy and first and second order derivatives were
appended giving the 39 MFCCs used to represent the signal.

The set of 47 phones in Spanish language [9] has been used during the lattice
generation. Hidden Markov Models (HMMs) were used as acoustic models to rep-
resent the set of phones and they were context-dependent with 8-components Gaus-
sian Mixture Models (GMMs).
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The Spanish Albayzin database [7], which contains two different sub-corpora,
has been used in the experiments: a phonetic corpus and a geographic corpus. Each
contains a training set and a test set. The training of the HMMs was made from
the phonetic training set. A bigram was used as language model during the phone
recognition process (lattice generation). It was built from the phonetic training
set as well. The number of components GMMs in the context-dependent acous-
tic models was tuned for phone accuracy on the phonetic test set. The parameters
word insertion penalty and language scale factor, used within the decoding process,
were tuned on the geographic training set. Finally, the geographic test set was used
as test set for the system evaluation.

To train the MLP and EDA we have used the geographic training set and a list
composed of 500 terms, which appeared 12651 times in this corpus to ensure an
enough set of examplers for training. To solve the imbalance between classes (hits
and FAs), we have duplicated the examplers of the minority class (hit) to equal the
number of hits and FAs used to train both the MLP and EDA. The parameter tuning
for the MLP used the same geographic training set but a different list of terms,
composed of 105 terms, appearing 10423 times to ensure a reliable parameter esti-
mation. In tuning the parameters for the MLP, the number of hidden units (5 in our
case) was chosen to maximise the classification accuracy by cross-validation in the
geographic training set. We have used the original EDA parameters: an (15,100|2)-
ES with mutation step σ = 0.15 and 100 generations without improvements. There-
fore, it was not necessary to make any tuning in this algorithm.

To test the system we have selected 400 terms appearing 11331 times in the
geographic test set. The list of terms used for training and parameter tuning had no
overlapping between them. In order to simulate a real environment, the test set (400
terms in total) contained only 229 terms common to the training set.

4.2 Results and Discussion

Results are presented using the miss ratio (%miss) and FA ratio (%FA) widely used
for speech recognition and keyword spotting tasks. These values are defined as
follows:

miss ratio = 1−hits ratio (3)

where hits ratio is defined as follows:

hits ratio =
Number o f occurrences correctly detected
Number o f actual occurrences in the audio

(4)

FA ratio =
Number o f occurrences detected that do not appear in the audio

Number o f non relevant words in the audio
(5)
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Figure 4 represents the curves plotting these two values, in which the performance
of each confidence measure for different operating points is presented. The curves
are got by varying the threshold to remove those terms found by the lattice search
algorithm whose score remains below it. Therefore, the standard output of the lattice
search step can be considered as the confidence measure based on the score in this
representation, and the MLP and EDA confidence measures also incorporate it to
make possible the whole curve computation.

The three curves show the improvement got by the MLP and EDA-based classi-
fication techniques over the score-based confidence measure alone, as they produce
the same number of FAs and more hits than the latter for every operating point when
the threshold is used to compute the whole curve. It means that actually both MLP
and EDA classify some detections as FA that the score-based confidence measure
alone is not able to reject. It should be also considered that the end of the MLP
and EDA curves represents the number of hits and FAs that remain in the system
before applying any threshold (i.e., the direct output after the confidence measure)
and at this point, both the MLP and EDA outperform the rate achieved by the score-
based confidence measure. It is also shown the improvement achieved by the EDA
confidence measure over the MLP-based classification when the FA is high and the
contrary when the FA is low. It means that the MLP is able to reject FAs with a
high score, and EDA keeps more hits with a low score. It should be considered that
the EDA implementation makes use of a linear implementation in classifying the
detections as hit or FA, and in Figure 3, it is seen that both the hits and FA have
a very large overlapped margin. It may explain the worse performance of the EDA
than the MLP when the FA is low.

Fig. 4 Results in terms of FA ratio and Miss ratio for each confidence measure (Score, MLP
and EDA) in the test set
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5 Conclusions

Confidence measures play a very important role in keyword spotting and those based
on classification techniques have shown to be an important contribution to increase
the system performance. We have presented an evolutionary algorithm integrated
into the framework of the confidence measures for a keyword spotting system to
reject those keywords that are classified as FA. We have compared its performance
with an MLP and a score-based confidence measure and we have shown that the
EDA outperforms the rate achieved by the score-based confidence measure for every
operating point and performs better than the MLP when the FA is high.

Our evolutionary procedure can be improved in several ways. First of all, we can
make use of the non-linear version of EDA. Besides, designing the fitness function
to maximize the number of hits may keep more putative detections (therefore more
hits) which, along with other new confidence measures, may lead to a better im-
provement in the keyword spotting system. We are currently working on this point
and hope to report the results in the near future.
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4. Cuayáhuitl, H., Serridge, B.: Out-of-vocabulary Word Modeling and rejection for Span-
ish Keyword Spotting Systems. In: Coello Coello, C.A., de Albornoz, Á., Sucar, L.E.,
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Intelligent Agents and Wireless Sensor Networks:  
A Healthcare Telemonitoring System 

Ricardo S. Alonso, Oscar García, Carolina Zato, Oscar Gil,  
and Fernando De la Prieta* 

Abstract. E-healthcare has acquired great importance in recent years and requires 
the development of innovative solutions. This paper presents a telemonitoring 
system aimed at enhancing remote healthcare for dependent people at their homes. 
The system deploys a Service-Oriented Architecture based platform over a hetero-
geneous Wireless Sensor Networks infrastructure. Furthermore, the information 
obtained by telemonitoring systems must be managed by intelligent and self-
adaptable technologies to provide an adequate interaction between the users and 
their environment. In the proposed system, the WSNs platform is integrated with a 
multi-agent architecture so that information gathered by WSN nodes is managed 
by intelligent agents with reasoning mechanisms. 

Keywords: Multi-Agent Systems, Service-Oriented Architectures, Wireless Sen-
sor Networks, e-Healthcare. 

1   Introduction 

There is an ever growing need to supply constant care and support to the disabled 
and elderly, and the drive to find more effective ways of providing such care has 
become a major challenge for the scientific community. The World Health Or-
ganization has determined that in the year 2025 there will be 1 billion people in 
the world over the age of 60 and twice as many by 2050 [1]. Furthermore, over 
20% of those people over 85 have a limited capacity for independent living,  
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requiring continuous monitoring and daily assistance [2]. The importance of de-
veloping new and more reliable ways of providing care and support for the elderly 
is underscored by this trend, and the creation of secure, unobtrusive and adaptable 
environments for monitoring and optimizing healthcare will become vital. 

Healthcare telemonitoring systems allow patient’s state and vital signs to be su-
pervised by specialized personnel from a remote medical center. Such systems 
usually consist of a home monitoring subsystem, a remote monitoring subsystem 
in the medical center and a network which interconnects both. A telemonitoring 
system for healthcare needs to continuously keep track of information about pa-
tients and their environment. The information may consist of many different pa-
rameters such as location, the building temperature or vital signs. 

Most of the information can be collected by distributed sensors throughout the 
environment and even the patients themselves. To facilitate the deployment of 
these sensors, it is preferable to use Wireless Sensor Networks (WSNs) instead of 
wired networks [3]. In existing buildings, wiring is more uncomfortable and diffi-
cult than using wireless devices. In the case of the biomedical sensors, it could be 
quite bothersome for patients to wear a mesh of wires. One solution would be to 
use a Wireless Body Area Network (WBAN) formed by wearable sensors [4]. 
However, it is not enough to gather information about the patients and their envi-
ronment, but that information must be processed by self-adaptable and dynamic 
mechanisms and methods that can react independently of each particular situation 
that arises. In this sense, agents and Multi-Agent Systems (MAS) [5] comprise one 
of the areas that contribute expanding the possibilities of these systems. 

This paper presents a telemonitoring system aimed at enhancing e-healthcare 
for dependent people at their homes. The system utilizes the SYLPH (Services 
laYers over Light PHysical devices) [6] experimental architecture that integrates a 
SOA (Service-Oriented Architecture) approach with heterogeneous WSNs. The 
architecture provides the telemonitoring system with a flexible distribution of re-
sources and facilitates the inclusion of new functionalities in highly dynamic envi-
ronments. Unlike other SOA-WSNs architectures [7] [8], SYLPH allows both 
services and services directories to be embedded in nodes with limited computa-
tional resources regardless of the radio technology they use. Furthermore, SYLPH 
can be integrated with Flexible User and ServIces Oriented multiageNt Architec-
ture (FUSION@) [9], an architecture that combines a SOA approach with intelli-
gent agents for building highly dynamic systems. Thus, context-aware information 
gathered by SYLPH WSNs can be used by intelligent applications based on agents 
that use reasoning mechanisms [10] to adapt their behavior to the context using 
the collected information. 

Next, the problem description is introduced and it is explained why there is a 
need for defining a new telemonitoring system. Later, Section 3 describes the 
telemonitoring multi-agent system, as well as the integration of the SYLPH plat-
form and the FUSION@ architecture employed to implement the system. Finally, 
Section 4 depicts the conclusions and future work. 
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2   Problem Description 

One of the key aspects for the construction of healthcare telemonitoring systems is 
obtaining information about the patients and their environment through sensors. 
Biomedical sensors (e.g. electrocardiogram, blood pressure, etc.) and automation 
sensors (e.g. temperature, light, etc.) differ significantly in how they collect data. 
On one hand, biomedical sensors obtain continuous information about vital signs 
that is important and should not be lost. On the other hand, automation sensors get 
information at a lower frequency than biomedical sensors [3] because it is gener-
ally less important than vital signs. In a telemonitoring scenario, it is necessary to 
interconnect WSNs from different technologies [4], so having a distributed plat-
form for deploying applications over different networks facilitates the developers’ 
work and the integration of heterogeneous devices. 

There are several telemonitoring healthcare developments based on WSNs [4] 
[11]. However, they do not take into account their integration with other architec-
tures and are difficult to adapt to new scenarios. This is because such approaches 
do not allow sensors and actuators to communicate directly with one another, and 
instead gather data in a centralized way. Excessive centralization of services nega-
tively affects system functionalities, overcharging or limiting their capabilities. 
However, distributed architectures such as SOA [12] look for the interoperability 
amongst different systems, the distribution of resources and the independency of 
programming languages. Some developments try to reach integration between 
devices by implementing some kind of middleware, which can be implemented as 
reduced versions of virtual machines, middleware or multi-agent approaches [13]. 
However, these developments require devices whose microcontrollers have large 
memory and high computational power, thus increasing costs and size. These 
drawbacks are very important regarding healthcare scenarios, as it is essential to 
deploy applications with reduced resources and low infrastructural impact. 

One of the most prevalent alternatives in distributed architectures is agents and 
Multi-Agent Systems. An agent can be defined as anything with the ability to per-
ceive its environment through sensors and respond in the same environment 
through actuators, assuming that each agent may perceive its own actions and 
learn from the experience [5] [10]. The development of agents is an essential piece 
in the analysis of data from distributed sensors and gives them the ability to work 
together and analyze complex situations, thus achieving high levels of interaction 
with humans [14]. 

There are different technologies for implementing WSNs. The ZigBee standard 
allows operating in the ISM (Industrial, Scientific and Medical) band, which in-
cludes 2.4GHz almost all over the world. The underlying IEEE 802.15.4 standard 
is designed to work with low-power limited resources nodes. ZigBee adds network 
and application layers over IEEE 802.15.4 and allows more than 65,000 nodes to 
be connected in a mesh topology WSN. Another standard to deploy WSNs is Blu-
etooth. This standard also operates in the 2.4GHz band and allows creating star 
topology WSNs of up to 8 devices, one acting as master and the rest as slaves, but 
it is possible to create larger WSNs through devices that belong simultaneously to 
several WSNs. However, it is not easy to integrate devices from different  
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technologies into a single WSN [15]. The lack of a common architecture may lead 
to additional costs due to the necessity of deploying interconnection elements 
amongst different WSNs. 

The architecture for the telemonitoring system presented in this paper tackles 
some of these issues by enabling an extensive integration of heterogeneous WSNs 
and providing a greater simplicity of deployment, optimizing the reutilization of 
the available resources in such WSNs. The architecture integrates a SOA approach 
for facilitating the distribution and management of resources (i.e. services). Unfor-
tunately, the difficulty in developing a distributed architecture is higher. It is also 
necessary to have a more complex system analysis and design, implying more 
time to reach the implementation stage. There are several developments to inte-
grate WSNs and a SOA approach [8]. However, those developments do not con-
sider the necessity of minimizing the overload of the services on the devices. In 
contrast, our solution allows the services to be directly embedded in the nodes and 
invoked from other nodes either in the same WSN or another WSN connected to 
the former. Furthermore, it specifically focuses on using devices with small re-
sources to save energy, CPU time and memory size. 

3   System Description 

The proposed telemonitoring system makes use of SYLPH (Service laYers over 
Light PHysical devices) [6], an experimental architecture developed by the BI-
SITE Research Group at the University of Salamanca, Spain. This architecture 
integrates a SOA approach over WSNs for building systems that combine devices 
from different network technologies, such as ZigBee or Bluetooth. A node in a 
WSN of a specific technology can then be connected to a node in another WSN of 
a different technology. In this case, both WSNs are interconnected through a set of 
intermediate gateways connected simultaneously to several wireless interfaces. 
SYLPH allows applications to work in a distributed way and does not depend on 
the lower stack layers related to the radio transmission (i.e. data link and physical 
layers) and the WSN formation (i.e. network layer). A SOA approach was chosen 
because such architectures are asynchronous and non-dependent on context (i.e. 
previous states of the system) [12]. Thus, devices do not continuously take up 
processing time and are free to perform other tasks or save energy. 

SYLPH implements an organization based on a stack of layers [3]. Each layer 
in one node communicates with its peer in another node through an established 
protocol. The SYLPH layers are added over the application layer of each WSN 
stack, allowing SYLPH to be reutilized over different WSN technologies. SYLPH 
implements the SYLPH Message Layer (SML), the SYLPH Application Layer 
(SAL) and the SYLPH Services Directory Sub-layer (SSDS) [6]. The SML offers 
the upper layers the possibility of sending asynchronous messages between two 
nodes through the SYLPH Services Protocol (SSP). Such messages specify the 
origin and target nodes and the service invocation in a SYLPH Services Definition 
Language (SSDL) format. The SAL layers on two different nodes can directly 
communicate each other using SSDL invocations and responses which will be 
delivered encapsulated in SML messages through SSP. The SSDS is used by 
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nodes for locating services on other nodes in the WSN. SYLPH Directory Nodes 
(SDNs) acts as directories of the services offered by other nodes. Thus, any node 
in the network can request a SDN for the location of a certain service by sending it 
a SSDL search request embedded in a SML message over SSP. As mentioned 
above, several heterogeneous WSNs can be interconnected using SYLPH. For 
this, special nodes called SYLPH Gateways are used. Thus, they can forward mes-
sages amongst the different WSNs to which they belong. From the SAL layer’s 
point of view, there is no difference between invoking a service stored in a node in 
the same WSN and invoking another one stored in a node in a different WSN. 

3.1   Integration of SYLPH and FUSION@ 

In order to interact with a SYLPH network from a system that is not made up of 
WSNs, it is proposed to use FUSION@ [14], a Multi-Agent architecture for dis-
tributed services and applications. FUSION@ (Flexible User and ServIces Ori-
ented multiageNt Architecture) proposes a new perspective, where Multi-Agent 
Systems and SOA-based services are integrated to provide ubiquitous computa-
tion, ubiquitous communication and intelligent interfaces facilities. The FU-
SION@ framework defines four basic blocks: Applications, Services, Agents  
Platform and Communication Protocol [14]. Besides, there are seven pre-defined 
agents that provide the basic functionalities of the architecture: CommApp, 
CommServ, Directory, Supervisor, Security, Admin and Interface. Interface Agents 
were designed to be embedded in users' applications and are simple enough to 
allow them to be executed on mobile devices, such as cell phones or PDAs. 

This way, we have designed two agents in SYLPH to interact with FUSION@: 
SylphInterface and SylphMonitor. The SylphInterface Agent allows the rest of 
agents to discover and invoke services offered by SYLPH nodes. Moreover, the 
SylphInterface Agent can offer services to the SYLPH nodes. To do this, the WSN 
node in the FUSION@–SYLPH gateway stores services entries on its SSDS table. 
As can be seen in [9], the SylphInterface Agent performs as a broker between 
SYLPH and FUSION@. The SylphMonitor Agent allows the agents platform to 
monitor the state and operation of the SYLPH network. Thus, SylphMonitor Agent 
monitors all the traffc (i.e. service invocations, responses, registrations or 
searches) in the SYLPH network. The node gathers all the invocations and  
forwards them to the SylphMonitor Agent running on the agents’ platform. The 
same process is done for service responses, searches and registrations. The 
SylphMonitor Agent makes it possible to observe when a node is searching for a 
certain service in the network, the services offered by the nodes, and the contents 
of the SSDS entries tables stored in the SDNs. 

3.2   Implementation of the Healthcare Telemonitoring System 

The proposed telemonitoring multi-agent system makes use of several SYLPH 
WSNs for obtaining context information in an automatic and ubiquitous way. In  
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Fig. 1 Interaction between SYLPH and FUSION@ 

addition, the information gathered by the SYLPH nodes is managed by intelligent 
agents running in the system by means of the FUSION@ multi-agent architecture. 

The system uses a network of ZigBee devices placed throughout the home of 
each patient to be monitored. Figure 2 shows the basic schema of the system. The 
patient carries a remote control (a small ZigBee device embedded in a wristband) 
that includes an alarm button which can be pressed in case of the need for remote 
assistance. There is a set of ZigBee sensors that obtain information about the envi-
ronment (e.g. light, smoke, temperature, etc.) and react to changes (e.g. light dim-
mers and fire alarms). There are also several Bluetooth biomedical sensors placed 
over the patient’s body. Each patient carries an Electrocardiogram (ECG) monitor, 
an air pressure sensor acting as respiration monitor, and a triaxial accelerometer 
for detecting falls. All ZigBee and Bluetooth devices can offer and invoke services 
within the network. 

There is also a computer connected to a remote healthcare center via Inter-
net for forwarding possible alerts to caregivers and allowing them to commu-
nicate with patients. This computer acts as a ZigBee coordinator and as master 
of the Bluetooth network formed by the biomedical sensors as slaves. At the 
SYLPH level, the computer works as a SYLPH Gateway so that it connects 
both WSNs each to other. In the other hand, there is a telemonitoring applica-
tion based on the FUSION@ multi-agent architecture running on the computer 
in order to gather information from the SYLPH sensor nodes and send com-
mands to the SYLPH actuator nodes. Such application is also the responsible 
for transfer the information between the SYLPH network and the other parts 
of the system. 
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Fig. 2 Infrastructure of the telemonitoring system using SYLPH and FUSION@ 

4   Conclusions and Future Work 

The integration of SYLPH and the FUSION@ multi-agent architecture allows 
developing highly-dynamic e-healthcare applications where context information 
gathered by heterogeneous WSNs is managed by intelligent agents. These intelli-
gent agents can use reasoning mechanisms and methods in order to learn from past 
experiences and to adapt their behavior according the context. The use of a SOA-
based approach provides a flexible distribution of resources and facilitates the 
inclusion of new functionalities in highly dynamic environments. Thus, function-
alities are modeled as independent services offered by nodes in the network. These 
services can be invoked by any node in the SYLPH infrastructure, regardless the 
physical WSN which they belong. In addition, SYLPH nodes do not need large 
memory chips or fast microprocessors. The easy deployment of SYLPH-based 
systems reduces the costs in terms of development and infrastructure support. 

Future work on SYLPH includes the development of nodes based on several 
WSN technologies (e.g. ZigBee and Bluetooth), as well as SYLPH Gateways for 
interconnect such kinds of WSNs. Other of the main aims is to achieve the inte-
gration of FUSION@ and SYLPH through the development of the SylphInter-
face and SylphMonitor Agents described above. We are also currently exploring 
alternative case studies for applying this platform and demonstrate that the  
approach presented is flexible enough to be implemented in other scenarios. 
However, one main issue to be taken into account is that the platform is still 
under development so it is necessary to define it through formal analysis and 
design methodologies and Agent-Oriented Software Engineering (AOSE) tools, 
such as Gaia or SysML. 

Acknowledgments. This work has been supported by the Spanish Ministry of Science and 
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Indoor Navigation Multi-agent System for the Elderly 
and People with Disabilities 

Jose Maria Falco, Miguel Idiago, Armando Roy Delgado, Alvaro Marco,  
Angel Asensio, and Diego Cirujano* 

Abstract. The notion of Ambient intelligence (AmI) systems appeared with the 
main purpose to improve human-environment interaction by means of compute-
rized pervasive environments. Rapidly the research community became aware of 
the potential of such systems to provide solutions in accordance with each indi-
vidual,   in particular elderly people and people with disabilities, which can un-
doubtedly benefit from many innovative services related to healthcare, location, 
security, etc.. In this paper we propose a indoor navigation system for smart build-
ings,for the elderly and people with disabilities which allows them to reach every 
place in the building following a personalized secure route. Guiding Under Indi-
vidual Abilities (GUIA) has been designed taking into account elderly people and 
people with special needs on way-finding and moving in indoor environments. 

Keywords: User-centred, guidance, navigation, service, agent, disabled, elderly. 

1   Introduction 

Social inclusion of people with special needs has therefore been a research issue 
for many years. In Europe, where there is more concern due to the ageing popula-
tion, recent studies [1] point towards a social exclusion among the elderly and dis-
abled people in both private and public environments (transportation, hospitals, 
etc). These risks are hard to avoid since they are specific to explicit people in par-
ticular situations, though these barriers can be addressed by means of applying 
AmI technologies. 
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Large public buildings like museums or hospitals [2] are common targets for 
the deployment of AmI technologies; for example, a hospital can be rather un-
friendly and can be like a labyrinth in the absence of some guidance support. A 
typical solution is to put signs, maps and guidelines where necessary in all public 
areas of the building; however elderly people or persons with disabilities may not 
be able to follow some of those signs. An alternative solution to approach every-
body is to provide extra support with other people such as caretakers, but this  
approach may encroach on their independence and autonomy; besides allocating 
extra personal is too expensive.  

To achieve a feasible solution it must be taken into account that each individ-
ual's unique combination of abilities and disabilities creates a “universe-of-one” 
situation[3]. Individual differences in user abilities need different guiding solu-
tions: for blind users the information must be tactile and/or audio output; for 
wheelchair-bound users the way must provide ramps and elevators and minimal 
width of doors and corridors; for elderly and cognitive disabled guiding instruc-
tions should use common and uncommon landmarks and should be repeated with 
a certain frequency. The answer can be found in the development of guiding sys-
tems able to adapt to the special needs of each user. Our approach focuses in that 
matter and describes a solution based on an interoperability and collaboration 
schema of agents. All in unison will provide users with guidance to walk through 
the areas of effect safely. 

As a summary, the paper is based on the description of the guidance system de-
nominated GUIA [4]. It basically explains the agent specification of the system , 
interoperability schema and its differences in comparison with other navigation 
systems. 

2   Appliying User-Centred Design to Guidance Systems 

The development of indoor navigation systems is a flourishing research field, dur-
ing the past few years several indoor navigation systems have been developed 
[5][6][8][9][10].. Typically indoor navigation is mainly focused on robot naviga-
tion like the navigation method developed for service robots by Jae-Han [6] et al.; 
however indoor navigation can perfectly be applied to wheelchairs [8][9] or for 
blind navigation [10].  

Nevertheless only the system OntoNav [5] considers user abilities as one of the 
main factors to calculate the best route. Like OntoNav, GUIA is user centred at the 
time of calculating the appropriate route. The system provides with easy-to-
understand instructions supported by building common landmarks - usually found 
in buildings - and any other special ones available - vending machines or coloured 
doors. We use the term messages to describe any information the system gives the 
user, either its output is text, sound, symbols, etc. The frequency of the guiding 
messages, contents, type, (icons, text, voice, photo...) and detail of the message 
also depend on the abilities of the user. Figure 1 shows the main features of 
GUIA: 
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Fig. 1 GUIA system 

The positioning system gives the (x,y,z) coordinates; such coordinates are 
translated by the locator to represent the exact point in the map of the building. 
Furthermore the coordinates of the user must also have an orientation that indi-
cates his/her line of view. Altogether establishes a route between the different po-
sitions. After the route is planned, the system will transmit any necessary signals 
to the user automatically or by request while tries to reach the destination and it 
will also monitor if the user's position is consistent with the calculated route. 

3   Implementation of the Multi-agent System 

A multi-agent system require well-defined roles for each agent and a robust archi-
tecture where agent processes are related. Figure 2 shows the multi-agent architec-
ture of GUIA: 

According to the figure, system inputs are building areas where users want to 
go or to pass. Destiny information is joined with other information picked up from 
environment and message databases to bring dynamically the guiding message.  

The involved agents in GUIA are: 

• Trajectory Planner Agent - knows the condition of the building and user 
characteristics and calculates the optimal route. 

• Path Builder Agent – draws the route map calculated according to the 
references and building signs. 

• Orientator Agent - translates user's position to proper guiding messages 
to ensure the safety of the user as well as he can reach its destination and 
not to interfere in their personal autonomy. 

• Tracker Agent - continuously verifies if the user is in the path calculated 
• Locator Agent - detects the user's position and communicates it to the 

Tracker and the Orientator. 
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Fig. 2 GUIA agent architecture 

As seen in figure 2 Locator Agent gets user position and orientation and commu-
nicates it to Orientator and Tracker agents. If the user is getting near the nest 
landmark or crosspoint Orientator sends a message; if not Tracker demands Tra-
jectory Planner Agent a new route which is communicated to Path Builder. This 
one draws the new map and communicates it to the Orientator which sends a mes-
sage to the user according to the new position. 

The term Trajectory is the union of segments joining the starting position with 
the final destination including hallways, corridors, stairways, elevators, etc. Path is 
the translation of the trajectory in user understandable indications like “continues 
through this corridor", "when you pass the fire extinguisher, turn right", etc. 

The first three agents work sequentially, in other words, the output of one mod-
ule is the input of the next one; the last two ones, Locator and Tracker agents, op-
erate in parallel with the others. Using information provided by the Locator, 
Tracker and Orientator agents check the position of each user with respect to the 
path indicated. 

The tracker agent is capable of interrupting and restarting the guiding process. 
If it detects that the user is leaving the right path then informs the Orientator 
which emits an alert to the user and informs the Trajectory Planner. 

The Orientator agent determines when you must provide guiding instructions. 
This agent indicates when to change direction or indicates relative goals using 
building indicators. It also indicates if the user has requested the proximity of pub-
lic toilets, telephones, vending machines, information desks, or any other services 
in the building. 

The parallel operation of these agents allows users to receive real time informa-
tion about abnormal situations of the building (crowded locations, closed ways...) 
while the optimal route is recalculated from his current location. 

GUIA agents are implemented using services based on the OSGi platform [7]. 
An agent in the system does not represent a service but the required software 
packages to perform the tasks. Services run underneath the agent abstraction level 
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which, on the whole, helps to identify better the OSGi services independently. 
Services and agents are often related [11] in system developments but sometimes 
differ in the utilization according to the system needs. Our system can operate 
with any suitable accurate positioning service and is also being developed in tan-
dem with the Location-Based Services of Marco et al.[12]. 

3.1   GUIA Routing Algorithm  

GUIA is a hybrid navigation system and GUIA uses a hierarchical graph for rep-
resenting the paths of all the floors in the building. If the floor where the user is 

(Ƒ0) is different from the floor where the user's target is ( ƑT) GUIA uses the ele-

vators/stairs hall in Ƒ0 as first target; then uses the elevators/stairs hall in ƑT as 

new source and the calculated best path Ƥ =  Ƥ0 +  ƤT. 
GUIA uses an adaptation of the shortest path algorithm, which is a simpler al-

gorithm than the graph traversal used by OntoNav. To get the optimal route 
GUIA's algorithm uses the user's target node as the Dijkstra's algorithm source 
node. The result is that GUIA knows the best path from every building graph node 
to the user's target node. If the user gets out of route GUIA locates him/her and of-
fers the new route messages every time it is needed. In contrast OntoNav doesn't 
assume any action after the path calculation. 

GUIA also takes into account user characteristics (cognitive level profile, phys-
ical abilities…) and building status (crowded corridors, elevator availability…) to 
calculate appropriate routes. The function which ponderates each edge of the 
building graph takes into account three parameters: 

P(edgei)=f(architectural-element(i), user-abilities, legibility(i)) 

where “legibility” measures how many landmarks there are in edgei. 

 4   Conclusions 

As a user centred approach. like OntoNav, the system has some useful features  
which makes a more friendly user-machine interaction like the optimization of the 
route and the customization of the messages according to user characteristics. 
Unlike OntoNav, GUIA also locates the user and recalculates the route dynami-
cally. As a result can plainly be an indoor help navigation system or a comprehen-
sive guiding system depending on user needs and preferences. 

The main advantages of using Agents in the system are the increased dynamic 
interoperability between the elements as well as their higher autonomy. In addition 
the use of a OSGi bundle makes services suitable to any other bundles under the 
same OSGi framework, in the same way, GUIA can make use of other services 
like about location, mapping, lighting, person traffic, elevators, etc  

GUIA needs an exhaustive evaluation with a wide sample of users in order to 
adjust the functions which calculate the route depending on the user's abilities, to 
accurate use guiding messages and to choose appropriate special landmarks or  
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to eliminate inappropriate ones in order to improve its effectiveness. Some ar-
rangements are being made with a residence nearby to start the testing. 
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Algorithms of Machine Learning for K-Clustering 

S. José Luis Castillo, José R. Fernández del Castillo, and León González Sotos* 

Abstract. Machine learning is a scientific discipline that is concerned with the de-
sign and development of algorithms that allow computers to change behavior 
based on data, such as from sensor data or databases. They exist a number of au-
thors have applied genetic algorithms (GA) to the problem of K-clustering, where 
the required number of clusters is known. Various algorithms are used to enable 
the GAs to cluster and to enhance their performance, but there is little or no com-
parison between the different algorithms. It is not clear which algorithms are best 
suited to the clustering problem, or how any adaptions will affect GA performance 
for differing data sets. In this article we shall compare a number of algorithms of 
GA appropriate for the k-clustering problem with some distributions of the collec-
tions Reuters 21578, including some used for more general grouping problem. 

Keywords: Machine Learning, Data Mining, Evolutionary Algorithm, algorithms. 

1   Introduction 

Genetic algorithms have been successfully applied to problems in classification, 
modelling control [2], and in a considerable number of applications. In most cases, 
the key for success was the ability of GA to find exact or approximate solutions to 
optimization and search problems. GA  is  an  iterative  procedure  which  main-
tains  a  constant  size  population  of  feasible solutions, during each iteration 
step, called a generation, the fitness of current population are evaluated, and popu-
lation are selected   based   on   the   fitness   values.  The motivation of using AG 
is that these they are a global and robust method of search of solutions, whose 
main advantage is the balance between the efficiency and effectiveness to solve 
different problems. Because, their search space should be defined inside a certain 
range, we analyze its behavior in problems of  k-clustering and we analyze the  
adaptations for the k-clustering problem fall into the following areas: representa-
tion, fitness function, operators, and parameter values. 
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2   Approaches of Genetic Algorithm 

2.1   Representation 

Genetic representations for clustering are based on two underlying schemes. The 
first allocates each object one (or more) integers or bits, known as genes, and uses 
the value of these genes to signify which cluster the object belongs to. The second 
scheme represents the objects with gene values, and the position of these genes sig-
nifies how the objects are divided amongst the clusters. Representations using these 
schemes differ in how the genes are assigned and how the gene values are inter-
preted. Figure 1 contains encodings of the clustering:{{ X1, X3, X6 },{X2, X4, 
X5}} for a number of representations that we will discuss in detail. The two clus-
ters are denoted as 1 and 2 respectively, and the six objects (denoted by 1 to 6). 

Group-number encoding [4] is based on the first encoding scheme and repre-
sents a clustering of n objects as a string of n integers where the ith integer signi-
fies the group number of the ith object. When there are only two clusters this can 
be reduced to a binary encoding scheme by using 0 and 1 as the identifiers [12]. 

N x k matriz used by Bezdek et al [7], represent a clustering, which each row 
corresponding to a cluster and each column associated with an object. A 1 in row 
i, column j means that object j is in group i. Each column contains exactly one 1, 
whereas a row can have many 1’s. All other elements are 0’s. This representation 
can be adapted for overlapping clusters or fuzzy clustering [6]. 

Permutation with separators encodings uses the integers n+1 to n+k-1 to indi-
cate where the cluster boundaries are in the permutation. 

There are also permutation representations that need a local search to determine 
which clustering they correspond to – these are known as greedy representation - . 
Greedy permutation encoding [4]  uses the first k objects in the permutation to 
seed k clusters. The remaining objects are then, in the order they appear in the 
permutation, added to the cluster which yields the best fitness value. 

Bhuyan and Raghavan [9] also use a greedy encoding scheme. Here a permuta-
tion represents all possible clusterings with the correct number of clusters and the 
objects in that order. An algorithm by Fisher [13] is used to find which of these  
 

 

Fig. 1 Chromosomes representing the clustering {{X1, X3, X6}, {X2, X4, X5}} for various 
encoding schemes 
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clusterings gives the best objective function value. This algorithm will find the opti-
mal k-clustering for the permutation but the clustering is not necessarily unique. This 
is called order-based encoding. All of the above encoding schemes have some level 
of redundancy. We can swap the group numbers (or rows) k! ways, and the redun-
dancy of permutation encoding grows exponentially with the number of objects [5]. 

2.2   Fitness Function 

Objective functions used for traditional clustering algorithms can act as fitness 
function. However, if the optimal clustering corresponds to the minimal objective 
function value, we will need to transform the objective functions value since GA 
work to maximize their fitness values.  

Krovi [12] uses the ratio of the between sum of squares and within sum of 
squares as his fitness function. Bhuyan et al [9] use the sum of squared Euclidean 
distance of each object from the centroid of its cluster. Alippi and Cucchiara [1] 
also use the same criterion, but use a GA that has been adapted to minimize fitness 
values. Bezdek et al’s [7] clustering criterion is also based around minimizing the 
sum of squared distances of objects from their cluster centres, but they use three 
different distance metric (Euclidean, diagonal, and Mahalonobis) to allow for dif-
ferent cluster shapes. 

2.3   Crossover 

The crossover operator is designed to transfer genetic material from one genera-
tion to the next. The major concerns with this operator are validity and context in-
sensitivity.  Group-number: Single point and uniform crossover can be used for 
group-number chromosomes. Jones and Beltramo [4] compare three types of 
cross-over for the group-number representation: single-point, uniform, and edge-
based. They use two versions of the former operators: one with rejection, and one 
with rejection and renumbering. Rejection is introduced to counter the problem of 
validity. A child is only accepted if it is valid.  

Matrix: Alippi and Cucchiara [1] use a single point asexual crossover to avoid the 
problem of redundancy (figure 2). The tails of two rows of the matriz are 
swapped, starting from a randomly selected crossover point. Clustering with less 
than k groups may be produced by this operator. 

 

Fig. 2 Alippi and Cucchiara’s asexual crossover 
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Fig. 3 Bezdek et al’s 2-points matrix crossover 

 

Fig. 4 Operator 1 Order-based                                              Fig. 5 Operator 2: Order-based 

Bezdek et al [7] use a sexual 2-point crossover (figure 3). A crossover point and a 
distance (the number of columns to be swapped) are randomly selected. 

Permutation with separators: Jones and Beltramo [4] use two crossovers for per-
mutation encoding, PMX and OX [2][12]. In both cases parents are repeatedly 
crossed until the child decodes into a clustering with k groups. 

Greedy permutation. Jones and Beltramo [4] also use PMX and OX crossover for 
the greedy permutation representation. 

Order-based: Bhuyan et al [9] describe two operators for their order-based repre-
sentation. Operator 1 (figure 4) randomly selects a dominant parent, the remaining 
parent becomes the supporting parent. Next an object and a distance or window 
size are selected at random. These define the substring which is copied from the 
supporting parent to the child. The substring is copied into the child so that the se-
lected object is in the same position as in the dominating parent, and the order of 
the objects in the dominating parent is maintained. The remaining objects are 
placed into the child in the same order they appear in the dominating parent. 

The Operator 2 (figure 5) starts by selecting the object in the first position of one 
of the parents, and placing this in the first position of the child. We then select an 
object from all the objects that are next to this object in either parent. The selected 
object becomes the second object in the child. This process continues until all of 
the objects are represented in the child. 

Bhuyan’s [8] croosover operator is similar to Operator 1 above, in that a sub-
string from a supporting parent is copied to the dominating parent (figure 6).  
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Fig. 6 Bhuyan’s crossover 

However, in this case we copy complete clusters (one or more) rather tan random sub-
strings. First, the “borrowed” clusters are added to the dominating parent. Then we re-
arrange the remaining clusters in the dominating parent to make it a valid clustering. 

2.4   Mutation 

Mutation introduces new genetic material into the population. In a clustering con-
text this corresponds to moving an object from one cluster to another. How this is 
done is dependent on the representation. 

Group-number. Krovi [12] uses the mutation function implemented by Goldberg 
[2]. Here each bit of the chromosome is inverted with a probability equal to the 
mutation rate, Pmut. Jones and Beltramo [4] change each group number with prob-
ability, Pmu= 1/n where n is the number of objects. 

Matrix. Alippi and Cucchiara [1] use a column mutation. An element is selected 
from the matrix at random and set to 1. All other elements in the column are set to 
0. If th selected element is already 1 this operator has no effect. 

Bezdek et al [7] also use a column matrix, but they choose an element that is cur-
rently 0 and set it to 1. The element that is 1 is set to 0. 

Permutation with separators: Jones and Beltramo [4] randomly select two objects 
and swap them. To ensure that the resulting chromosome is valid, group separators 
cannot be swapped. 

Greedy permutation: Two objects are randomly selected and swapped [4]. 

Order-based: The mutation operator used by Bhuyan, et al [9] is the same as that 
used for the greedy permutation representation and compares two mutation opera-
tors. The first moves a randomly selected object to a randomly selected cluster; the 
second moves the object only if the move results in a decrease in the fitness. 

2.5   Parameter Values 

The parameter values used for the genetic clustering implementations vary consid-
erably, and there is little or no documented justification for the selection of these 
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values. Some parameters values are even omitted. Population sizes range from 40 
[8] [9] to 1000 [4], the number of generations varies from 40 [8] to 200 [7] or to 
complete convergence; crossover probabilities are: high (0.70, 1.0); and mutation 
rates are low (0.1, 0.2), although these values are high compared to typical muta-
tion rates for genetic algorithms. 

3   Experiments 

3.1   Data Sets 

In order to determine the best adaptions for the clustering problem, and the rela-
tionship between the data and these adaptions, we compared the performance of a 
range of adaptions over a number of data sets. We selected two data sets with dif-
fering numbers of objects and cluster. For each of these we generated a similar 
data set (same number of objects, attributes, and clusters; similar cluster shape and 
proximity). Exhaustive tests with different combinations of adaptions were per-
formed on the generated data sets. Using the test result suitable adaptions were se-
lected for the generated data sets. We then compared the performance of these 
adaptions. The selected data sets were Reuters, distribution 20 and 21 [11], the 
properties of data sets are listed in table 1. The Reuters data set contains a larger 
number of lexemas objects (also called root). Only 40 terms selected by the 
method lemmatisers nzipf [10]. 

Table 1. Data Sets 

 Number 
of Objects 

Lexemas Number of 
attributes 

Number of 
 Clusters 

Reuters 20 402 2908 40 26 
Reuters 21 273 2527 40 16 

The new data sets were generated with the same number of objects, attributes, 
and clusters as the original data sets. Further, the shape and proximity of the clus-
ters were based on those found in the original sets. However, the range of attrib-
utes values, the number of objects in the individual clusters, and the relative posi-
tioning of the cluster was purposely altered for the generated data sets. Finally, the 
shape and positioning of the cluster was adjusted so that the correct clustering cor-
responded to the maximum value of the objective function. 

3.2   Objective Function 

The objective function for the experiment was trace (W) or the sum of the squared 
distances between objects and their cluster centres. This was minimized over the 
solution space. The attribute values were standardized to minimise the difference 
in objective function values. 
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3.3   Adaptions 

The following adaptions were compared: 

Representation: Both the group-number and order based representations were im-
plemented. The poor performance of the GA with order-based representation 
meant that these trial took longer to complete, and due to time constraints the 
range of adaptions compared for this representation was reduced. 

Fitness Function: Three different scaling mechanisms were used for the group-
number representation: local transformation, adjusted transformation, lineal scal-
ing with Cmult=2.0. Adjusted and lineal scaling were also compared for the order 
based representation. 

Selection: Fitness proportional selection was compared with three different elite 
levels: the top 0,1 or 5% of population size individuals were copied straight from 
one generation to the next. Elite levels of 0 and 5 % were used with order-based. 

Crossover: For the group-number representation, single point, uniform and edge-
based crossover were compared. For order-based encoding the PMX crossover 
operator was compared with two new operators. The first, borrow, is similar to the 
operator described by Bhuyan [8], but the operator has been designed to avoid the 
need for local search. A single cluster is copied from the first parent and placed in-
to the child. The remaining objects are added to the child in the order they occur in 
the second parent. The second operator is an edge-based operator for order-based 
encodings. This operator works exactly the same as for the group-number.  

Mutation: The mutation implemented for the group-number representation ran-
domly changes a group-number with probability Pmut/n. One type of mutation 
were compared for order-based encoding. uniform, moves an object with probabil-
ity Pmut/n to a uniformly distributed point along the length of the chromosomes.  

Parameters: The following parameters were compared for the group-number rep-
resentation: population size {50,100,200,400}; crossover probability  
{0.50,0.70,0.90}; mutation rate {0.01,0.05,0.10,0.20}. For order-based these were 
reduced to: population size {50,100,200}, crossover probability {0.50,0.70,0.90}; 
and mutation rate {0.10,0.20}. 

All of the GA used random initialization, and replaced the entire population dur-
ing the reproduction phase (except in the case of elite selection). There were no 
checks to ensure that all chromosomes contained k groups. Since the operators are 
dependent on the representation type, the experimental tests were divided into two 
groups according to the representation type. 

Each run of the AG continued until the correct clustering was found or the exe-
cution time exceeded five CPU minutes. The number of corrects runs and the av-
erage time to find the solution were recorded for each combination. 
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4   Results and Conclusions 

The overall correctness results for the generated data (table 2 and 3) raise some in-
teresting questions – why did the order-based AG fail to find a single solution for 
Reuters 20?. The large number of objects in the Reuters 20 data set may provide 
the answer. 

A group-number representation for a data with a large number of cluster has a 
high level of redundancy. This means that the representation space has many more 
options than the solution space. This divides the focus of the population, and 
crossed between chromosomes near differing options tend to be unproductive and 
wasteful. Overall, redundancy slows down the convergence and reduces the diver-
sity of the population. 

Table 2 Corrections of group-number 

                                                                                 No of Corrects Runs  
                                                                           0         1           2              3            4            5 

Reuters 20 No of  Trials 456 70 61 64 157 2216 

 % of Trials 15.1 2.3 2.0 2.1 5.2 73.3 

Reuters 21 No of  Trials 327 549 849 783 394 122 

 % of Trials 10.8 18.2 28.1 25.9 13.0 73.2 

Table 3 Corrections of order-based 

                                                                                    No of Corrects Runs  
                                                                              0         1           2             3          4            5 

Reuters 20 No of  Trials 1296   0  0 0 0 0 

 % of Trials 100. 0.0 0.0 0.0 0.0 0.0 

Reuters 21 No of  Trials 578 56 40 48 66 508 

 % of Trials 44.6 4.3 3.1 3.7 5.1 39.2 

The poor performance of the order-based AG on Reuters 20 can be explained 
by the large number of objects in the data set, which affects the speed of the local 
search, and the size of the representation space (see table 4). This meant that the 
time limit of 300 seconds restricted the AG to only a few generations, limiting the 
AG’s search to a very small portion of a very large representation space. 

Table 4 Size of the representations space for generated data sets 

 N K Solution Group-
number Rep.1 

Order-based 
Rep.2 

Reuters 20 150 3 6x1070 3x1071 6x10266 
Reuters 21 59 7 1x1046 7x1049 2x1083 

1 Size of the group-number representation space is kn. 2Size of order-based representation 
space is ½ n(n+1)! 
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There appears to be advantages to using both clustering representations. Group-
number encoding when combined with single point crossover is a fast method of 
finding clusterings for data sets with low k. This method also seems to be able to 
cope with relatively large data sets, although size of the data sets used in these ex-
periments was limited. The performance of the  group-number AG on data sets 
with high k values was poorer, with many AG returning sub-optimal minima. The 
performance of the order-based AG with edge-based crossover, as a result of the 
complexity of the local search, this method cannot cope with large data set, but is 
suitable for small data sets with large values of k.    

GA should be modified in order to attain optimal performance for a particular 
data set. It may be possible to adapt GAs to suit a class of data sets (with approxi-
mately the same number of objects,clusters and distribution). Increasing the rate of 
mutation in the early generations (to increase the available genetic material during 
the initial stages), may improve performance in this case. 

In conclusions the data sets require different adaptions for optimal performance 
(correctness and speed), this does not mean that a particular set of adaptions will 
not find the correct solution to a large number of data sets if given enough time. 
Indeed, it would seem that a number of adaptions (elite constant, fitness transfor-
mation, crossover probability, and mutation rate) have a large effect on the time 
taken to find the optimal solution, and that for simpler data sets these adaptions 
can be used to speed up the evolution of the GA without sacrificing correctness. 
Finally, the adaptions implemented in this experiment are only a sample of the 
numerous possible adaptions. Thus the performance of AG on these and other data 
sets may be improved by further adaptions. 
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Monitoring and Adaptation of Assessment Process in 
Virtual Courses Based in Multi-agent Systems 

M. Néstor D. Duque, C. Demetrio Ovalle, and B. Jovani Jiménez* 

Abstract. This paper presents an adaptive assessment system that adapts itself to 
the specific conditions of each student, modeled by means of a Multi-Agent Sys-
tems (MAS). This approach implies to see the monitoring and assessment as a 
teaching-learning tool and not only as an measuring mechanism. The Artificial  
Intelligence field, in particular the MAS approach plays a crucial role in the utili-
zation of new technologies applied to Education and Learning Processes; the pro-
posal advantage of the capacity to distribute knowledge and processing which is 
intrinsically provided by this Artificial Intelligence Technique. The literature re-
ports important works most focused on the adaptation of the instruction processes, 
with very few supporting to learning assessment.  

Keywords: Student monitoring, Multi-Agent systems, Adaptive Assessment, Vir-
tual Education. 

1   Introduction 

From an educational point of view the curriculum planning comprises several is-
sues as follows: the definition of general objectives, the establishment of the learn-
ing pedagogical activities, and the learning assessment. This last issue must be 
considered as a systematic and continuous process useful to validate the whole 
teaching/learning process. From a methodological perspective the assessment 
process can be seen as the result of comparing two situations: the student learning 
process observed and the expected [1]. Technological advancements and in par-
ticular those from Artificial Intelligence (AI) field have added flexibility and 
adaptability features within teaching/learning environments. Unfortunately, not 
every of profits earned by the instructional process have been transmitted at the 
assessment process, where tests have not already been personalized.  

This paper aim at proposing and describing the main characteristics required by 
an assessment process which adapts itself to the academic and psycho-pedagogical 
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conditions, and preferences of the students within a framework of Virtual Courses. 
In addition, it exhibits an assessment module, part of an experimental platform of 
Adaptive Virtual Courses (SICAd) in research projects of GAIA (Research Group 
in Intelligent Adaptive Environments). 

The rest of the document is organized as follows: section 2 outlines main ele-
ments of the assessment system proposal; section 3 describes the MAS proposed 
specifying system functionalities, section 4  presents the experimental platform, 
and the final section presents the conclusions and future work. 

2   Adaptive Assessment in Virtual Courses 

The adaptability of an educational system may be defined as the capacity of the 
system to dynamically adapt its behavior to the requirements of the student-system 
interaction. Adaptive and intelligent Web-based educational systems (AIWES) 
aim at providing students with an environment that reacts intelligently to the 
learners needs and incorporates their individual characteristics and situation by 
presenting appropriate suggestions, information, and teaching material in order to 
make learning more effective and easier for learners. 

As it can be seen on figure 1, the components susceptible of adaptability in an 
education system may be the interfaces with the student, the lesson plan, the edu-
cational strategies, the filtering of information,  and the evaluative process, which 
involve the integration of individual with collaborative learning activities. 

The advancements in Artificial Intelligence Techniques and in particular their 
applications to adaptive educational systems provide good possibilities that re-
searchers have already not completely exploited and presently become a field of 
special interest in order to implement solutions in automate way. A large numbers  
 

 

Fig. 1 Relationships among elements within an Adaptive Virtual Course System 
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of works have been developed in instructional phase and the content presentation, 
but not every profits have been applied at the adaptive assessment process.  In 
many cases, the assessment has been managed as a transposition of the traditional 
assessment and a few works have aimed to exploit the technological advantages to 
improve the evaluation process. The review of some related projects allows to see 
as the adaptive techniques for building knowledge assessment in virtual courses 
involves following tasks: Item Selection, Grading, and Student’s Results Feedback 
[2],[3], [4], [5], [6], [7], [8], [9].     

Our proposal incorporates and combines some of the elements found in the 
state of the art, but also extends the adaptation of the evaluation taking into ac-
count the different hierarchical levels of the Educational Objectives (EO) pro-
posed, and psycho-pedagogic profile of the learner, in particular the learning style 
(LS). It is based on approach the monitoring and assessment as a teaching-learning 
tool and not only as a measuring mechanism. 

According to Runyon and Von Holzen the online assessment needs to be 
viewed as an interactive mentoring opportunity that can be employed in online 
courses. The assessment techniques employed in an online course should be based 
on desired learning outcomes. Then these can be used by the students to evaluate 
their own progress through the course materials while also providing the instructor 
with evidence of the effectiveness of the course materials or indications of content 
areas that need further enhancement and/or development [10].  

The assessment at different hierarchical levels of the educational objectives al-
lows determine the specific problem and critical content may be reinforced. The 
LS is recognized as a hard differentiator in information processing by the appren-
tice. The LS may be taken into consideration for providing methods adequate of 
assessment to reflect student understanding of the learning outcomes. By monitor-
ing the evolvement of the student, the system can redefine methods and strategies 
of assessment to meet the needs of students and customize the process. 

In general form and based in the schema of ITS (Intelligent Tutoring System), 
the traditional models are complemented by a new model: Adaptive Assessment 
Model, as exhibits in Figure 2.  
 

 

 

Fig. 2 Components involved in the proposed system 
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Proposing an Adaptive Assessment Model requires the precise definition of a 
variety of elements in such way that they may be handled in the adaptation proc-
ess. On one hand, the adaptation task must define the relevant elements of the  
student profile that determine the customization, in this case are the academic tra-
jectory (expressed in terms of EO) and LS (obtained by applying ILS and VARK 
test). On the other hand, the domain of the course and evaluation component must 
be represented in such way that it can be adapted according to the needs of the 
learners, specifying the components able to be adapted; in this case are EO to 
evaluate, proofs type, content of the proofs and specific strategy, according to the 
focus of the system. 

In short, this proposal presents an adaptive assessment process which based 
into the preferences and academic conditions and psycho-pedagogical characteris-
tics of the students. The assessment is oriented through EOs initially proposed into 
the course, which are expecting to be attained by the student within the teach-
ing/learning process and recognizes the individual characteristics of learner. 

According to the perspective given in [11], the course’s domain follows a hier-
archical structure and a fine level of detail is adopted in order to define the EO. 
The process must identify where the student presents failures. For doing so, the 
assessment is performed starting with the high level objective and then, the proc-
ess continuous up-down reviewing sub-objectives till exactly locates the point 
where the student exhibits difficulties. This action allows re-planning the instruc-
tion for this specific learning problem case. Other issue that has to be considered 
in the assessment process is the level of difficulty of questions. The question 
banks for our system respects the norms established for this kind of repositories, 
i.e., metadata are included for each assessment question which is associated with 
EO to attain, learning styles supported, and the level of difficulty assigned, as a 
guide within the system assessment adaptation process. 

3   MAS Proposal for Adaptive Assessment 

The path to follow may be oriented by the disintegration into functional blocks, 
without loosing the systemic point of view, which leads to distributing the solution 
in diverse entities that require specific knowledge, processing and communication 
between each other. Having these characteristics, modeling the problem using a 
Multi-Agent System (MAS) seems to be a promising option. The main motivation 
for selecting MAS is the possibility to distribute the components of intelligence 
outlined by the solution on the proposed problem [12]. 

The MAS principles have shown an appropriate potential in the development of 
learning systems due to the fact that nature of the learning/teaching problems are 
more easily solved through a cooperative approach. Figure 3 exhibits the MAS´s 
architecture and the relationships among software agents. 

Starting from the decision above, the design process for the system is initiated 
using the MASCommonKADS methodology as foundation, which defines the 
necessary models for the analysis and design phases and provides complete docu-
mentation; besides, other applications in similar cases report to have very positive  
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Fig. 3  Multi-Agent System in the proposal 

results [13]. Nevertheless, the experienced acquired suggests including some 
models from other methodologies such as MaSE (Multi-agent system Software 
Engineering) [14] (Hierarchical Objective Diagrams as support in dividing some 
complex tasks) and GAIA [15] (Roles Model, important in clearly determining 
what can be expected from the agents). 

The steps to follow in order to retrieve the personalized assessment to the stu-
dent are based on the request of an external agent in order for the selection process 
of a certain student's assessment to be initialized (Adaptation Agent). After the 
student's profile data are collected (Student Agent), the system sends a question 
request to the Bank of Questions Agent, which is selected from the database of the 
bank of questions according to some criteria such as the educational objective to 
be evaluated, learning style of the student and preferences. After the question is 
presented to the student and this has given an answer (Interface Agent), the out-
come is verified and the educational objective is fulfilled, or a re-adaptation proc-
ess is initiated in order to detect faults through the whole process, which have not 
allowed the expected outcome. 

The Student Agent allows handling diverse elements in the profile of the 
learner according to particular interests. Forms and tests supplied by the support-
ers of the included characteristics are used for input information, such as psycho-
logical tests, learning styles tests, sociograms, and some values directly obtained 
from the system during the interaction process. The Domain Agent manages the 
structure of the course associated to an acyclic graph whose nodes are the EO to 
be evaluated, while keeping information of the pedagogical resources.  

The retrieval of the stored question is performed by the Bank of Questions 
Agent, which has only information about the way in which the resources will be 
received, permitting to use diverse visions for the resource composition, naming 
and allocation. 

The Diagnostic Agent is an agent in charge of the assessment processes, per-
forming tests, input tests, and so on; who contains the required knowledge to clas-
sify and locate the student. 

These steps can be view in the sequence diagram in figure 4. 
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Fig. 4 Sequence Diagram in proposed model 

4   SICAd Platform, Intelligent System of Adaptive Courses 

Based on the previously established topics experimental platform Intelligent Sys-
tem of Adaptive Courses.  SICAd, was constructed. It is completely functional and 
can be used for the assembly of diverse courses and applying different pedagogi-
cal trends. It was developed based on free and multiplatform tools; therefore it can 
be installed both on Windows and Linux environments and it allows access from 
any platform that has a Web browser. 

The Web Server is Apache Software Foundation Tomcat, with support for the 
Database engine MySQL. The programs were developed in Java j2sdk1.6.0. The 
multi-agent platform was build on Java using the JADE framework [16] advan-
tages that simplify the MAS construction and provides a set of tools for system 
debug. The integration between the presentation layer (JSP) and the Multi-Agent 
platform is done through the JadeGateway library offered by JADE. 

The full MAS is presents in figure 5 highlighting the assessment module. 
 

 

Fig. 5 Sequence Diagram in proposed model 
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Fig. 6 Sequence Diagram in proposed model 

The system permits to administrate elements of the virtual course: Users, Edu-
cational Objectives and Educational Units, assessment, to construct courses by 
means of the Educational Objectives that compose it and to automatically generate 
the domain of the planner and to execute it for the personalized generation of each 
course, as it is presented in figure 6, for case study. 

5   Conclusions and Future Work 

The proposal presented shows the possibilities that are offered when including in 
the courses an assessment scheme that emphasizes in the characteristic of readapt-
ing the plan according to the student, when the latter doesn't pass the threshold 
with the expected goals.  

The requirement to distribute the necessary knowledge led to choose a MAS for 
modularizing and distributing the problem solution. The way that the problem is 
raised allows us to choose different choices in order to make the adaptation proc-
ess which is presented as a neutral tool regarding pedagogical thoughts of those 
who implement it. 

In this moment we are proving the interactions and evaluating the outcomes, 
looking towards the integration process with the experimental platform of virtual 
courses. In the proofs selection, the proposal has been validated obtaining the ex-
pected outcomes. Preliminary results are encouraging and demonstrate the impor-
tant role of monitoring and evaluation in teaching-learning process, allowing the 
feedback and redefinition of strategies aimed at achieving the objectives. 

It presents a difficulty in building a greater number of tests in accordance with 
the different levels of the educational objectives and the individual characteristics 
of the student. 
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A Model-Based Ambient Agent Providing Support in 
Handling Desire and Temptation 

Mark Hoogendoorn, Zulfiqar A. Memon, Jan Treur, and Muhammad Umair* 

Abstract. An ambient agent system is presented estimating a human’s dynamics 
of desiring and being tempted. The agent is equipped with a dynamical model of 
the human’s processes which describes how a desire relates to responses in the 
form of being prepared for certain actions, which in turn relate to feelings which 
can be biased, due to experiences in the past. It is shown how by use of this 
dynamical model, the ambient agent is able to predict and assess a human’s desire 
state, and his or her preparation for certain actions, and use this assessment to 
suggest alternatives to avoid falling for certain temptations. 

Keywords: Ambient Agent, Dynamical Model, Desire, Temptation. 

1   Introduction 

Agent modelling provides a useful design approach to the area of ambient systems 
[1,18]. One of the more ambitious challenges in this area is to create ambient 
systems with an appropriate human-awareness: awareness of the (mental) states of 
humans. Human-aware ambient systems can be taken to perform a certain type of 
mindreading or to possess what in the psychological and philosophical literature is 
called a Theory of Mind [12, 14]. During the evolutionary human history, 
mindreading has been developed to address different types of mental states, such 
as desire, intention, attention, belief or emotion states [12]. Inspired by such 
capabilities as developed in nature, ambient systems can be designed that have 
mindreading capabilities for one or some of these types of mental states. Such 
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mental states can be dynamic and often interact with each other. To obtain an 
adequate human-aware ambient system, a dynamical model describing these 
dynamics and interaction is needed. To design an ambient system incorporating 
such a model, agent modelling offers a useful approach, as agents are able to 
integrate such dynamical models and reason about them [4]. Human-aware 
ambient agents equipped with the ability to reason about the different types of 
mental states can be applied to support of humans, for example persons vulnerable 
to temptations due to a developing addiction. More specifically, this paper focuses 
on the dynamics and interaction of an individual’s desires and temptations and 
integrates a domain model for these dynamics in an ambient agent model to 
provide effective support by an enhanced awareness of the cognitive and affective 
states of the person. A desire triggers a number of responses in the form of 
preparations for certain actions related to the desire that result in certain feelings. 
In a reciprocal manner, the generated feelings affect the preparations; for some 
literature on such reciprocal interactions between cognitive and affective states, 
see, for example, [11, 17, 19].  

In this paper, first in Section 2 the domain model for the dynamics of desires, 
preparations and feelings is described. Section 3 presents the ambient agent model 
which integrates the domain model. Section 4 presents some simulation results of 
the integrated ambient agent model. In Section 5 verification of the integrated 
model is addressed. Section 6 is a discussion. 

2   Desires, Preparations and Feelings 

Any mental state in a person induces emotions felt by this person, as described in 
[10]. Following [9, 10] it is assumed that responses in relation to a mental state of 
desiring roughly proceed according to the following causal chain: desire   →  
preparation for response  →  body state modification  →  sensing body state  →  sensory 
representation of body state →  induced feeling. An ‘as-if body loop’ uses a direct 
causal relation preparation for response  →  sensory representation of body state as a 
shortcut in the causal chain; cf. [9]. The body loop (or as-if body loop) is extended 
to a recursive (as-if) body loop by assuming that the preparation of the bodily 
response is also affected by the state of feeling the emotion:  feeling  →  preparation 
for  the bodily response. Such recursion is suggested in [10], noticing that what is 
felt is a body state which is under control of the person. Within the model used in 
this paper, both the bodily response and the feeling are assigned a level or 
gradation, expressed by a number. The activation of a specific action preparation 
is based on both the activation level of the desire and of the feeling associated to 
this action. This illustrates Damasio’s theory on decision making with a central 
role for emotions felt, called the Somatic Marker Hypothesis [2,7, 8]. Based on the 
recursive as-if body loop, not only the strength of the connection from desire to 
preparation but also the strength of the connection from feeling to preparation will 
play an important role in deciding which action to pursue. When one or each of 
these connections is weak it will not lead to a high activation level of the 
preparation state, whereas a strong connection strength may result in a high 
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activation level of the preparation state so that it may become the dominant option 
that can play the role of a strong temptation. 

The strengths of the connections from feeling to preparation are subject to 
learning. Especially when a specific action is performed and it leads to a strong 
effect in feeling, by Hebbian learning [3, 15] this may give a positive effect on  
the strength of this connection and consequently on future activations of the 
preparation of this specific action. Through such a mechanism experiences in the 
past may have their effect on behavioural choices made in the future. The ambient 
agent uses the model and hence, it is expressed in the next section. 

3   The Ambient Agent Model 

Based upon the domain model as briefly expressed in the previous section, and 
ambient agent model has been developed. The ambient agent model was specified 
in LEADSTO [6],  in which both logical and numerical relations can be specified. 
Moreover in this language, direct temporal dependencies between two state 
properties in successive states are modeled by executable dynamic properties. The 
LEADSTO format is defined as follows. Let α and β be state properties of the 
form ‘conjunction of ground atoms or negations of ground atoms’. In the 
LEADSTO language the notation α →→e, f, g, h β, means: 

If state property α holds for a certain time interval with duration g, 
then after some delay (between e and f) state property β will hold 
for a certain time interval of length h. 

Here, atomic state properties can have a qualitative, logical format, such as an 
expression desire(d), expressing that desire d occurs, or a quantitative, numerical 
format such as an expression has_value(x, v) which expresses that variable x has value 
v. The LEADSTO language features a simulation tool that is able to execute the 
dynamic LEADSTO properties. 

Within the ambient agent model, the model for the dynamics of desires, 
preparations and feelings as expressed in Section 2 was embedded in order to 
enable the agent to reason about this process, and to assess the person’s desires, 
preparations and feelings. In psychology, this capability is often referred to as 
mindreading or Theory of Mind [12]. The embedding uses the format that the 
causal relationships of the model described in Section 2 above are transformed 
into relationships for beliefs of the ambient agent on mental states of the person. 
In order to achieve this, the idea of recursive modelling is used; e.g., [16]. This 
means that the beliefs that agents have about each other are represented in a 
nested manner. To this end, each mental state is parameterized with the name of 
the agent that is considered, thus creating concepts like has_state(human, feeling(b, 0.5)) , 

has_state(AA, performed(suggest(X)). In addition, a number of meta-representations are 
introduced. For example,  has_state(AA, belief(has_state(human, feeling(b, 0.7))))  states that 
the ambient agent (AA) believes that the human has a feeling level of 0.7 for b. 
The following are the resulting agent local properties (ALP) that specify the 
processes within the ambient agent. The step size is indicated by Δt. The first 
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properties specify how the agent AA observes the human’s body state and creates 
a belief about it. 

ALP1 Observing the human’s body state 
If  the human has certain body state,   then the ambient agent AA will observe this. 

has_state(human, body_state(B, V, t))   
→→  has_state(AA, observed(has_state(human, body_state(B, V, t)))) 

ALP2 Generating a belief for the human’s body state  
If  the ambient agent AA observes that the human has certain body state,  
then  it will generate a belief on it. 

has_state(AA, observed(has_state(human, body_state(B, V, t))))  
→→   has_state(AA, belief(has_state(human, body_state(B, V, t)))) 

The desire considered in the example scenario is assumed to be generated by 
sensing an unbalance in a body state b, according to the principle that organisms 
aim at maintaining homeostasis of their internal milieu. The first dynamic property 
addresses how body states are sensed. The following properties specify how the 
ambient agent observes and generates beliefs about the human’s sensing and 
sensory representation process. 

ALP3 Generating a belief for a human’s sensing  
If  AA believes that the human has certain body state,  
then it will generate a belief that after Δt the human will sense this body state 

has_state(AA, belief(has_state(human, body_state(B, V, t))))  
→→   has_state(AA, belief(has_state(human, sensor_state(B, V, t+Δt)))) 

For the example scenario this dynamic property is used for B to estimate the 
person’s sensing of the body state b from which the desire originates (e.g., a state 
of being hungry), and the body states bi involved in feeling satisfaction with 
specific ways in which the desire is fulfilled. How sensory representations are 
generated is addressed in dynamic property ALP4.  

 
 

ALP4 Generating a belief for the human’s sensory representation  
If  AA believes that the human senses body state, 
then it will generate a belief that after Δt the human will have a sensory representation for this. 

has_state(AA, belief(has_state(human, sensor_state(B, V, t))))  
→→   has_state(AA, belief(has_state(human, srs(B, V, t+Δt)))) 
 

A person’s desire originates from the sensory representation of the body state 
unbalance. The ambient agent generates a belief on the human’s desires by: 

 

ALP5 Generating a belief for the human’s desires  
If  AA believes that the human has a sensory representation for body state b 
then it will generate a belief that after Δt the human will generate a desire 

has_state(AA, belief(has_state(human, srs(b, V, t))))   
→→   has_state(AA, belief(has_state(human, desire(b, V, t+Δt)))) 
 

Next it is shown how the ambient agent estimates the preparations that are 
triggered. It is assumed that within the person activation of a desire, together with 
a feeling, induces preparations for a number of action options: those actions the 
person considers relevant options to satisfy the desire, for example based on 
earlier experiences. Property ALP6 describes such responses to an activated desire 
in the form of the preparation for specific actions. It combines the activation levels 
V and Vi of two states (desire and feeling) through connection strengths ω1i and ω2i 
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respectively. This specifies part of the recursive as-if loop between feeling and 
body state. This dynamic property uses a combination model based on a function 
g(σ, τ, V, Vi, ω1i, ω2i) which includes a sigmoid threshold function  

th(σ, τ, V)  =  

with steepness σ  and threshold τ . For this model g(σ, τ, V, Vi, ω1i, ω2i) is defined 
as g(σ, τ, V, Vi, ω1i, ω2i)  = th(σ, τ, ω1iV + ω2iVi) with V, Vi  activation levels and 
ω1i, ω2i weights of the connections to the preparation state. 

 

ALP6  Generating a belief for the human’s preparations 
If  AA believes that the human has a desire for b with level V  
  and  AA believes that the human has feeling Bi with level Vi 

  and  AA believes that the preparation for body state Bi has level Ui  
  and  ω1i   is the strength of the connection from desire for b to preparation for Bi 

  and  ω2i   is the strength of the connection from feeling of Bi to preparation for Bi 
  and  σ i  is the steepness value for the preparation for Bi 
  and  τ i  is the threshold value for the preparation for Bi 
  and  γ 1 is the person’s flexibility for bodily responses 
then  ambient agent AA will generate the belief that the human’s preparation state for body state 

bi will occur with level Ui + γ 1(g(σi, τ i,  V, Vi, ω1i, ω2i) - Ui) Δt 

has_state(AA, belief(has_state(human, desire(b, V, t)))) &  

has_state(AA, belief(has_state(human, feeling(B, Vi, t)))) & 

has_state(AA, belief(has_state(human, prep_state(Bi, Ui, t)))) & 
has_steepness(prep_state(Bi), σi) &  has_threshold(prep_state(Bi), τi) 
→→  has_state(AA, belief( 

has_state(human, prep_state(Bi, Ui + γ1 (g(σi, τ i, V, Vi, ω1i, ω2i) - Ui) Δt), t+Δt))) 
 

Variants of this property have been used to incorporate interventions which affect 
the preparations of some Bi : they are assumed to become 0 (suggestion not to do) 
or 1 (suggestion to do); for example: 

has_state(AA, belief(has_state(human, desire(b, V, t)))) &  

has_state(AA, belief(has_state(human, feeling(Bi, Vi, t)))) 

has_state(AA, belief(has_state(human, prep_state(Bi, Ui)))) &  

has_state(human, sensor_state(suggestion(do, Bi))))) & 
has_steepness(prep_state(Bi), σi) &  has_threshold(prep_state(Bi), τi) 
→→  has_state(AA, belief(has_state(human, prep_state(Bi, 1, t+Δt)))) 
 

The following five properties describe how the ambient agent reasons about the 
human’s body loop.  

 

ALP7 Generating a belief for the human’s sensory representation of body states 
If  AA believes that the human’s preparation state for body state Bi with level V1 occurred 
  and  AA believes that the human senses his body state Bi with level V2 

  and  AA believes that the human has sensory representation for Bi with level U 
  and  σ  is the steepness value for the sensory representation for Bi 
  and  τ   is the threshold value for the sensory representation for Bi 
  and  γ   is the person’s flexibility for bodily responses 
then  ambient agent AA will generate the belief that the human’s sensory representation for 

body state Bi  will occur with level U + γ2 (g(σ, τ,  V1, V2, 1, 1) - U) Δt. 

has_state(AA, belief(has_state(human, prep_state(Bi, V1, t)))) & 
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has_state(AA, belief(has_state(human, sensor_state(Bi, V2, t)))) 
has_state(AA, belief(has_state(human, srs(Bi, U, t)))) & 
has_steepness(srs(Bi), σ) &  has_threshold(srs(Bi), τ) 
→→  has_state(AA, belief(has_state(human, srs((Bi, U + γ2 (g(σ, τ, V1, V2, 1, 1) - U) Δt), t+Δt) 
 

 

ALP8 Generating a belief for the human’s feelings 
If  AA believes that the human has a sensory representation for body state Bi with level V,  
then it will believe that the human has feeling Bi with level V. 

has_state(AA, belief(has_state(human, srs(Bi, V, t))))  →→  has_state(AA,  
belief(has_state(human, feeling(Bi, V, t+Δt)))) 
 

Temporal relationships ALP9, ALP10 and ALP11 below describe the ambient 
agent’s reasoning about how preparations of body states bi and affect body states b 
and bi. The idea is that the actions performed by body states bi are different means 
to satisfy the desire related to b, by having an impact on the body state that 
decreases the activation level V (indicating the extent of unbalance) of body state 
b. In addition, when performed, each of them involves an effect on a specific body 
state bi which can be interpreted as a basis for a form of satisfaction felt for the 
specific way in which b was satisfied. So, on the one hand a specific action 
performance involving bi has an effect on body state b, by decreasing the level of 
unbalance entailed by b, and on the other hand it has an effect on the body state bi 
by increasing the level of satisfaction entailed by bi.  This level of satisfaction may 
be proportional to the extent to which the unbalance is reduced, but may also be 
disproportional. 

As the possible actions to fulfill a desire are considered different, they differ in 
the extents of their effects on these two types of body states, according to an 
effectiveness rate αi between 0 and 1 for b, and an effectiveness rate βi between 0 
and 1 for bi. The effectiveness rates αi and βi can be considered a kind of 
connection strengths from the effector state to the body states b and bi, 
respectively. In common situations for each action these two rates may be equal 
(i.e., αi = βi), but especially in more pathological cases they may also have 
different values where the satisfaction felt based on rate βi for bi may be 
disproportionally higher or lower in comparison to the effect on b based on rate αi  
(i.e., βi > αi or βi < αi). An example of this situation would be a case of addiction 
for one of the actions. To express the extent of disproportionality between βi and 
αi, a parameter λi, called satisfaction disproportion rate, between -1 and 1 is used. 
This parameter relates βi to αi using a function f, by βi = f(λi, αi). Here the 
function  f(λ, α) satisfies  f(0, α) = α, f(-1, α) = 0, and f(1, α) = 1. The function 
f(λ, α)  can be defined in a continuous (but not differentiable) manner as a 
piecewise linear function in λ by f(λ, α) = α + λ(1-α) if  λ ≥ 0, and f(λ, α) = 
(1+λ)α   if  λ ≤ 0. Using such f, for normal cases λi = 0 is taken, for cases were 
satisfaction is disproportionally higher 0 < λi ≤ 1 and for cases where satisfaction 
is disproportionally lower -1 ≤ λi < 0. 

 

ALP9 Generating a belief for the human’s body modification 
If  AA believes that the human’s preparation state for body state Bi with level V occurred,  
then it will believe that the human’s body state Bi is modified with level V. 

has_state(AA, belief(has_state(human, prep_state(Bi, V, t))))  
→→  has_state(AA, belief(has_state(human, effector_state(Bi, V, t+Δt)))) 
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ALP10 Generating a belief for the human from effector state to modified body state bi 
If  AA believes that the human’s body Bi is modified with level Vi,  
  and AA believes that for each i the effectivity of Bi for b is αi 

and AA believes that the satisfaction disproportion rate of Bi for b is λi 
then AA will believe that the human’s body state Bi will have level f(λi, αi)Vi. 

has_state(AA, belief(has_state(human, effector_state(Bi, Vi, t)))) & 
has_state(AA, belief(is_effectivity_for(αi, Bi, b))) & 
has_state(AA, belief(is_disproportion_rate_for(λi, Bi))) 
→→  has_state(AA, belief(has_state(human, body_state(Bi, f(λi, αi)Vi), t+Δt))) 
 

ALP11 Generating a belief for the human from effector state to modified body state b 
If  AA believes that the human’s body Bi is modified with level Vi, 
   and AA believes that human’s body state b has level V, 
   and AA believes that for each i the effectivity of Bi for b is αi 
then AA believes that human’s body state b will have  

 level  V +(ϑ * (1-V) – ρ * (1 – ( (1 - α1 * V1)  * (1 - α2 * V2) * (1 - α3 * V3) )) * V) Δt. 
has_state(AA, belief(has_state(human, effector_state(Bi, Vi, t))))  &  
has_state(AA, belief(has_state(human, body_state(b, V, t))))  &   
has_state(AA, belief(is_effectivity_for(αi, Bi , b))) 
→→  has_state(AA, belief(has_state(human, body_state(b,  
V + (ϑ * (1-V) – ρ * (1 – ( (1 - α1*V1)  * (1 - α2*V2) * (1 - α3*V3) )) * V) Δt), t+Δt)) 
 

Note that in case only one action is performed (i.e., Vj = 0 for all j ≠ i), the formula 
in ALP11 above reduces to V +(ϑ * (1-V) –  ρ * αi * Vi  * V) Δt. In the formula ϑ  
is a rate of developing unbalance over time (for example, getting hungry), and ρ  a 
rate of compensating for this unbalance. Note that the specific formula used here 
to adapt the level of b is meant as just an example. As no assumptions on body 
state b are made, this formula is meant as a stand-in for more realistic formulae 
that could be used for specific body states b. A variant of this property has been 
used to incorporate external events p that incidentally increases the level of the 
body state (such as exercising): 

has_state(AA, belief(has_state(human, effector_state(Bi, Vi, t))))  &  
has_state(AA, belief(has_state(human, body_state(b, V, t))))  &   
has_state(AA, belief(is_effectivity_for(αi, Bi , b)))  &  external_effect(p) 
→→  has_state(AA, belief(has_state(human, body_state(b,  
V+ ((ϑ+p) * (1-V) – ρ * (1 – ( (1 - α1*V1)  * (1 - α2*V2) * (1 - α3*V3) )) * V) Δt), t+Δt)) 

The strengths ω2i  of the connections from feeling bi to preparation of bi are 
considered to be subjected to learning. When an action involving bi is performed 
and leads to a strong effect on bi, by Hebbian learning [3, 15] this increases the 
strength of this connection. This is an adaptive mechanism that models how 
experiences in the past may have their effect on behavioural choices made in the 
future, as also described in Damasio’s Somatic Marker Hypothesis [7, 8]. Within 
the model the strength ω2i of the connection from feeling to preparation is adapted 
using the following Hebbian learning rule. It takes into account a maximal 
connection strength 1, a learning rate η, and an extinction rate ζ. A similar 
Hebbian learning rule can be found in [13]. The agent AA generates beliefs about 
the connection strengths based on Hebbian learning: 

 
ALP12  Generating a belief for the human’s Hebbian learning  
If  AA believes that the connection from feeling Bi to preparation of Bi has strength ω2i 
  and AA believes that human has feeling Bi with level V1i  
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  and  AA believes that the human’s preparation of Bi has level V2i  
  and  the learning rate from feeling Bi to preparation of Bi is η 
  and  the extinction rate from feeling Bi to preparation of Bi is ζ 
then  after Δt  AA will believe that the connection from feeling Bi to preparation of Bi will have 
 strength ω2i + (ηV1iV2i (1 - ω2i) - ζω2i) Δt. 

has_state(AA, belief(has_connection_strength(feeling(Bi), preparation(Bi), ω2i, t))) &  
has_state(AA, belief(has_state(human, feeling(Bi, V1i, t))))  &   
has_state(AA, belief(has_state(human, prep_state(Bi, V2i, t)))) &   
has_learning_rate(feeling(Bi), preparation(Bi), η)  &   
has_extinction_rate(feeling(Bi), preparation(Bi), ζ)    
 →→   has_state(AA, belief(has_connection_strength( 

feeling(Bi), preparation(Bi), ω2i + (ηV1iV2i (1 - ω2i) - ζω2i) Δt)), t+Δt) 
 

Based on the beliefs about the human’s states an assessment is made on the level 
of desire, as follows (where, for example th = 0.7):  

 
ALP13 Assessment generation 
If  AA believes that the human has a desire at time t with level V higher than threshold th1,  
then an assessment will be generated by AA that human will have a high desire of b at time t 

has_state(AA, belief(has_state(human, desire(b, V, t)))) & V ≥ th1  
→→     has_state(AA, assessment(has_state(human, high_desire(b), t)))  
 

The desire assessment is used to generate an intervention intention, whenever 
needed. This intention persists until the point in time at which the intervention has 
to be performed. Table 1 shows the criteria used in the agent’s decision process.  

Table 1 Assessment criteria used by the ambient agent 

 Preparation state level > 0.1 Preparation state level ≤ 0.1 

Effectivity rate > 0.5 A good option  

considered by the human  

A good option  

not considered by the human 

Effectivity rate ≤ 0.5 A bad option  

considered by the human 

A bad option  

not considered by the human 

Here the human is assumed to consider an option if the level of the associated 
preparation state is predicted above a certain threshold, which in the example 
scenario is set to 0.1, whereas the different options that are available are 
characterized as good or bad based on the values of the effectivity rates of those 
options higher or lower than 0.5. Properties ALP14a – ALP17 below accomplish 
this intervention strategy: 

 

ALP14a Generation of intended intervention by ambient agent: positive suggestion 
If         AA has generated an assessment that human will have a high desire for b at time t 
and      AA has desire of human’s wellbeing 
and      AA believes that the human’s preparation of Bi has level Vi 
and       AA believes that for each i the effectivity of Bi for b is αi 
and      Vi < 0.1 and αi > 0.5 
then     AA will intends to intervene the human at a later time t to suggest for doing Bi 

has_state(AA, assessment(has_state(human, high_desire(b), t))) & has_state(AA, 
desire(wellbeing(human))) & 
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has_state(AA, belief(has_state(human, prep_state(Bi, Vi, t+20)))) &  Vi < 0.1 & 
has_state(AA, belief(is_effectivity_for(αi, Bi, b))) & αi > 0.5  
→→ has_state(AA, intended_intervention_at(suggestion(human, do, Bi), t)) 
 

ALP14b Generation of intended intervention by ambient agent: negative suggestion 
If         AA has generated an assessment that human will have a high desire for b at time t 
and      AA has desire of human’s wellbeing 
and      AA believes that the human’s preparation of Bi has level Vi 
and       AA believes that for each i the effectivity of Bi for b is αi 
and      Vi > 0.1 and αi < 0.5 
then     AA will intends to intervene the human at a later time t to suggest for not doing Bi 

has_state(AA, assessment(has_state(human, high_desire(b), t))) & has_state(AA, 
desire(wellbeing(human))) & 
has_state(AA, belief(has_state(human, prep_state(Bi, Vi, t+20)))) &  Vi > 0.1 & 
has_state(AA, belief(is_effectivity_for(αi, Bi, b))) & αi < 0.5  
→→ has_state(AA, intended_intervention_at(suggestion(human, don’t_do, Bi), t)) 

 

ALP15 Propagation of intended intervention by ambient agent 
If       AA intends to intervene the human at a later time t1 to suggest for eating 
and    the current time is t2  and  t2 < t1 
then   the intended intervention by AA will persist 

has_state(AA, intended_intervention_at(X, t1)) & current_time(t2) & t2 < t1 →→ has_state(AA, 
intended_intervention_at(X, t1)) 

 

Finally the intervention is performed: 
 

ALP16 Intervention by Ambient Agent 
If       AA intends to intervene the human at a later time t1 to suggest for eating 
and    the current time is t2 
and    t2 = t1-3 
and    AA does not observes the human in eating 
then   AA will suggest the human to eat 

has_state(AA, intended_intervention_at(X, t1)) & current_time(t2) & t2 = t1 – 3 →→ 
has_state(AA, performed(X)) 
 

ALP17 Human sensing of the action performed by agent 
If       AA suggests human to do X 
then the human will sense this 

has_state(AA, performed(suggestion(human, X, B))) 
→→ has_state(human, sensor_state(has_state(AA, performed(suggestion(human, X, B))))) 

4   Simulation Results for the Ambient Agent Model 

A number of simulations have been performed within the LEADSTO simulation 
environment [6]. The model was tested in a small scenario, involving an ambient 
agent and a human, indicated by AA and human, respectively. The example 
scenario taken here considers a person who is getting hungry which generates a 
desire to eat for which a number of options is available at that time. As the level of 
desire increases this makes the person more tempted to eat, and in particular to 
choose the option that is associated to the best feeling. As the domain model is 
integrated within the ambient agent, it can predict the human’s desire level well in 
advance, and assesses the extent to which the human will consider the different 
options that are available to fulfill this desire. 
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Based on the criteria given in Table 1 above, if the ambient agent predicts that 
the human will consider those options that are not effective for fulfilling the 
desire, then it will suggest not to choose them. Similarly, if the assessment process 
of the ambient agent determines any options that are quite effective for the human 
to choose, but the human will not consider those, then it will suggest the human to 
choose them. The scenario starts with some initial values of the human’s desire 
and feeling levels, and then keeps on updating this, using the integrated model 
explained in Section 3. An example simulation trace (under fixed parameter 
settings) is illustrated in Fig 1 and 2 (here the time delays within the temporal 
LEADSTO relations were taken 1 time unit).  

 

 

Fig. 1 Simulation Trace 1 – Desire and preparation states (α1=β1 =0.05, α2=β2 =0.25, 
α3=β3=1, γ1=γ2=0.05, σ1=σ2=10, τ1=τ2=0.5, ρ =0.8, ϑ=0.1, η=0.04, ζ=0.01) 
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In these figures, where time is on the horizontal axis, the upper part shows the 
time periods, in which the binary logical state properties hold (indicated by the 
dark lines); for example, has_state(AA, assessment(has_state(human, high_desire(b), 204))). 
Below this part, quantitative information is provided about the human’s actual 
desire, preparation states, connection strength levels, levels of different body 
states and the ambient agent AA’s prediction of these. Values for these levels for 
the different time periods are shown by the dark lines. Note that the scale on the 
vertical axis differs over the different graphs, and only a selection of the relevant 
state properties is shown. 

Fig. 2 Simulation Trace 1 – Normal behavior: adaptation process 
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For the example trace shown in Fig 1 and 2, for each i that represents an option, 
λi = 0 was taken, so in this example simulation the human is not developing an 
addiction to any option. Option 3 has the highest effectiveness rate, i.e. α3 =1. Its 
value is substantially higher than the rates for the other two available options. This 
affects the respective body states. Furthermore, as can be seen in Fig 2 by the 
Hebbian learning it gives a strong effect on the strength of the connection from 
feeling to preparation for this option: the connection strength for option 3 
increases over time until it reaches an equilibrium state.  

As shown in the lower part of the Fig 2, at time point 10, the ambient agent 
predicts that the desire level of human will increase but it will not cross the 
threshold set to 0.7, i.e., it is not considered sufficient enough to make the human 
tempted to choose this option. This is confirmed by the graph of the desire level of 
the human, where at time point 20, it increases but does not cross the threshold. 
Hence the ambient agent does not intend to perform any action. But later, some 
external effects (e.g., the human’s habit to attend gym) causes an increase in this 
desire level, which is predicted by the ambient agent AA in the simulation at time 
point 102, as shown in the upper part of the Fig 1, by the state property 
has_state(AA, assessment(has_state(human, high_desire(b), 204))), expressing that an 
assessment has been generated that the human will have a high desire for b at time 
204. Thereafter, as described in Table 1, AA predicts that the human will choose all 
three options because of the high values of the preparation states for those options, 
as shown in Fig 1, in the graph of AA prep_state b1, AA prep_state b2 and AA prep_state 

b3. After this, the agent will assess for these options whether they are good or bad, 
based on their effectivity rates. For this particular example simulation, the options 
b1 and b2 are assessed as bad because of their low effectivity rates, i.e., α1 =0.05, 
α2 =0.25, which are lower than the threshold set to 0.5. On the other hand, option 
b3 is assessed as good because its effectivity rate is higher than threshold, i.e., α3 
=1. Hence the ambient agent generates the intention to suggest the human not to 
choose options b1 and b2 as shown in the upper part of Fig 1, by the state property 
has_state(AA, intended_intervention_at(suggestion(human, don’t_eat, b1), 204)) and similarly 
for b2. 

 

5   Analysis of the Ambient Agent Model by Automated 
Verification 

In order to investigate whether the ambient agent indeed acts according to what is 
expected, some logical properties (requirements) have been identified, formalised, 
and verified against the simulation traces of the model. In this section, first the 
language used to express such properties is briefly introduced, followed by the 
specification of the actual properties, and the result of their verification. Using a 
formal specification for desired properties of the ambient agent enables automatic 
verification of them against simulation traces. This automated verification is 
performed using the logical language TTL and its software environment [5]. The 
temporal predicate logical language TTL supports formal specification and analysis 
of dynamic properties, covering both qualitative and quantitative aspects. TTL is 
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built on atoms referring to states of the world, time points and traces, i.e. trajectories 
of states over time. Dynamic properties are temporal statements formulated with 
respect to traces based on the state ontology Ont in the following manner. Given a 
trace γ over state ontology Ont, the state in γ at time point t is denoted by state(γ, t). 
These states are related to state properties via the infix predicate |=, where state(γ, t) |= 

p denotes that state property p holds in trace γ at time t. Based on these statements, 
dynamic properties are formulated in a sorted first-order predicate logic, using 
quantifiers over time and traces and the usual first-order logical connectives such as 
¬, ∧, ∨, ⇒, ∀, ∃. For more details, see [5]. An overall property to be satisfied by the 
agent is that if the level of a desire of the human exceeds a particular threshold, it 
should eventually become below the threshold. 

 

P1(th:real): Successful support 
In all traces γ and all time points t the level of a desire of the human if the desire of a human 
exceeds the threshold, then there exists a later time point at which this is not the case. 
∀t:TIME, γ:TRACE, V:REAL 
[ state(γ, t) |= desire(b, V) & V > th ⇒ ∃t2:TIME, V2:REAL [ state(γ, t2) |= desire(b, V2) & V2 < th ] ] 

 

For the simulation traces generated using the ambient agent model, this property is 
satisfied for all traces (with a threshold value of 0.7). The overall behavior as 
expressed in P1 can be accomplished by intervention by giving one or more 
suggestions at the right moment (expressed in P2) in combination with the human 
responding to these suggestions (expressed in P3).  

P2(th:real, d:duration): Right moment for  intervention 
In all traces γ, if the ambient agent at time point t1 predicts that at time point t2 the human will 
have a desire exceeding the threshold th, then the ambient agent will give a suggestion to the 
human. 

∀t1, t2:TIME, γ:TRACE, V:REAL 
[ [ state(γ, t1) |= has_state(AA, belief(has_state(human, desire(b, V, t2)))) & V > th ] 
 ⇒ ∃t3:TIME > t1:TIME, A:ACTION,  B:BODY_STATE  

[ state(γ, t3) |= has_state(AA, performed(suggestion(human, A, B))) ] ] 
 

This property holds for all traces (when a threshold of 0.7 is chosen). 
 

P3(d:duration): Right response 
In all traces γ, if the ambient agent gives a suggestion to the human at time point t to either avoid 
a body state B (don’t eat for this case) or accomplish a body state B (i.e., eat), then the human 
will follow this suggestion, indicated by a preparation state for B being 0 for the case of an 
avoidance suggestion, or a 1 in case of an accomplish suggestion for the body state B. 
∀t1:TIME, γ:TRACE, V:REAL, B:BODY_STATE 
[ [ state(γ, t1) |= has_state(AA, performed(suggestion(human, dont_do, B))) ⇒  
∃t2:TIME > t1 [ state(γ, t2) |= prep_state(B, 0) ] ] &   
[ state(γ, t1) |= has_state(AA, performed(suggestion(human, do, B)))   ⇒  
∃t2:TIME > t1 [ state(γ, t2) |= prep_state(B, 1) ] ] 

 

This last property is satisfied for all traces as well. 

6   Discussion 

To function in a knowledgeable manner, ambient agents [1, 18] need a model of 
the humans they are supporting. Such a model enables them to perform a form of 
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mindreading [12, 14]. The ambient agent model presented here focuses on 
mindreading concerning the interaction between desires, preparations and feelings, 
based on neurological theories that address this interaction. The integrated 
dynamical model describes more specifically how a desire induces (as a response) 
a set of preparations for a number of possible actions, involving certain body 
states, which each affect sensory representations of the body states involved and 
thus provide associated feelings. On their turn these feelings affect the 
preparations, for example, by amplifying them. In this way an agent model is 
obtained for desiring which integrates both cognitive and affective aspects of 
mental functioning. For the interaction between feeling and preparation of 
responses, a converging recursive body loop is included in the dynamical model, 
based on elements taken from [9, 10]. Both the strength of the preparation and of 
the feeling emerge as a result of the dynamic pattern generated by this loop. The 
dynamical model is adaptive in the sense that within these loops the connection 
strengths from feelings to preparations are adapted over time by Hebbian learning 
[3, 13, 15]. By this adaptation mechanism, in principle the person achieves that the 
most effective action to fulfill a desire is chosen. However, the dynamical model 
can also be used to cover humans for whom satisfaction for an action is not in 
proportion with the fulfillment of the desire, as occurs, for example, in certain 
cases of earlier addictive experiences which provide temptations for the future. In 
this case, action choice may become biased by such temptations, and this is where 
an ambient agent can play a supporting role. The agent model equipped with the 
dynamical model for the dynamics of desires, preparations and feelings was 
specified in the hybrid dynamic modelling language LEADSTO, and simulations 
were performed in its software environment [6]. Simulation experiments show that 
the model behaves as expected, which also have been verified formally. 
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Abstract. The use of novel analytical techniques (such as data clustering and de-
cision trees) that can model and predict patient disease outcomes has great poten-
tial for assessing disease process and progression in Alzheimer’s disease and mild 
cognitive impairment. For this study, 43 different variables (generated from image 
data, demographics and clinical data) have been compiled and analyzed using a 
modified clustering algorithm. Our aim was to determine the influence of these 
variables on the incidence of Alzheimer’s and mild cognitive impairment. Fur-
thermore, we used a decision tree algorithm to model the level of “importance” of 
variants influencing this decision. 

Keywords: Alzheimer's Disease, Mild Cognitive Impairment, Cluster Analysis, 
Decision Tree Analysis, MRI. 

1   Introduction 

Mild cognitive impairment (MCI) may be defined as a transitional state between 
normal aging and Alzheimer’s disease (AD) in which memory impairment is 
greater than expected for age, but general cognitive function and daily living ac-
tivities are preserved [1]. The rate of progression from MCI to dementia is consid-
erable according to estimates from several longitudinal studies: 12% per year for 4 
years [1], 40% over 2 years [2], 53% over 3 years [3], 34%–100% over 4–5 years 
[4,5], and 100% over 9.5 years [6]. Currently, there is much debate over whether 
MCI is a separate nosological entity at increased risk of dementia or is an early 
symptom of AD [7]. Regardless, it is important to develop tools that enable us to 
predict conversion from MCI into progressive dementia. 

The early detection and management of this disorder is important due to the re-
cent availability of drug therapies for mild-to-moderate AD. As therapies with the 
potential to arrest the progression of Alzheimer’s disease are being developed, 
identification of people with pre-Alzheimer conditions has become increasingly 
important to determine whether such individuals can benefit from pharmacologic 
and non-pharmacologic interventions. 

Unfortunately, once fully developed, AD is a devastating illness with a long-
drawn-out course that results in a diminished quality of life for patients and their 
caregivers. Treatment strategies that are able to detect the most susceptible indi-
viduals (either primary or secondary prevention) are urgently needed. These 
strategies can provide a means of delaying the progression of the disease to those 
that are at risk of converting from MCI to AD. Developing analytic tools to sup-
port these goals is in the interest of the patient, health care provider and payers, as 
well as research and development in the pharmaceutical industry. In order to re-
fine treatment strategies and establish early markers of disease, it is important to 
differentiate features that are prevalent in AD and MCI.  

This work deals with the use of modeling techniques to classify patients as AD 
and MCI, which will improve clinical outcomes by providing an early assessment 
of potential AD patients. This assessment can change the treatment plans of such 
patients, which could impact the long term progression of AD or MCI. Section 2 
describes the systems, methods and approaches used in detail and describes  
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implications of the proposed model. Section 3 describes the analysis used on the 
datasets and Section 4 concludes and summarizes this work. 

2   Systems and Methods 

In order to address these goals, data from the AddNeuroMed study1, (which had 
institutional review board approval), was used to accurately model AD and MCI. 
A rich imaging dataset was available, which provided efficacy data and optimized 
patient selection. Data was collected at baseline (time of recruitment) and then at 
three month and 12 months follow up visits. In this paper, we describe the meth-
odology used to differentiate patients at baseline. 

2.1   Dataset Source 

AddNeuroMed, a European AD biomarker study, aimed to perform a multi center 
MRI study similar to that of a drug trial. MRI scans were collected and evaluated 
at a data coordination centre (DCC) and were correlated to data from other sources 
(i.e. clinical datasets, data from blood samples, etc). The clinical centers that par-
ticipated in this study were Kings Collage London, University of Thessaloniki, 
University of Kuopio, University of Perugia, Medical University of Lodz and 
University of Toulouse. The DCC was the Karolinska Institutet in Stockholm.  

Data management, image quality control and workflow control were guided by 
the Loris database platform (originally developed at McGill Brain Imaging Cen-
tre), and were further customized in this work. Patients were selected based on cri-
teria that established whether they had MCI, AD or neither (i.e. controls). Patients 
were selected at each of the above centres, and were continuously sampled until 
the accrual goals were met. Accrued subjects consisted of a balanced sample with 
112 healthy control, 122 MCI patients and 120 AD patients.  

2.2   Tissue Classification and Regional Segmentation 

A highly automated structural MRI analysis system was utilized for data analysis 
consisting of image intensity non-uniformity correction, segmentation of brain tis-
sue and regional brain parcellation. 

Data was initially corrected for intensity non-uniformity using the N3 algorithm 
[8]. This is a fully automated technique which maximizes the entropy of the inten-
sity histogram. 

The images were subsequently segmented into gray matter, white matter, Cere-
brospinal fluid (CSF) using an artificial neural network classifier called INSECT 
(Intensity-Normalized Stereotaxic Environment for Classification of Tissues) 
which allowed to calculate the total brain volume, the total gray matter, total white 
matter and total CSF. 
                                                           
1 This study was funded by the European Union of the Sixth Framework program priority FP6-

2004-LIFESCIHEALTH-5, Life Sciences, Genomics and Biotechnology for Health. 
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Regional separation of the brain tissue was subsequently achieved using a 
multi-scale analysis ANIMAL technique (Automated Non-linear Image Matching 
and Anatomical Labeling) [9] which deforms the T1-weighted MP-RAGE volume 
to match a previously labeled MRI volume. Anatomical labels are defined in the 
new volume by interpolation from the original labels, via the 3D deformation 
field. Thus this allowed to calculate for example volumes of brainstem, caudate, 
cerebellum, fornix, frontal-, parietal-, occipital- gray and white matter, putamen, 
sub thalamic nucleus, thalamus globus pallidus, and all ventricles separately left 
and right, additional generating 33 variables. 

2.3   Cortical Thickness Measurements 

To measure the cortical thickness, a method for segmenting the entire human cere-
bral cortex from MRI is employed. Cortical thickness is calculated by CLASP [10], 
which produced the values for the mean cortical thickness of the whole brain and 
that of the left and right hemispheres. Measuring surface-based cortical thickness 
with the CLASP-method gives the advantage of providing a direct quantitative in-
dex of cortical morphology. Once complete, it is possible to detect differences in 
cortical thickness in presymptomatic individuals with a familial variant of fronto-
temporal dementia.  

2.4   Variables 

The T1 weighted images were used to measure structural changes in the brain. As 
described previously, different types of image processing were used. Then tissue 
classification and regional segmentation were done resulting in 36 different volu-
metric measurements. The cortical thickness provided an additional three variables. 
This gave a total of 39 MRI variables. Two clinical tests were included, MMSE and 
the CERAD word list learning record test. Thus, altogether 43 variables were used 
for the proposed analysis including age and gender. Table 1 depicts some of the 
demographics of the covariates used for the proposed algorithm. 

Table 1 Demographics of AddNeuroMed dataset 

Variable Alzheimer’s Disease Mild Cognitive Impairment Control 

Number 120 122 112 

Gender - f/m 77/43 63/59 63/49 

Age  75.5 ±6.1 74.4 ±5.7 73.0 ±6.7 

MMSE 20.9 ±4.8 26.8 ±3.0 29.0 ±1.2 

CDR 1.2 ±0.5 0.5 ±0.1 0 

Years of Education 8.1 ± 4.0 8.9 ±4.3 10.7 ±4.8 

Data is represented as average ± standard deviation, MMSE = Mini Mental State Examination, 
CDR = Clinical Dementia Rating (validated measures).  
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3   Analysis 

A cluster analysis algorithm was used in order to determine whether or not parti-
tions, representing AD or MCI states, within the AddNeuroMed dataset could be 
identified and modeled for subsequent decision making. This technique was fur-
ther refined using decision trees in order to enhance the cluster predictor. 

3.1   Cluster Analysis 

Cluster analysis, or clustering, is the assignment of a set of observations into sub-
sets (called clusters) such that observations in the same cluster are of similar kind 
and grouped into respective categories. Clustering is a method of unsupervised 
learning, and a common technique for statistical data analysis. The clustering 
method used in this work was developed to serve two purposes, the first was to 
expose the importance of each variable with respect to the actual decision making 
process on the disease. The second was to provide a means of discovering, given 
the preliminary image data results, whether or not a subject was likely to have 
MCI or AD based on cluster belongingness. 

A variety of different clustering sizes and algorithms were explored. Empiri-
cally, the number of clusters was chosen to be 12 – resulting in clusters that were 
neither too large to manage (over fitted), nor ones with too few data points to give 
an adequate determination of patient status due to lack of separation. A modified 
k-means clustering algorithm was used in this work due to its speed of execution 
on large datasets. This algorithm incorporates both the internal consistency of 
variables within the cluster (distance to the cluster’s centroid) and the external dis-
tance to all neighboring clusters as its heuristic. The k-means algorithm used is  
refinement iterative and alternates between assignment (where each variable is as-
signed to a cluster) and updating (calculation of new means of the cluster centre). 
By doing so, clusters will eventually incorporate all variables within the closest 
proximity space.  

During cluster generation, the algorithm is applied to every variable within the 
dataset. Variables are then ranked by influence and probability of defining a  
cluster and its location within the cluster field (internal consistency measure).  
Following cluster creation, the cluster fields are grouped based on the internal 
consistency of the variables within each cluster. The mathematical indicator used 
to create these groupings is defined as the orthogonal distance between clusters. 

Since it is known whether a patient belongs to the control, MCI or AD group, 
this information (which is not used in cluster creation) is used to validate the  
biological plausibility of the separation, in other words, test the cluster field speci-
ficity. Hence, the cluster field can be used in order to determine which variable be-
longs to a respective group, given an internal consistency measure.  

Figure 1(a) displays a cluster field using the proposed technique with belong-
ingness to the groups indicated by colour. This was generated by using all of the 
variables (43 for AddNeuroMed study) available. This technique leads to nicely 
separated clusters, however there is overlap between groupings (where primary  
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(a) 

 
(b) 

Fig. 1. Cluster analysis of AddNeuroMed dataset modeled on 3D space proximity grid. (a)
Full variable selection to create a cluster fields. (b) Using only the variables determined to
be of value by decision trees. (Implementations of clustering and graphing were done using
C++ and Matlab). 
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red represents control, primary green represents MCI, and primary blue represents 
AD). This is evident in Figure 1(a), since the colours shown have amalgamated at 
various places within the proximity space. This is known as grouping overlap 
within the clusters, and hence makes it difficult to accurately define what a cluster 
truly represents – rendering decision making complicated. Accurate variable selec-
tion can lead to better defined clusters with less overlap in groupings. Since the 
grouping results are known, a series of principal component analysis could be 
used to refine the variables used. Though, since the ultimate goal of the cluster 
analysis is decision making, decision trees are a more efficient means of refining 
this process. 

3.2   Decision Trees 

In order to determine which variables increase the probability of a resulting cluster 
belonging to a specific group (i.e. one outcome versus another), a decision tree al-
gorithm is used. Consider the resulting cluster analysis that is rendered in a 3D 
proximity space (eg. Figure 1(a)) where the colours are distinct and their separa-
tion gives rise to a grouping). The legend indicates the percentage of patients with 
a specific outcome within the group. Groups with greater than 80% of the outcome 
provide insight into variables that tend to collect or accumulate together within 
that group. Decision trees allow us to expose the strongest variables within each 
grouping and hence give more weight to these variables during cluster creation.  

For each grouping, a decision tree algorithm was run on the variables. For the 
tree creation, the variables with the greatest importance, based on external prox-
imity between groups, were used to create the decision tree. The probability at the 
resulting nodes indicated whether or not that variable influenced a grouping. The 
variables that had an influence of greater than 80% were allocated greater priority 
in cluster creation. Figure 1(b) shows a render of the dataset with variable selec-
tion based on decision trees, on a 3D space proximity grid. It is apparent that the 
colours of Figure 1(b) are elemental and hence better separation of stage (MCI vs. 
AD). 

4   Discussion and Conclusions 

The utilization of clustering and decision trees has potential to provide models 
which demonstrate the influence and importance of clinical, biomarker imaging, 
and neuro-psychological variables on a patient’s long term health. This research 
focused on exploring whether such techniques could be applicable to MRI meas-
ures from AD and MCI. Using the proposed techniques, we believe that it will be 
possible in the future to aid the early detection of AD/MCI patients and allow the 
application of new drug therapies with the potential to arrest or retard the progres-
sion of Alzheimer’s disease.  

For this study, a modified k-means clustering algorithm was used to partition 
data into control, MCI and AD sets. Decision tree models were used to identify the 
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level of “importance” of covariates within each cluster. The algorithm provided 
adequate separation of groups where decision making is possible using this model. 

Future improvements and refinements to the clustering algorithm will include 
the analysis of each covariate, by calculating the distance of each variable to the 
centre of the cluster. This is one of the first studies to consider clustering in order 
to help partition variables on the basis of clinical and biological importance. The 
implications for future drug development and application are supported by our 
early findings. 
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Improving the Quality of Health Service with Smart 
Communication 

Rosa Cano, Manuel P. Rubio, and Ana de Luis* 

Abstract. This article presents the Hippocrates of Cos Multi-Agent System 1.0 
(HC-MAS 1.0) a multi-agent system (MAS) based on PAINALLI, an open MAS 
architecture based on virtual organizations. PAINALLI utilizes an agent-based 
model to facilitate the development of MAS and optimize the communication 
process in business organizations. The architecture and the system can access 
information and services ubiquitously from either land or mobile devices con-
nected to wired or wireless networks. HC-MAS 1.0 supports the communication 
process for the healthcare services of a hospital. This paper presents the results 
obtained from the implementation of the system and demonstrates the advantages 
produced by the use of this new technology. 

Keywords: Quality, medical informatics, HCE, HL7, DICOM, ISO 9000 y 15489, 
organizational communication, open MAS and virtual organizations. 

1   Introduction 

Communication is one of the fundamental processes in which individuals engage 
throughout their lifetime. It is the tool that society uses to advance towards the 
compliance of the demands and needs of its members. As with specific societies, 
business organizations require the tools, systems and models that allow them to 
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adapt to the new knowledge-based society on a daily basis. They need to adapt 
their strategies in order to become the type of business organization that learns and 
focuses on teamwork, the optimal use of human resources, flexibility, and the 
involvement of professionals in an innovative corporate culture that is fully inte-
grated within a society.  Such organizations emphasize just-in-time objectives, 
quality, efficiency and the continual improvement of processes [1].  

Among the most prominent MAS objectives is the ability to build systems ca-
pable of autonomous and flexible decision-making, and to cooperate with other 
systems within a ¨society¨ that meets the following requirements: distribution, 
continual evolution, flexibility to allow members (agents) to enter and exit, the 
appropriate management of an organizational structural, and the ability to execute 
agents in both multi devices and other devices with limited resources. It is possible 
to meet these requirements with the use of an open system and virtual organization 
paradigm [3].   

Open MAS [4] can be thought of as distributed systems in which the agent 
population interacts and exhibits various behaviors. Unlike distributed systems, 
the cooperation between agents is not determined during the design process, rather 
it emerges upon execution.  

The objective of this paper is to present the HC-MAS 1.0 system, an open MAS 
that can manage the communication process within healthcare environments. The 
system is based on the PAINALLI architecture, which is used for developing open 
MAS for virtual organizations. This makes it easier to develop open MAS systems 
that can optimize the communication process in business organizations by using 
an agent platform, which can be accessed via fixed and mobile devices such as 
PDAs (Personal Digital Assistant), smart phones and personal computers con-
nected to wired and wireless networks.    

The majority of the methodologies used in the development of MAS are an ex-
tension of existing methodologies from other fields [5] . Some are based on spe-
cific agents and architectures [6], while others are geared towards organizations, 
Agent-Group-Role [7], Tropos [8] , MOSEInst [9], OMNI [10], and E-institutions. 
There does not currently exist a methodology for developing MAS that is based on 
organizational structures and that would allow direct communication between the 
various communicative aspects within an organization. Nor is there a methodol-
ogy that allows a complete specification of the system´s social structure. 
PAINALLI is based on THOMAS (MeTHods, Techniques and Tools for Open 
Multi-Agent Systems) [12], a system that strengthens the definition for the organ-
izational model and the specific methods for the development of open MAS  
focused on the concept of organization.    

Poor internal communication is one of the weaknesses that most affects the de-
velopment of an organization. For this reason, it is necessary to create a new busi-
ness model in which communication assumes a critical role [14].  

The following section describes the components of the architecture. Section 3 
presents the HC-MAS 1.0 system, and section 4 offers the results and conclusions.   
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2   Painalli Architecture 

PAINALLI is an architecture that is used for developing open MAS based on 
virtual organizations. It focuses specifically on the communication process in 
business organizations. The communication process in PAINALLI is based on the 
use of templates and metadata that are associated with attached files. The input 
methods are based on international standards: ISO 15489 e ISO 9000:2000. 

The goals for the architecture were rooted in the exchange of messages and at-
tached files as a support mechanism for an organization´s communication process. 
The primary objectives are to manage personal and business related messages, 
documents, user accounts, user groups, and agendas. All of the information is 
stored and transferred with encryption algorithms.    

Users are able to manage their own messages, which are created from tem-
plates: scheduling, information, question and request. The sender is notified once 
the message has been read. A conversation is a set of messages with a common 
theme, which is ¨owned¨ by the original sender. Only the original sender can 
eliminate messages and conversations.     

The architecture administrator is responsible for managing the templates and 
the input methods, both of which can be tailored to the specific needs of the or-
ganization. The administrator manages the users, who can be grouped according to 
the organizational structure.    

2.1   Architecture Components 

PAINALLI is composed of: applications and services, communication protocol, 
and an agent platform 

 Applications and Services 
The combined set of applications and services proposed in PAINALLI constitute 
the foundation that support the functionalities given to the users and developers 
who can now benefit from web services such as: web interoperability, offering 
services through an open exchange of applications and data, offering remote pro-
cedure services, and requesting procedure services through the web.   

The programs required for accessing the system functionalities are the applica-
tions. They must be dynamic and able to adapt to their context, and capable of 
reacting differently to particular situations and the type of service requested. The 
applications make it possible for the services to be executed locally or remotely, 
through computers or mobile devices. The low processing capability of the appli-
cations is irrelevant since computing tasks are carried out by the agents and ser-
vices located in the devices specifically intended for these activities.   

Services constitute a set of activities that are meant to respond to the needs of 
the requester. They are programs that provide methods for accessing databases, 
manage connections, analyze data, obtain information from external devices, pub-
lish information, or even use other services to carry out a particular task. 



488 R. Cano, M.P. Rubio, and A. de Luis
 

 

PAINALLI uses service directories that can be managed dynamically according 
to the needs of the developers and the demands of the users. Both services and 
applications in PAINALLI are reusable and function independently from the sys-
tem to which they are offering their functionalities and from the programming 
language used by the platform agents.   

 Communication Protocol 
Messages are transmitted in PAINALLI through a communication protocol that 
allows applications and services to communicate directly with the agent platform. 
The SOAP (Service Oriented Architecture Protocol) [15] specification serves as a 
reference for establishing the communication protocol in PAINALLI and allows 
the programming language to function independently. Agents use the ACL (Agent 
Communication Language) specification in FIPA [16] to communicate. ACL 
messages are objects and require protocols to allow their transport, which is pro-
vided by RMI (Remote Method Invocation). This specification is very useful in the 
event that the applications are executed from mobile devices, which have limited 
processing capabilities.    

 Agent Platform 
The set of roles that comprise the agent platform in PAINALLI can control and 
manage all of the architecture´s functionalities: applications, services, communica-
tion, output, reasoning capability and decision-making. Any modifications on 
agent behavior are carried out according to user preferences, knowledge obtained 
from previous interactions, and the available options for responding to a particular 
situation.   

Figure 1 shows the elements that comprise PAINALLI. 

 

Fig. 1 PAINALLI architecture 

In PAINALLI, the agents take on the following roles, which will subsequently 
help the external agents in the case study: IA: Interface agent, ACA: application 
communication agent, CSA: communication services agent, DAA: document 
administrator agent, MAA: message administrator agent, DiA: service directory 
manager agent, SeA; security manager agent, SuA: supervisor agent, KEA: 
knowledge extraction agent, MA: manager agent. 
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With both PAINALLI and web services, security has to control the users and 
the access given to each of the operations exposed through WSDL (Web Services 
Description Language) to all other users. It is also necessary for security to pro-
vide a set of bookstores that make it easy to work with security APIs for both the 
client and the server. When using SOAP protocol, one way of dealing with secu-
rity is through WS-Security (Web Service Security), which allows the exchange of 
security Tokens between client and server (End-to-End security). This exchange 
of Tokens, as well as the mechanisms associated with encryption and signature, 
makes it possible to ensure the authentification, integrity and confidentiality of the 
operations that are carried out.     

3   HC-MAS 1.0 System 

The HC-MAS 1.0 system supports the administrative and medical communication 
process in a hospital. A hospital is an organization in which a great deal of infor-
mation is generated and used, and where the key players in the process can be 
grouped into three categories: sources, recipients and intermediaries.   

The information system in a healthcare environment, particularly that of a hos-
pital, must be able to adopt the messages, formats, code and structure of medical 
histories in order to allow interoperability within the system.    

The use of standards permits an increase in security, lowers costs and encour-
ages market development. The implementation of standards and norms for all 
users, manufacturers and service providers, promotes the creation of more eco-
nomical and stable solutions.    

A document is one type of standard that is established by consensus, approved 
by a recognized entity, provides rules, guides or characteristics needed to carry out 
activities [19] . The use of standards makes it possible to achieve interoperability 
within the system and its components.   

Interoperability is the ability of two or more systems or components to ex-
change information and use the information that has been exchanged. Syntactic 
interoperability (operative or functional) is the structure of communication, the 
equivalent of spelling and grammar rules. H7 (Health Level Seven) is one type of 
method that can be used to exchange messages or data within a health environ-
ment. Semantic interoperability contains the meaning of the communication, the 
equivalent of a dictionary or thesaurus. The CDA (Clinical Document Architec-
ture) within HL7 is a structural and semantic. It is based on XML language, and 
SNOMED (Systematized Nomenclature of Medicine) terminologies and LOINC 
(Logical Observation Identifiers Names and Codes), both of which are examples 
of semantic standards.    

For messaging and data exchange, HC-MAS 1.0 uses one of the HL7 standards, 
while for image exchange it uses DICOM. In order to best integrate the data and 
the HCE structure, the CDA standard proposed by HL7 is followed.  

The following section presents the various roles that HC-MAS 1.0 needs to 
execute all the actions described in PAINALLI, in addition to the communication 
process for a hospital. 
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3.1   Agent Platform 

After analyzing the communication process, the information, and user requests 
made by hospital personnel, it is possible to see how these elements can form an 
adaptive virtual organization whose administration depends on the variability of 
its products, users, etc. [20]. In order to completely satisfy the demands of the 
users in the communication process of a hospital, as well as those of the agent 
roles presented in PAINALLI, new roles can be added using the system´s open 
architecture. The new roles allow the system to conform to HCE by managing 
patient data, appointments, lab analyses, clinical tests, diet and patient care.  

Figure 2 shows the PAINALLI architecture and the health agents that together 
manage and formalize the communication process in a hospital.    

 

Fig. 2 Scenario of the communication process in a hospital 

Health agents take on the following roles: PDA (Patient Data Agent): manages 
the administrative and personal data of the patients; SA (Scheduling Agent): man-
ages appointments; ALA (Analysis and lab tests agent): handles order forms for 
analyses and clinical studies; IDA: (Image diagnostic agent): keeps track of mes-
sages for managing hemoderivative transfusion devices; PA (Pharmaceutical 
agent): controls the templates for medical prescriptions; CDAA (Clinical docu-
ment architecture agent): assumes the same responsibility as the AG in 
PAINALLI, but with the roles corresponding to health agents.    

4   Results and Conclusions 

HC-MAS was installed in a hospital in Salamanca, Spain. Several interviews were 
carried out in early 2008. During the same period a number of hospital activities 
were timed. The goal of both activities was to have reference data to compare 
against the results obtained after installing the system.   
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Because the purpose of this paper is not to provide a full description of the 
various quality indicators, only a few descriptions will be identified. The results 
presented in this section are divided into 3 indicator groups. For each group there 
will be 2 variables described in detail, which makes it possible to gain an insight 
on: doctors, nurses, managers, patients and caregivers.   

 Assistance Indicators 
This information allows us to understand how much time doctors and nurses in-
vest in writing reports and connected to the system.  

Medical histories are the most important documents in a health system since 
they contain all of the information related to each of the patients. The indicator 
shows a 20% decrease in preparing these documents, which is due to the fact that 
HC-MAS can ¨write¨ the information directly in an electronic document. The 
indicator that most significantly demonstrates the effectiveness of using HC-MAS 
1.0 is the interconnectivity that doctors can have with other doctors or clinical 
services in the hospital. What previously took on average 5 days to complete can 
now be done immediately.   

 Management Indicators 
Some of the different management indicators include: confirming patient eligibil-
ity and managing the costs involved in image diagnostics.   

Confirming patient eligibility is an important step towards ensuring that ser-
vices are rendered as quickly as possible, and that whoever receives treatment is 
eligible. A decrease of 32.44% in the waiting period involved in confirming eligi-
bility makes it easier to grant services and more importantly ensures that 100% of 
the patients receiving services are in fact eligible. The indicator for managing the 
costs involved in image diagnostics is reduced significantly (90%) because with 
HC-MAS 1.0 it is no longer necessary to print images.  

 Patient and Caregiver Satisfaction Indicators 
Because the patients and healcare providers receive the services directly, their input 
carries more weight in the evaluation of system quality. Some of the indicators that 
demonstrate the level of satisfaction are: (i) the waiting time between appointments, 
which fell by almost 28% making patients feel that they are being better attended; 
(ii) the number of complaints, which fell from 84 to 35, resulting in 49 fewer com-
plaints. To support this indicator, we analyzed the complaints. Of the 35 that were 
brought forth, 20 were related with variables from HC-MAS and 15 were related to 
aspects, such as administration and billing, that will be addressed in version 2.0.   

The indicators reflect a significant decrease in time, which can now be spent on 
activities related to the professional and personal development of the employees. 

One of the advantages of PAINALLI is the flexibility for adapting to different 
systems. HC-MAS 1.0 takes the agent platform architecture and adds new agents to 
solve the problem of communications in public or private healthcare environments. 
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Multi-agent System (MAS) Applications in Ambient 
Intelligence (AmI) Environments 

Nayat Sánchez-Pi, Eleni Mangina, Javier Carbó, and José Manuel Molina* 

Abstract. Research in context-aware systems has been moving towards reusable 
and adaptable architectures for managing more advanced human-computer inter-
faces. Ambient. Intelligence (AmI) investigates computer-based services, which 
are ubiquitous and based on a variety of objects and devices. Their intelligent and 
intuitive interfaces act as mediators through which people can interact with the 
ambient environment. In this paper we present an agent-based architecture which 
supports the execution of agents in AmI environments. Two case studies are also 
presented, an airport information system and a railway information system, which 
uses spoken conversational agents to respond to the user’s requests using the con-
textual information that includes the location information of the user. 

Keywords: Multi-agent systems, Services Oriented Architectures, Mobile Con-
text-Aware Systems, Multi-Agent Systems. 

1   Introduction 

Mobile technology is increasingly entering in all aspects of our life and in all  
sectors, opening a world of unprecedented scenarios where people interact with 
electronic devices embedded in environments that are sensitive to the presence of 
users. These context-aware environments combine ubiquitous information, com-
munication, with enhanced personalization, natural interaction and intelligence. 
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The use of this context offers the possibility to tailor a new type of advanced ap-
plications. The design and development of effective applications should definitely 
take into account the characteristics of the context from which a service is re-
quested [9]. Contextual information can be either the type of the device exploited 
to access a service, or the location of the user, or its personal preferences, etc. 

Although there is not a complete agreement on the definition of context, the 
most widely accepted is the one proposed by [3]: “Any information that can be 
used to characterize the situation of an entity is relevant to the interaction between 
a user and an application, including the user and the application themselves”. As 
can be observed from this definition, any information source can be considered 
context as long as it provides knowledge relevant to handle the communication be-
tween the user and the system. In addition, the user is also considered to be part of 
the contextual information. Kang et al [15] differentiate two types of context: in-
ternal and external. The former describes the user state (e.g. communication con-
text and emotional state), whereas the latter refers to the environment state (e.g. 
location and temporal context). Most studies in the literature focus on the external 
context. However, although external information, such as location, can be a good 
indicator of the user intentions in some domains, in many applications it is neces-
sary to take into account more complex information sources about the user state, 
such as emotional status [1] or social information [17]. External and internal con-
text are intimately related, as can be seen in representative examples like service 
context and proactive systems. 

Context information can be gathered from a wide variety of sources, which 
produces heterogeneity in terms of quality and persistence. As described in [11], 
static context deals with invariant features, whereas dynamic context is able to 
cope with information that changes. The frequency of such changes is very vari-
able and can deeply influence the way in which context is obtained. It is reason-
able to obtain largely static context directly from users, and frequently changing 
context from indirect means such as sensors. 

Ambient Intelligence is associated to a society based on unobtrusive, often in-
visible interactions amongst people and computer-based services taking place in a 
global computing environment. A good point seen on the AmI vision is that the 
electronic or digital part of the ambience (devices) will often need to act intelli-
gently on behalf of people [21]. In [22], O'Hare et al. advocate the use of agents as 
a key enabler in the delivery of ambient intelligence and ubiquitous environments. 
The components of ambience will need to be both reactive and proactive, behav-
ing as if they were agents that act on behalf of people. If we assume that agents are 
abstractions for the interaction within an ambient intelligent environment, one as-
pect that we need to ensure is that their behavior is regulated and coordinated. For 
this purpose, we need rules that take into consideration the context (location, user 
profile, type of device, etc…) in which these interactions take place. Taking care 
this, the system needs an organization similar to the one envisaged by artificial 
agent societies. The society is there not only to regulate behavior but also to dis-
tribute responsibility amongst the member agents. 

This paper is structured as follows: Section 2 describes the main characteristics 
of our agent-based architecture for providing context-aware adaptable systems and 
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the new characteristics implemented; Section 3 presents the case of use in the do-
main of an airport; Section 4 presents another case of use with an intelligent 
speech-based interface in a railway domain and finally Section 5 present our con-
clusions and future work. 

2   MAS Architecture for AmI  

Current research has focused on agent and multi-agent implementations which 
support the ubiquitous provisioning of context-aware services to mobile devices. 
CONSORT [16] is a multi-agent architecture including a middle agent that trans-
late sensor based raw representation of the locations into a conceptual one using a 
location ontology in two application domains that model the geographical space in 
a cognitive way: an intelligent assistant at a museum and a wireless-LAN based 
location system. Another is SMAUG [19] which is a multi-agent context-aware 
system that allows tutors and pupils of a university to fully manage their activities. 
SMAUG offers its users with context-aware information from their environment 
and also gives them a location service to physically locate every user of the sys-
tem. Another one is IUMELA [18], is an intelligent modular-education learning 
assistant designed using a multi-agent systems in order to assist students in their 
career decision-making process. All the above research projects although success-
ful to their own problem domain, do not provide a general architecture that can be 
applied to different scenarios and case studies. Within this paper our aim is to pre-
sent the redesign our initial multi-agent system for AmI [20; 21], utilized in two 
different case studies. The redesign includes new features to support an intelligent 
speech-based interface. 

Figure 1 shows the architecture of our previous work, while Figure 2 denotes 
our new proposal that allow us distribute contextual information between different 
agents. 

New agent’s functionalities state as follow: 
Positioning agent main tasks rely on the user identification and user location 

into the environment. In order to do this, this agent needs to connect to Aruba Po-
sitioning System [20], to read the positioning information. This information con-
sists of an (x,y) coordinates and the building and floor information of the system. 
Facilitator agent is the responsible of the services management and the discover-
ing of services agent identification. Therefore, it carries out the matching between 
the user profile stored in the user agent and the different services, since they can 
reach an agreement with clients and communicate the most suitable services to 
them according clients preferences and profile. User agents main goals includes 
negotiation with the facilitator agent, recommend services to other user agents, 
trust in other agents, and manage and improve their internal profile to receive bet-
ter services according to it. The information defined in the user profile stored in 
the user agent can be classified into two different groups: 

-Personal information: user's name, gender, age, current language, skill level 
when interacting with dialog systems, pathologies or speech disorders; 

-User preferences: This set is split into different statistic groups, which are de-
fined according to a specific domain-knowledge. This new subdivision allows the  
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Fig. 1 MAS architecture (extracted from V. Fuentes, N. Sanchez-Pi, J. Carbó, J.M. Molina. 
Designing a Distributed Context–Aware Multi–Agent System” from Agent-Based Ubiqui-
tous Computing, chapter of Agent-based Ubiquitous Computing, Series: Atlantis Ambient 
and Pervasive Intelligence - Vol. 1. E. Mangina, J. Carbó, J.M.Molina (Eds.). Ed. World 
Scientific. ISBN 978-90-78677-10-9). 

system to infer the preferences of each user regarding specific queries included in 
the task (i.e. in a railway information system to know that a specific user usually 
requires timetables information) or relative to specific values of attributes to be 
used in these queries (i.e. the preferences for travelling during a specific part of 
the day or by using a specific type of train). 

Although there are a high variety of applications in which conversational agents 
can be used. One of the most wide-spread is information retrieval that was the 
main reason to include conversational agents in this proposal. 

To successfully manage the interaction with the users, conversational agents 
usually carry out five main tasks: automatic speech recognition (ASR), natural 
language understanding (NLU), dialog management (DM), natural language gen-
eration (NLG) and text-to-speech synthesis (TTS). These tasks are usually imple-
mented in different modules.  

According to the implementation and although other alternatives exist, 
JADELEAP agent platform was chosen since it is a Java-based and FIPA compli-
ant agent platform, where agents communicate by sending FIPA ACL messages 
over a TCP/IP connection between different runtime environments on local serv-
ers or running on wireless devices. One local server hosts the positioning agent 
that rules over all the sensors of the domain (these sensors are just simulated in-
side the implementation of the central agent) that provide location information of 
users. Another server hosts the facilitator agent that matches the user profile with 
the services while one or more local servers host conversational agents acting on 
behalf of the different services. Each portable client device runs a JADE-LEAP  
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Fig. 2 MAS adequacy proposed new architecture to support speech-based interface 

container that hosts one single agent that is used to provide a way to interact with 
the user (through a GUI), so the user can be informed and interact with the other 
agents running on different servers. JADE/LEAP platform logically connects the 
agents on the different servers with each other and with the corresponding user 
agents running on the users' devices. 

3   Case Study I: Airport Scenario 

The first case study of the proposed new architecture, presents the definition of an 
information system for an airport domain. What we precisely propose is a distrib-
uted approach based on agents to address the problem of using context-aware  
information to offer customized services to users in an airport domain, and espe-
cially for the Barajas-Madrid Airport and for services offered to clients, passen-
gers, crew and staff of IBERIA airline. We are familiar to this problem since we 
previously developed a centralized system with the same final intention using Ap-
pear Networks Platform and Aruba Wi-Fi Location System [20; 21]. The current 
proposal includes agents implemented in JADE and LEAP that will make use of 
the user profiles to customize and recommend different services to other agents 
avoiding an obtrusive participation of a central server. First we assume an initial 
minimal profile known user agent: name, agent role, passport number, nationality 
and travel info (flight numbers, companies, origin and target). Figure 3 shows the 
console agents and the HTC touch terminal. We will describe how the system 
works by following all the messages exchanges when a passenger “Paul” arrives 
to the airport .When Paul enters into the system’s wireless network. Aruba Posi-
tioning system discovers the Paul’s agent position. Later, positioning agent pro-
vides Aruba positioning information to the Paul’s user agent. Once Paul’s user 
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agent (running the LEAP code on the mobile device) knows its location sends it to 
the facilitator agent as well as the information regarding using a specific kind of 
service, in this case Paul’s preferences include automated check-in service. After 
that, facilitator agent sends the automated check-in agent identification, the inter-
action between them begin and the provisioning of the service occur. 

4   Case Study II: Railway Station Scenario 

There is a high variety of applications in which conversational agents can be used. 
One of the most wide-spread is information retrieval. Some sample applications 
are tourist and travel information [8, 14], weather forecast over the phone [23], 
speech controlled telephone banking systems [12, 13], conference help [5, 10], etc. 
They have also been used for education and training, particularly in improving 
phonetic and linguistic skills: assistance and guidance to F18 aircraft personnel 
during maintenance tasks [4], dialog applications for computer-aided speech ther-
apy with different language pathologies [2]. 

In this section we present a railway information system that includes a speech-
based interface. We are familiar to this problem since we previously developed a 
centralized system with the same final intention using Appear Networks Platform 
and Aruba Wi-Fi Location System [6, 7]. To successfully manage the interaction 
with the users, conversational agents usually carry out five main tasks: automatic 
speech recognition (ASR), natural language understanding (NLU), dialog man-
agement (DM), natural language generation (NLG) and text-to-speech synthesis 
(TTS). These tasks are usually implemented in different modules.  

The behaviour of the system is the following: In the first phase, the Aruba Posi-
tioning system discovers the user's position while he enters the Wi-Fi network in the 
Atocha Station. Later, positioning agent provides Aruba positioning information to 
the user agent. Once user agent knows its location sends it to the facilitator agent as 
well as the information regarding using a specific kind of service, in this case the 
user decides to ask for a conversational service. Following the set of phases, a  
conversational agent that provides the railway information and has been previously 
detected, asks the user agent about context information to be used during the interac-
tion to provide the personalized service. Once this context information is received by 
the Context Manager included in the conversational agent, it loads the specific con-
text profile characteristics. This information is then consulted by the rest of the 
modules in the conversational agent to personalize the provided service. 

5   Conclusions 

In this paper we presented middleware architecture for AmI environment to  
manage location-sensing systems and dynamically deploying services at suitable 
computing devices. Although it is a general framework in the sense that it is inde-
pendent of any higher-level applications and location-sensing systems, we have 
designed and implemented a prototype system of the infrastructure and demon-
strated its effectiveness in two practical applications: an airport and railway  



MAS Applications in Ambient Intelligence (AmI) Environments 499
 

 

scenario. The main contributions are related to the adaptation of the MAS archi-
tecture. We have also presented two case studies: an airport information system 
and a railway information system, which uses spoken conversational agents to re-
spond to the user’s requests using the contextual information that includes the lo-
cation information of the user. 

Finally, we would like to point out further issues to be resolved. Since the 
framework presented in this paper has been applied to specific applications, we 
plan to evaluate it in terms of utility function of the MAS. The utility function will 
give a quantitative result of the effectiveness of the updated architecture compared 
to the initially implemented one. As a future work, we would like to evaluate our 
methodology in real environments.  
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Agents to Help Context-Aware System in Home Care 

Juan A. Fraile, Dante I. Tapia, Jesús A. Román, and Oscar García* 

Abstract. Context-aware systems capture information from the attributes located 
within their surroundings and deal with different ways of interacting with the user 
in its environment. This paper proposes a multi-agent system that processes and 
reasons the data it receives in order to identify and maintain a permanent fix on 
the location of a patient at home, while reliably and securely managing the infra-
structure of services in its environment. The proposed multi-agent system was 
used to develop a prototype for controlling dependent persons in their home. The 
results obtained are presented in this paper. 

Keywords: Context-Aware Computing, Home Care, Multi-agent system. 

1   Introduction 

The search for software environments that can adapt better and better to the de-
mands of users and their environments leads us to context-aware systems. These 
systems store and analyze all the relevant information that surrounds us and con-
stitutes a user environment. One of the environments in which the aforementioned 
system can be most useful is Home Care. The sharp increase in the number of de-
pendent persons and the advanced state of technological development create the 
need to generate new solutions for Home Care environments [15] [9] – advanced 
applications that can be installed in the homes of dependent persons in order to 
improve their quality of life. Home Care requires the use of sensors and intelligent 
devices to build a distributed [3] environment in which household functions are 
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automated. In this respect, multi-agent systems [2] can facilitate the development 
of home care environments. Multi-agent systems have been studied recently as 
monitoring systems in the medical care [1] of sick patients and those suffering 
from Alzheimer’s [8]. These systems can provide continuous support in the daily 
lives of these individuals [7], by predicting potentially dangerous situations, and 
handling physical and cognitive support for the person receiving assistance [4].    

This article presents the Home Care Context-Aware Computing (HCCAC) mul-
ti-agent architecture, which is capable of supervising and monitoring persons in 
specific contexts. The objective of HCCAC is to facilitate the assistance of de-
pendent users in their home. HCCAC integrates CBR-BDI [5] agents that are ca-
pable of learning beyond their initial knowledge, interacting autonomously with 
their environment and the system users, and adapting to the needs of the environ-
ment. Additionally, the HCCAC system can incorporate Case Based Planning 
(CBP) [16] mechanisms that provide the agents with a great deal of learning and 
adaptive abilities in a context-aware environment. The simple integration and in-
teraction between intelligent agents, sensors and devices is what led us to propose 
the HCCAC architecture.  

The remainder of the paper is structured as follows: section 2 describes the pro-
posed system, the solutions offered by the Interpreter Agent, and a detailed de-
scription of the Interpreter Agent in HCCAC. Section 3 presents a case study in 
which the HCCAC was applied. Finally, section 5 presents the results and conclu-
sions obtained from implementing a prototype Home Care scenario. 

2   The Interpreter Agent in HCCAC 

HCCAC [10] is a distributed system composed of intelligent agents that reason 
and interact with automatic control systems and autonomous components. The 
HCCAC architecture focuses primarily on tracking, control and notification. It is 
defined by the need to control distributed devices and to gather user information 
from Context-Aware environments [12] in a non-invasive and automatic way. In 
order to obtain and process context data and offer solutions to the user, the 
HCCAC system is based on a multi-agent architecture that is comprised of various 
types of intelligent agents [10]. The primary agent in HCCAC is the Interpreter 
Agent, which is integrated into the system. The purpose of this agent is to improve 
the quality of life for the user by providing efficient and relevant solutions in exe-
cution time. The most important characteristics of the system are: (i) the Inter-
preter Agent has reasoning capability; it can analyze and reason the context data 
gathered by the system and provide proactive solutions, (ii) the Interpreter Agent 
can easily adapt to the context within which it acts and (iii) gather sensor data and 
messages from other agents in order to provide efficient solutions. In order to meet 
the user´s expectations, the Interpreter Agent is based on Case Based Reasoning 
(CBR). 

Case Based Reasoning uses past experiences to solve problems [5]. The objec-
tive of CBR systems it to solve new problems by adapting solutions that have been 
used to solve similar problems in the past. The Interpreter Agent also utilizes the 
concept of Case Based Planning (CBP) to generate solution plans, using past  
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experiences and planning strategies. One example of how the Interpreter Agent 
works is its ability to apply the user´s temperature preferences when the user´s 
presence is detected within the environment. The system stores user preferences 
for the desired temperature. The system also stores the case base for the same user 
with past temperature preferences and similar temperature conditions, including 
external temperatures. The Interpreter Agent uses this information and similar 
case base plans to automatically adjust the control mechanism for the temperature 
when it detects the presence of the user. The system can thus maintain the desired 
temperature for each user within a specific context. The following section de-
scribes the design of the Interpreter Agent in greater detail. 

2.1   Interpreter Agent Design 

Agents that are designed and implemented by CBR systems can reason autono-
mously and adapt to changes in their environment [9]. These abilities satisfy two 
of the most important characteristics for the Interpreter Agent as mentioned in the 
previous point: (i) reasoning ability and (ii) facility in adapting to its surroundings. 
The other important characteristic is the ability to use sensors and other agents to 
gather information from its environment. Therefore, in order to design and imple-
ment the Interpreter Agent, it is necessary to consider the exchanges of informa-
tion among the system agents. The FIPA1 specification can be considered as a  
valid standard for the communication between agents. To design the Interpreter 
Agent, the Agent Unified Modeling Language (AUML2) methodology was used 
since it provides the mechanisms required to obtain a design that is detailed 
enough to simplify the implementation phase.   

The Belief Desire Intention (BDI) [11] model is a solid foundation for model-
ing and applying the internal behavior of the agents. The BDI model allows us to 
perceive the agent as an entity that is searching for an objective and that behaves 
rationally. The CBR system and BDI agents can be connected if cases are imple-
mented as beliefs, intentions and desires that lead to the resolution of a problem. 
For a smooth transition between the design phase and the implementation phase, 
the CBR-BDI paradigm must be supported in the implementation phase.  

The (JADE) JavaAgent Development Framework [19] is a good option for  
developing agent-based applications. Jadex (JADE eXtension) [17] is the imple-
mentation of a hybrid agent (reactive and deliberative) architecture for represent-
ing the state of JADE agents that follow the BDI model. Jadex is designed to be 
easily integrated into JADE by simply adding a packet. The primary objective is to 
facilitate the use of reasoning concepts during the implementation.      

As seen from the outside, the Interpreter Agent is a black box that receives and 
sends messages. The following section will attempt to explain the functioning of 
the Interpreter Agent in greater detail by using the figure below. The Interpreter 
Agent, as previously described, will be implemented as a Jadex agent. To do so, 
some variations in the Jadex architecture are introduced, as shown in figure 1. 

                                                           
1 www.fipa.org 
2 www.auml.org 
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Fig. 1 Overview of the Interpreter Agent Architecture 

Figure 1 provides a summary of the architecture for the Interpreter Agent. All 
messages received by the Interpreter Agent, as well as internal events and new 
goals, are the first steps towards the internal reactions and the deliberative and 
reasoning mechanisms processed by the Interpreter Agent. The most significant 
new feature of the Interpreter Agent´s design, as seen in figure 1, is the integra-
tion of a CBR reasoning engine and a reactive system that gathers data from the 
sensors and control systems. This makes the design unique in its conception and 
reasoning capabilities. Based on the results from the CBR reasoning engine, the 
Interpreter Agent sends plans through the CBP Context-Aware Plans. These 
plans can be executed immediately as events, or new plans can be generated and 
stored in the context-aware library to be executed at a future time. The execution 
of plans can modify the base of context-aware beliefs, send messages to other 
agents, create new context-aware goals or produce internal events. These action 
plans can respond to sensors installed in the system and facilitate the user´s daily 
tasks, making the time spent by the user in the context-aware environment much 
more comfortable. The plans are used by different types of HCCAC system 
agents that manage the active devices. The functionality implemented in Java 
classes can also be incorporated in other similar systems. The next section pre-
sents a low level AUML design for the Interpreter Agent, followed by the im-
plementation of Jadex. 

As shown in figure 2, the AUML design produces a diagram of capabilities and 
services for the Interpreter Agent, the most important agent within the HCCAC 
architecture. The agent has five capabilities and four services, as described in fig-
ure 2. The capabilities are: (i) P-Solution, (ii) C-Sensor, (iii) S-Plans, (iv) St-Data 
and (v) E-Result. The services are: (i) Provide Information (ii) Describe Plan, (iii) 
Provide Plan Result and (iv) Component Task Assignment. 
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Fig. 2 Diagram of the different capabilities and services for the Interpreter Agent 

3   Applying HCCAC in Context-Aware Environments 

The case study presented in this paper uses the HCCAC system to develop a pro-
totype for improving a patient´s quality of life at home. The system gathers infor-
mation from the sensors that use automatic control systems to capture data and  
interact with the environment. The sensors installed in the environment primarily 
pick up location-aware information on the user. The system also gathers informa-
tion related to the temperature inside the patient´s home, smoke detectors, flood-
ing and lighting conditions in the areas most frequented by the user.    

Figure 3 illustrates how the information provider agents are directly connected 
to the devices capturing the information. The application in this case is comprised 
of six modules: (i) to control the patient´s location (ii) to control the lighting con-
ditions in the home (iii) to control temperature (iv) to control gas escapes (v) to 
control flooding and (vi) to control smoke detection. The Identification Resources 
Agent is responsible for identifying and either accepting or rejecting the data sub-
mitted by the information providers. Its task is to oversee the information provider 
agents that are incorporated into the system. All of the data are stored in the sys-
tem and interpreted by the Interpreter Agent, which is also responsible for proc-
essing the stored information, obtaining, for example, the desired temperature and 
lighting, and then using the context-aware application to apply the data to the 
automated control devices. With the help of the automated control devices, the In-
terpreter Agent can also control the detection of flooding, smoke, and gas escapes 
in the patient´s surroundings. 
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Fig. 3 Home Care context-aware application 

Throughout the sequence of operations carried out by the HCCAC agents, it is 
important to consider the transfer of information that takes places in the system. 
Low level data are gathered from the patient´s environment and then stored in the 
information system as high level data. As a result the data can be interpreted more 
quickly and used more easily. The information provider agents and the Interpreter 
Agent are responsible for carrying out this task together. The case study presented 
in this paper explains how the agents defined in the system interact with the sen-
sors installed in the environment, and how they influence the automated control 
devices and the patient.   

Additionally, the patients can interact with their surroundings at any given time, 
establishing the parameters that control the function of each application. Just as 
provider agents gather context information, they can also receive orders to execute 
events from devices or automated control device systems. In this way, for exam-
ple, the administrator can determine which patients can be monitored by the sys-
tem and can also allow or deny patients access to certain areas in the home.  

4   Results and Conclusions 

HCCAC acts like a global system in context-aware systems. It not only captures 
information from its surroundings and responds users requests, but it also collabo-
rates with the information system to constantly evaluate the attributes of the user´s 
context and provide proactive solutions. The solutions provided by HCCAC are 
supported by a vast knowledge base that the system continually stores and proc-
esses. HCCAC is a novel system compared to others context-aware types of works 
[6] [13] [14] [18]. Other studies have focused on gathering data from the user´s 
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position. Others, such as [16], in addition to locating users within the context, try 
to improve the communication in a hospital center between patients and medical 
personnel by capturing such context attributes as weather, the patient´s state or the 
user´s role. However, the new services offered by HCCAC allow a closer and 
more natural and indirect interaction. The user can perform daily tasks and receive 
support from an intelligent context without needing direct interaction. As a result, 
the user does not actually need to learn to use the system since the HCCAC sys-
tem itself manages the environment, and user satisfaction is notably increased.        

Although there is still much work to be done, the system prototype developed 
in this study improves security in the homes of dependent persons through the use 
of control and alert devices. It also provides additional services that automatically 
react to emergency situations. As a result, HCCAC creates a context-aware envi-
ronment that facilitates the development of distributed intelligent systems and 
provides services to dependent persons at home. This makes it possible to auto-
mate certain monitoring tasks and improve the quality of life for those individuals. 
Furthermore, the proper use of mobile devices facilitates social interactions and 
knowledge transfer. Our future work will focus on obtaining a model that can de-
fine contexts and improving the proposed prototype and testing it on patients with 
different needs and characteristics.    

Acknowledgements. This work was supported in part by the projects JCYL SA071A08 
and by the Ministerio de Ciencia e Innovación project PET2008_0036. 

References 

1. Angulo, C., Tellez, R.: Distributed Intelligence for smart home appliances. Tendencias 
de la minería de datos en España. Red Española de Minería de Datos, Barcelona, 
España (2004) 

2. Ardissono, L., Petrone, G., Segnan, M.: A conversational approach to the interaction 
with Web Services. Computational Intelligence 20, 693–709 (2004) 

3. Augusto, J.C., McCullagh, P.: Ambient Intelligence: Concepts and Applications. In-
vited Paper by the International Journal on Computer Science and Information Sys-
tems 4(1), 1–28 (2007) 

4. Bahadori, S., Cesta, A., Grisetti, G., Iocchi, L., Leone1, R., Nardi, D., Oddi, A., Pe-
cora, F., Rasconi, R.: RoboCare: Pervasive Intelligence for the Domestic Care of the 
Elderly. AI*IA Magazine Special Issue (2003) 

5. Bajo, J., De Paz, J.F., Tapia, D.I., Corchado, J.M.: Distributed Prediction of Carbon 
Dioxide Exchange Using CBR-BDI Agents. International Journal of Computer Sci-
ence (INFOCOMP), 16–25 (February 2007); ISSN 1807-4545, Special Edition 

6. Burrell, J., Gay, G.: E-graffiti: evaluating real-world use of a context-aware system. 
Interacting with Computers – Special Issue on Universal Usability 14(4), 301–312 
(2002) 

7. Corchado, J.M., Bajo, J., de Paz, Y., Tapia, D.: Intelligent Environment for Monitoring 
Alzheimer Patients, Agent Technology for Health Care. Decision Support Sys-
tems 34(2), 382–396 (2008) 



508 J.A. Fraile et al.
 

 

8. Corchado, J.M., Bajo, J., Abraham, A.: GERAmI: Improving the delivery of health 
care. IEEE Intelligent Systems. Special Issue on Ambient Intelligence (March/April 
2008) 

9. Corchado, J.M., Pavón, J., Corchado, E., Castillo, L.F.: Development of CBR-BDI 
Agents: A Tourist Guide Application. In: Funk, P., González Calero, P.A. (eds.) 
ECCBR 2004. LNCS (LNAI), vol. 3155, pp. 547–559. Springer, Heidelberg (2004) 

10. Fraile, J.A., Bajo, J., Corchado, J.M.: Applying Context-Aware Computing in De-
pendent Environments. In: Mira, J., Ferrández, J.M., Álvarez, J.R., de la Paz, F., 
Toledo, F.J. (eds.) IWINAC 2009. LNCS, vol. 5602, pp. 85–94. Springer, Heidelberg 
(2009) 

11. Holvoet, T., Valckenaers, P.: Beliefs, desires and intentions through the environment. 
In: Proceedings of AAMAS 2006, pp. 1052–1054. ACM, New York (2006) 

12. Jameson, A.: Modeling both the context and the user. Personal and Ubiquitous Com-
puting 5(1), 29–33 (2001) 

13. Kerer, C., Dustdar, S., Jazayeri, M., Gomes, D., Szego, A., Caja, J.A.B.: Presence-
aware infrastructure using web services and RFID technologies. In: Proceedings of the 
2nd European Workshop on Object Orientation and Web Services, Oslo, Norway 
(2004) 

14. Khedr, M., Karmouch, A.: Negotiation Context Information in Context-Aware Sys-
tems. IEEE Intelligent Systems 19(6), 21–29 (2004) 

15. Majeed, B.A., Brown, S.J.: Developing a well-being monitoring system - Modeling 
and data analysis techniques. Applied Soft Computing 6, 384–393 (2006) 

16. Muñoz, M.A., Gonzalez, V.M., Rodríguez, M., Favela, J.: Supporting context-aware 
collaboration in a hospital: An ethnographic informed design. In: Favela, J., Decouch-
ant, D. (eds.) CRIWG 2003. LNCS, vol. 2806, pp. 330–344. Springer, Heidelberg 
(2003) 

17. Pokahr, A., Braubach, L., Lamersdorf, W.: Multi-Agent Programming. In: Jadex: A 
BDI Reasoning Engine. Kluwer Book, Dordrecht (2005) 

18. Priyantha, N.B., Chakraborty, A., Balakrishnan, H.: The cricket location-support sys-
tem. In: Proceedings of the 6th Annual International Conference on Mobile Computing 
and Networking, pp. 32–43. ACM Press, New York (2000) 

19. Zhao, Z., Belloum, A., de Laat, C., Adriaans, P., Hertzberger, B.: Using Jade agent 
framework to prototype an e-Science workflow bus. In: Seventh IEEE International 
Symposium on Cluster Computing and the Grid, CCGRID 2007, pp. 655–660 (2007) 



SDL Ontology for Specifying Systems Based on Finite
State Machines

Marina Bagić Babac and Marijan Kunštić

Abstract. Specification and Description Language (SDL) is an object-oriented and
formal standardized language for the specification of complex, event-driven, real-
time and interactive applications involving many concurrent activities that commu-
nicate using discrete signals. Using SDL formal model for system specification we
bridge the gap between ideas in our minds and the actual implementation of the
system. In this paper we propose the ontology for the basic SDL elements. We also
propose a formal framework of SDL Markup Language as a medium for translating
SDL model to SDL ontology.

1 Introduction

The motivation for this paper lies in the authors belief that a semantically well-
defined formal model for the specification of concurrent real-time systems is a good
starting point in the process of developing a communications software. We have
chosen Specification and Description Language (SDL) for a few reasons. First, it
is a standardized language by ITU-T as Z.100 recommendation and is defined for
the specification and description of complex, event-driven, real-time and interactive
applications involving many concurrent activities that communicate using discrete
signals. Then, it has both graphical and textual notation enabling the non-experts
in the engineering and software development to easily follow the workflow of a
systems’ processes.

Inspired with the idea of Semantic Web [2, 3, 4] and triggered by Petri net ontol-
ogy development [5], we have come to the idea of SDL ontology development. As
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the Semantic Web is the Web of data that is understandable by computers, we have
proposed SDL ontology concept, but also the idea how to use this ontology without
advanced knowledge of either the Semantic Web or the other techniques besides
SDL language. We have proposed a formal framework of SDL Markup Language
(SDL-ML) as a medium for translating SDL model to SDL ontology.1

2 Specification and Description Language Modeling

SDL language supports two equivalent notations, graphical (SDL-GR) and textual
(SDL-PR). The textual notation SDL-PR uses the textual syntax only. The graphical
notation SDL-GR not only has graphical components, but also some textual parts
that are identical with the textual representation SDL-PR. This is because some
specifications, such as the specification of data and signals, are more naturally spec-
ified textually [1].

Fig. 1 SDL Architecture

The overall design (Figure 1) is called the system and everything that is outside
the system is called the environment. There is no specific graphical representation
for the system but the block representation can be used if needed. A block (or an
agent) is an element in the system structure. There are two kinds of agents: blocks
(meaning that a block can contain another block) and processes. A system is the
outermost block. A block is a structuring element that does not imply any physical
implementation on the target.

A process is a finite state machine (FSM) based task and has an implicit mes-
sage queue to receive messages. It is possible to have several instances of the same
process running independently. This is also one of the reasons for using SDL for
describing FSM-based systems as it is built on it.

1 This work was carried out within research project 036-0362027-1640 ”Knowledge-based
network and service management”, supported by the Ministry of Science, Education and
Sports of the Republic of Croatia.
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3 SDL Ontology Core Development

In this section we develop the core SDL ontology, i.e. we put the basic concepts
of SDL system modeling into the relations. The ontology can be expressed and de-
picted with various modeling techniques and different tools. However, the meaning
of the relations among concepts should remain the same. The relations are what the
Semantic Web is really about. As search engines today do not ”understand” the re-
lations among different concepts, we need a different Web - a Semantic Web which
will put each concept into the context and therefore provide us with better informa-
tion once we need it.

For core SDL ontology we model the system, blocks and processes as well as the
states and transitions (signals). The advanced features of SDL including timers, data
structures, etc. can be derived once the basic concepts were agreed upon.

Fig. 2 SDL model ontology - UML hierarchy of core SDL concepts
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Fig. 3 SDL Ontology with Protégé Tool

We start with the UML representation of the SDL ontology (Figure 2) and then
we translate it to OWL language using Protégé Tool [6]. In order to use UML
notation we follow the generally adopted convention [8]. We could have translated
SDL formal model directly to OWL, but we find UML suitable to express the whole
SDL hierarchy model (both the system and process elements) in one figure. Be-
sides, UML has a strong relations semantics which are suitable to unambiguously
define the relations in SDL. For instance, UML composition is used to describe that
a system contains blocks or agents, etc.

Relations in SDL model between the concepts of system, block, processes, etc.
are translated to OWL properties, e.g. the concept of system is translated to OWL
class System with the attribute hasBlock indicating that each instance of class Sys-
tem has at least one block. Similarly, we define the properties for Channel and Route
entities, f romChannel and toChannel, f romRoute and toRoute, etc.

4 SDL Markup Language

As we have defined the SDL Ontology, we are triggered to impose it to the both
SDL and non-SDL users. Our intention is to save their time and energy in the pro-
cess of using it. Therefore, we believe that a step toward the automated transla-
tion from SDL specification to SDL Ontology should be developed. In this paper
we outline this idea by introducing the fundamentals for SDL Markup Language
(SDL-ML).
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Table 1 Mapping SDL-ML to OWL

SDL-ML ELEMENTS OWL ELEMENTS
System Class System
<sdl : system name=”name”> hasName ∈ [System,Literal]

hasSignal ∈ [System,Signal]
hasBlock ∈ [System,Block]

</sdl:system> hasChannel ∈ [System,Channel]
Block Class Block
<sdl : block name=”name”> hasName ∈ [Block,Literal]

hasSignal ∈ [Block,Signal]
hasBlock ∈ [Pro,Block]

</sdl:block> hasRoute ∈ [Channel,Route]
Process Class Process
<sdl : process name=”name”> hasName ∈ [Process,Literal]

hasSignal ∈ [Process,Signal]
</sdl:process> hasState ∈ [Pro,Process]
Channel Class Channel
<sdl : channel name=”name”> hasName ∈ [Channel,Literal]

<from> </from> f romChannel ∈ [Channel,Block]
<to> </to> toChannel ∈ [Block,Channel]

<with> </with> withSignal ∈ [Channel,Signal]
</sdl:channel>
Route Class Route
<sdl : route name=”name”> hasName ∈ [Route,Literal]

<from> </from> f romRoute ∈ [Route,Process]
<to> </to> toRoute ∈ [Process,Route]

<with> </with> withSignal ∈ [Route,Signal]
</sdl:route>

Signal Class Signal
<sdl : signal name=”name” type=”incoming/outgoing”> hasName ∈ [Signal,Literal]
</sdl : signal> hasType ∈ [Signal,Literal]

State Class State
<sdl:state name=”name”> hasName ∈ [Signal,Literal]

<sdl:input> </sdl:input> hasInputSignal ∈ [State,Signal]
<sdl:output> </sdl:output> hasOut putSignal ∈ [State,Signal]

<sdl:nextstate> </sdl:nextstate> hasNextState ∈ [State,State]
</sdl:state>

SDL-ML is meant to be SDL interchange format that is independent of specific
tools and platforms. Moreover, the interchange format needs to support extensions
of SDL. Since this is our first proposal of this language, we shall leave the liberties
to change or add some of the elements or their attributes in the future. However, this



514 M.B. Babac and M. Kunštić

main set of elements should retain its semantics. On the other hand, the main prob-
lem for automating the process of conversion of SDL or SDL-ML to OWL lies in
the hierarchy structure of both. In SDL (or SDL-ML) the hierarchy exists among
structural elements i.e. a system contains blocks, a block contains another blocks
or processes, etc. This is well explained by UML composition relation because the
block does not exist without its system, or the process does not exist without its
block and system. However, OWL hierarchy is given by inheritance concept, so the
verbatim conversion is not possible. In the Table 1 we give an overview of these
elements translation; OWL elements are classes with properties and their domain
and range in angle brackets.

5 Case Study: FIPA Request Protocol for Multi-agent Systems

Here we give the simple example of FSM-based system. We have chosen a multi-
agent system where each agent acts upon FSM and communicates with another
agents in the system using specified protocols. We describe one of the standardized
protocols, FIPA request protocol (Figure 4). The protocol is well explained with
only two agents in the system, but the number of agent instances for the real system
can be arbitrary;

The FIPA Request Interaction Protocol allows one agent to request another to
perform some action. The Participant processes the request and makes a decision
whether to accept or refuse the request. If an explicit agreement is required, then
the Participant communicates an ”agree”. Once the request has been agreed upon,
then the Participant sends a ”failure” if it fails to fill the request, an ”inform” if it
successfully completes the request [7].

Fig. 4 SDL FIPA Request Protocol Specification

We describe the system with SDL blocks (Figure 4) where the descrete signals
(messages) exchanged between agents are specified. Then, we specify the internal
agent’s behaviour with states and responses to these messages (Figure 5). SDL on-
tology for the system is built upon core SDL ontology (with Protégé Tool). We then
create the .xml document in SDL-ML language for the system (Table 2).
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Table 2 SDL-ML Code for FIPA Request Interaction Protocol

<sdl:system name=”RequestSystem”>
<sdl:block name=”InitiatorAgent”>

<sdl:process name=”InitiatorAgent”>
<sdl:state name=”Idle”>

<sdl:output>Request</sdl:output>
<sdl:nextstate>wait</sdl:nextstate>

< /sdl:state>
<sdl:state name=”wait”>

<sdl:input>Refuse</sdl:input>
<sdl:nextstate>idle</sdl:nextstate>

<sdl:input>Agree</sdl:input>
<sdl:nextstate>waitAgree</sdl:nextstate>

< /sdl:state>
<sdl:state name=”waitAgree”>

<sdl:input>Inform</sdl:input>
<sdl:nextstate>idle</sdl:nextstate>

<sdl:input>Failure</sdl:input>
<sdl:nextstate>idle</sdl:nextstate>

< /sdl:state>
< /sdl:process>

</sdl:block>
<sdl:block name=”ParticipantAgent”>

<sdl:process name=”ParticipantAgent”>
<sdl:state name=”idle”>

<sdl:input>Request</sdl:input>
<sdl:output>Refuse</sdl:output>

<sdl:nextstate>idle</sdl:nextstate>
<sdl:output>Agree</sdl:output>

<sdl:output>Inform</sdl:output>
<sdl:nextstate>idle</sdl:nextstate>

<sdl:output>Failure</sdl:output>
<sdl:nextstate>idle</sdl:nextstate>

</sdl:process>
</sdl:block>
<sdl:channel name=”Ch-Init-Part”>

<sdl:from>InitiatorAgent</sdl:from>
<sdl:to>ParticipantAgent</sdl:to>

<sdl:with>Request</sdl:with>
<sdl:from>ParticipantAgent</sdl:from>

<sdl:to>InitiatorAgent</sdl:to>
<sdl:with>Agree</sdl:with>
<sdl:with>Refuse</sdl:with>
<sdl:with>Inform</sdl:with>
<sdl:with>Failure</sdl:with>

</sdl:channel>
</sdl:system>
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Fig. 5 Agents Communicating via FIPA Request Protocol

6 Conclusion

In this paper we have given our contribution to the efforts of Semantic Web de-
velopment by introducing a new ontology for concurrent and FSM-based systems
specification. Particularly, we have chosen Specification and Description Language,
a ITU-T standard Z.100 to develop the ontology for SDL system and process specifi-
cation. The ontology was developed using UML and OWL languages. We have also
suggested the development of SDL Markup Language as a medium step towards
SDL to OWL automated mapping.
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Applying Data Mining Techniques to Stock Market 
Analysis 

Gabriel Fiol-Roig, Margaret Miró-Julià, and Andreu Pere Isern-Deyà* 

Abstract. The stock market can be viewed as a particular data mining and artifi-
cial intelligence problem. The movement in the stock exchange depends on capi-
tal gains and losses and most people consider the stock market erratic and  
unpredictable. However, patterns that allow the prediction of some movements 
can be found. Stock market analysis deals with the study of these patterns. It 
uses different techniques and strategies, mostly automatic that trigger buying 
and selling orders depending on different decision making algorithms. It can be 
considered as an intelligent treatment of past and present financial data in order 
to predict the stock market future behavior. Therefore it can be viewed as an ar-
tificial intelligence problem in the data mining field. This paper aims to study, 
construct and evaluate these investment strategies in order to predict future 
stock exchanges. Firstly, data mining techniques will be used to evaluate past 
stock prices and acquire useful knowledge through the calculation of some fi-
nancial indicators. Next artificial intelligence strategies will be used to construct 
decision making trees. 

Keywords: Data Mining, Artificial Intelligence, Stock Market, Investment Strate-
gies, Decision Trees. 

1   Introduction to the Problem 

The problem considered deals with the design and validation of a data mining de-
cision system which generates buying and selling orders in the stock market [1]. 
The decision system’s design has three main phases as indicated in Figure 1: the 
data processing phase, the data mining phase and the evaluation phase. 

The data processing phase selects from the raw data base a data set that focuses 
on a subset of attributes or variables on which knowledge discovery is to be  
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Fig. 1 The Decision System 

performed. It also removes outliers and redundant information, and uses finan-
cial indicators to represent the processed data by means of an Object Attribute 
Table (OAT). The data mining phase converts the data contained in the OAT 
into useful patterns, in particular decision trees are found [2]. The evaluation 
phase proves the consistency of pattern by means of a testing set. The positively 
evaluated decision system can then be used in real world situations that will al-
low for its validation.  

2   The Data Processing Phase 

The original data base is formed by financial information available in different 
web pages. In particular, data from the American stock market, available from 
Google finance, have been used. Out of all the variables originally considered the 
target data is formed by: date (D), opening price (O), closing price (C), daily high 
(H), daily low (L) and daily volume (V) as illustrated in Table 1. 

Table 1 Data format available from Google Finance 

Date Open High Low Close Volume 

15-Dec-08 13.30 13.39 13.23 13.34 144567 

In order to obtain a decision making system based on classification techniques a 
particular company must be selected. This company must satisfy some restrictions: 

-  It must not be a technological security, in order to avoid using data from year 
2000 economic bubble, 

-  It must not be a financial institution, due to the erratic behaviour of the past 
years, 

-  It must have a significant influence within the American stock market, 
-  It must be a reference company. 

Due to these restrictions and after a careful study of the stock market, Alcoa was 
selected to complete the project. Alcoa is the world's leading producer and man-
ager of primary aluminum, fabricated aluminum and alumina facilities, and is ac-
tive in all major aspects of the industry. The targeted data includes information 
from the beginning of 1995 till the end of 2008. 
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2.1   Financial Indicators 

This target data must be processed and transformed into useful data written in 
terms of financial indicators [3]. The most widely used indicators are based on 
graphical methods (where price oscillation is studied) and on mathematical meth-
ods (where mathematical equations are applied). 

The Simple Moving Average (SMA) is the unweighted mean of the previous n 
data points. It is commonly used with time series data to smooth out short-term 
fluctuations and highlight longer-terms trends and is often used for the analysis of 
financial data such as stock prices (P), returns or trading volumes. There are vari-
ous popular values for n, like 10 days (short term), 30 days (intermediate term), 70 
days (long term) or 200 days depending on the number of days considered. 
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The moving averages are interpreted as support in a rising market or resistance in 
a falling market. The SMA treats all data points equally and can be disproportion-
ally influenced by old data points. The exponential moving average addresses this 
point by giving extra weight to more recent data points. 

The Exponential Moving Average (EMA) applies weighting factors which de-
creases exponentially, giving much more importance to recent observations while 
not discarding older observations totally. The degree of weighting decrease is ex-
pressed as a constant smoothing factor α, which can be expressed in terms of n. 
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And the exponential moving average is expressed as: 
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The moving averages are adequate indicators to determine tendencies. When a 
short term moving average crosses over a longer term moving average we have a 
rising tendency. Whereas when a short term moving average crosses under a 
longer term moving average we have a falling tendency. The moving averages 
have a drawback since the information provided has a time lag of several days. 
This can be avoided by using more powerful indicators. 

The Moving Average Convergence Divergence (MACD) is a combination of 
two exponential moving averages with different number of data points (days). The 
MACD is calculated by subtracting the y-day EMA from the x-day EMA. A z-day 
EMA of the MACD, called the “signal line”, is plotted on top of the MACD, func-
tioning as a trigger for buy and sell signals. Variables x, y, and z are the parame-
ters of the MACD, usually x = 12, y = 26 and x = 9. This is illustrated in Figure 2, 
the dark line is the MACD whereas the light line is the signal, on the top of the 
figure the histogram (signal minus MACD) is drawn. 
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Fig. 2 The Moving Average Convergence Divergence 

The MACD is a trend-following momentum indicator that shows the relation-
ship between two moving averages of prices. Its two-folded interpretation is as 
follows. If the MACD line and signal line are considered, when the MACD falls 
below the signal line, it may be time to sell. Conversely, when the MACD rises 
above the signal line, the price of the asset is likely to experience upward momen-
tum, it may be time to buy. If the histogram and the price curb are considered, a 
divergence can be found and buying-selling signals can be obtained. 

The stochastic (K) is an indicator that finds the range between an asset’s high 
(H) and low price (L) during a given period of time, typically 5 sessions (1 week) 
or 20 sessions (1 month). The current securities price at closing (C) is then ex-
pressed as a percentage of this range with 0% indicating the bottom of the range 
and 100% indicating the upper limits of the range over the time period covered.  
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An interesting interpretation for the stochastic can be obtained if the moving aver-
age associated with the stochastic D(K) is considered: The crossing points be-
tween K and D trigger buy and sell signals. When K crosses over a rising D it may 
be time to buy, conversely when K crosses over a falling D selling might be con-
venient. If the stochastic and the price curb are considered, a divergence can be 
found and buying-selling signals can be obtained. 

The representation of the stochastic can be seen in Figure 3. 

 

Fig. 3 The Stochastic Indicator (K) 

The Bollinger Bands (BB) consists of a set of three curves drawn in relation to 
security prices. The middle band is a measure of the intermediate-term trend, usu-
ally a moving average (simple or exponential) over n periods. This middle band 
serves as the base to construct the upper and lower bands. The interval between 
the upper and lower bands and the middle band is determined by volatility, typi-
cally the interval is Q times the standard deviation of the same data that were used 
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to calculate the moving average. The default parameters most commonly used are 
n = 20 periods and Q = 2 standard deviations.  

95% of security prices can be found within the Bollinger Bands, the band repre-
sents areas of support and resistance when the market shows no tendencies. When 
the bands lie close together a period of low volatility in stock price is indicated. 
When they are far apart a period of high volatility in price is indicated. 

Generally Bollinger Bands are used together with other indicators to reinforce 
its validity. However, on its own they can trigger buy and sell signals. When 
prices touch the lower band it might be convenient to buy, conversely when prices 
touch the upper band selling might be convenient. 

2.2   Processing of the Financial Indicators 

The financial indicators introduced above will aid us in the construction of our 
Object Attribute Table from the raw data base. In order to calculate these indica-
tors, R a language for statistical computing and graphics, is used [4]. R is a popu-
lar programming language used by a growing number of data analysts inside  
corporations and academia. R is applied mainly as a statistical package but it can 
be used in other areas of science such as numerical analysis, signal processing, 
computer graphics and so on because of the number of growing implemented li-
braries in R to these scientific areas. See [5] for details on the use of R in acade-
mia and other institutions. R is available as Free Software under the terms of the 
Free Software Foundation’s GNU General Public in source code form. It compiles 
and runs on a wide variety of UNIX platforms and similar systems (including 
FreeBSDband Linux, Windows and MacOS). 

The financial indicators used in this paper are calculated by the application of 
R’s TTR package to the raw data retrieved from Google finance. These indicators 
must now be transformed into useful data as follows. 

2.3   Transformed Data: The OAT 

The next step in the data processing phase is the generation of the Object Attribute 
Table [6, 7]. The indicators considered are the following: MACD (Moving Aver-
age Convergence Divergence), EMA(C) (Exponential Moving Average of the 
Closing Price), EMA(V) (Exponential Moving Average of the Volume), K (Sto-
chastic) and BB (Bollinger Bands) and they generate eight binary attributes A1, 
A2, A3, A4, A5, A6, A7 and A8 in the following manner. 

- The MACD indicator identifies buying (B) or selling (S) orders depending 
on the crossing of intermediate term moving averages. Two binary attrib-
utes A1 and A2 are used as follows:  if an S signal is generated then A1= 
1; if a B signal is generated then A2= 1. 

- The EMA(C) indicator when compared to the stock’s actual price generates 
attribute A3, if the asset’s ranking is strong then A3=1. 
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- The EMA(V) indicator when compared to the actual volume generates at-
tribute A4, if the asset’s reliability increases then A4= 1. 

- The K indicator also identifies buying (B) or selling (S) orders depending 
on the crossing of moving averages, in particular K and D. Two binary at-
tributes A5 and A6 are used as follows:  if an S signal is generated then 
A5= 1; if a B signal is generated then A6= 1. 

- The BB indicator generates 4 zones. Two binary attributes A7 and A8 are 
used as follows:  if the asset’s ranking is strong then A7= 1 and A8=1; if 
the asset’s ranking is weak then A7= 0 and A8=0; if a B hint is found then 
A7= 0 and A8=1; if an S hint is obtained then A7= 1 and A8=0. 

Thus, the OAT of transformed data has 8 columns corresponding to the above 
mentioned binary attributes and a total of 3515 rows corresponding to available 
transformed financial data, as illustrated in Table 2. The data contained in the ta-
ble must be filtered. First of all, repeated rows are eliminated. Secondly, incom-
plete rows are also removed. The remaining table has 61 rows. The next step is to 
assign the class to each of the remaining rows taking into account the values of the 
attributes as indicated by the financial expert. Three different classes are used de-
pending on whether buying (B), selling (S) or no action (N) must be taken. 

Table 2 Object Attribute Table 

A1 A2 A3 A4 A5 A6 A7 A8 class 

0 0 0 0 1 0 1 0 S 

0 1 0 0 0 0 0 1 B 

0 0 1 0 0 1 0 1 N 

0 0 0 1 0 1 1 0 N 

1 0 1 0 0 0 0 1 S 

1 0 1 1 0 0 1 0 S 

… … … … … … … … … 

3   The Data Mining Phase 

In the data mining phase, the data contained in the OAT is converted into useful 
patterns. In particular, a decision tree will be obtained. The decision tree is one of 
the most popular classification algorithms. A decision tree can be viewed as a 
graphical representation of a reasoning process and represents a sequence of deci-
sions, interrelationships between alternatives and possible outcomes. There are 
different trees available depending on the evaluation functions considered. In this 
project, the ID3 algorithm is used due to its simplicity and speed [8]. ID3 is based 
on information theory to determine the most informative attribute at each step of 
the process. In this sense, it uses information gain to measure how well a given at-
tribute separates the training examples into the classes.  
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Figure 4 shows the resulting decision tree. The decision tree has a total of 37 
nodes, 18 corresponding to the 8 attributes used and 19 leaf nodes or branches. 
The average branch length is 6. 

Attributes A1, A2 and A5 appear at the root of the tree suggesting the impor-
tance of indicators MACD and K in the classifying process. This is in accordance 
with the experts that consider MACD and K as key indicators in the buying-selling 
decisions, whereas EMA(C), EMA(V) and BB are used as reinforcement indicators.  
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Fig. 4 The ID3 Decision Tree 

4   The Evaluation Phase 

The evaluation phase proves the consistency of the ID3 decision tree by means of 
a testing set. The testing set is formed by the stock market prices of a different as-
set, of similar characteristics to the one used to train the tree. This raw data are 
transformed into a testing OAT using the previous indicators and attributes. Now 
the decision tree is applied to the testing OAT and all instances are classified. 
These classes obtained with the tree are compared with the classes corresponding 
to the instances of the testing OAT as suggested by the expert. The evaluation of 
the method provides the results shown on Table 3. 

Table 3 Evaluation of the method 

Parameters 3-class tree 
Correct decision 113 
Incorrect decision 176 
Correct decision (%) 39.10 
Incorrect decision (%) 60.90 
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These results might seem poor. However, stock market analysis is an unpre-
dictable field and even though accuracy is desired, profit associated to capital gain 
is crucial. Therefore, classification accuracy is not the only parameter that must be 
evaluated. When profit is considered, the method provides the following results: if 
an instance is correctly classified by the tree, the percentage gain is 579.71%, if an 
instance is not correctly classified by the tree, the percentage loss is -461.56%. 
This produces a total yield of 118.15% which is an acceptable result. 

5   Conclusions and Future Work 

The stock market is an unpredictable, erratic and changeable domain. Neverthe-
less, tools that predict the stock market’s behaviour exist. This paper considers a 
method based on financial indicators to generate a decision tree that classifies buy-
ing-selling orders. A decision tree in Artificial Intelligence is equivalent to an 
automatic investment system in the stock market analysis. The procedure devel-
oped here is long and costly, but once the tree is generated, it’s automatic and ap-
plicable to any financial asset. 

The initial raw data are daily stock market values of Alcoa, these data are trans-
formed into an OAT and used as a training set to construct a decision tree by 
means of the ID3 algorithm. This decision tree has been tested and evaluated. The 
results show a 40% accuracy percentage and a 118% profit gain that are consid-
ered satisfactory. 

Currently, a second OAT with only two classes, buying (B) and selling (S) is 
being studied. In this case the no action class (N) has not been considered. This 2-
class decision tree will allow for a more complete evaluation of the method. 

This paper offers a limited vision of one of the many solutions available. The 
following aspects can be considered as future work: other different financial indi-
cators may offer better results and should be studied, also other decision trees, 
such as C4.5 or J48, can be obtained using different learning algorithms and 
should be evaluated. The stock market is a dynamic world, and the decision tree 
could present time-related disturbances. Therefore, an autonomous system capable 
of dealing with these changes should be considered. 
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Synthesis and Analysis of Classifiers Based on 
Generalized Model of Identification 

M. Tatur, D. Adzinets, M. Lukashevich, and S. Bairak* 

Abstract. In this paper we propose a generalized model of identification which dis-
plays flexible transformation within the framework of generally known paradigms 
by changing tunings. The application of this model enables to synthesize various 
classifiers using a priori information about definite applied tasks of identification. 
So, we describe the approach to the solution of the problem of generation of repre-
sentative training sequences and correct comparative evaluation of classifiers. 

Keywords: Identification, Classifier, Neuron Model, Fuzzy Logic. 

1   Introduction 

The efficiency of a recognition decision-making system directly depends on the 
classifier and the learning algorithm. The learning algorithm is an intellectual core 
of a system taken as a whole. There exist a number of classification methods in 
modern recognition theory (minimum distance classifier, neural networks, support 
vector machine, etc.) with relevant learning algorithms and set of samples of their 
application [1-4]. Developing a classifier for any applied task a researcher has to 
perform the following operations: 

1. choose a classification method (the structure of a classifier). 
2. generate representative training samples. 
3. find and apply an effective learning method. 
4. estimate the efficiency of the technical implementation. 

A classification problem is usually considered as the division of spots in the 
hyperspace of informative features, and a learning algorithm – as a construction of 
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dividing hypersurface. The most "simple" problems are linearly separable, i.e. for 
their solution it is enough to have a surface described by a linear polynom. Diffi-
cult "problems" require dividing surfaces with polynoms of higher order for their 
solution. In this case multilayer neural networks with developed mathematical  
apparatus are practically the only approach to the problem solution. The neural 
network approach is very popular. But it has a number of restriction such as the 
problem of training convergence, conformity of neural network structure to a 
solved problem, training and classification interpretation. Logical and fuzzy  
conclusion methods, decision trees that are also applied to classification and deci-
sion-making problems and operate with extracted knowledge and therefore are 
easily interpreted. However in the recognition theory these methods are consid-
ered separately and alternatively. There is a terminological discrepancy. For  
example, the concepts of a neural layer in classical and fuzzy neural networks are 
different, because neuron models are non-comparable. The efforts to develop a 
neuron hybrid model have been reported. However the given technical results do 
not show a flexible conversion from one method to another [5-7]. 

The classifier is an abstract automatic machine (mathematical model). It makes 
a decision to what class the vector of informative features belongs. It is supposed 
that informative features are taken into account and combined according to some 
rule in to an integrated parameter. This parameter allows to making a decision. 
The most trivial (elementary) decision is the dual decision – YES/NO. Thus, the 
ordinary classifier is the classifier, which makes the simplest decision about be-
longing to the given class. In the literature, this kind of classification is called 
identification. In practice a multiclass problem is often a set of identification  
problems. It is very convenient for its performance evaluation, criteria definition, 
interpretation of classification results. Therefore, in some studies theorems,  
statements etc. are proved and illustrated for identification problems, and then 
generalized for multiclass problems. The diagram for multiclass problem as a set 
of independent identification problems is presented in Fig. 1. Further in this article 
mathematical models of classifiers for identification problems will be considered. 

Training of classifier, in a broad sense, embraces practically all classification 
methods and includes various aspects of this issue, such as learning algorithms, a  
 

Decision-         
making 
criteria 

Informative 
features 

Classes

Classes
identification

 

Fig. 1 General scheme of classification 
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selection and tuning of decision-making criteria, formation of representative train-
ing data sets, and evaluation of training efficiency. 

Uniform databases are used for correct comparative estimations of complete 
recognition systems (FERET database, texture databases, medical diagnoses data-
bases, etc.) [8-10]. The abstract data are necessary for testing and evaluation of 
abstract classifiers. Further, a learning set is a base of numerical vectors with fa-
miliar responses. There are no conventional numerical databases with conven-
tional experiments for testing of classifier models and learning algorithms. 

The original identifier model is presented in this article. It reminds a formal 
neural model and combines the basic properties of classical and fuzzy prototypes. 
This model allows to synthesize classifiers adequately for applications, to solve 
generation problems of representative learning sequences and correct comparative 
evaluation of final technical realizations. 

2   Concept and Justification for Mathematical Model 

We introduce a concept of the ideal classifier for the explanation of the suggested 
approach. The ideal classifier is a decision function in the identification task 

),( YXFZ = ,                                                 (1) 

where X - vector of input informative features, Y – vector of constants.  
Constants are installation-specific settings for specific solution. Functional F 

and settings Y are a priori known. 
In the development of a classical classifier it is necessary to select a functional 

Ψ and settings U with minimum mean square error for learning and testing suc-
cession. 
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where m – is a number of test vectors. 
In a considerable number of applied tasks classification function can be written 

with a known functional F and inaccurately given settings of Y`. 

),( '' YXFZ =         (4) 

It is unnecessary to choose a mathematical method or structure of a classifier (for 
example, neural network structures). Training of a classifier is a customization or 
specification of parameters Y`. 

We consider construction stages and model substantiations using series of sim-
ple examples with four standard identification tasks, ranking by the increase of 
«intellectuality degrees». 
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1. The simplest variant of identification task is the task of luggage sorting on 
total value of dimensions: length, width and height. All three measured parameters 
are equivalent, i.e. equally influence decision-making. The usual threshold func-
tion is used as decision making function. Designate "preparation" function for de-
cision-making as S (X), and the set of informative features as X (1 ÷ n). Then: 
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>
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1

)( ,  p – defined threshold. 

It is obvious that in cases when the sum of measurements aspires to a threshold, 
S (X) → p the probability of wrong decision-making increases because there are 
errors of the first and the second kind. Traditional solutions of the given problem 
are: the introduction of an ejection subclass in a threshold vicinity p ± ∆ (when the 
solution is not accepted) and the usage of fuzzy solution. In case of a fuzzy deci-
sion-making (linear-approximated function of a fuzzy threshold), function Z looks 
like in Fig. 2: 
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Fig. 2 The linear-approximated decision function 

2. Complicate the initial task of object sorting. Assume that informative fea-
tures X have various physical sense and a different degree of influence on deci-
sion-making process. Than various object characteristics (for example, weight, 
size, humidity etc.), as a result of expert estimations or training process, can be re-
duced to an integrated measure using linear weight coefficients W (1 ÷ n). Infor-
mative features can be both promoting and interfering for decision-making. If it is 
true for developed recognition system then it is considered by Sign(wi). 
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3. Continue to complicate the task. Let informative features xi for object be pa-
rameterized. They should be in breaking bounds. These bounds can be accurate 
fixed (in that specific case) and fuzzy (in a general case) using functions φ 
(xi,ai,bi,ci,di). For example, at person of identification by photograph the informa-
tive feature «distance between mouth corners» has a rather wide range, and «dis-
tance between pupils» - practically does not vary.  

Select linear-approximated function for fuzzy definition of parameters and  
receive (Fig. 3): 
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Fig. 3 Piecewise-linear approximation of parameterization function of an informative  
features 

4. And once again we complicate the task. In some cases decision-making takes 
into account additional logical conditions by which informative features are con-
nected. For example, the condition that all or key informative features (set by sub-
set N ') were in certain tolerance of parameters is often applied. For example, at 
person of identification by photograph, the informative feature «distance between 
pupils» is one of key parameters. It means that if it appears not in tolerance, then 
L → 0, and value of total decision function ZL → 0, irrespective of the hit rate of 
other informative features. 
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Thus, in expressions (1, 5-10) the generalized mathematical identification model is 
described. Mathematical notation can be presented graphically using the form of a 
structural model (Fig. 4). All model settings W, A, B, C, D , N', p1, p2 are a subset 
of vector Y according to accepted denotations. 

 

Fig. 4 Graphics representation of the generalized model of the elementary classifier 

3   Properties of Model 

Methodological model significance is a combination of accurate and fuzzy, arithme-
tic and logic components, which can be perform both independently or jointly. On 
the hole, the model connects two directions known as data processing and knowl-
edge processing. The model shows smooth transformation of qualitative distinc-
tions and allows to form typical adequate functions for applied recognition problems 
by a combination of options of parameters W, A, B, C, D, N', p1, p2.  For example: 

p1 = p2 - realization of binary decision-making;  
p1 ≠ p2 - realization of fuzzy decision-making; 
wi = 1 for all i – realization of absence of weighing of features; 



Synthesis and Analysis of Classifiers Based on Generalized Model of Identification 535
 

 

wi ≠ 1 - realization of the weighed summation of features; 
ai = bi =0, ci = di=1 – realization of absence of parametrization of informative 

features; 
ai = bi, ci = d = 1 - realization of a clear boundary of parameters for each in-

formative feature;   
ai ≠ bi, ci ≠ di - realization of indistinct borders of parameters for each informa-

tive feature;   
ai = bi = ci = di – realization of arithmetic or logic coincidence of an informa-

tive feature with parameter-standard; 
if N'∈∅   – logic conditions are not used; 
if N'∉∅  - realization of logic conditions on key features, depending on param-

eterization to each informative feature; 
p1  =  p2 = 0,  N' - nonempty set - realization of logic conditions only. 
The further model development can be carried out by the way of complicating a 

logic function. (In the present work it is not considered). 
The suggested approach allows generate numerical databases X→Z for typical 

classification problems. These databases can be applied for testing the efficiency 
of classifier and training algorithms, irrespective of a mathematical method of re-
alization. The term «ideal base» is used because exact values of function Z=F (X, 
Y) are calculated, if we set parameters of model adjustment - Y and generate con-
sequence of the input data - Х. Traditionally applied, as a rule, bases belong to 
subject domains (for example, images). They receive on the basis of expert esti-
mations. Creating a database, it is possible to set purposefully: the number of in-
formative features -n; the number of test vectors -m; a format and accuracy of 
presentation of input and output information; brackets for data normalization; a 
kind and level of noise. 

Test bases can be used  in two different applications. 
In the first application:  for verification and performance evaluation of the de-

fine classifier and training algorithm, developed for the define recognition system; 
for testing the classifier and training algorithm to “expert noises” tolerance. In this 
application it is necessary to generate a test database to the define recognition 
model. While conducting of experiments the particular methods of comparative 
analysis can be used. 

In the second application: for creation of the united system of objective `esti-
mation and realization of competitive selection of classifiers and training algo-
rithms; for creation the library of classifiers and training algorithms, which reflect 
the current level of knowledge in this area.   

4   Conclusion 

In the study the generalized identification model is presented. Model functionality 
includes both the operation of weighted summation characteristic of classical for-
mal neuron and elements of fuzzy output characteristic of fuzzy neural networks. 
In the presented model it impossible to consider a functional of the applied task 
using model settings. On the basis of model and the presented examples of four 



536 M. Tatur et al.
 

 

standard tasks of identification it is possible to synthesize the classifiers which can 
be adequate to applied tasks (under a condition of a priori a known functional). If 
the functional is a priori unknown, the construction task of the classifier on com-
plexity is comparable to the choice task of a multilayered neural network struc-
ture. The structure of the offered model in comparison with a multilayered neural 
network is adequately interpreted by researchers and developers. It can be used for 
its purposeful development and training. 

If argument values are set as X, W, A, B, C, D, N', p1, p2, it is possible to cal-
culate ideal function values Z=F(X,Y). Thus, the model allows to create (gener-
ate) test numerical databases for typical classification problems. It is possible to 
carry out the correct comparative analysis of classifiers and learning algorithms, 
choose necessary classification methods and develop and verify algorithms of 
training using such "ideal" data sets. 

The generalized character of the model and possibility of a flexible functional 
adaptation by options allow to consider it as a mathematical basis for realization 
of mass operations by working out of perspective neuro-computer architecture. 
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Multiagent Based Spectrum Sharing Using Petri Nets 

Usama Mir, Leila Merghem-Boulahia, and Dominique Gaïti* 

Abstract. This paper presents a cooperative framework for dynamic spectrum ac-
cess in cognitive radio networks, where the cognitive radio devices may use the 
currently unutilized spectrum dynamically and opportunistically. The proposed so-
lution works on the principle of multiagent system that allows the cooperation 
amongst several participating devices. The key aspect of our design is the de-
ployment of agents on each of the primary and cognitive radio device that cooper-
ates in order to have a better and dynamic use of the spectrum. For cooperation, 
contract net protocol is considered allowing spectrum to be dynamically allocated 
by having a series of exchange of messages. Due to the concurrent, distributed and 
autonomous nature of our approach, Petri nets are adopted to model the behavior 
of cooperative framework. Based on Petri nets, we study the internal message 
passing and spectrum allocation mechanism between the participating primary and 
cognitive radio users and identify the information needed by the agents to make 
cooperative decisions. Then, using empirical results, we show that our approach 
achieves up to 80% of the whole utility within the span of few messages, and pro-
vides an effective mechanism for distributed spectrum allocation. 

Keywords: Multiagent Systems, Cognitive Radio, Dynamic Spectrum Sharing/ 
allocation, Cooperation, Petri Nets. 

1   Introduction 

The current increase of traffic in wireless systems has created a paradigm shift of 
spectrum shortage [12]. This shortage problem comes from the fact that current 
spectrum assignment policies are static, in which the spectrum is allocated to a us-
er or a service provider for a specific time period on long-term basis. While ac-
cording to a study by the Federal Communications Commission (FCC) [2], in all 
the areas (either rural or urban), utilization of assigned spectrum can be as low as 
5-10%, thus the latest wireless technologies are forced to utilize unlicensed spec-
trum bands. This phenomenon results in inefficient spectrum assignments with the 
higher possibility of device level interference and spectrum wastage. 
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The necessary and appropriate solution to the above problem is dynamic spec-

trum allocation. In this new concept, devices using cognitive radio1 [5] will be 
able to detect and use the empty spectrum portions opportunistically, without in-
terrupting the working of legacy primary (or licensed) users. However, one of the 
key issues in cognitive radio (CR) networks is how to achieve efficient (and dy-
namic) spectrum sharing among the nodes, while avoiding inter-device collisions. 
A non-cooperative node can cause harmful interference to its neighbors [13] and 
hence can reduce spectrum utilization. 

Similar to the distributed nature of CR networks, a multiagent system (MAS) 
[11, 13] is composed of autonomous agents that communicate and perform their 
functions without a central control. Each agent can be regarded as an autonomous 
entity that governs the operation of the system on which the agent is embarked. 
Like CR nodes, agents work dynamically to fulfill their user needs and no single 
agent has a global view of the network. Moreover, in MAS, cooperation is mutu-
ally beneficial for the participating agents, even if they are selfish. Among several 
models of agents’ interactions, one can find contract net protocol (CNP) [4] as one 
of the effective way of agents’ cooperation and resource allocation. Its decentral-
ized structure based on the announcement of tasks, receiving of bids, and assign-
ing of contracts makes it highly suitable for spectrum allocations in CR networks. 

Therefore, in this paper, an MAS based solution is proposed to mitigate the ef-
fects of static spectrum assignments. Specifically, in our approach, the agents are 
embarked over each of the primary and secondary user devices. In order to coop-
erate [10], a secondary user (SU)2 agent should send messages to the appropriate 
neighboring primary user (PU)3 [12] agents whenever needed and, subsequently, 
the related PU agents should reply to these agents in order to make a spectrum 
sharing agreement. We propose that the SU agents should take their decisions 
based on the amount of spectrum, time and price proposed by PU agents [10] and 
should start spectrum sharing whenever they find an appropriate offer. Then, after 
completely utilizing the desired spectrum, SU agents should pay the agreed price 
to the respected PU agents. To facilitate the feasibility analysis and to show the in-
ternal behavior of our cooperative framework, Petri net (PN) [1, 4] models are 
proposed to capture the frequent interactions between primary and secondary user 
agents. Its graphical representations via firing of several tokens can help us visual-
izing the allocation of a spectrum resource from one agent to the other. Based on 
PN model, we study the messages exchanged by agents to make cooperative deci-
sions, while passing through several cooperative stages. In this context, our prior 
work [7] proposed a design model for an SU agent with interlined working of var-
ious modules. It also details the working of the whole system using various  
algorithms. However, it lacks the complete analysis in order to show the correct 
inter-node cooperative behavior. Thus, in this work we present a dynamic and co-
operative spectrum sharing framework with its feasibility analysis using Petri nets.   

                                                           
1 Is an intelligent wireless communication system that senses the available empty spectrum 

portions (bands) and provides the means for sharing these available bands with the 
neighboring cognitive radio users [8]. 

2 Secondary (unlicensed or cognitive radio) users are those which do not have license/rights 
to completely utilize the spectrum. 

3
 Referred to as the legacy or licensed users having full rights for spectrum access.  
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The rest of this paper is organized as follows. The related work is presented in 
Section 2. Section 3 presents our cooperative approach. Analysis of the coopera-
tive framework is performed in Section 4. Section 5 presents some numerical re-
sults Section 6 summarizes the paper with a conclusion and future perspectives. 

2   Related Work 

The spectrum sharing has recently attracted the research attention especially using 
game-theoretical approaches [3, 9], but there is not much work done for the utiliza-
tion of cooperative MAS in CR netowrks. A related approach is proposed in [5], in 
which an MAS is used for information sharing and spectrum assignments. All the 
participating agents deployed over access points (APs), form an interacting MAS, 
which is responsible for managing radio resources across collocated WLANs. Fur-
thermore, each agent is responsible for making the main decisions of AP, including 
the number of requests to accept from mobile stations, controlling the device’s 
transmission power along with the best channel selection. The authors have not pro-
vided any of the algorithms and results for their proposed approach. In [6], another 
MAS based approach is presented, where a distributed and dynamic billing, pricing 
and resource allocation mechanism is proposed. The agents work as the auctioneers 
and the bidders to share the spectrum dynamically. The complete statistical analysis 
of the approach are provided with the calculation of CR user’s utility, input strategy, 
cost, but still the whole system is really complex, including the complexity in time 
required to calculate the optimal spectrum allocation. 

3   Cooperative Spectrum Sharing 

3.1   Agent 

An agent is a dynamic and loosely coupled unit, having the capabilities of  
performing a task autonomously, based on the knowledge received from its envi-
ronment and/or through other agents’ interactions [11]. Generally, an agent is  
appropriate for an SU node in a sense that it allows the introduction of various ar-
tificial intelligence (AI) techniques to CR networks and helps an SU node to co-
operate with its neighboring devices.  

3.2   Description of Cooperative Framework 

We consider the spectrum allocation challenges in a private area or a well identi-
fied administrated perimeter such as a university campus, a building or a confer-
ence hall. There are subsets of ad-hoc WLANs with the agents deployed at each of 
the primary and secondary user devices for the purposes of cooperation. Whenever 
an SU needs spectrum, its agent starts communicating with the relative PU agent 
(having that empty spectrum part), until a spectrum sharing agreement is made.  
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To simplify and to better explain our approach, an ad-hoc environment with 
three PUs and five SUs is considered. Each of the PUs has several empty portions 
of the spectrum for which there is some associated price. To allocate the spectrum 
portions dynamically and to maintain a cooperative mechanism between primary 
and secondary user devices, message passing of contract net protocol (CNP) is 
used, where the SU agents are considered as the managers and PU agents work as 
the potential contractors. Related to each SU, there are some goals to achieve (or 
tasks to perform) such as to have video conferencing on mobile devices, watch 
high multimedia videos, transfer high resolution advertisements, etc. To fulfill 
these goals, the SU agents need the spectrum portions from the related PU agents.  

Figure 1(a) shows the cooperation between primary and secondary users with 
the respected spectrum allocations. In this figure, the numbered circles denote the 
desired goals (e.g. running multimedia applications, watching videos, etc) for  
 

 

                                                                (a) 

              

(b)                                                                    (b) 

Fig. 1 (a). Spectrum allocations/assignments (b). Internal behavior of an SU (c). Internal 
behavior of a PU 
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which an SU wants to have spectrum usage. Each SU agent can send call for pro-
posals (CfPs) to multiple primary users and at the same several primary users can 
respond via proposals. Moreover, the SU agents diffuse the message to those 
neighbors which are known via spectrum sensing module of CR [7] and inter-
agents’ knowledge information [7]. The corresponding figure also represents the 
accepted and rejected spectrum sharing agreements. SU1 has made an agreement 
with PU3 for goals a and b respectively, while it is not able to establish the agree-
ment with PU2 due to its high requirements. SU3 has established agreements with 
PU2, and PU3 for the goals d and f, but at the same time, there is no agreement 
with PU1 (as shown by a dotted line), for the goal e. Last part of figure 1(a) shows 
the contract between SU5 and PU2 for goal i and a disagreement with PU3, due to 
the lack of satisfaction (shown by SU5). Slightly less values of parameters such as 
price, amount of spectrum needed and spectrum holding time are the reasons of 
these disagreements.  

Figures 1(b) and 1(c) show the behaviors of a primary and a secondary user. 
The behavior follows the same analyzing, characterizing and interacting phases as 
mentioned in [7]. For an SU, the spectrum sharing process starts by getting the 
characterization results and its requirements. This process continues until the 
sending of CfPs, receiving of proposals and ends either by accepting or rejecting a 
proposal and going back to the start. The PU follows the same pattern by starting 
its process with the CfP reception and ending it either by an accept or a reject 
message from an SU.   

4   Representation of Cooperative Network Using Petri Nets  

To model the cooperative spectrum sharing between primary and secondary users 
and to capture their behaviors, Petri net (PN) model is proposed. The reason for 
using PNs is their discrete and distributed nature to capture the dynamics of de-
centralized networks. PN is a graphical tool for the formal description of the flow 
of activities in complex systems. Generally, PNs are used to represent the logical 
interactions among nodes, devices and parts of a system. It has two types of nodes, 
namely a set of places P = {p1, p2,…. pn} and a set of transitions T = {t1, t2, …. tm}. 
A place is represented by a circle and a transition by a bar (or by a box). Further, 
PNs consist of set of inputs I, outputs O and the markings M (assignment of tokens 
to the places). The marking of a PN is a vector, the components of which are posi-
tive integer values. The dimension of this vector is equal to the number of places. 
A token (represented by a small filled circle) is moved from one place to another 
when a transition is fired, for example: firing a transition will allocate a resource 
from one node to another and this firing can be represented by removal of a token 
from input place and its addition into the output place.  

Cooperation Model 
The proposed Petri net N is a five tuple N = {P, T, I, O, M}, where P is the finite 
set of places, T is a finite set of transitions, I and O, are the input and output func-
tions which specify the input and output places of transitions respectively.  
M = {M0, M1, M2,….,Mf} is the set of markings such as Mo and Mf denote the sets 
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of initial and final markings, after firing of all the transitions. Here, we also denote 
by:  

• *t is the input place p of transition t, such that (p,t) ∈  I.    
• t* is the output place p of transition t, such that (t,p) ∈  O.     
• *p is the input transition t of place p, such that (t,p) ∈I.     
• p* is the output transition t of place p, such that (p,t) ∈O.     

The places represent various states of primary and secondary users and a transition 
is said to be enabled when an event is about to occur (such as sending message, 
receiving responses). If a transition t∈T is enabled, then it can be fired. Firing a 
transition will remove a token(s) from each *t and will add token(s) to t*. For-
mally, firing transitions consists of transforming the Mo of N into Mf as follows:  
 

if p ∈*t 
if p∈ t*                             (1) 
otherwise 
 

 

Figure 2 describes the situation where the SU5 (of figure 1a) has simultaneously 
sent its CfPs to PU2 and PU3 and it has been able to make a spectrum sharing deal 
with PU2. This PN based model is been proposed to show the behavior of a secon-
dary user when it has to deal with more than one proposal. Similarly, the primary 
user will behave on the same manner when it has to handle more than one CfP. 
Table 1 shows various states, while table 2 depicts the initial and final markings of 
tokens after firing of all the transitions. It is clear from table 2 that the final mark-
ing Mf becomes ‘3’, only when a resource is been shared or the price is been paid. 
Before going into details, we can define a few important terms related to our  
proposed model. 

Definition 1. For a secondary user SUi∈SU, the Petri net Ni = {Pi, Ti, Ii, Oi, Mi} 
for an empty part of the spectrum si for time ti, is a working model if and only if 
the movement from initial marking Mosi to final marking Mfsi, after firing all transi-
tions, results in the maximization of its utility function Usui such that Usui = 
(si× ti)/ci where ci is the corresponding price SUi is asked to pay for its spectrum 
utilization. Similarly, for a primary user PUj∈PU, the Petri net Nj = {Pj, Tj, Ij, Oj, 
Mj} for the price cj and for its empty spectrum portion sj, the movement from ini-
tial marking Mopj to final marking Mfpj, results in the maximization of its utility 
function Upuj such that Upuj = cj /(sj× tj). 

Definition 2. A Petri net Ns = {Ps, Ts, Is, Os, Ms} for an empty part of the spectrum 
s, is said to be unsuccessful if moving from Mos to Mfs, results in no change in the 
utility functions of both the participating secondary and primary users such that:  

Usui = 0 and Upuj= 0, ∀ {SUi, PUj} ∈{SU, PU}                       (2) 
where {Usui, Upuj}∈   

Definition 3. Let Md be a desired markings set. The final marking set Mf is accept-
able if and only if it represents the combination of both Mo and Md i.e. 
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Table 1 Various Spectrum sharing states 
 

p1 SU5: ready to send CfP 
p2 PU2: PU agent’s cache (CfP arrives) 
p3 PU3: PU agent’s cache (CfP arrives) 
p4 PU2 : ready to receive CfP 
p5 PU3 : ready to receive CfP 
p6 SU5: CfP sent and wait for proposal(s) 
p7 PU2: CfP received 
p8 PU3: CfP received 
p9 SU3: SU agent’s cache (proposals arrive) 
p10 PU2: proposal sent and wait for the final response 
p11 PU3: proposal sent and wait for the final response 
p12 SU3: proposal received  
p13 PU2: PU agent’s cache (accept arrives) 
p14 PU3: PU agent’s cache (reject arrives) 
p15 PU2: temporary waiting phase  
p16 PU2: further CfP receiving stopped  
p17 PU3: reject received and temporary waiting phase 
p18 PU3: further CfP receiving stopped 
p19 PU2: ready to share the requested spectrum 
p20 SU5: ready to utilize spectrum 
p21 SU5: spectrum utilized and ready to pay price 
p22 PU2: spectrum shared and ready to receive price 
p23 SU5: price paid 
p24 PU2: price received 

 

 

Fig. 2 An SU handling several proposals 
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Mf = Mo + Md                                     (3) 

From table 2, it is clear that, compared to Mo, there are one more token in places 
P16, P18, P20, P22, P23 and P24. Thus, we can say that our PN-based model is not re-
stricted to the initial marking Mo, since it is possible to increase the marking of at 
least one of the places to infinity.   

Definition 4. a). The proposed PN is said to be k-bounded if the number of tokens 
in its places do not exceed k such that k is any integer > 0. 

b). A PN is bounded when it is k-bounded.  

Table 2 Several initial and final markings 

 

The definition 4 is important in a sense that it is sometimes desirable to know 
whether the number of tokens in a cooperative PN is bounded in order either to 
define the size of the network or to check it for internal errors. For instance, some 
tokens may permanently stay in the places creating bottleneck situation, which is a 
serious drawback for cooperative networks.    

5   Some Experimental Results 

To conduct our experiments in JADE, we consider an ad-hoc scenario with multi-
ple primary and secondary user agents and evaluate the performance of our  
PN-based cooperative approach. We randomly place a number of primary and 
secondary users in a specified area where each of the devices contains an agent 
deployed over it for cooperation purposes. For simplicity, two different fixed val-
ues of times (such as T1 and T2) are assumed, where Time 1 (T1) represents the 
short-term case and Time 2 (T2) is the longer period. When T1 is considered the 
SU agents can ask for the amount of spectrum within one hour limit 
(i.e.0≤T1≤ 60Minutes) and similarly this limit is within two hours as in case of 
T2 (i.e.0≤T2≤ 120Minutes). Our simulation starts with the total number of 6 SUs 
and 4 PUs, and for each next round there is an addition of 10 agents (i.e. 6 SUs 
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and 4 PUs). The simulation is conducted for 10 subsequent rounds, with a total of 
20 hours per day, for both T1 and T2 respectively and the average values of pa-
rameters are taken to draw the graphs. The PU agent’s utility is represented as the 
price paid by SU agents for spectrum utilization divided by the amount of spec-
trum it has shared for the respected time period (holding time) as required by the 
SUs. The SU agent’s utility is represented as its spectrum usage for the required 
time divided by the corresponding price paid to the PUs.  

In Figure 3, we compare the average utility of primary and secondary user at T1 
with those at T2 for different numbers of users (10, 20, 30,….). The figure shows 
that when the time limit is T2, the utilities are a bit less compared to the results ob-
tained at T1. This is because the environment is partially mobile and some of the 
users are slightly hesitant to share their spectrum for longer periods. We observe 
that the average utility values show the linear behavior even with the increased 
number of agents.  

 
 

 
 

Fig. 3 Average utility of each agent        Fig. 4 Total spectrum usage 

Figure 4 illustrates the percentage resource utilization of SUs over time periods 
T1 and T2. The beginning of the graph indicates that all the required resources are 
completely shared; whereas when the number of SUs reaches the middle values 
(30 to 40), approximately 90% of resources are shared. This spectrum sharing 
trend continues following the same pattern reaching higher values with achieved 
percentage of resources is between 75 to 85%. Thus, the performance degradation 
in terms of spectrum sharing is not high, even with large resource requirements. 

6   Conclusion and Future Perspectives 

In this paper, a model for dynamic spectrum allocations using cooperative multi-
agent system is presented. By detailing the spectrum allocation process using Petri 
net, we show that the approach is simple and effective in its working. While taking 
into account static spectrum allocations, we described a model for distributed ap-
proaches to allocate spectrum dynamically. The experimental results show that the 
proposed approach can absorb the high spectrum sharing demands by introducing 
the agents’ cooperation between primary and secondary user devices. By examin-
ing the experimental results, it seems that high-quality utility based results can be 
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achieved without a global control but with a cooperative solution in which agents 
rely on information from their neighborhoods. We are currently working on SU-
to-SU cooperation based scenarios, in order to avoid unnecessary collisions and 
interferences. Our future work extends towards the comparison of our results with 
game-theoretical approaches.  
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A Multi Agent Architecture for Tourism
Recommendation

Laura Sebastia, Adriana Giret, and Inma Garcia

Abstract. In this paper, we present a Multi Agent System aimed to support an
user on the realization of different leisure and tourist activities in a city. The system
integrates agents that cooperate to dynamically capture the user profile and to ob-
tain a list of suitable and satisfactory activities for the user, by using the experience
acquired through the interaction of the user and similar users with the system. More-
over, the system is also able to generate a time schedule of the list of recommended
activities thus forming a real activity plan. This paper focuses on the architecture
and functional behaviour of our system.

1 Introduction

Nowadays, most people who plan a trip or a day-out will first initiate a search
through the Internet. More and more people realize the advantages of the new tech-
nologies for planning leisure activities as an increasing number of companies and
institutions offer tourist information which is easily accessible through web services.
However, these sites provide the same piece of information to all users without con-
sidering the specific profile or needs of the user, which causes that the user has to
process a large amount of information in order to pick up the preferable items.

e-Tourism [7] is an user-adapted tourism and leisure application. It recommends
the user a list of activities to perform in the city of Valencia (Spain) by analyzing the
captured user profile. It also computes a time schedule for the list of recommended
activities taking into account the distance between places, the opening hours, etc.
- that is an agenda of activities. We already have an implementation of this appli-
cation, but we noticed some requirements that make it more appropriate to develop
this application as a Multi-Agent System (MAS). These requirements include: new
users should be able to enter the system at any time, existing users should be able
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to leave the system as well, tourism activities and information need to be updated
accordingly, and new recommendation and planning techniques should be easily in-
tegrated. Moreover, cooperation scenarios should be created on demand depending
on the tourism preferences of the user and the recommendation provided. To this
end, the e-Tourism application requires a flexible architecture to implement multi-
ple users, multiple general and particular tourism preferences, a negotiated planned
agenda, different planning and recommendation techniques, etc. In this work we
present a Multi-Agent architecture of e-Tourism focusing on the system components
and its functional behaviour. This MAS architecture provides flexibility, openness,
adaptability, and scalability to a tourism recommender and planning system.

This paper is organized as follows. Section 2 gives a brief state of the art of Multi-
Agent RS. Section 3 introduces the MAS architecture of e-Tourism and describes the
knowledge representation used. Sections 4 to 6 detail each agent and organization
in this architecture. We finish with some conclusions and further work.

2 Background

A recommender system (RS) [6] is a personalization tool that attempts to provide
people with lists of information items that best fit their individual tastes. A RS in-
fers the user’s preferences by analyzing the available user data, information about
other users and information about the environment. Most of the implemented RS are
either stand-alone or client-server systems [5]. Stand-alone systems can only infer
the recommendations by inspecting some existing information source. There is no
possibility for explicitly stating opinions and no possibilities of exchanging infor-
mation between agents [2]. A Multi-Agent RS uses agents to help in the solution
process, trying to improve the recommendation quality. The agents cooperate and
negotiate in order to satisfy the users, interacting among themselves to complement
their partial solutions or even to solve conflicts that may arise.

In the tourism domain, [3] proposes a MAS recommender approach where there
is a community of agents in charge of searching information on the components
of the travel package. The agents work in a distributed and cooperative way, shar-
ing and negotiating knowledge with the global objective of recommending the best
travel package to the user. CASIS [4] uses a metaphor from swarm intelligence to
define a case-based RS with the global objective of recommending the best travel
package to the user. Nevertheless, unlike e-Tourism, in these two approaches there
is no record about previous users so that a new recommendation process to the same
user must re-start from scratch. Besides these systems, mainly focused on recom-
mending a travel package, in the tourism domain we can find other systems aimed at
recommending a list of activities that a tourist can perform in a city. In addition, it is
interesting to have the recommended visits organized as an agenda in order to visit
as many places as possible and to minimize the trips between places. The definition
of a tourist plan is a time consuming task that involves managing different kinds of
information as opening hours, distances between places or the time spent on visit-
ing each place. So, the task of the tourism recommender system is not only to help
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select the places to visit but also to organize a visit plan. In this paper we work on
recommending tourist plans based on the user preferences and minimizing the trips
between places. Our work is similar to BerlinTainment [10], which is a MAS that
can be used to plan comprehensive day itineraries for entertainment on Berlin and
determine current locations, points of interest, and routes. It provides the user with
personalized recommendations (using a feature-based filtering) and location-based
information. Our approach focuses on recommending a list of the activities that a
tourist can perform in the city of Valencia. It also considers activities timetables and
distances between the activities to compute the leisure and tourist agenda.

3 e-Tourism MAS Architecture Overview

The Multi-Agent architecture designed and built for the e-Tourism application has
six main cooperation scenarios in which different agent types (roles) interact to
achieve some goals. Figure 1 shows the different scenarios and the roles in the MAS
architecture. We define four roles: the User role, to represent users; the GRSK (Gen-
eralist Recommender System Kernel) role, to represent the recommender system,
the Planner role, to represent the planning system and the Finder role, to represent
the information update mechanism. These roles are in charge of six use cases: (i)
Register User: When a user first enters the system, the first step is to register and
enter his personal details and general preferences. (ii) Request Visit: Each time the
user enters the system for a new visit he will be requested to introduce his specific
preferences for the current visit: the dates of the visit, his time schedule, if he is on
his own or with children, etc. (iii) Recommend Activities: When a user requests a
visit, the GRSK is in charge of generating a list of activities that are likely of interest
to the user. (iv) Plan Tourist Agenda: From the list of recommended activities, the
user selects those he is really interested in and discards those he does not want to be
included in the final plan. At this stage the planning system schedules the activities
according to the time restrictions of the user and the environment. (v) Update User
Profile: When the user logs again in the system, he is asked to rate the activities in
the last recommended plan. These ratings are used to improve the user profile and to
gain more suitable recommendations. (vi) Update Tourism Info: The Finder role
is in charge of keeping updated tourism information and activities in the system. In
this way new activities can be added, existing ones can be deleted or modified, etc.

e-Tourism uses a tourism ontology to describe the features of the activities to
recommend and the user profiles. It comprises a set of features that are commonly
managed in a tourism domain like architectonic styles or types of buildings, ex-
tracted from the ”Art & Architecture Thesaurus”1. Unlike other ontologies (such as
Harmonize2), which mainly cover accommodation facilities, events and activities,
we need to represent feature of the locations and points of interest. Figure 2 shows
part of the tourism ontology. An item i in e-Tourism (that is, an activity) is defined
by a list of preferences.

1 www.getty.edu/research/conducting-research/vocabularies/aat
2 www.harmonise.org
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Definition 1. Let T be the set of all features in the ontology. A preference is a pair
on the form ( f i

n,r
i
n), where f i

n ∈ T is a feature defined in the ontology; ri
n ∈ [0,100]

is the degree of interest of fn to the item i.

For example, according to the ontology in figure 2, the description of ”Visit to
Valencia Cathedral” is set to {(Gothic,80),(Cathedral,90), ...}. The item ”Visit to
Marques de Dos Aguas Palace” is described by the pair (Gothic, 70) because it is
considered to be a less interesting gothic building than the Cathedral. Additionally,
activities are associated a value ACi to represent how many times it has been per-
formed when recommended. The information about items is updated by means of
agents that play the Finder role.

4 UserAgent

The User role of figure 1 is played and implemented by one or more UserAgents.
This agent represents a user of e-Tourism that wants to plan a visit.

A UserAgent (figure 3(a)) stores a user profile that includes personal and demo-
graphic details about the user, like age, gender, family or country. This profile can
be initialized, modified or consulted by means of the Set, Change and Get Profile
tasks, respectively. These tasks are executed whenever the Register User and Up-
date User Profile Use Cases of figure 1 are executed. Second, the user general pref-
erences model, denoted by GPu (General Preferences), contains the description of
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Fig. 3 (a) Agent diagram of the UserAgent and (b) Agents of the GRSK organization

the types of items the user u is interested in. This description is composed by a set of
preferences (definition 1). We consider GPu as a goal for our user agent (figure 3(a))
because these preferences must be fulfilled by the recommendation provided to the
user. These preferences are initialized when the Register User Use Case is executed
and handled by means of the Set, Change, Inform and Get Preferences tasks.

Each time the user enters the system for a new visit (CreateVisit task), that is
whenever the Request Visit Use Case is executed, he will be requested to introduce
his specific preferences for the current visit (Visit Preferences), which may differ
from his general preferences. For example, unlike other user trips, he might not be
traveling with children in the current visit. The visit specific preferences are also
defined by a set of preferences (definition 1). Moreover, the user also indicates his
current location, which is stored in the Current Status and the maximum number N
of recommendations he desires. The UserAgent keeps data about the current inter-
action of the user with the system. The list of recommended items provided by the
system to the UserAgent (as a result of the Recommend Activities Use Case of figure
1) is stored as the Current Recommendation. From this list of recommendations,
the user picks up the activities he is really interested in, and discards those ones he
does not want to be included in the final agenda. The remaining items are marked
as indifferent. This process is performed by means of the SelectRecommendedItem
task. The list of selected and indifferent items is considered to build the agenda
of activities, that is, the Current Plan in the Plan Tourism Agenda Use Case of
figure 1 with the help of the PlannerAgent (see section 6). The result of the planning
process is a list of activities joint with an specific start time and a duration.

When the user is recommended an activity, he can perform this activity or not.
Moreover, if the user performs the activity, it can be satisfactory (at a certain de-
gree) or not. This information is crucial for the system because it can be considered
in order to improve future recommendations. Then, when the user logs again in the
system for a new query, he is asked to rate the items recommended in the previous



552 L. Sebastia, A. Giret, and I. Garcia

interaction. The user will specify which activities he has performed and the degree
of satisfaction executing the Update User Profile Use Case of figure 1. This infor-
mation is stored as Previous Visits.

5 GRSK Organization

The main goal of the Generalist Recommender System Kernel (GRSK) is to generate
the list of activities to recommend to the user. The GRSK is generalist in the sense
that it can work with any application domain as long as the data of the new domain
can be defined through an ontology representation.

The core of the GRSK (figure 3(b)) is called the GRSKAgent, which is the man-
ager of the recommender organization. In order to respond to a request for a rec-
ommendation by a UserAgent, it invokes the different RS agents which derive a set
of positive and negative constraints: CPu, the positive constraints, which denote the
preferences (definition 1) that the recommended items must meet; and CNu, the neg-
ative constraints, which denote the preferences that the recommended items must
not fulfill. The items that match these constraints are recommended. The GRSK
has been designed to have the possibility of easily adding new recommendation
techniques. This is so thanks to the distributed GRSK architecture in which every
recommendation technique is encapsulated into an agent: this way a new technique
can be easily added by means of a new agent compliant with the interaction protocol
detailed below. The functioning of the four basic RS techniques are explained in [7].

The process to obtain a recommendation is performed as follows. A user is de-
scribed by a user profile and a set of general and specific preferences which are used
by the RS to infer the set of positive and negative constraints. Each RS agent returns
a set of CPu except the current-preferences-based filtering agent, which returns both
a set CPu and a set CNu. These RS agents can obtain a different set of constraints or
a different degree of interest for the same feature. Moreover, they are autonomous to
decide whether the constraints they have obtained are accurate enough to be consid-
ered to obtain the final recommendation. Once all the RS have computed the corre-
sponding CPu and CNu, the second step in the recommendation process is executed.
The first task is to obtain a joint list of constraints from the lists returned by each RS
agent (Mix(CP,CN)). This is computed as follows. For each feature fn included in a
list of positive constraints CPu returned by a RS agent, a pair ( fn,rn) is added to the
final list of positive constraints CP′, where rn is the average of the values associated
to fn in all the positive constraints lists. The same process is applied to obtain the
final list of negative constraints CN′. Then, the list of items that match CP′ and CN′
is computed (GetItems(CP′,CN′)). An item i matches CP′ and CN′ if it satisfies a
positive constraint, it does not satisfy any negative constraint and it has not already
been accepted by the user. The GRSKAgent computes a priority for each item in this
list according to the values of ACi, the degree of interest associated in the ontology
and the estimated degree of interest calculated by the RS agents. The list of items
is ordered according to the computed priority. The GRSKAgent selects the N best
recommendations, which is the set of recommended items to the user u. This list
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Fig. 4 Agent diagram of the PlannerAgent

is finally recommended to the UserAgent. At this moment, the UserAgent executes
the SelectRecommendedItems task to obtain the filtered recommended items, which
will be used by the PlannerAgent to build the agenda.

6 PlannerAgent

The PlannerAgent (figure 4) is responsible of computing a feasible plan from the
list of activities recommended by the GRSKAgent and then filtered by the user. It
manages three groups of different data: (a) the User Planning Preferences, such as
the visit date, the user available time, the current geographical location of the user,
etc.; (b) the information about each activity (Activity Data) such as the opening
hours of each activity, the address of the place where the activity takes place, the
duration of activity, etc.; (c) information about the city map (City Data), which
comprises the city streets and the streets intersections.

All these data are properly analyzed and combined by the PlannerAgent to build
the user-adapted planning problem. The PlannerAgent must select which activities
among all the filtered activities to include in the plan, because not all these activities
will be likely included in the plan since the scheduling will depend on the user avail-
able time, his temporal constraints and the time restrictions of the environment (i.e.
opening hours of places). Therefore, we are facing a Partial Satisfaction Planning
(PSP) problem [8]. Unlike classical planning problems, in PSP problems the solu-
tion plan is not required to achieve all the goals but instead achieve the best subset of
goals given the resource limitations. In the particular context of the calculation of a
tourist agenda for a given user, the goal is to obtain a plan with the most satisfactory
activities (as possible), trying to minimize the time spent on going from one place
to another. This process is detailed in [7].

7 Conclusions and Further Work

e-Tourism is a multi-agent system that generates personalized recommendations
about tourist tours in the city of Valencia (Spain). It is intended to be a ser-
vice for foreigners and locals to become deeply familiar with the city and plan
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leisure activities. e-Tourism makes recommendations based on the user’s tastes, his
demographic classification, the places visited by the user in former trips and, finally,
his current visit preferences. The tool shows the user an agenda of recommended
activities which reflect the user’s tastes and takes into account the geographical dis-
tance between places and the opening hours of these places.

A future research line is to extend e-Tourism for group recommendation, calcu-
lating the list of activities according to the global or particular constraints rather than
in terms of the group preferences. Our aim is to apply agreement technologies for
group recommendation, in order to increase the reliability of electronic communities
by introducing human social control mechanisms.
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Improving Functionalities in a Multi-agent 
Architecture for Ocean Monitoring 

Fernando de la Prieta, Oscar Gil, Carolina Zato,  
Beatriz Martín, and Alberto García* 

Abstract. This paper presents an improved version of a multiagent architecture 
aimed at providing solutions for monitoring the interaction between the atmosphere 
and the ocean. The ocean surface and the atmosphere exchange carbon dioxide. 
This process is can be modeled by a multiagent system with advanced learning and 
adaption capabilities. The proposed multiagent architecture incorporates CBR-
agents. The CBR-agents proposed in this paper integrate novel strategies that both 
monitor the parameters that affect the interaction, and facilitate the creation of 
models. The system was tested and this paper presents the results obtained. 

Keywords: Multi-Agent Systems, Intelligent agents, Distributed Computing. 

1   Introduction 

Multi-agent systems are very appropriate for resolving problems in a distributed 
way [15]. Agents have a set of characteristics, such as autonomy, reasoning, reac-
tivity, social abilities, pro-activity, mobility, organization, etc. which allow them 
to cover several needs for dynamic environments. Agent and multi-agent systems 
have been successfully applied to several scenarios, such as education, culture,  
entertainment, medicine, robotics, etc. [3], [21]. Moreover, the continuous ad-
vancement in mobile computing makes it possible to obtain information about the 
context and also to react physically to it in more innovative ways [15]. Neverthe-
less, complex systems need higher adaptation, learning and autonomy levels than 
pure BDI model [1]. This can be achieved by modelling the agents’ characteristics 
[23] to provide them with mechanisms that allow solving complex problems and 
autonomous learning [8].  

One of the factors of greatest concern in climactic behaviour is the quantity of 
carbon dioxide present in the atmosphere. Carbon dioxide is one of the greenhouse 
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gases that helps to make the earth’s temperature habitable, so long as it is main-
tained at a certain level [20]. The main system regulating carbon dioxide in the 
atmosphere has traditionally been thought to be the photosynthesis and respiration 
of plants. However, teledetection techniques have been able to show that the ocean 
plays a highly important role in the regulation of carbon quantities, although the 
full significance of this still needs to be determined [12, 20]. Current technology 
allows us to obtain data and make calculations that were unthinkable some time 
ago.  This data provides an insight into the original source of carbon dioxide, the 
decrease in carbon dioxide, and the causes for both [16], which allows us to make 
predictions about the behaviour of carbon dioxide in the future. 

The aim of the present study is to improve the functionalities of an architecture 
that makes it possible to construct dynamic systems capable of growing in dimen-
sion and adapting their knowledge to environmental changes [3, 8]. The mission 
of the multiagent system is to globally monitor the interaction between the ocean 
surface and the atmosphere, facilitating the work of oceanographers. The system is 
being used in order to evaluate and predict the amount of carbon dioxide (CO2) 
absorbed or expelled by the ocean in the North Atlantic [6]. The CBR-BDI agents 
[5] presented in the framework of this research incorporate innovative techniques 
in each of the stages of the CBR cycle. The retrieve phase incorporates a novel 
strategy based on growing cell structure neural network that provides a set of 
cases grouped in meshes according to similarity criteria. The reuse phase is com-
posed of a multilayer perceptron neural network and a Jacobean sensitive matrix. 
The revise phase is carried out by means of a pondered weight technique. Finally, 
the retain stage updates the growing cell structure neural network. 

The next section reviews the environmental problem that motivates the major-
ity of this research. Section three describes the multiagent architecture specifically 
developed to monitor the air-sea interaction. Section four presents the CBR-BDI 
agent based system developed. Finally the conclusions and some preliminary re-
sults are presented. 

2   Problem Description and Background 

In recent years a great interest has emerged in climactic behaviour and the impact 
that mankind has had on the climate. One of the most worrying factors is the quan-
tity of CO2 present in the atmosphere. Until only a few years ago, the photosyn-
thesis and breathing processes in plants were considered to be the regulatory  
system that controls the presence of CO2 in the atmosphere. However, the role of 
the ocean in the regulation of carbon volume is very significant and so far remains 
indefinite [19]. Current technology makes it possible to obtain data and estimates 
that were beyond expectations only a few years ago. The goal of this project is to 
construct a model that calculates the global air-sea flux of CO2 exchanged between 
the atmosphere and the surface waters of the ocean. In order to create a new model 
for the CO2 exchange between the atmosphere and the oceanic surface a number of 
important parameters must be taken into consideration: sea surface temperature, 
air temperature, sea surface salinity, atmospheric and hydrostatic pressures, the 
presence of nutrients and the wind speed vector (module and direction) [20].  
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These parameters can be obtained from oceanographic ships as well as from 
satellite images. Satellites provide a great amount of daily information and there is 
a growing need for the ability to automatically process and learn from this source 
of knowledge. These parameters allow us to calculate the variables that define our 
models, such as the velocity of gas transfer, solubility, or the differentiation be-
tween partial pressures on the atmosphere and sea surface (a case structure is 
shown in Table 1).  

Table 1 Case Attributes 

Case Field Measurement 
DATE Date (dd/mm/yyyy) 
LAT Latitude (decimal degrees) 
LONG Longitude (decimal degrees) 
SST Temperature (ºC) 
S Salinity (unitless) 
WS Wind strength (m/s) 
WD Wind direction (unitless) 
Fluo_calibrated fluorescence calibrated with chlorophyll 
SW pCO2 surface partial pressure of CO2 (micro Atmospheres) 
Air pCO2 air partial pressure of CO2 (micro Atmospheres) 
Flux of CO2 CO2 exchange flux (Moles/m2) 

3   Multiagent System for Predicting the Ocean Behaviour 

To handle all the potentially useful data to create daily models in a reasonable 
time and with a reasonable cost, it is necessary to use automated distributed  
systems capable of incorporating new knowledge. Our proposal consists of a mul-
tiagent system whose main characteristic is the use of CBR-BDI agents. The ar-
chitecture was detailed in previous works [3, 8] and is shown in Figure 1. 

 

Fig. 1 Diagram of the architecture of our MAS 
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Figure 1 illustrates a multiagent system in which is it possible to observe how a 
Modelling agent with a CBR-BDI architecture is responsible for the creation and 
evaluation of models in terms of the data received from the Store, Vessel and User 
agents. This model makes it possible to monitor and predict the carbon dioxide 
exchange between the ocean surface and the atmosphere. The Store agent proc-
esses the images from the satellite and transforms them for use by the system. 
Each Vessel agent is installed in a ship and collects information in-situ that makes 
it possible to evaluate the models created by the Modelling agent. The User agent 
can interact with any of the other agents [22]. Figure 1 shows how the agents in-
teract with each other and with their surroundings [1, 4]. In order to resolve the 
problem from an oceanographic perspective, the ocean was divided into a series of 
zones in each of which there is a Modelling Agent, a Store Agent, and various 
Vessel Agents. 

This paper presents an improved version of the Modelling agent [3, 8], incorpo-
rating novel strategies in the retrieve, reuse and revise stages of the CBR-agent 
cycle. These innovative strategies are presented in detail in the following section. 

4   Agents with Advanced Prediction Abilities 

The deliberative agents proposed in the framework of this investigation use the 
concept of Case-based Reasoning (CBR), a type of reasoning based on the use of 
past experiences [14], to gain autonomy and improve their problem-solving capa-
bilities. The method proposed in [5] facilitates the incorporation of case-based rea-
soning systems as a deliberative mechanism within BDI agents, allowing them to 
learn and adapt themselves, lending them a greater level of autonomy than pure 
BDI architectures [1]. Accordingly, CBR-agents implemented using case-based 
reasoning systems can reason autonomously and therefore adapt themselves to en-
vironmental changes. The case-based reasoning system is completely integrated 
within the agents’ architecture.  

The Modelling agent, a CBR-BDI agent that has two principal functions. The 
first function is to generate models that are capable of predicting the atmos-
pheric/oceanic interaction in a particular area of the ocean in advance. The second 
is to permit the use of such models. The reasoning cycle of a CBR system is in-
cluded among the activities, and is comprised of the retrieval, reuse, revise and re-
tain stages. An additional stage is used to introduce an expert’s knowledge. This 
reasoning cycle must correspond to the sequential execution of some of the agent 
roles. The Modelling agent carries out roles to generate models such as Jacobean 
Sensitivity Matrix (JSM), Pondered Weigh Technique (PWT), Revision Simulated 
Equation (RSE), and other roles that allow it to operate with the calculating mod-
els, like Forecast Exchange Rate, Evaluate Model or Consult model. The roles 
used to carry out the stages of the CBR cycle are described as follows.  

The content of the information stored in the memory of cases for each of the 
cases is described in Table 1. As can be seen, a case consists of a series of vari-
ables that can be represented as a tuple c=(d, l, o, t, s, w, r, f, p, a, M, e, x), where 
d represents the date, l the latitude, o the longitude, t the temperature, s the salin-
ity, w the wind strength, wd the wind direction, f the fluorescence calibrated, s the 
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surface partial pressure of CO2, a the air partial pressure of CO2, M the Multilayer 
Perceptron (MLP) associated to the case, e the  CO2 Flux, and i the exchange 
value. The memory of cases is defined as a set of cases and is represented as 
C={c}. When a new problem is studied, the system incorporates a new case cn+1 

and a new CBR cycle is executed: 

Retrieve phase: The retrieval process identifies those cases in the memory of 
cases that have the highest level of similarity with the new case cn+1. In order to do 
so, the memory of cases is structured in such a way so as to group together the 
most similar cases. GCS [13] (Growing Cell Structure) is used at this stage, since 
GCS does not set the number of neurons, or the degree of connectivity. GCS net-
works adjust the data by means of a series of disconnected meshes that are ob-
tained during the training stage of the neural network. In this sense, the neural 
network provides a series of distributed meshes that represent the memory of 
cases. Each of the cases of the memory of cases is assigned to the nearest mesh, so 
when a new case is studied, the closest mesh is selected along with the cases asso-
ciated to the mesh. These are the cases that will be used in the reuse phase. If there 
exists is a neural network that has been previously trained with the set of retrieved 
cases, that is, a CBR cycle previously executed with the cases of the selected 
mesh, then the settings of the neural network are reloaded.  When the training 
process finishes, the result obtained is a set of cases grouped in meshes that are 

represented as }/{ CggG ii ⊆= , where jigg ji ≠∀=∩  φ . 

Reuse phase: This phase is carried out by means of a multilayer perceptron [18]. 
The MLP makes only use of the data recovered in the retrieve phase instead of 
working with all the data stored in the memory of cases. This fact provides a nota-
ble reduction in the time required for the training stage of the MLP, and improves 
the prediction provided by the neural network since the data are more homogene-
ous. When the group gi has already executed a Reuse phase and, as a result, it is 
associated with a previously trained MLP, then it is necessary to calculate the es-
timate error rate for the cases used by the MLP. If the condition established by 
Equation (1) is met, the training stage is not carried out.   
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where N represents the set of cases for the group gj, )( ig cM
j

 is the value esti-

mated by the MLP for the case ci, xi is the exchange value, and μ is the threshold 
that identifies the limit considered as valid. Otherwise, when a MLP does not pre-
viously exist, it is necessary to execute the training phase before making predic-
tions. To carry out the training phase of the MLP, it is necessary to readjust the 
data in such a way that all the data are normalized in the interval [0.2-0.8]. In the 
input layer of the MLP there is a neuron for each of the parameters shown in Table 
1, except the Flux of CO2, which is the solution for the cases. The number of neu-
rons selected for the hidden layer of the MLP is determined using the expression 
2n+1, where n is the number of neurons in the input layer. This value was defined 
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following the criteria proposed by Kolmogorov [18]. Finally, the output layer of 
the MLP is composed of a neuron that represents the Flux of CO2 parameter 
shown in Table 1. The training stage finishes when the cross validation, which 
uses 10% of the initial cases, provides an error rate that is lower than μ . Once the 
MLP has been trained, the Jacobean Sensitivity Matrix is calculated and the Pon-
dered Weigh Technique is applied.  

Revise phase: Revision Simulated Equation (RSE): During the revision stage an 
equation (F) is used to validate the proposed solution p*. 

)( 22 AIRpCOSWpCOksoF −=  (2) 

Where F is the flux of CO2, k is the gas transfer velocity (3), so is the solubility 
verifying (4) and pCO2 is the partial pressure of CO2 (5).  
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As can be seen in (6), k depends on Lat (Latitude), Long (Longitude). As can be 
seen in (7) so depends on tk = 273,15 + t. where t is  the temperature and s is  the 
salinity. Finally, in (8) it is possible to observe that pCO2 depends on the SST, 
which is the temperature of the marine surface or air as it corresponds to pCO2SW 
or pCO2AIR. The coefficients of the equation (8) depend on the month. 

Retain phase: This phase begins once the prediction has been compared to the re-
sult provided using the mathematical model. If the case is considered valid (if the 
prediction differs by less than 10%), the case is stored in the memory of cases. 
When this occurs, it is necessary to train the GCS network in order to include the 
new case in the structure of the memory of cases. In this way the new experience 
obtained processing the current case will be taken into consideration for the next 
prediction. 

5   Results and Conclusions 

The system described above was tested in the North Atlantic Ocean during 2003 
and 2004. Although the system is not fully operational and the aim of the project 
is to construct a research prototype and not a commercial tool, the initial results 
have been very successful from a technical and scientific point of view. The con-
struction of the distributed system was relatively simple, using previously devel-
oped CBR-BDI libraries [3, 4, 5, 3, 6]. facilitates the straight mapping between the 
agent definition and the CBR construction. The multiagent system automatically 
incorporated over 50,000 instances during the five months and eliminated 12% of 
the initial ones.  
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Fig. 2 Real CO2 flux and flux prediction 

Figure 2 shows a comparison of the real data and the predictions provided by 
the multiagent system working with data from 2003-2004. As shown in Figure 2 
the predictions provided by the multiagent system are accurate (9 of the 12 models 
were accepted as successful). The multiagent system makes predictions based on 
previous experiences, taking into account the similitude with past situations.  
Figure 2 shows how the precision of the prediction improves when the number of 
cases increases.  

On the other hand, it is necessary to control the number of cases in the memory 
of cases in order to avoid an excessive growth of the cases available. To maintain 
the memory of cases, we used a strategy based on priorities, consisting of a py-
ramidal structure of efficiencies. The multiagent system facilitates the incorpora-
tion of new agents that use different modeling techniques and learning strategies, 
so our future work will focus on the incorporation of new agents with alternative 
techniques and the execution of additional experiments. 
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Multiagent Systems in Stock Index Prediction 

Ricardo Antonello and Ricardo Azambuja Silveira* 

Abstract. This paper describes a method to reduce the uncertainty about invest-
ments in stock market. The objective is to predict the movements of the Bovespa 
Stock Index through multiagent system. The proposed system has a population of 
agents for each asset that is a constituent part of the stock index. Agents have 
learning skills due to the use of neural networks. Predict the direction of the popu-
lations of agents is more efficient than predict the direction based only on data in 
the index time series. 

Keywords: Multi-agent systems, time-series prediction, neural networks. 

1   Introduction 

In finance world the hypothesis known as the Efficient Market Hypothesis (EMH) 
implies that all the financial agents are rational and have at the same time, the 
same set of information available, in other words, information and expectations 
are reflected correctly and immediately in the price of assets. (Fama 1970; 1991). 

According to this theory, the fluctuation of the price of shares and financial as-
sets is randomic, and the best possible forecast for  tomorrow is the price of today 
and does not exist distortions in the prices of assets, since prices reflect all vari-
ables available. Thus, there is no way to protect the investor forecasting the future 
movements of the market and no investor would be able to obtain yields above the 
average market or to protect its assets applied to possible financial crises. How-
ever, there is not consensus on this theory (Malkiel 1999) and several empirical 
initiatives have shown that the claim of EMH is not entirely correct (Farmer 
1996). 

There are basically two main research areas  that, contrary to the EMH, try to 
forecast the future direction of movements. The first is an econometric point of 
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view and the second major area of research deals with the theory of modeling 
Multiagent Market (Theory of Multi-Agent Market Modeling) that focuses on 
micro-structure of the market on the assumption that the movements of prices 
emerge from the interaction of many individual actors of the market. (Bar-Yan 
1997 apud Grothmann 2002). 

The modeling of financial markets and other social phenomena based on multi-
agent systems have attracted the attention of many researchers in recent years 
(Gupta 2001) (Grothmann 2002) (Araújo 2004) (Galla 2006).  Several phenomena 
can be studied with this type of modeling including studies of growth of epidem-
ics, traffic of vehicles or pedestrians and investors in the stock exchange. 

The multiagent model markets are an alternative to Efficient Market Hypothe-
sis (EMH) (Fama 1970; 1991) or econometric models such as linear regression or 
neural networks, because it close much of the actual dynamics of financial mar-
kets as they are able to “capture the complexity and dynamics of behaviour and 
learning in financial markets using models of markets, strategies and more realis-
tic structures” (Farmer 1996 apud Grothmann 2002). 

This paper describes the use of a communities’ behaviour of software agents 
with cognitive capacity to forecast the direction of Bovespa Index, the main index 
of the Bolsa de Valores de São Paulo – Bovespa. Bovespa is the main Stock Mar-
ket in Brazil. Each asset in the index has an agent population that will be consid-
ered as the weight of the asset in the index to make the final decision to predict if 
the Bovespa Index rises or falls in the following period. 

2   The Bovespa Index 

Index of stock portfolios are a set of most representative stock on the market they 
represent. There are several indices that reflect the evolution of various interna-
tional markets, among which we mention the Dow Jones, SP500 and Nasdaq in 
the USA, the CAC of France, the UK's FTSE, the DAX of Germany, the Nikkei of 
Japan and the Hang Seng Hong Kong. 

The Bovespa is the main stock market in Brazil, and the Bovespa Index (Ibov) 
is the most important performance indicator of the average price of Brazilian stock 
market. The Ibovespa (Ibov), shows the behavior of the main stocks traded at Bo-
vespa. The index maintained the integrity of its historical series without any met-
hodological change since its implementation in 1968. 

Currently there are 66 shares in the index (portfolio of January to April 2009) 
(Bovespa 2009), which are selected based on criteria of liquidity, in other words, 
the most traded, the greater the chances of share being in the index. The Ibovespa 
is recalculated every four months and takes into account the movement of the last 
twelve months. In addition, each stock requires participation in terms of volume, 
more than 0.1% of the total period, and was negotiated by more than 80% of the 
total stock of the period. 
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Fig. 1 Shares that are part of the Bovespa Index with their respective weights (Bovespa 2009) 

3   Multiagent Systems for Modeling and Forecasting of the 
Stock Markets 

The modeling of financial markets and other social phenomena based on multi-
agent systems have attracted the attention of many researchers in recent years 
(Galla 2006) (Gupta 2001) (Grothmann 2002) (Araújo 2004). A number of phe-
nomena that can be studied with this type of modeling is huge including studies of 
growth of epidemics, traffic of vehicles or pedestrians and investors in the stock 
exchange. The modeling of the individuals that make the systems can artificially 
represent an investor in the stock market, a company in negotiations with suppliers 
or vehicle on a highway. After modeling the microeconomic aspects of individu-
als, it is possible to determine the macroeconomic aspect of the whole system. 
Thus, multiagent systems are able to “capture the complexity and dynamics of 
behavior and learning in financial markets using models of markets, strategies and 
more realistic structures” (Farmer 1996 apud Grothmann 2002).  

However, these financial models based on multiagent systems have some limi-
tations. There is a semantic specification of the agents (Grothmann 2002) and 
most models of decision making is done through functions adhoc (Challet 1997; 
1999), or mechanisms that can not be adjusted to external data. We have the ex-
ample of models based on the Minority Game (MG) (Zhang and Challet 1997) 
who based decisions to buy or sell in a table of binary values that is drawn from 
random initially. The table has a fixed number of strategies, each strategy has val-
ues that represent the last N iterations of the system beyond the act of sale or pur-
chase to be made, so the players choose a strategy based on this table and pay the 
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fixed strategies with scoring positive or negative depending on the outcome of a 
choice in the learning process by reinforcement. This level of rationality and deci-
sion-making does not match with the reality of a real financial market, and not be 
able to train the staff based on actual market data. 

Thus, we have to adapt the decision mechanism of the agents with econometric 
models as univariate or multivariate linear regression, or models with non-linear 
regression like neural networks that can be adjusted to real data (Grothmann 
2002). 

4   Neural Networks 

A neural network (NN), also called artificial neural network can be defined as a 
computational structure designed to mimic in a rudimentary way in which the hu-
man brain performs a particular task of interest (Haykin 1999). The main feature 
of a NN is the ability to learn, through their training. The problem of learning is to 
find, through an interactive process (where each entry causes a response) and it-
erative (repeated), a set of free parameters that enable the desired network per-
formance. In other words, it is the adjustment of synaptic weights (Wi) and the 
level of bias that produces the lowest level of error between the desired response 
and the response estimated by the network (in a time series) or the best boundary 
of separation (decision) between patterns in a dataset. 

In this work we are using neural networks in the decision engine of the agents, 
to be able to learn from the history of actual market prices and then take a decision 
on the following period. The main weakness of the NN to forecast future price is 
the noise in the historical series of data. Therefore, the neural networks are fed 
with data including stock quotes from the closing price, volumes of trading and 
moving averages calculated on the closing price of assets. 

To implement the neural networks of this work we used the Encog Artificial In-
telligence Framework for Java and DotNet (Encog 2009). 

5   The Agents 

In the method proposed in this work, a population of several agents has been cre-
ated. For each share of the Bovespa Index we created an agent called from now 
the decision agent that is dedicated to make the prediction of its own share a step 
ahead. The decision agent work together with a small population of neural agents 
that works, in a competitive way, to predict the movement direction of a specific 
share, always based on its training in actual historical prices of assets. The deci-
sion agent decides which neural agent will be used to predict a step ahead. In other 
words, we have for each share of the index an decision agent connected to a small 
population of neural agents. Neural agents will use historical market data to train 
and try to predict one step ahead, and after all the neural agents be trained and 
tested, the decision agent will capture indication from the most suitable agent.  

The last agent system, called from now the central agent has two responsibili-
ties. The first responsibility is to collect the choices that each decision agent has 
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about the direction of each share of the index, after collecting these choices, the 
central agent will calculate what the final forecast on the index. To generate  
the final index prediction the central agent will consider two information sets. The 
first set is composite by each share decision received from decision agents.  
The second set is the central agent knowledge about the weight of each asset 
(share) in the index; see Session 2 "The Bovespa Index" from this work for more 
details about the weights of each asset in the index.  

The second responsibility of the central agent is conduct a small population of 
neural agents that are training based only on historical prices of the Bovespa Index 
itself. This process is the same that each decision agent makes in every share of 
the index. Thus, you can perform a comparison of the decision a step ahead of all 
agents’ population from each share and compare with the decision based only on 
the historical prices of the index. It is expected that the decision-making of the 
population of agents is more accurate than the decision based only on the price 
index, since the population of agents looking in each share is more able to capture 
the microstructure of the market, creating a more realistic estimate. 

 
Fig. 2 Population of agents of the system: The decision agents communicate with a small 
population of neural agents. The neural agents receiving the prices of each asset (share) and 
the best agent prediction is considered by the decision agent. The central agent, than, com-
municates with all decision agents to do the final forecast. The central agent considers too 
its knowledge about the weight of each asset (share) within the index. 



568 R. Antonello and R.A. Silveira
 

 

6   Prediction a Step Forward 

Each neural agent will decide the up or down movement a step ahead by a deci-
sion engine based in a multilayer perceptron neural network (MLP-NN) acyclic 
(feedfoward). We used a setup based on 3 layers with resilient backpropagation 
training algorithm. The last layer always has one neuron that generates a value 
above or equal 0.5 to indicate high or below 0.5 to indicate low. The second or 
hidden layer have 5 neurons. Finally, the first layer receives the historical data 
price and the number of neurons represents the size of the time window used.  

 

Fig. 3 Configuration of neural network used in the neural agent’s engine's decision 

It is very important to observe that the final result is a binary prediction, up or 
down. We used this model to validate our work because another metrics like mean 
square error didn’t represent the best choice for this work. Some results can have a 
better mean square error but can generate less correct direction indications. 
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The configuration tested was composed of 10 neurons to 10 days of prices in 
the first layer. Actually, the neuron receives the daily return, not the price value 

itself. The return rt for day t is defined as 
1

1
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−−
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tt
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pp
 where pt is the actual price 

of the market on day t. 
The intermediate layer (hidden layer) was configured with 5 neurons where the 

activation function is the sigmoid function, which is defined as a strictly increas-
ing function that displays an appropriate balance between performance linear and 
nonlinear (Haykin 1999). The last layer formed by one neuron to issue the final 
decision on the network was configured with a sigmoid activation function too.  

All data presented to network was normalized in a range from 0 to 1, the same 
range of sigmoid function used in the layers. In all tests, we used a data set with 
three months of daily data. The last ten days were used to test the accuracy predic-
tion of the system and the rest data were used to train de the neural agents´ popula-
tion. In the test phase just not know data was submitted to the system. 

During the training phase, 5000 cycles was done to train the neural agents´ 
networks, but, to avoid the problem from over-fitting, we used early-stopping. 
Over-fitting decrease the ability to work with not knows data. Early-stopping 
training technique is very important to prevent the network from over-fitting. In 
this work a simple early stopping technique was used. During the training, after 
each cycle the network power of prediction is tested with training set, and always 
that the prediction is better or equal than 80%, a cycle counter is started. If, after 
100 cycles, the results over training set do not become better, the training stops. 
The same early-stopping technique was used in all neural agents´ networks, in-
cluding the neural agents that analyses only the index historical data. 

To decide which neural agent will be utilized to predict a stop ahead, the deci-
sion agent analysis the training phase from each neural agent, then the central 
agent takes the decision from the first neural agent that was stopped by early-
stopping with 80% or better right results.  

Finally, is important to define how de central agent will manage all decisions 
received from decision agents. The central agent, capture all direction decisions 
from decision agents and make its own prevision like following: 

⎟
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Where, pt+1 is the direction prediction (p) in time (t), in other words, pt+1 meaning 
the prediction a step ahead, di is the prediction from asset i decision agent, wi  
is the weight in the index from asset i, and n is the number from decision agents in 
the system, actually 66 because we have 66 shares in Bovespa Index. 

This formula generates a value that central agent interprets like following: if the 
result is a value greater or equal than 0.5 then an up direction is expected. If the 
result is a value smallest than 0.5 then a down movement is expected. 
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7   Results and Conclusions 

Several tests have been done from January, 01/2009 to November, 01/2009. We 
start the tests in January taking three consecutive months, where the last ten days 
from last month is used to test the accuracy prediction of the system and the rest 
data were used to train de the neural agents´ population. After that, we advance 
one month and go to February, and again, we take three consecutive months to 
train the system being the last ten days to test the prediction power with not know 
data. Each period was tested 3 times. Is important to observe that only daily clos-
ing prices was used, in others words, only the last price from the day were used to 
represent the daily price of each asset.  

Using the populations from multiagent system, the central agent indicates an 
average of 60.82% corrects directions. Otherwise, using the same configuration in 
the neural agents, but using only the data series from the index, the central agent 
indicates 52.08% of correct directions. The difference of 8.74% in the perform-
ance shows that the system proposed by this paper using each share from the index 
can predict the direction of Bovespa Index better than the same approach based 
only over the index temporal serie. 
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Experiments on Robotic Multi-agent System for Hose
Deployment and Transportation

Ivan Villaverde, Zelmar Echegoyen, Ramón Moreno, and Manuel Graña

Abstract. This paper reports an experimental proof-of-concept of a new paradigm
in the general field of Multi-Agent Systems, a Linked Multi-component Robotic
System. The prototype system realizes a basic task in the general framework of a
multi-robot hose transportation system: the trasportation along a linear trajectory.
Even this simple task illustrates some complexities inherent to the general task of
hose transportation. Artificial Vision is used to perceive the state of the system com-
posed of the agents and the hose. The robotic agents are autonomously controlled
by means of an scalable control heuristic. The system is able to deploy and transport
a passive object simulating a hose in straight line, avoiding the formation of loops
and dragging between robots.

1 Introduction

Multi-Agent Systems (MAS) have been proposed in several application domains as
a way to fulfill more efficiently a task by cooperation between several autonomous
agents [7]. This paradigm has a very direct application in robotics, as the physical
limitations of the real-life robots and the environments they are supposed to work
in impose severe restrictions to their capability to fulfill some tasks, up to the extent
that there are complex tasks that can not be accomplished by a single robot and must
be performed necessarily by a multi-robot system [2].

In the last two decades a lot of effort has been put in transferring the MAS
paradigm to mobile robotics. There are several reviews giving different categoriza-
tions [2, 1, 6, 3] focusing on different aspects of the multi-robot systems. Recently,
in [3] a categorization of Multi-component Robotic Systems (MCRS) has been done
focusing, among other aspects, on the way the robotic agents are physically con-
nected, identifiying three main types of MCRS: Distributed, Linked and Modular.
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This categorization presents an interesting novelty: while the Distributed and
Modular MCRS are familiar concepts, representing groups of robots unlinked and
joined by a rigid component, respectively, the Linked MCRS is a new category, not
previously identified in the literature and characterised by a linking passive element
between robots. This new category theoretically shows some new issues coming
from this passive element that the system’s agents have to cope with and we are
starting to deal with them from several points of view. In [5, 4] we addressed the
problem of modelling and derived the formal inverse kinematics and dynamics of
this kind of robots. In this paper we dwell more on the physical realization of a
proof-of-concept of a Linked MCRS with a concrete set of robots and a piece of
electric cable as the passive linking element.

In the following section 2 a brief description of the hose transportation problem
is given. In section 3 we detail the specifics of the approach followed to implement
this proof-of-concept, giving a description of the artificial vision perception system
and the agents’ control heuristic, finishing with an example of operation. Finally, in
section 4 we discuss the specific traits of this kind of multi-agent robotic systems
identified through the implementation of this proof-of-concept.

2 Robotic Multi-agent System for Hose Transportation

The transportation, deployment and manipulation of a long1 almost uni-dimensional
object is a nice example of a task that can not be performed by a single robotic agent.
It needs the cooperative works of a team of robots. In some largely unstructured en-
vironments like shipyards or large civil engineering constructions a typical required
task is the transportation of fluid materials through pipes or hoses. The manipu-
lation of these objects is a paradigmatic example of a Linked MCRS, where the
carrier robot team will have to adapt to changes in the dynamic environment, avoid-
ing mobile obstacles and adapting its shape to the changing path until it reaches its
destination.

The general structure and composition of this hose transportation robotic MAS
would be that of a group of robots attached to the hose at fixed or varying points. The
robots would search for space positions in order to force the hose to adopt a certain
shape that adapts to the environment, while trying to lead the head of the hose to a
goal destination where the corresponding fluid will be used for some operation. The
changing environment conditions may force changes in the hose spatial disposition,
to which the robots should be able to react. This general form can take multiple
implementations depending on several elements of its design:

• Robot-hose attachment: Robots could be fixed to a point of the hose, they can
move along it, or they can pull it through special gripping mechanisms.

• There can be a centralised control for all of the robots or, in a true MAS approach,
it can be decentralised, each robot taking its own control decision.

1 The adjective ”Long” used here is relative to the size of the individual robots. The object’s
length must be some order of magnitude greater than the robot’s size.
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• Robots can be homogeneous or heterogeneous, having different configurations
and tasks (e.g., “pulling” robots, which tow the hose, and “cornering” robots,
which take fixed positions and give shape to the hose).

• Perception can be global, with some agent acquiring a global view of the system,
or local, with every robot acquiring information of its close surroundings.

Our research group is actively involved in studying the hose manipulation problem
from diverse points of view, producing modelling and simulation of the hose-robots
dynamics and some problem characterizations [5, 8, 4]. However, the starting point
to achieve this system on a real robotic platform is the physical realization using real
robots of a vision controlled robotic MAS which faces the basic non-trivial issues
in this hose transportation problem.

3 Proof-of-Concept Prototype and Experiment

For the physical realization of this proof-of-concept we have defined the basic prob-
lem to solve: to control a robotic MAS whose objective is to perform the trans-
portation of the hose in a straight line in an environment without obstacles from an
initial arbitrary configuration of hose and robots. In case that the robots are fixed to
the hose or that an individual robot is not powerful enough to pull it or the initial
configuration of the hose is arbitrary, this task has to be necessarily performed by
several robots. Several robots have to be controlled to guarantee a certain hose con-
figuration and each individual robot motion has to be controlled in order to keep a
desired formation. Thus, although the task is the simplest one that can be defined,
it is a non-trivial task which poses several problems whose solutions are the corner-
stones of the solution of more sophisticated ones. Besides, we will need to deal with
the restrictions that the real robot’s embodiment impose, which must be coped with
in order to obtain a working system realizing the proposed task.

The task defined above has rather diverse solutions depending on the actual robots
employed and the actual physical features of the passive element. In this section we
give an account of the hardware used, the image analysis procedures applied to
obtain the visual feedback and the control heuristic applied to define the control
strategies.

3.1 Hardware and Communications

The experimental solution to this problem was implemented using three small SR1
educational robots. Each robot was attached to an electrical cable of 1 cm. of
diameter, which takes the place of the hose, by means of a bearing which allows
the robot to rotate freely under it. One camera was placed on a 2.5 meters high mo-
bile stand, facing down at an angle of around 60o and capturing about 2-3 meters
of the floor in front of it. The camera was attached to one laptop PC which per-
formed the centralised perception and control processing. Control commands were
sent to the robots using a relatively noisy RF wireless channel. The robot’s compass
information is used in the “follow the leader” strategy described below.
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3.2 Perception

The centralised perception is provided by a single camera that captures the scene
encompassing the three robots and the hose. The images acquired are segmented in
search for the three robots and the hose. This segmentation process assumes several
conditions on the environment’s configuration: blue robots, dark (non-blue) hose,
uniform floor of bright color (non-blue) and white, uniform illumination. Image
segmentation is composed of two separated processes, one for the detection of the
robots and the other for the localization of the hose.

Robot’s Segmentation

For the segmentation of the robots we are mainly interested in avoiding the effect
of strong reflections on the floor and enhance the image color contrast in order to
bring out the blue robots from the bright floor. This is achieved by means of a pre-
processing step in which a Specular Free (SF) image [10] is created. We follow
the Dichromatic Reflection Model (DRM) [9], where images are the sum of two
components: the diffuse component (which models the chromacity of the observed
surfaces) and the specular component (which models the chromacity of the light
source which illuminates the scene). Assuming a white light source, in this algo-
rithm we profit from the characteristics of the RGB cube, as pixels corresponding to
reflections (and bright surfaces close to white color) will be very close to the gray
color axis that goes from point (0,0,0) to point (1,1,1) of the RGB cube while pixels
corresponding to diffuse components in the image will move away from it and will
be closer to the pure color axes. This property is used to reduce the intensity of the
specular pixels and improve the intensity of the diffuse ones proportionally to their
distance with the grayscale axis. Given an input RGB image X = {x(i, j)}, where
x(i, j) =

{
ri j,gi j,bi j

}
, a chromatic image C = {c(i, j)} is computed as

c(i, j) = max(ri j,gi j,bi j)−min(ri j,gi j,bi j) , (1)

in this equation, using normalised values, white/gray pixels will have value c(i, j)
close to zero, while colored regions, corresponding to diffuse components, will be
close to one.

The RGB image is then transformed to HSV space and its intensity channel is
replaced with the computed chromatic image C, so that white/gray pixels become
very close to black. This HSV image is then transformed back to RGB space. Since
we are looking for blue robots, they can be easily found in the SF image looking
for the regions with highest intensities in the B channel. The result of this step is
a collection of boxes R = {R1, ...,Rn} giving the regions of the image containing
the location of the robots. Robot position pi will be the centroid of that region.
When processing a sequence of images, the robot detection process is done in the
neighborhood of the previous image detected boxes.
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Hose Segmentation

The segmentation of the hose takes advantage from the strong contrast of a dark
object over a bright floor. Given the original RGB frame and the regions obtained
from the robot’s segmentation, hose’s segmentation is performed by the following
processing steps: (a) The image is binarized, white pixels code the hose detection.
(b) The binary image is skeletonized. (c) Regions of the skeletonized binary im-
age are identified and labeled. (d) Discard very small regions. (e) Discard regions
that do not connect two of the boxes found before containing a robot. Each region
obtained after this process is considered a segment of the hose, we denote them
S = {S1, ...,Sn−1} where segment Si connects robot boxes Ri and Ri+1.

3.3 Control Heuristic

Due the limited computing capabilities of the robotic platform used, the control
commands are determined in a separate single computer and then communicated to
the robots. However, each of the actions of the robots is computed independently,
without taking into account the state of the other robots, as if they were computed
by each of the independent agents. Each robot’s control will be determined only
by the perception of the segment of the hose that is immediately ahead of it and
the information about the orientation of the leader. In this way the system is very
scalable and can be extended to any number of robots.

The trajectory of the robots will be controlled by a “follow the leader” strat-
egy. The leader will be remotely controlled and the remaining robots will follow its
orientation: at each time step, the tema robots will check if they have the same ori-
entation as the leader, using their compasses. They will reorient themselves trying
to align with the leader in case they are not.

Each robot’s speed will be given by a control heuristic that takes into account the
state of the hose segment ahead of it. This state is a function of the curvature of the
hose segment. Given an image hose segment S = {s1, ...,sm}, where s j is a pixel site
coordinates, we define the curvature c of the segment S as the proportion between
the maximum distance dh from the hose segment points s j to the line Lp1,p2 that
crosses both robot’s positions (p1, p2) and the distance between the robots dr:

c =
dh

dr
, (2)

where dh = max
i

∥∥si −Lp1,p2

∥∥ and dr = ‖p1 − p2‖ .

This is equivalent to obtain the ratio of the sides of the rectangle that encloses the
hose segment and has the length of the distance between the robots. Being it a ratio
value, it is not so influenced by the perspective.

This heuristic underlying reasoning is that if two robots are too close, the hose
segment between them will fold and increase its curvature, with the risk of forming
loops. The robot at the rear of the hose segment must reduce its speed. On the other
hand, if the two robots attached to the hose segment are separated enough the hose
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segment will be very close to the straight line. A segment too tight will produce
dragging between the robots. In this case, the rear robot should accelerate to ease
the tension of the hose. Three rules determining the consequent robot speed were
defined over the values of this proportion c:

• c ≤ 0.15: The hose segment is too tight. The rear robot takes fast speed trying to
shrink the hose to avoid dragging the front robot.

(a) (b)

(c) (d)

(e) (f)

Fig. 1 Frames extracted from the video of an example realization of the hose transportation
task
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• c ≥ 0.30: The hose segment has shrunk too much. The rear robot stops and waits
for the hose to stretch to prevent the formation of loops.

• c ∈ (0.15,0.30): The hose has the correct length. The rear robot takes cruise
speed and continues advancing.

3.4 Experiment Realization

In figure 1 an example of the realization of the hose transportation task defined
above is shown. In each frame, the robots are marked with the action they are taking
and the curvature of their respective hose segment. Detected hose segments were
marked in red in the original colored video. The six frames are extracted from the
video generated in the test and show how the system reacts to the different states
that the hose takes:

• Figure 1a: Starting position. The leader starts towing the hose, while the 2nd and
3th robots wait for it to stretch enough.

• Figure 1b: The first segment’s curvature falls below 0.30 (c1 = 0.27). The 2nd
robot starts advancing at cruise speed. The 3th robot keeps waiting (c2 = 0.67).

• Figure 1c: The first segment is too stretched (c1 = 0.11). The 2nd robot acceler-
ates to fast speed to shrink it. The 3th robot keeps waiting (c2 = 0.6).

• Figure 1d: The first segment’s curvature is within limits (c1 = 0.24), the 2nd
robot brakes itself to attain cruise speed. Second segment’s curvature also enters
within limits (c2 = 0.28), therefore the 3th robot starts advancing at cruise speed.

• Figure 1e: Second segment raises again above 0.30 (c2 = 0.32), the 3th robot
stops. The 2nd robot keeps advancing at cruise speed (c1 = 0.2).

• Figure 1f: Second segment falls below limits (c2 = 0.15), the 3th robot acceler-
ates to fast speed. The 2nd robot keeps advancing at cruise speed (c1 = 0.27).

Some videos can be found on our web site: http://www.ehu.es/ccwintco/index.php/
DPI2006-15346-C03-03-Resultados-videos-control-centralizado.

4 Conclusions and Discussion

We have realized the physical proof-of-concept of the vision based control of a
robotic MAS, in the form of a Linked MCRS, performing the transportation of a
hose-like object. The experiment of physical realization of the hose transportation
task has served also to demonstrate some specific traits of the hose-robot Linked
MCRS. For such a simple behavior as the “follow the leader”, we have observed
that the hose-like passive element introduces dynamic interaction problems, as the
hose may be an obstacle for the robots, can drag them or provoke dragging between
them and its weigh and rigidity impose motion constraints to the robots to follow a
desired path.

The hose-like element introduces new perception and measurement needs: we
need to observe (segment) the hose, and to compute some measure of its state that
allows to build a system of rules that determines the agents’ behavior as a function
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of this state. The hose imposes also an ordering on the motion of the robots, both
spatial and temporal. The perception of the hose and the fine tuning of the effects
of its state are problems not shared by other MCRS paradigms. The experiment
realization has been a success in the sense of demonstrating the inherent features of
Linked MCRS and their needs.

The long term objective is the realization of a fully distributed control for a
robotic MAS performing the deployment and transportation of a hose in a dynamic
environment. However we need to define a collection of tasks that gradually ap-
proaches this goal. We are currently working on this and on the physical realization
of the robot-hose system with other robotic modules.
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On Cooperative Swarm Foraging for Simple, Non
Explicitly Connected, Agents�

Mireia Sempere, Fidel Aznar, Mar Pujol, and Ramon Rizo

Abstract. Nowadays there are several applications that use swarm robotics for solv-
ing research tasks and resource exploitation. Most of these applications are based on
complex agents that require explicit communication between them. These systems
are difficult to introduce in certain environments because of these features, where
agents can not always communicate between them and where it would be neces-
sary a large swarm. This paper presents a swarm system for a collective resource
exploitation. The main features of the agents of this system are their simplicity and
they do not communicate with each other in explicit way. A microscopic model that
shows the individual performance of agents has been proposed, and a macroscopic
model that describes the overall swarm system has been provided. Several tests that
show the convergence of the swarm towards the best resource in an unknown envi-
ronment have been analyzed.

1 Introduction

Swarm robotics is a decentralized approach to coordinating multi-robot systems,
where the collective behaviour emerges from local interaction between agents and
their environment. It is based on behaviours observed in social insects (ants, ter-
mites, bees, wasps) which are great examples of how a large number of individuals
can interact to create intelligent collective systems. This type of decentralized co-
ordination allows the system to develop its global objectives embedding simple be-
haviour patterns, possibly inspired by nature, in each individual agent that form the
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system. Its main advantage is robustness, which manifests itself in different ways.
First, swarms are a relatively simple set of agents, which do not have pre-assigned
any task or specific role. Therefore, the swarm can reorganize itself dynamically or
reorganize the way an agent is used in the system. Secondly, and for the same rea-
sons, a swarm is high tolerant to the failure of an individual agent. Third, the fact that
control is completely decentralized makes that there is no point of failure or vulner-
ability in the swarm. Although swarm robotics is a relatively recent research field,
an extensive collection of essays can be found [1, 2, 3, 4, 5, 6, 7, 8]. The potential
of this approach is considerable: any task in which there are a number of physically
distributed objects that need to be explored, inspected, collected, completed, rescued
or mounted on structures is a potential application of swarm robotics.

The collective exploitation of resources (foraging) is an application particularly
relevant in this type of system. This application requires on the one hand, the explo-
ration of the environment to look for a specific type of resource, and on the other
hand, to extract those resources and use or transport them to the base station of the
swarm. There are several approaches that use swarm robotics to solve this task. Most
of these are based on agents that are able to communicate with other agents of the
swarm [3, 9] (or by direct communication with the rest of the swarm or using in-
direct methods such as artificial pheromones). In such applications a homogeneous
group of robots is usually used, normally small, with complex sensing systems (such
as laser or vision) [10, 7, 1, 11].

The main purpose of this paper is to provide a swarm system without explicit
connection (where the agents of the system can not communicate with each other)
based on simple behaviours, which is able to locate dynamically the most promising
resource in an unknown environment. The aim of the agents that form the system
is to identify the resources (other type of agents are responsible to collect them).
The paper is focus on developing a swarm oriented to resource location and not to
transport or collect them.

2 Swarm Design

The game proposed in (http://icosystem.com/game.htm) presents an ex-
ample of the use of extremely simple agents. In this game an agent can develop three
types of behaviour (refugee or fugitive, defender or aggressor). These behaviours are
the base of complex behaviours of all the group. These behaviours are discussed in
[4], which shows that from these simple behaviours can be obtained three different
behaviours of the swarm: expansion, cycle or aggregation (at some indeterminate
point in the environment1. Obviously, with this kind of behaviours is not possible to
perform tasks of exploration and exploitation of resources.

1 Although the rules that define the operation of the agents are extremely simple, it is not
the case of the operation of all the swarm. As discussed in [12], design and evaluation of
the behaviours that generate self-organization in swarm systems is a complex problem that
depends on many factors, including the initial position of agents, the distribution of the
environment.

http://icosystem.com/game.htm
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Drawing on these studies, the extension of some behaviours explained in [4] is
proposed in this paper. Two specific behaviours will be used, aggressive agents, that
pursue other agents, and elusive agents that flee from their aggressors. As discussed
in [4], if each agent pursues a different agent, then the swarm tends to converge at
a point in space. By contrast, with the behaviour of elusive agents, the swarm tends
to expand infinitely.

An agent ri ∈ R is defined as a vector ri = (si, pi,ai) which contains states si ∈ S,
sensors pi ∈ P and actuators ai ∈ A. Each agent uses two actuators ai = (vtras,vrot)
that allow the agent to establish its translational and rotational speed. And each
agent has 3 sensors pi = (mi,ci.ti), where:

• mi: Sensor that allows an agent to identify its partner in the swarm. Each robot
has a partner, such that ∀mi ∈ M,∀m j ∈ M, i �= j,mi �= m j.

• ci ∈ [0,1]: Sensor that indicates the quantity of resource that exists in the current
position of the robot.

• ti ∈ [0,∞[: Internal clock of the robot, it allows to know the current time.

An agent may have two states si ∈ {expand,group}: expand corresponds to the
behaviour of elusive agents, where the agent ri has to calculate the repulsion vector
respect to the robot mi; and group corresponds to attraction behaviour, where the
agent has to calculate the attraction vector to m j

2. The change from one state to
another is probabilistic and is governed by three factors listed below:

Energy of the agent e. The initial energy of each agent is einit that decreases with

time. The energy is defined such that e = einit

(
−−einit+Δe

einit

)t
, being Δe the in-

crease in energy per time unit t.
Probability of cluster pa. The probability that a particular agent changes to state

group. As the energy of the agent decreases, the probability of cluster must be
higher since we are interested in the swarm tends to converge in the position of
the environment where there is more amount of resources. Thus pa is defined as:
pa = 1− e

2einit
.

Probability of expansion pe. The probability that a particular agent is in the state
expand. It is defined as the inverse of the probability of cluster (pe = 1− pa).

The behaviour of individual agents will be manage by a probabilistic binary state
machine (with two states: expand,group), with transition probabilities pa and pe,
with initial state expand, from which each agent will calculate its state at time t.
An agent can only change its state from time to time tc, to allow the execution of
behaviours. This time is constant and identical among agents.

In addition, when an agent is on top of a resource, it is interesting that its speed
is slower to inspect the resource and to indicate its position to the rest of the swarm.

2 The simplest way to calculate this vector requires knowing the current position of the robot
posi and the position of its partner posmi, so that the repulsion vector can be defined as
ve = posi − posmi , v̂expand = ve

‖ve‖ and the attraction vector as vg = posmi − posi, v̂group =
vg

‖vg‖ . Nevertheless, it is possible to get the attraction or repulsion vector without knowing

the current position of robot, using only indirect methods of location.
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Thus, we propose to obtain a new vector v = vb × ck, where k is a modifier of the
intensity of attraction of the resource and vb is the movement vector obtained from
the behaviour si of the robot. Starting at v we obtain the rotational and translational
speed of the robot, (vtras,vrot).

Moreover, if an agent collides with another agent, it will generate a random ve-
locity vector vrand until the end of the collision. This system is simple but it helps
to avoid situations in which a calculation of collision avoidance can require a com-
pleted knowledge of the nearby environment of the agent, which is not possible
given the limited perceptual characteristics of these agents.

Finally, the initial position of the swarm is located forming a matrix of a maxi-
mum of 10 columns by an undetermined number of rows (depending on the size of
the swarm) such that posinit(ri) = {i (mod10),

⌊
i

10

⌋}, so the partner of each agent
is defined as mi = ra,a = i+ 1 (mod |R|).

2.1 Macroscopic Model

Once the microscopic model of each agent has been defined, we want to determine
which behaviour will have the swarm. Specifically this paper focuses on analyz-
ing the convergence of the swarm in a homogeneous group. Initially, the basic be-
haviour, the swarm will tend to, will be determined.

The behaviour of group and expand are controlled by the probability of cluster
pa and expansion pe respectively. Therefore, to determine whether the agents of the
swarm tend to a certain state, we are interested in the number of agents in each cycle

Φ =
⌊

t
tc

⌋
that develop each of the above behaviours. Assuming that initially both

behaviours have the same probability:

Ne(0) = 1
2 |R|

Ne(Φ) = pe ·Na(Φ−1)− pa ·Ne(Φ−1)
Na(0) = 1

2 |R|
Na(Φ) = pa ·Ne(Φ −1)− pe ·Na(Φ −1)

|R| is the number of robots of the swarm, Na the number of robots that are in the
state group in the cycle Φ and Ne is the number of agents in the state expand in the
cycle Φ . Taking into account the value of the probabilities pa and pe, a generative
function have been calculated based on the previous recurrence equations3 which
allows us to calculate the number of agents in a particular state:

Ne(Φ) = 1
2

|R|(1 +
(
−−einit+Δe

einit

)Φ
Φ)

Φ + 1
;Na(Φ) = |R|−Ne(Φ) (1)

3 A more general method to calculate the number of robots that are in a state is to obtain
the closed form of the previous recurrence equations. However, in this case, the generative
equation proposed from these equations produces smoother transitions than those obtained
by the closed form of the recurrence equations.
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Using the above equation we can determine when all the agents tend to develop
an aggregation behaviour and therefore, as shown in [4], when the swarm will be
grouped at a certain point (this occurs when Ne(Φ) is close to 0). Thus, for the
given swarm model, we can calculate when the system will converge in a given area,
knowing the number of agents, the initial energy of the agents and their decrement
per cycle. It is easy to check that:

einit > Δe,Δe > 0, lim
Φ→∞

1
2

|R|(1 +
(
−−einit+Δe

einit

)Φ
Φ)

Φ+ 1
= 0 (2)

3 Experimentation

MASON [13] has been used for the simulation of the system. It is a simulator of
multi-agent systems, powerful and versatile. Figure 1 shows a screenshot of this
tool.

A continuous 2D environment has been developed based on MASON. This en-
vironment can contain discrete cells of resources, where these cells have the same
size as an agent (1x1m). The amount of resources in a cell is represented progres-
sively from white (no resource) to black (maximum amount of resources). For each
simulation we can delimit the maximum size of the environment (for each test must
be specified if the environment is delimited or not).

Five maps of resources have been proposed to carry out the tests. The first map
do not have any resource and it is not delimited in size. The other four maps are
shown in Figure 1b.

Fig. 1 Screenshot of MASON simulator. Robots are represented by circles of 1x1 meters,
where the direction is indicated by a line b) Maps used for tests, i indicates the initial position
of robots, s indicates the major resource in the environment.

As shown in the figure, a simple map b1 has been defined, where resources are
located in an area of 30 x 30 meters and there is only one resource area. b2 is the
same map with a 25% of Gaussian noise in an area of 100 x 100 meters, at b3 with
50% of noise. b4 is a more complex map, with different resource areas, of 100 x 100
meters.
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3.1 Design of Experiments

This section focuses on testing the macroscopic model presented, and in assessing
the behaviour of obtaining resources depending on the size |R| of the swarm and on
the noise of the environment. Various tests described below have been developed.
Unless otherwise specified all tests use the following parameters: (|R| ,tc,einit ,Δe) =
(100,200,1000,10).

The aim of the first test is to check the macroscopic model proposed in
section 2.1. Five simulations have been performed for a map without resources,
using infinite-sized environments. The purpose of this test is to determine the coin-
cidence of macroscopic model with the simulation of the swarm, and to check the
number of iterations needed for the convergence of the system in an environment
without resources.

The second test is designed to determine the trend of the swarm to find the most
promising resource, assessing the importance of the number of robots used. 5 sim-
ulations have been performed for each swarm size |R| = {10,25,50,100} on map
b4. For each simulation, the point marked by the agents (centroid of the swarm) will
be determined as a resource centre. The environment will be limited to a size of
100x100m.

The third test checks the robustness to noise of the swarm system. 5 simulations
of aggregation for each of the maps have been performed. Specifically, these simu-
lations were carried out using the map 1 (without noise), 2 (25% of Gaussian noise)
and 3 (50% of Gaussian noise). Maps with finite size were used (100x100m).

3.2 Results

Figure 2 shows the results of the tests to check the macroscopic model. As can be
seen the macroscopic model and the simulation tend to generate more agents in the
state group as increasing t. Similarly, the deviation of the swarm4 tends to 0 with
the number of iterations.

Fig. 2 Results of experiments on a map without resources to verify the macroscopic model.
It shows the average (dark line) and variance (clear zone) of each curve.

4 The deviation of the swarm is calculated as the product, for each of the axes (x, y), of the
standard deviation of the position of agents.
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Fig. 3 Euclidean distance of the swarm to the source, together with the number of agents in
state expand for each of the following sizes of swarm |R|= {10,25,50,100}. The average of
the Euclidean distance for each swarm size is represented. For the number of agents in state
expand, the average (dark line) and variance (clear zone) of each curve are shown.

Figure 3 shows the results of 5 simulations for different swarm sizes |R| =
{10,25,50,100} in map b4. It can be seen how the distance to the optimal resource
is reduced with number of iterations t to arrive practically to 0, which means that
the swarm is located on the resource.

Figure 4 presents the results of robustness of the swarm with regard to noise. It
shows the optimal distance of the resource and the deviation of the swarm.

4 Discussion

As can be seen in figure 2 the model presented in equation 1 correctly predicts the
number of agents in a certain state, coinciding with the results obtained using the
simulator. As discussed above, an aggregation behaviour of agents that develop a
group behaviour stabilizes within a limited time as long as the connection between
agents form a connected graph as is shown in [4]. Therefore, as the proposed swarm
tends to make that all agents have an aggregation behaviour (see equation 2) and is
connected, we can say that the swarm will tend to cluster when the number of agents
in the state Ne(Φ) ≈ 0.

Fig. 4 Deviation of the swarm and the optimal distance to the resource for different levels of
Gaussian noise
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Furthermore, figure 3 shows as the distance from the centre of mass of the swarm
to the most important resource area decreases until be practically 0, regardless of
the number of agents used. Similarly the deviation of the swarm also decreases
progressively, grouping the agents around those resources. Several tests have been
carried out (20 using the map b1,2,3 for swarms of 100 robots and 20 for swarms
of different sizes using the map b4, which has several local maxima that make the
search difficult for the swarm). In all these tests, a clear trend towards resource is
obtained. Analytically determine the point at which will converge the swarm is a
complex task that will not be presented in this paper. However we consider that
the information provided demonstrates empirically the aggregation of the swarm in
one of the most promising resource locations. Although in all tests carried out, the
optimal resource has located, in this task of search and exploitation is not essential
to locate the best resource (often it is enough to find a large resource).

The robustsness of the swarm to noise has been proved. For that, the map b1 has
been modified adding a 25% (map b2) and 50 % (map b3) of Gaussian noise. Figure
4 shows the results of the original map and the maps with noise. For the map with
a 25% of noise the convergence of the swarm is almost the same as for the map
without noise. For the map with a 50% of noise the convergence towards the area of
more resources is slower but constant.

This paper has provided an extremely simple swarm of agents without explicit
connection. A macroscopic model that verifies the convergence of the swarm has
been presented and it has been tested experimentally in a satisfactory way. In ad-
dition, several tests that verify the convergence of the swarm even in environments
with noise have been carried out. Therefore, we consider this study as a first ap-
proach to the design of a robust swarm to perform tasks of exploration and collection
of resources in unknown environments.

References

1. Hayes, A.T., Martinoli, A., Goodman, R.M.: IEEE Sensors Journal 2(3), 260 (2002),
doi:10.1109/JSEN.2002.800682; Special Issue on Artificial Olfaction, Nagle, H.T.,
Gardner, J.W., Persaud, K. (eds.)

2. Gazi, V., Fidan, B., Hanay, Y.S., Koksal, M.Ä.: Turkish Journal of Electrical Engineering
& Computer Sciences 15, 149 (2007)

3. Schmickl, T., Moslinger, C., Crailsheim, K.: Swarm Robotics, pp. 144–157 (2007),
http://dx.doi.org/10.1007/978-3-540-71541-2_10

4. Gravagne, I.A., Marks, R.J.: IEEE Transactions on Systems, Man, and Cybernetics, Part
B 37(2), 471 (2007)

5. Martinez, S., Cortes, J., Bullo, F.: IEEE Control Systems Magazine 27(4), 75 (2007)
doi:10. 1109/MCS.2007.384124,
http://dx.doi.org/10.1109/MCS.2007.384124

6. Balch, T., Hybinette, M.: Proceedings of IEEE International Conference on Robotics
and Automation, ICRA 2000, vol. 1, p. 73 (2000),
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=844042

7. Batalin, M.A., Sukhatme, G.S.: Proc. of 6th International Symposium on Distributed
Autonomous Robotic Systems, pp. 373–382 (2002)

http://dx.doi.org/10.1007/978-3-540-71541-2_10
http://dx.doi.org/10.1109/MCS.2007.384124
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=844042


On Cooperative Swarm Foraging for Simple, Non Explicitly Connected, Agents 589

8. Cassinis, R., Bianco, G., Cavagnini, A., Ransenigo, P.: Third European Workshop on
Advanced Mobile Robots (Eurobot 1999), pp. 211–218 (1999)

9. Passino, K.: IEEE Control Systems Magazine 22(3), 52 (2002)
10. Batalin, M.A., Sukhatme, G.S.: IEEE International Conference on Robotics and Automa-

tion, ICRA 2003, pp. 2714–2719 (2003)
11. Rekleitis, I., Lee-shue, V., New, A.P., Choset, H.: Limited Communication, Multi-robot

Team Based Coverage. In: ICRA 2004, pp. 3462–3468 (2004)
12. Soysal, O., Sahin, E.: A macroscopic model for self-organized aggregation in swarm

robotic systems (2007),
http://dx.doi.org/10.1007/978-3-540-71541-2_3

13. Luke, S., Cioffi-Revilla, C., Panait, L., Sullivan, K.: Proceedings of the 2004 SwarmFest
Workshop (2004)

http://dx.doi.org/10.1007/978-3-540-71541-2_3


Analyzing Large-Scale Crowd Simulations for Building
Evacuation�

Carlos Garcı́a-Cabrera, Pedro Morillo, and Juan M. Orduña

Abstract. Animated virtual crowds have been used last years for analyzing human
factors in scenarios where masses of people gather. A typical example is building
evacuation in case of fire. Scalability still remains as an open issue for these multi-
agent systems applications. In this paper, we use a scalable architecture to simulate
a large-scale version of a virtual crowd in a building evacuation. From the social
point of view, the results provided by the large-scale version of the crowd add new
and crucial information about the agents behavior, emphasizing the need for a small
amount of trained leaders in order to save lives. From the system point of view, the
results show that the trend of avatars towards crowding in some areas highly in-
creases the computation time for the agents hosted in some client computers. There-
fore, this trend should be taken into account when designing large-scale evacuation
simulations.

1 Introduction

The simulation of virtual crowds have been used last years for analyzing human
factors in scenarios where masses of people gather, such as sporting events, trans-
portation centers, buildings and concerts[12, 3, 1]. Usually, the motion of crowds
and other flock-like groups is modeled as interacting particles that display different
behaviors in 2D/3D virtual scenes [11, 2]. Beyond physically based simulations,
agent-based crowd models aim to capture the nature of a crowd as a collection
of individuals, each of which can have their own goals, knowledge and behaviors
[10]. When virtual crowds are used for analyzing human factors in certain scenarios,
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local motion driven by Helbing’s model [4] should be used. The requirements due
to 3D graphics, motion and behavioral models add a huge workload to the computer
supporting the crowd simulation.

In order to decrease the computational workload of simulations, crowds have
been divided in different levels. For example, the ViCrowd system [9] divides the
simulation at the level of crowds, groups, and individuals. Modern variants of these
simulations use continuum dynamics to reach interactive simulation speeds for thou-
sands of characters [12]. Although these approaches can display very populated and
interactive scenes, their usability for analyzing human factors is questionable, since
the higher-level behaviors are not based on individual behavior.

Also, there have been efforts to provide efficient and autonomous behaviors to
crowd simulations [6, 8]. However, they are based on a centralized system archi-
tecture, and they can only control tens of autonomous agents with different skills
(pedestrians with navigation and/or social behaviors for urban/evacuation contexts).
The scalability of the provided results still remains as an open issue, due to the
complexity of the relationships among different agents.

In this paper, we propose the use of a previously proposed system architecture [7]
for simulating a large-scale version of the virtual crowd that analyzes human factors
in building evacuation [8]. The purpose is on the one hand to test if the results are
similar when the crowd size increases. In this sense, the results show a small prob-
ability of survival of those agents not achieving to evacuate the building in a short
term, emphasizing the need for a small amount of trained leaders. On the other hand,
the purpose is to analyze the performance of the underlying computer system, in or-
der to determine the system requirements for large-scale simulations. In this sense,
the results show that the trend of avatars towards crowding in some areas highly
increases the computation time for the agents hosted in some client computers. As
a result, the synchronous scheme followed in the simulation of building evacuation
[8] is not suitable for large-scale simulations.

The rest of the paper is organized as follows: Section 2 briefly describes the
implementation of the crowd simulation. Section 3 shows the the crowd behavior
shown in the building evacuation, and also the performance evaluation of the sim-
ulation system. Finally, Section 4 shows some conclusions and future work to be
done.

2 Architecture and Implementation of Building Evacuation

In order to implement a large-scale version of the behavioral model for building
evacuations [8], different modifications have been made to the distributed architec-
ture for crowd simulations [7]. This architecture controls how the existing agents
can share information about the 3D virtual scene. We briefly describe this archi-
tecture here, in order to make this paper self-contained. It consists of a distributed
computer system for supporting the software architecture shown in Figure 1. This
software architecture is composed by two elements: the action server (AS) and the
client processes (CP). The AS is devoted to execute the crowd actions, and it is
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hosted on a single computer, while each CP handles a subset of the existing agents
and it is hosted on a single computer. Agents are implemented as threads of the CP
for reducing the communication cost. Each thread manages the perception of the
environment and the reasoning about the next action. Since reasoning formalisms
can involve a high computational cost, each client process is hosted on a differ-
ent computer, in such a way that the system can have a different number of client
processes, depending on the number of agents in the system. In this way, this organi-
zation takes advantage of the underlying distributed hardware. This scheme allows
the correct simulation of tens of thousands of autonomous agents at interactive rates.

The first modification consists of decoupling the different system functionalities
in different layers. Concretely, we have implemented the low-level communication
protocols, the mechanisms of inter-agent communications, and the functionality of
generating new behaviors as different and independent software layers. The first
layer, consisting of the low-level communication protocols, is based on the same
model (based on BSD sockets) shown in the previous architecture for crowd simu-
lations [7]. However, we have added a new kind of agents with new communication
mechanisms, in order to extend the functionality of generating new behaviors. The
second modification consists of the cells exclusively containing now information
about which room they belong to. Agents only use the grid for knowing in which
room they are currently located. With this information, they compute their own path
to the exit. In this way, the system can dynamically react to both the creation and re-
moval of exits during the evacuation. Additionally, each agent has a small memory
that allows it to save which rooms have been already visited. These changes allow
agents to make movements that obey a pre-defined behavior, depending on the kind
of agents (trained leaders, non-trained leaders, normal agents, etc.). Once the path
to be followed is computed, a force system based on the Helbing’s model is used for
moving.

Another modification of the previous architecture consists of the kind of infor-
mation exchanged. In the previous architecture, each agent (a thread of a CP hosted

Fig. 1 Software architecture for large-scale building evacuation
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in a given computer) exclusively sent to the server the new location (the point of
the virtual world where it wanted to move). In the modified architecture, each agent
not only sends its new desired location, but it also sends messages to other agents.
These messages can be either destined to another agents (asking them to perform
some actions) or messages describing the visited rooms.

Additionally, in order to provide this system with the same working scheme used
for building evacuations [8], normal agents should send their requests to the server,
completing the following cycle in each iteration: first, the agent should compute
the path to follow, the Helbing forces, and the graphic updates for the graphical
interface. If these computations are performed in less than 250 milliseconds (the
agent cycle), then the agent (the thread) should sleep until this time has expired.
At that moment, it wakes up and sends a request to the server for checking the
computed movement. The server computes the answer in real-time, and it sends back
this answer to the agent as soon as it is ready. When the answer arrives to the agent,
then the cycle starts again. It should be noticed that, unlike the previous architecture
for crowd simulations [7], there is no a server cycle (it computes the answer to each
request as soon as it arrives), but an agent cycle. The reason for establishing an agent
cycle is to provide all the agents with the same speed of movement. The reason for
choosing 250 milliseconds as the cycle period is that it is the longer response time
that human users perceive as interactive in DVE systems [5]. This period is the same
used for building evacuations [8].

The goal for of all the agents is to leave the virtual scene. Regarding the agent
functionality, we have implemented the same kind of agents shown in the behavioral
model: normal agents, untrained leaders and trained leaders [8]. When the normal
agents and untrained leaders see a hazard, they explore the maze (following a depth-
first scheme in order to avoid cycles). The trained leaders know the correct path to
the exits. Finally, the untrained leaders can exchange information with other agents
about the state of the maze. Whenever two or more agents meet in a room, they
share two pieces of information: locations of some of the hazards that are blocking
paths, and parts of the building that have been fully explored by other agents and
found to have no accessible exit (passed along by previous communications). The
communication is local to a room, so agents exchange only relevant information
about neighboring rooms, as for example, do not go through that door (there is fire),
do not go in that direction (there is no exit), or follow me.

3 Performance Evaluation

In this section, we evaluate a large-scale version of the behavioral model for building
evacuation [8]. Instead of a population ranging from 20 to 200 agents, we use a
minimum of 400 agents and a maximum of 800 agents. However, due to space
limitations we only show some representative results, corresponding to a population
size of 400 agents. The results for other sizes were very similar.

The building evacuation consists of a structured square virtual world (a kind of
maze) with a uniform initial distributions of the avatars (agents). That is, the ratio
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number of agents/room is constant. We have considered three different scenarios
(maps). The first map contains two exits (in two opposite sides of the square) and
two hazards that are quite close to the existing exits. The second map contains a
random distribution of hazards within the maze. Finally, the third map is identical to
the first map, but changing the exits to the opposite sides of the square with respect
to the first map. Also, the two hazards are located close to the exits.

The first part of the performance evaluation has been the behavioral model.
Figure 2 shows the performance (in terms of number of evacuated agents) of the
different options for communication strategies and for a population of 400 agents.
This figure shows that when communication among agents exists, then the per-
formance is improved. Thus, when ninety simulations steps have been performed,
around 360 agents (90% of the population) have been already evacuated if commu-
nication among agents exists, and only 270 agents (67.5% of the population) have
been evacuated if no communications are exchanged. However, the rest of the popu-
lation takes a similar number of steps to be completely evacuated, regardless of both
the communication strategy and the size of the remaining population.

These results differ from the ones shown for 200 agents [8], where the simula-
tion with communication finished (the population evacuated the world) in about half
of the time that it took the non-communication case to finish. Similar results were
obtained for greater populations and different maps. These results indicate that for
large-scale evacuations, the communication strategy determines the portion of the
population that can be evacuated on a short-term period, but it has not a noticeable
effect on the long term performance. The reason is that the remaining population
after the first simulation steps cannot exploit the knowledge provided by the com-
munications. That is, the remaining agents are normal agents that do not communi-
cate each other. The leaders manage to evacuate the building in the first steps of the
simulation, due to their ability to share information.

Figure 3 shows the performance (in terms of the number of simulation steps in
order to evacuate the building) for different simulations with different percentages
of trained leaders. This figure shows that the only simulation where the population
is fully evacuated in 120 simulation steps is the one with a 100% of trained leaders.
The rest of simulations do not finish the evacuation after 510 simulation steps. In

Fig. 2 Performance for different communication strategies
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this sense, the performance is similar to the one shown in the previous figure. The
performance provided by the different options considered greatly differs in the short
term, but they tend to converge in the long term. Thus, for 120 simulation steps the
biggest differences are shown between 0% and 25 % of trained leaders, with 270
and 350 agents evacuated, respectively.

If we compare these results with the ones provided by the behavioral model for
building evacuation [8], we can see that they are proportional. However, the large-
scale results (Figure 3) show that those agents that could not evacuate the building
in a short term require a long time to reach their goal, with a low probability of
survival. These results emphasize the need for a small percentage of trained leaders
in building evacuations in order to save lives.

Additionally, we have analyzed the system performance, in order to characterize
the system requirements for large-scale simulations. Since the underlying platform
is a distributed computer system, the most important performance measures are la-
tency and throughput. Figures 4 a) and b) show the system performance (in terms
of average system responses and computation times, respectively) measured in the
simulation of building evacuation for 400 agents. This figures contain three plots
for the different maps considered. They show on the X-axis the simulation step, and
they show on the Y-axis the average system response time or average computation
time, respectively. The former one includes from the starting of the agent cycle to
the instant when the server response arrives. The latter one measures the average
computation time that agents require to complete the first part of the agent cycle
(computing the path to follow, the Helbing forces, and the graphic updates for the
graphical interface). Both Figures show the average values for one of the computers
hosting either normal agents or non-trained leaders.

Figure 4 a) shows that the plots for the three maps show similar shapes and
values. They range from 252 milliseconds to 260 milliseconds, and they alternate
periods of peak values with periods of low latencies. The reason for these behaviors
is the simultaneous waking-up of the agents (threads) in the same computer when
the agent cycle finishes. Figure 4 a) also shows different simulation length for the
different maps considered. While the simulation steps required for map 1 and map
2 are similar (both of them require around 350 simulation steps), map 3 requires

Fig. 3 Evacuation time for different numbers of trained leaders
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Fig. 4 a) average latencies and b) computation times for normal agents

around 650 simulation steps. It is due to the fact that there is a longer distance to the
exits in map 3.

On other hand, figure 4 b) shows that, regardless of the considered map, the av-
erage computation time required for the first part of the agent cycle has a parabolic
shape, continuously increasing from the start to the end of the simulation. Thus, the
average computation time reaches the highest values for the map whose simulation
lasts more time (map 3). The reason for this behavior is that the hazards are located
close to the two existing exits in all the maps. Thus, agents tend to crowd in the
rooms near the exits along time. As a result, the time required for computing the
Helbing’s model (where the forces produced by the surrounding agents should be
taken into account) increases as so does the agent density. Although the computa-
tion times shown in Figure 4 a) are still far from the agent cycle, if the simulation
lasts more time then computation times could reach the agent cycle, providing an
unacceptable system performance.

Additionally, we have measured the same performance metrics in the computers
hosting trained leaders, in order to analyze the system behavior for all the kinds of
agents. Although they are not shown here due to space limitations, the computa-
tion time linearly decreases as the simulation proceeds, showing that the computers
hosting trained leaders do not tend to saturation in large scale simulations.

4 Conclusions

In this paper, we have used a previously proposed system architecture to simulate
a large-scale version of a virtual crowd that analyzes human factors in building
evacuation. From the social pont of view, the results show that those agents that
cannot be evacuated in a short term need a very long time to be evacuated (thus
with a low probability of survival), regardless of the percentage of trained leaders.
These results emphasize the need for a small amount of trained leaders for managing
building evacuation.

Additionally, we have analyzed the system performance, in order to establish
the system requirements for large-scale simulations. The results show that due to
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the trend of avatars to crowd in some areas, the computing time highly increases for
some client computers as so does the population size. Since this trend is not bounded
and the cycle period is constant, the computation times can exceed the cycle period
for large-scale population sizes. The reason for this behavior is the saturation of the
client computers. This trend should be taken into account when designing larger-
scale evacuation simulations, and less normal agents or non-trained leaders should
be hosted in each computer, in order to avoid system saturation.
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Agent Collaboration Framework 
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Abstract. The philosophy of software development has changed significantly in 
recent years. Build quality software more quickly is imperative in todays market, 
specially when it has to meet the demands of consumers. Not long ago a develop- 
ment team could consist of only one member, while today this is unthinkable, since 
the number of members in the development teams increases with the complexity of 
the actual issues. Collaborative programming or pair programming is one of the 
more relevant areas at present in providing efficient solutions to the working groups 
management, in such a way that their impact on the software development process is 
indisputable. The main purpose of this document is to gather the most relevant as-
pects of the collaborative models in a collaborative framework based on the use of 
software agents. In practice, the proposed framework is designed in a generic man-
ner, allowing its extension to other environments and different domains. 

1   Introduction 

Current society lives in a world of continuous change. A consequence of this 
change is the birth of the new technologies of the information and the appearance 
of the society of the knowledge,who provide a substantial improvement in quality 
of citizens life. As an example of this improvement, nowadays a person can com-
municate with another individual from almost anywhere in the world. 

The increase and globalization in the scale of software projects has resulted in 
that the developments must be carried out through decentralization of the team. In 
this way is not necessary to work all together in an office in order to communicate 
changes, modifications, solutions, ... needed in the development process of any 
application. Thanks to the Internet and the variety of tools available for work in 
group, workers can make high quality developments using videoconferencing  
systems, blogs, chats, social networks, ... This new tools represent the new pillar 
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for the development of the next generation applications, but at present their inte-
gration with traditional tools for software development is virtually non-existent. 

1.1   Lacks of Collaborative CASE Tools 

Nowadays CASE tools, show lacks in three important aspects related with col-
laborative tools: perception or awareness of group, communication, coordination 
and group memory. A geographically distributed developer team have usually 
problems of perception, due to the fact that in their development tools have not 
been integrated the collaborative services needed to know about what kind of ac-
tivities have been doing the rest of their partners. Also the media are depleted or 
absent. Moreover the working memory of the group,(informal communication, 
notes on an item, corrections and so one) is forgotten bringing about a bad under-
standing of software requirements or just software design deficiencies. 

2   Introduction to a Model 

This work propose a framework which provides a theoretical solution to imple-
ment a modern collaborative platform. It allows the integration of different soft-
ware tools for giving the needed collaborative support nowadays. 

The proposal is based in the use of software agents to support communication 
between independent modules. The election has been done considering their dis-
tribution capacity, attendance, and also because the representation of the entities 
that are part of the software life cycle are totally covered.  

A service that must be considered from a functional standpoint, is the maintain-
ing of the history of actions that have been carried out during development (group 
memory). Thus, team members could move back or forward through all the 
changes made on the development. This work proposes an hybrid solution be-
tween local and global concept, to be able to carry out tasks locally and then inte-
grate them globally or vice versa. A local actions register let developers work 
when the collaborative platform is not accessible. Thus upgrades could be per-
formed synchronously or asynchronously. The final way will depend of which 
communication is available. 

3   Architecture 

As it shows on the figure1, the solution adopted has taken into account the basic 
features for a collaborative platform(perception or awareness of group communi-
cation, coordination and group memory). 

The architecture presents a system based on two layers of communication. One 
part in local machine and other remote. The local part consist of two agents which 
will be responsible for establishing communications with the remote platform and 
keep a copy of the group memory or local history. On the other hand the remote 
platform will host players decision (Broker) and reporting (General History). 



Agent Collaboration Framework 601
 

 

Fig. 1 Collaborative Architecture Model 

3.1   Agents Integration  

Every software project is developed by a team and every team have chain of 
command. Thought about it, it was considered that agents could coexist at differ-
ent levels of integration, what implies to extend the concept of agent in a hierar-
chical system, to represent the different people that make up the team (project 
managers, analysts, designers, programmers). 

Collaboration Agent will be responsible for representing the different entities 
that the project has, ie the development team. It will be supported by a graphical 
interface that will be responsible for forwarding the events that occur between the 
stakeholder and the machine. To summarize, possible actions the agent may per-
form are the following: 

• Verify the existence of a broker agent that supports the decisions of the 
collaborative platform. If it dont exist, the agent must launch one. 

• Order collaborative requests for Broker agent. 
• Launch the local agent history, which be responsible for maintaining 

backups of the projects in which it participates, as also keep an updated 
copy of the work group. 

• Provide the user with an interface as a gateway to the collaborative plat-
form. 

• Contact the local agent history, allowing the user to know the current 
state of development. 
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Local agent history must support the following features: 

• Provide version control functions for projects in development 
• Maintain a subscription updates against the general agent history so that 

it keep 
• a copy of the collaborative development permanently updated. 
• Provide a communication system between collaboration Agent and itself. 

Broker Agent will be responsible of taking decisions related with actions to be 
done on projects that are offering in a collaborative way. To do it, its necessary to 
integrate a decision algorithm, by which it will decide whether the action re-
quested by a stakeholder may be undertaken or not. 

Finally, general history agent must provide mechanisms for different actors in 
local history can gets a copy of current history, as well as a real-time update, in 
case changes occur in the project. 

3.2.   Group Concurrency 

Faced with a domain of these characteristics, it is always the question of how to 
resolve conflicts of concurrent modification. Therefore, we must consider the dif-
ferent options that are available to solve such problems. 

Thinking about the types of development team members, one would think the 
concept of hierarchy, but moving it to concepts of agents, because as its expected, 
each agent will correspond to a person. As a result, actions to change the system 
state would be established in order of weight within the project. To wit: Project 
Manager, analysts, designers and programmers. However, it must take into ac-
count cases such as the fact that two equal-range designers, wishing to undertake 
the same type of action on the same entity. 

Design strategies for this type of problem are quite different, here are some pos-
sible solutions. 

• Solution 1. You can proceed by -race condition-, taking into account only 
the first which notify the intention to perform some action on a particular 
entity and rejecting all other requests for it, while changes are made. 

• Solution 2. Accept all requests for action by the agents in the same entity. 
This would involve designing a fusion system of solutions provided. 
Such solutions usually have a fairly high order of complexity and which 
can hardly ever cover all the possibilities for action. 

• Solution 3. Thinking of a resolution strategy based on composition of ob-
jects in CASE modeling tools, models, diagrams and metamodels, are 
made more basic entities. Taking it account, it could make a half-
concurrent solution, it means, by applying the concept of -monitor-on 
components. In this way could maintain the level of exclusivity to a pre-
specified atomicity. This strategy is considered a partial solution because 
of the implicit nature of the -monitor-. 
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3.2.1   Group Plans 

In the previous section it talked about different solutions to concurrency problems 
between entities or objects. Each one of these solutions is perfectly valid if its re-
stricted to a particular problem domain. A collaborative tool is usually enclosed 
within a very well defined frame, so that of the development of a framework has 
been thought that the best way to solve the problem is that the same user to write 
their own concurrency strategy. That is why i has developed a set of API’s that 
allow the use with any solution.  

This point has been a constant focus of working, cos decide which would be the 
strategy and tools to provide the user so that it could migrate its application had 
too much changing requirements, depending on the subject of the application  
domain. 

3.3   Ontologies 

The use of ontologies in the system to be developed is essential, since it will pro-
vide all support to store all the knowledge base resulting from the extrapolation of 
data models and diagrams, it means, the meta-modeling. Moreover, being an on-
tology in JADE consists of concepts, predicates and actions, it will enrich the sets 
of actions that may be carried out on the ontology, for example, relationships be-
tween entities, deletion, creation and modification of objects, and so one.  

Using this structure raised by the Framework of TILAB, JADE, it has praised 
the idea of matching directly modeled objects from a CASE tool with it. The cor-
respondence would be the following: 

• Predicates: It represents the enriched portion of the system about ques-
tions/queries, it means, providing knowledge of the state of the ontology 
and access to it. 

• Action: By achieving action, may alter the state of the ontology. That is, 
the use of actions related to the entities and relationships CRUDs, or 
purely administrative. 

• Concepts: The concepts will establish a hierarchy of knowledge of the 
domain model. It will serve as currency for transactions carried out by 
actions or predicates. 

4   Test Case 

For the understanding of the use of framework built, it has been thought to use an 
existing CASE tool that provides support for collaborative work. For this reason 
we have chosen the INGENIAS[6]. As discussed in previous sections, it has built 
an ontology that will serve as a representation of the meta-modeling CASE which 
is performed using this tool. It is also envisaged to provide this ontology of actions 
to build and relate entities, the cornerstone of any diagram or model.  
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Actions, predicates and entities, these and if proportionate with the framework, 
have already been introduced in previous sections, so do not go into details here. 
Only mention that if it thinks of the concept of creating an determined entity, will 
be necessary to introduce a previous action to broker agent to satisfy the said peti-
tion and thus can be constructed such a role as shown in the diagram or model 
treat. 

In a second phase, it has to decide a possible hierarchy of application usage as a 
function of the role that can occupy each of the development team members. It has 
been thought of: project manager, analyst, designer, programmer. To develop the 
group plan it had taken into account the possible actions on the same entity re-
quested by equal roles and also applications for different roles. Figure 2, illustrates 
the plan implemented. 

As it can see, it have been considered safeguarding times on a given entity, and 
control over property ownership. This kind of approach fully covers any event that 
can be raised to within the domain. However, thanks to the extensibility of the 
framework, nesting or use of another plan could be just as beneficial. 

To test all implemented, it have been used to add the appropriate adapter logic to 
the CASE tool and thus can communicate with their new collaborative system. On 
the other side, it has developed a tool to facilitate the purification of the integration 
of the framework, this is a ”self-generated interface” which allows you to build any 
type of entity, action or predicate, and test it against the developed system. In this 
way you can check the operation of the plan implemented, which is well supported 
ontology to treat the problem or the use of history also, among others. 

 

Fig. 2 Group planning template 
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5   Conclusions and Future Works 

As you can see, the problem domain is quite extensive to treat. Focussing on the 
basis of the problem, the major aspects which helps in a collaborative develop 
work, that is built into the architecture allows keep a differentiation between local 
and global level regarding the project. Providing capacity for development back in 
the previous restore points, dynamic updates by synchronizing the actions of each 
history, and further remote platform independence to develop, since actions can be 
recorded in local history then update the overall project. Another distinguishing 
factor of this architecture is the intrinsic property for defining different group 
plans development plan. Give the user the ability to write their own concurrency 
strategies provide a degree of genericity and adaptability of the architecture, pro-
viding opportunities for application in any domain in which you want to apply 
collaborative development.  

These two characteristics provide an extraordinary grade of operability in col-
laborative development environment, and today, represent a new development in 
the field of this type of applications.  

As its presented in this work, it has developed a framework, still in alpha ver-
sion, but serves as the basis for extending the tools that have no collaborative sup-
port. As future work aims to take account of issues such as high availability or 
improve support agent architecture, since the api that serves as the basis for the 
framework has algorithmic cost. It has also considered the possibility of migrating 
the architecture to different languages for further integration with other tools in the 
industry, so you can increase the scalability of the project. Following this line, one 
might think to keep core development based on a single language while the re-
maining components could be coupled with a different and use a language for 
communication, such as the one proposed by FIPA.  
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Some Issues and Extensions of JADE to Cope with 
Multi-agent Operation in the Context of Ambient 
Intelligence 

A. Paz-Lopez, G. Varela, S. Vazquez-Rodriguez, J.A. Becerra, and R.J. Duro* 

Abstract.  Ambient Intelligence (AmI) can be taken as one of the principal test 
beds for the integration of Systems, Humans and Cybernetics. Multi-agent based 
Ambient Intelligence solutions have proliferated in the last few years in order to 
cope with the intrinsically distributed and complex interaction based nature of the 
problem. Different multi-agent platforms have been used in this regard, being 
JADE one of the standard solutions adopted due the variety of services it provides 
and to its FIPA compliance. Nevertheless, JADE was designed as a general Multi-
agent platform and not for the particular demands of AmI systems. Consequently, 
its behavior in this realm is not as optimal as it could be. In this paper, we analyze 
some of the problems JADE presents for its application to AmI, especially in 
terms of communications, and describe some of the extensions we have developed 
in order to solve them. The resulting system exhibits enhanced communication ca-
pabilities, promotes the division of tasks into decoupled components and makes 
component reutilization easy. This platform constitutes an environment with tools 
for the development and deployment of AmI applications. 

Keywords: Multi-agent systems, Ambient Intelligence, JADE.  

1   Introduction 

Ambient Intelligence is a multidisciplinary paradigm that takes inspiration from 
different fields like ubiquitous computing, artificial intelligence or biomedical  
sciences [1]. One of its main goals is to make technology disappear into the back-
ground, allowing the user to take control of its environment in a natural and com-
pletely transparent way. In fact, the idea is to make the environment proactive so 
that the user may have this control without even being aware of it. Many authors 
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have worked on applying artificial intelligence based approaches to achieve this 
end in contexts like smart homes, elderly and health care or leisure activities, 
among others [2, 3].  

Several problems arise when implementing such systems, especially due to the 
large number of sensors and distributed infrastructure they require to perform even 
the simplest tasks and consequently, to the ever more complex and abundant 
communications that must be handled as the systems scale up. These may be clas-
sified into hardware organization and integration related problems and software 
modularization and scaling related problems. Different and stimulating solutions 
have been proposed in terms of whole architectures from two points of view. On 
one hand, numerous solutions have adopted a service oriented approach like the 
PERSONA project [3], the AMIGO project [4] or [5]. On the other, some groups 
have resorted to agent based middleware for AmI such as in the case of the AIRE 
Project [6], the CHIL project [7] or our own HI3 project, structured as an agent 
based layered architecture [8, 9]. 

Multi-Agent System (MAS) based platforms, when adequately designed, are a 
natural way to distribute intelligence and provide for component mobility, auton-
omy, scalability and fault tolerance [10]. In this line, many authors have resorted 
to tools and platforms that were developed for MAS but not necessarily for AmI 
[11, 12]. Thus, even though they simplify the generation and management of the 
MAS, many of the functionalities and requirements that arise in AmI have to be 
dealt with in an ad hoc manner. This is the case of JADE [13], a widely used 
MAS platform. It provides basic capabilities like inter-agent distributed commu-
nications, simple agent mobility, basic support for agent discovery and FIPA [14] 
compatibility. However, to achieve some of the requirements and be able to eas-
ily implement high level and AmI related features, JADE must be extended in 
certain regards. Some authors have already introduced some extensions aimed at 
their specific problems. A clear instance of this is the work by Moraitis and col. 
[11] with their Im@gine IT project [15] where they extended the FIPA architec-
ture through the introduction of new agent types. However, they did not deal with 
some of the infrastructure or support elements that would be required for all 
agents to perform their tasks in a more efficient and trustworthy manner. These 
are the types of extensions we will consider here, they are not agents, but rather 
services provided by the platform for the agents to use as required such as im-
provements in the inter-agent communications capabilities, facilities to manage 
multi-agent conversations, introduction of a publish/subscribe communication 
paradigm or improved multi-agent model with support for declarative definition 
of components. All of this within a multi-agent system execution container with 
distributed management tools and development utilities to facilitate the imple-
mentation and deployment of new applications. Thus, the paper is organized as 
follows. Section 2 deals with the different extensions introduced on the commu-
nications. Next, in section 3, a declarative component model for AmI MAS  
systems is presented along with its related tools. Finally some conclusions are  
extracted. 



Some Issues and Extensions of JADE 609
 

2   Improving Agent Communication 

Even though JADE provides good basic capabilities for inter-agent communica-
tions there is a need to introduce features that would help to adapt them to the spe-
cial characteristics of AmI environments. Here we will describe three areas where 
extensions have been created: Inter-agent message exchange, multi-agent conver-
sations and a publish/subscribe communications system. 

In terms of Inter-agent Message Exchange, JADE provides a basic system for 
asynchronous message emission and reception that invites developers to code 
agents communications mixed with control logic in an ad-hoc manner. Due to this 
fact it is expensive to develop high level communications capabilities like agents 
with the ability to automatically know how to interact with other agents. One way 
to alleviate this problem could be to upgrade agent capabilities with a mechanism 
to encourage the decoupling between communications and control logic code.  

Thus, we start by introducing the concept of Message Processor. A Message 
Processor is the most basic way of receiving messages in this extended platform. It 
is a behaviour that is associated to one or more message templates (they specify 
characteristics a message must fulfill) and is specialized on processing received 
messages. When a message is received that fulfills some message template, its as-
sociated Message Processor is woken up and the message is forwarded to it for 
processing. Message Processor elements will be in charge of applying any re-
quired preprocessing to the messages, decoupling it from the control logic to make 
it reusable, and finally, deliver the message to an adequate control behavior.  

The message templates associated to each Message Processor completely spec-
ify the communications interface of an agent in any instant of time (Message 
Processors and templates can be added or removed dynamically). They thus pro-
vide a straightforward procedure to decouple communications code from the 
agent’s functional logic and, when combined with the declarative agent model that 
will be presented later, provide basic support for declarative communications. 

On top of the Message Processor concept, a priority based scheduling system 
for message reception was introduced. It provides developers with a mechanism to 
prioritize some agent interaction capabilities over others in order to focus the 
agent’s attention on its most critical tasks. 

Regarding Multi-Agent conversations, the JADE agent platform provides sup-
port for some predefined agent communications (even 1-to-N communications) 
based on the interaction protocols proposed by the FIPA standard. However, in a 
complex and broad environment like AmI, where there will be a large number of 
heterogeneous agents from multiple vendors, with complex behaviours and their 
own goals, it seems difficult to establish every complex interaction in a predefined 
way, especially when one of the goals of AmI is to build systems that autono-
mously evolve and adapt to the environment and its users.  

One way to cope with those complex interactions could be to organize agents 
constituting societies and to provide them with mechanisms to participate in con-
versations with multiple agents through generic models that abstract them from 
the management logic of the interaction. Thus, the concept of conversation was in-
troduced in the extended platform as a way to support multi-agent (N-to-M)  
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Fig. 1 Class diagram of the conversation management subsystem 

interactions. Every agent has the integrated capability of being a member of a 
conversation. Therefore, (see Fig. 1) an agent is inherently capable of creating 
new conversations, of inviting new agents to a conversation, of sending/receiving 
messages within a conversation and of being informed about agents that enter or 
leave a conversation. As interactions between multiple agents can become really 
complex, the system is designed to easily support multiple types of conversations 
through the concept of Conversation Model.  

Fig. 1 shows a simplified class diagram of the conversation subsystem design. 
It shows how conversations are controlled by a Conversation Manager that tracks 
messages of every known conversation by using an adequate Conversation Model 
implementation. These models contain the logic to drive a particular type of con-
versation, including how to invite new members to a conversation, how to leave a 
conversation or how to notify members of message reception.  

In addition to the previously described communications models, we have added 
an extension for publish/subscribe communications. In this model, agents that 
wish to send some kind of information publish it as events, whereas agents inter-
ested in receiving certain types of events subscribe to those events. 

A publish/subscribe model is a loosely coupled communications mechanism in 
which a publisher of an event is not necessarily aware of the recipients interested 
in that event or even of their existence. This communications model fits perfectly 
with typical interactions present in AmI environments like notifications about state  
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Fig. 2 Simplified class diagram of the publish/subscribe subsystem 

changes in sensors, access to information about the lifecycle of other components 
or the platform itself, or sharing data between components.  

As JADE does not provide a communications model of this nature, we have 
developed a publish/subscribe system on top of the communications extensions 
previously described. Within this system, agents inherently have the ability to cre-
ate publications, publish content on those publications and subscribe to publica-
tions from other agents. 

A simplified class diagram of the publish/subscribe subsystem is shown In  
Fig. 2. The management of the publications and subscriptions is decoupled from 
the agents by the use of a publication and a subscription manager that encapsulates 
the logic and data required to receive publications and to send content to the sub-
scribed components. These managers rely on the message exchange subsystem of 
the extended platform described previously. Furthermore, developers can, in a de-
clarative manner, define and describe the set of publications for a given agent. 
Then, at run-time, other heterogeneous agents can discover publications and dy-
namically subscribe and unsubscribe to them. 
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3   Multi-agent Declarative Model 

As mentioned before, AmI systems tend to be really large and complex systems 
but, at the same time, they usually share a lot of common functionalities. One pos-
sible option to alleviate this complexity is to promote the division of the system 
into highly decoupled components. This is one of the main purposes of our  
extended platform from a conceptual point of view and it is supported in the soft-
ware platform by what we call the Multi-agent declarative model.  

The Multi-agent declarative model is, on one hand, a model to describe a multi-
agent system and its components and, on the other, a set of tools to declaratively 
define these components. As a model, it brings together all the different elements 
the platform leaves in the hands of the developers to build new applications. The 
top level concept of the platform is the multi-agent system (MAS). The platform is 
prepared to support various types of MAS with different high level characteristics 
but, in its basic form, they are a collection of instances of different types of agents 
that work together to perform a task.  

Directly below the MAS concept is the agent-type, which specifies the compo-
nents that define an agent in the platform, providing a way to declaratively build 
new agent-types by reusing preexisting components and mixing them with new 
ones. Agent-types are defined according to a set of concepts that also have inde-
pendent and declarative definitions:  

• Behaviours. They contain the implementation of the agent's functionality. 
• Message Processors. Define the communications interface of an agent. 
• Publications. Specify the publications that the agent offers for subscription. 
• Arguments. Allow the parameterization of agents at instantiation time. 
• Functionalities. Describe the functionalities that an agent wants to publicly ad-

vertise to other agents. When an agent instance is launched, the platform auto-
matically announces its functionalities on the platform agent registry. 

 

Fig. 3 Declarative model usage and component reutilization example 
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Furthermore, Agent-types support inheritance. An Agent-type can inherit the 
components specified for its parent Agent-type, so that the instances of the child 
Agent-type will have the behaviours, message processors, etc. of the parent. 

This conceptual model is backed by a set of tools that provide declarative sup-
port to define and use these concepts. These tools are mainly made up of an XML 
based language for component description, and utilities to create and manage these 
description files.  

Every major component has its own definition in an XML file, making them 
independent and reusable. To support that reusability, an URL based system was 
designed for component referencing. This provides a flexible and transparent way 
to distribute and reference reusable components. 

An example of using the Multi-agent declarative model is shown in Fig. 3. It is 
easy to see how every component has its own independent definition, except those 
that are internal to other components, like the “Data processing” behavior of the 
“Temperature Sensor”. It also shows the use of component repositories, from 
which new components can be created by the aggregation of preexisting ones.  

4   Conclusions 

JADE has been revealed as a suitable general purpose MAS platform, but, based 
on our experience in AmI, we think that it requires of a set of extensions that en-
hance its functionalities and adapts it to the problems it will really find. In this pa-
per we have argued for and described some of these enhancements.  

A new subsystem for message reception and processing was implemented here 
with support to decouple communications code from functional logic. This sub-
system provides the basics to build systems in which components can specify their 
communications interface to others. In addition, two high level communications 
models that provide integrated support for typical interactions of the AmI world, 
like dynamically changing interactions between multiple components, through the 
conversation concept, or highly decoupled event-based communications through a 
publish/subscribe model have been created. Finally, a component conceptual 
model has been introduced on top of JADE agents and behaviours. It decouples a 
system into a set of multiple independent components that can be shared by multi-
ple systems. This model is supported by tools like an XML language to describe 
the components and a URL system for transparent component referencing and ag-
gregation. As a whole, it provides a standardized way to divide a system into 
components and to reutilize logic between systems. 

Summarizing, to adapt JADE to the realm of AmI, some of its functionalities 
must be extended and adapted to this context. This paper is a first step in this di-
rection presenting the some JADE extensions that have been implemented and 
tested as the base of the AmI architecture developed within the HI3 project [9]. 

Acknowledgments. This work was partially funded by the Ministerio de Educación y Cien-
cia of Spain through project DEP2006-56158-C03-02. 
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P300-Based Brain-Computer Interface for Internet 
Browsing 

José L. Sirvent, José M. Azorín,  Eduardo Iáñez, Andrés Úbeda, 
and Eduardo Fernández* 

Abstract. This paper describes the implementation of a Brain-Computer Interface 
(BCI) for controlling Internet browsing. The system uses electroencephalographic 
(EEG) signals to control the computer by evoked potentials through the P300 
paradigm. This way, using visual stimulus, the user is able to control the Internet 
navigation via a virtual mouse and keyboard. The system has been developed un-
der the BCI2000 platform. This paper also shows the experimental results ob-
tained by different users. 

Keywords: Brain Computer Interface, P300, Evoked potentials, Virtual keyboard. 

1   Introduction 

A Brain-Computer Interface is defined as the hardware and software that allow 
interacting with a computer without the need of any muscular movement [1]. This 
technology is specially designed for people who suffer from ALS paralysis or 
movement limitations. This is perhaps the only way they can interact or communi-
cate with the environment.  

For this interaction, various control paradigms have been investigated:  invasive 
(mainly in animal research) where by implanting small intracranial sensors it is 
possible to obtain signal patterns of a small group of neurons [2], and non-
invasive, where external sensors are placed on the patient's scalp [3]. The latter 
avoid the risks of surgery and do not produce any injury to the brain tissue. 
Among non-invasive techniques, we can highlight two control paradigms. In the 
Spontaneous Mental Activity paradigm, the frequency patterns captured on the 
motor cortex change when motor mental task are performed [4]. This paradigm 
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could be used for one-dimensional movement of a cursor [5]. The Event Related 
Potential or P300 paradigm is based on obtaining a characteristic signal pattern 
over the parietal cortex produced approximately 300 milliseconds after producing 
visual, tactile or auditory stimulus [6] (See Fig.1. right). 

The control paradigm using evoked potentials was first proposed by Farwell 
and Donchin [6]. They developed a speller using a 6x6 character matrix, where 
rows and columns flash randomly. Until now this system has proved itself to be 
the safest and most reliable because of its high hit rate and good classification. 
This paradigm has been applied in navigation systems on wheelchairs [7], or 
Internet browsers such as Nessi [8][9] (where the links are associated to visual 
stimulus). 

This paper describes a Brain-Computer Interface that allows controlling a com-
puter. This interface substitutes the physical keyboard and mouse input by virtual 
devices which are controlled by brain activity. Therefore, it is not necessary to use 
specific software to perform tasks as Internet browsing, sending e-mails or con-
trolling Windows (amongst others). The user is able to control the keyboard and 
the mouse by using evoked potentials (P300). Among others BCI for controlling 
computers, the main advantage of this system is that the user is able to control all 
the computer functions without any special interface, so all Windows functions 
can be done. 

The paper is organised as follows: The hardware and software of the BCI is ex-
plained in Section 2. Section 3 describes the appearance and workflow of the  
system. The tests and results obtained by the users while testing the interface is 
explained in Section 4. Finally, in Section 5 the main conclusions are summarized. 

2   Brain Computer Protocol 

2.1   EEG Hardware 

The main hardware used in the Brain-Computer Interface is based on the gTec 
commercial devices, consisting of: gUSBAMP amplifier, which utilises 16 input 
channels where 16 g.EEGelectrode sensors will be connected. For the placement 
of the sensors on the user scalp, a special EEG cap which comprises of 64 posi-
tions has been used. The computer and the amplifier are connected by USB.  
Fig.1. (left) shows the equipment used. 

The electrodes have been placed, according to previous studies [10] [11], in the 
next positions following the 10/20 standard: Fz, C3, Cz, C4, Cp3, Cp4, P5, P3, Pz, 
P4, P6, Po7, Po3, Po4, Po8 and Oz, ground in Fpz and reference to the right ear 
lobe. 

2.2   Feature Extraction 

The EEG signal has been amplified and digitalized with a sample frequency of 
256 Hz using 8 bits per sample. Later a notch filter has been applied; reject-band  
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Fig. 1 Left: Image of the equipment used and the laboratory environment. Right: Signal 
produced by attended and non-attended stimulus in sensor Po8. 

between 48 and 52 Hz, to avoid induced electromagnetic interferences produced 
by the 50 Hz power line. Finally the signal has been filtered again with a band-
pass filter between 0.1 and 30 Hz, this frequency band is suitable for the P300 
signal. 

The feature extraction process followed is a temporal filtering of the signal pro-
duced by a visual stimulus. This filter only considers the first 600 milliseconds 
after the stimulus to study. This new signal has 153 samples per channel and will 
be the input signal for the classifier.  

For sampling and signal processing the BCI2000 software has been used [11]. 
This software, installed in a computer (Windows XP, Intel Core 2 2x2.66Ghz 
1Ghz RAM), is used for the signal registration, processing and classification.  

2.3   Classification 

The classifier will be responsible for distinguishing between the waveform pro-
duced by an attended or a non-attended stimulus. The Stepwise Linear Discrimi-
nant Analysis (SWLDA) has been used as classifier [13]. This algorithm is widely 
used for the classification of evoked potentials. Previous studies prove its high 
performance for this kind of signals [11]. 

This classifier performs a linear transformation, a matrix multiplication of a 
classification matrix with the input signal matrix (the output of the temporal fil-
ter). The classifier looks for the optimal discriminant function adding features (in 
this case, consisting in channels and time elements) to a lineal equation, obtaining 
the maximal variability and optimal separation between two classes. 

The classification matrix consists in a matrix of coefficients obtained from the 
training signals of each volunteer. P300 classifier (a BCI2000 contribution [11]) 
has been used to obtain this matrix. The configuration used is as follows: study 
time 0-600 ms, maximal features 60, Spatial filter RAW, channel set 1-16. 
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3   Implementation 

3.1   Developed Software 

A software application module has been developed to allow controlling a Windows-
based computer (including Internet browsing). The application has various selection 
menus (with rows and columns flashing randomly) where the user has to fix their 
gaze on/stare at one option to choose the desired item. These menus consist of vir-
tual devices which allow the same interaction with the computer as the real key-
board or mouse, so the selected options reproduce the same actions as a real device. 

3.2   Graphical Interface 

The graphical interface of the application must be used with a 1024x768 resolu-
tion and it will be placed in the bottom of the screen; the width fits the screen and 
is 250 pixels high, as is shown in Fig. 2. This way the user has 2/3 of the screen 
for Windows or Internet navigation. 

 

Fig. 2 Graphical interface of the system: Virtual keyboard (left), Virtual mouse (center) and 
motion interval (right) 

The selection matrixes are as follow: 11x4 for the virtual keyboard, 5x3 for the 
virtual mouse and 3x3 for the distance control. The keyboard has all the basic keys 
for introducing numbers and characters; moreover there are keys with n/f (no func-
tion) which are free for future modifications. In the mouse matrix there are 8 possi-
ble directions, right click, left click, double left click, scroll up and down, read 
mode (in which the system will ignore the produced stimulus) and change to key-
board. Finally in the distance matrix there are 9 options with different distances of 
movement for the cursor, from 2 to 800 pixels in different intervals. With these 
basic functions the system is able to control almost all the computer functions. 

3.3   Execution Protocol 

The execution protocol is the way the user controls the possibilities of the inter-
faces presented in Section 3.2. This succession of orders and commands are mod-
eled on a very basic state machine, see Fig.3. 
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Fig. 3 States Machine of the system 

The program execution starts by showing the keyboard (Fig.2 left) with all its 
options in the state Wait Keyboard. At that moment the computer will not execute 
any action in the input devices. When the user concentrates on one of the charac-
ters or options which are flickering on the screen, the system starts the features 
extraction of the signal and the classifier is responsible for recognizing the pat-
terns and determining the desired order. When the desired character flashes 12 
times (6 per row and 6 per column) the program executes the action associated to 
the election obtained from the classificatory algorithm. When a character is se-
lected the system changes to state Keyboard Action where the computer inserts the 
desired letter. When the change to mouse menu key is selected the system will 
change to the next menu and it will be in Wait-mouse State. In this menu we have 
commands that can be executed with one single option (such as clicks and scroll), 
changing automatically from the system state to Mouse Action.When the desired 
action is executed. Although, if the selection is cursor movement, we have to spec-
ify the distance we want the cursor to move, or, in case of an error, we will have to 
cancel the selection. To do this, the third selection menu will appear and the sys-
tem will be in Waiting-Distance state. After the distance selection (in pixels) is 
done, the system will execute the cursor movement in the Mouse Action state. 
Once the movements and actions related to mouse are finished, we can go back to 
the keyboard selecting the Keyboard command on the mouse menu, returning to 
the initial state. 

4   Experimental Test 

4.1   Participants 

To test the system the participation of 5 healthy users between the ages of 24 and 
33, without any gender restrictions, has been required. After informing the partici-
pants of the requirements and tests involved, the volunteers agreed and gave their 
consent to take part in the tests. 
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4.2   Protocol 

The protocol applied to carry out the test was the same for all the users and con-
sisted of the following phases: 

1) Training: Training of the SWLDA algorithm is essential for a correct opera-
tion of the system. For a correct training it is necessary to do various training trials 
selecting certain known commands. The Copy Spelling function of BCI2000 has 
been used to carry out the sampling. The users undergo 2 sessions of training by 
selecting the commands associated to COMPUTER and SCIENCE. These words 
were selected because of their distribution across the keyboard, so the stimuli con-
tributions were spread through the widest possible visual field. We selected the 
best trial to extract the SWLDA coefficients to train the application.  

2) Writing: The users were asked to write in a text editor any particular word to test 
the correct operation of the classifier. This test was performed to check the hit rate. 

3) Cursor: The user was asked to move the cursor to reach an objective on the 
screen, the time taken was measured. This way we were able to see how quickly 
the cursor can reach any point on the screen. The proposed tasks are: Task 1, reach 
a textbox and Task2, reach a square area of 100x100 pixels. 

4) Google search: Finally, a complex task is proposed to the users. In this case 
the user has to perform two Google searches. Every volunteer will do the task 
moving the cursor to the Google textbox from the bottom left corner of the 
browser, doing click there and writing UMH and VR2 (one word in each trial), 
selecting the Intro character and doing click in the first link which appears in the 
Google list. Using the time measured to complete the task we will determine the 
system usability for complex tasks. 

4.3   Experimental Results 

All the tests have been done under the following conditions: Stimulus time 
31.25ms, time between stimulus 125ms, random stimulus presentation. 

For testing, the users have carried out each task presented in Section 4.2 twice, to be 
able compare the results and to see their variability. The results are shown in Table 1. 

Table 1 Results obtained from the experimental test 

Participant Writing Test Cursor Task Cursor Task 2 Google Search 

 1st. 2nd. 1st. 2nd 1st. 2nd. 1st. 2nd. 

User 1 42% a 7:25 a a a 11:12 a 

User 2 75% 100% 1:37 1:15 4:20 3:05 5:38 5:00 

User 3 100% 100% 1:30 1:31 2:35 3:42 4:31 3:48 

User 4 100% 100% 1:14 0:43 1:34 1:33 3:58 4:25 

User 5 87.5% 100% 1:32 0:42 1:54 2:15 3:50 3:51 

Global  
Average (b) 

93% 1:12 2:25 4:20 

*a: The user did not do the test.   *b: User 1 out of study. 
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As shown in Table 1 the necessary time for each task is relatively short, except 
for user 1 who admitted at the beginning of the session that he was extremely 
tired, which is the reason of his bad results (the evoked signal produced by at-
tended and non-attended stimulus was almost the same, so, in his case, the classi-
ficatory algorithm could not discriminate both states).  

The present system configuration provides the following selection speed: 
3.5selections/minute for the keyboard and 6selections/minute for the mouse. In 
terms of accuracy, the hit rate average of the participants is 93%. We also noticed 
in the study of the volunteer signals that the difference between attended and  
non-attended is bigger in the zones P5, Po7, Po3, Po4, Po8 and P6. Moreover it is 
interesting to check that in some cases the accuracy and time for the tasks has im-
proved in the second trial, this means that the users learned quickly to control the 
computer with this system.  

5   Conclusions 

A new BCI for Internet browsing has been presented and tested. In this BCI, the 
user is able to control the input interfaces of a computer using the P300 paradigm 
and the obtained results are satisfactory for both simple tasks as well as for com-
plex tasks. The system has a high usability and does not have any interaction limi-
tation with the computer. Moreover we agree on the effectiveness of the SWLDA 
for P300 classification.  

In the future, this interface will be tested by a volunteer who suffers paralysis. 
In addition, this BCI will be modified to control a robotic arm using a similar  
configuration. 
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Modeling Virtual Agent Behavior in a Computer Game
to Be Used in a Real Enviroment

Catalina Roncancio, Jaime Gómez G-B, and Eduardo Zalama

Abstract. Our long term goal is to develop autonomous robotic systems that have
the cognitive abilities of humans, including communication, coordination, adapt-
ing to novel situations, and learning through experience. Cognitive architectures as
theory of the fixed mechanisms and structures that underlie human cognition are
the actual mechanism of making a software implementations of a general theory of
intelligence. The proposed system incorporates the hypothesis behind cognitive ar-
chitectures like Soar to model our particular content, an autonomous character and
its cognitive processes in normal working situations as hotel bellboy, and simulated
in a virtual environment. Through this work, we proposed introduce game develop-
ment as a test bed for our application.

Keywords: cognitive modeling, computer game, programing by demosntration.

1 Introduction

The growing interest on cognitive models have let the integration on different disci-
plines, like psychology, linguistics, anthropology, and artificial intelligence, to name
just a few, that have characterized the cognitive systems as systems which exhibit
adaptive, anticipatory, and purposive goal-directed behavior. We can find various
paradigms of cognition, each taking a significantly different stance on the nature
of cognition, what a cognitive system does, and how a cognitive system should
be analyzed and synthesized [3, 4]. Each paradigm has a history of asking certain
types of questions and accepting certain types of answers. And that, according to
Allen Newell, is both an advantage and a problem. What we finally need is to work
with unified theories of cognition (UTCs) [12] and this is what the cognitive ar-
chitectures attempts to be [13]. To understand how any computational architecture
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works, we need to used it to model some behavior [5] (an architecture by itself does
nothing, it requires content to produce behavior). Lets consider the next scenario:
Sacarino(also named AiE-Agent) is a bellboy robot that will work in a hotel envi-
ronment. In the field of service robots, there has been an increase in the necessity
of developing assistant robots capable of interacting with users and undertaking real
life tasks. Notwithstanding the general consensus about the necessity of developing
and exploiting the potential of service robots, it stills remains a manifold challenge
to do so today. Our assistant bellboy robot for hotels will be designed and developed
capable of providing the following services and tasks:

- Accompanying the guests to their rooms.
- Explaining the services available in the room and the hotel (meals, laundry, etc).
- Carrying food, drinks, equipment, newspapers to the rooms.
- Dialogging with guests in defined contexts, taking care of orders, providing use-

ful information (tourist and meteorological information, news, etc.), and send-
ing/receiving messages to/from the reception desk.

The proposed system incorporates game design and artificial intelligence to simulate
autonomous characters and their cognitive processes in normal working situations.
The combination of computer games with virtual agent systems gives the opportu-
nity to offer virtual environments for improving training and decision-making with
virtual autonomous agents in everyday surroundings. One important advantage to
bring the real application in to a simulation is that we can exhibit a high degree of
anthropomorphism [7] with highly expressive interfaces that are easily adjusted and
personalized for each user at a fraction of the cost of a robotic interface. Our paper
is structured as follows. Section 2 presents some related work. Section 3 Explains
the details by designing a game within the XNA Game Studio. Section 4 describes
our approach to modeling the bellboy game ,and shows how we used our model to
generate code and section 5 discusses the benefits of our approach and concludes.

2 Related Works

A number of noteworthy architectures for behavioral animation of autonomous
characters have been proposed. In many of these techniques, characters behave au-
tonomously by choosing actions through a behavioral model: an executable model
that defines how a character should react to its environment. Our approach does not
model the behavior explicitly. The behavior emerges based on the interaction. The
use of visual modeling environments is not new to the gaming industry but if its
use as a test bed of real application. The main objective of developing such systems
is be able to work in parallel with the real application and then yet anticipate the
most probably simulated situations before getting to work with the robot. For exam-
ple, the Soar architecture approach is also applying on computer games design [15].
Through this work, they investigate some designs that facilitate tractable reinforce-
ment learning in symbolic agents developed using Soar architecture operating in a
complex domain, Infinite Mario. A reinforcement Learning domain developed for
Reinforcement Learning Competition 2009, as is a variant of Nintendo Super Mario.
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Another related work is [10], where they proposed a system that incorporates vir-
tual reality and artificial intelligence to simulate virtual autonomous characters and
their cognitive processes in dangerous working situation on an industry. The cog-
nitive agents are enriched with a planner for selecting actions according to goals,
the environment and to the personal characteristics of the agents (time pressure,
caution, tiredness, hunger). A work that comes close to our research has been done
by Jrg Kienzle et al. [6] on modeling computer games, and Non-Player Characters,
to reason about the behavior of a tank pilot for the EA Tank Wars competition, in
which Computer Science students compete against each other by writing artificial
intelligence (AI) components that control the movements of a tank.

3 Execution Platform

On this first stage, our challenge is to develop a virtual environment that will support
the actions of the virtual agent represented by a non-player character in a computer
game. This will let us develop a demonstrator where users can interact with our vir-
tual robot service and obtain information about the hotel. The modeling of our robot
service Sacarino in a game with appropriate abstraction level using an appropriate
modeling language has many advantages: (i) Programming-by-demonstration inter-
face. (ii) Writing consistent, re-usable and efficient AI code. (iii) Provides the user
with a social interface that acts as a representative of the services the environment of-
fers. And (iv) enhance human-machine interaction. The game is an interesting tool,
as in the real application, it is requires an agent to reason and learn at several levels;
from modeling sensory-motor primitives to path-planning and devising strategies to
deal with various components of the environment. We propose the integration of
Soar theory to define the agent’s behavior with a virtual model of the environment
(by XNA). The description of the system will be based on statecharts [2, 17], a com-
bination of state diagrams and class diagrams that interpret the differents modules
of the system.

3.1 General Game Structure

In the recently years the design of Computer Game becoming an interesting test
bead for research in Artificial Intelligence and Machine Learning [14, 15]. Tradi-
tionally, the research has concentrated on learning in Board game. A good example
of a board game that has seen many successful computerized implementations is
Chess [11]. However, recently computer and video games (Real-time games) have
received increased attention [8, 16] because they present challenges which are close
to real world problems like that of the enormity of information in a highly self con-
tained and circumscribed environment. Real-time games requires users controls one
character (or a small number of characters), and plays within a game environment
against a set of computer controlled characters (or in multi players games against
characters controlled by other players). In such games, the term artificial intelligence
is used to designate the algorithms that specify the behavior of computer-controlled
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game characters, often also called non-player characters (NPC). The ultimate goals
is to make the NPCs own actions and reactions to game events seem as intelligent
and natural as possible. The central logic for every game includes preparing the
environment where the game will run, running the game in a loop until the game
ending criteria is met, and cleaning up the environment [1]. The idea of having the
main program logic running in a loop is crucial for a game, because the game needs
to keep running whether or not it has user interaction. This doesn’t happen with
some commercial applications, which only do something in response to user input.
Comparing XNA with the old way of developing game we can see that the Game
project type provides us with a ready made basic game structure, so we can start by
including our game-specific code, and focus in the main target (Intelligent behavior
and improve interaction). To illustrate the power of our approach, we show in the
following sections how we modeled the bellboy robot behavior in a game.

4 Modeling Game

In games or simulations, a character perceives the environment through his senses
or sensors, and reacts to it through actions or actuators. For instance, our character
might look for the presence of a person and if its seen subsequently decide to make
an action. The basic architecture is described in Fig. 1. In the perception module
we find the information of processing video and voice recognition. The Cognitive
module based on Soar [9], performs the behavior planing separating memories for
descriptions of the current situation and its long-term knowledge. The current situ-
ations, including data from sensors, active goals, and active operators is held in the
working memory. The knowledge that exists independent of the current situation is
held in the architectures long-term memory (LTM). LTM is not directly available,
but must be searched to find what is relevant to the current situation of the bellboy.
Soar distinguishes three different types of LTM: procedural, semantic, and episodic.
Procedural knowledge is primarily responsible for controlling behavior and maps
directly onto operator knowledge. Semantic and episodic knowledge usually come
into play only when procedural knowledge is in some way incomplete or inade-
quate for the current situation. The Behavior System is the processing component
that generates behavior out of the content that resides in the long-term and work-
ing memories. The purpose of the Behavior system is to select the next operator to
apply. A goal directed behavior corresponds to movement in a problem space from
the current state to a new state through the application of an operator to the current
state.

4.1 Modeling the State of the Bellboy

The visual scene is divided into a two-dimensional [16 x 10] matrix of tiles. Each
tile (element in the scene) can have one of the many values that can be used by the
agent to determine it the corresponding tile in the scene is a obstacle (objects), or
not, a user, or a receptionist, etc. For every visible user, the agent is provided with
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Fig. 1 Architecture

the type of the user, its current location, and its speed in both x and y direction.
Once it determines the type of user, the characters initiates a dialog with it and the
information to be interchange is store in the agent’s memory. At the high level of
abstraction, the bellboy has a given physical size, approximated by a bounding rect-
angle, with eyes (cameras), ears (stereo microphone), and arms. This set of sensors
relay information about the state of the character and the surrounding environment
to the AiE-Agent. The Chase component tell the AiE-Agent the position of the char-
acter in which direction the character is facing and what speed is going at. The mood
component shows the current mood and translates them in their physical counter-
parts. Finally a battery indicator shows the current battery level of the bellboy, and
a status indicator reports on the current interaction level.

4.2 Cognitive System

Its clear that if we want to see how Soar contributes to behavior then we need to
explore the it in terms of some particular content [9]. Lets consider a simple scenario
from the hotel Fig. 2. Sacarino stands around the hotel reception waiting for a guest
arrival, and then initiates a dialog. First the guest came into the reception and makes
the check in, and then the receptionist indicates to the bellboy, where to go (the guest’s
room). At that point the bellboy has to initiate a dialog with the user while they go to
the room. The dialog is about hotel’s information or services (laundry, room service,
safe, staff, wake-up call etc). When they are near the room, the bellboy if its necessary
indicates to the guest how to use the key card to open the door. Then the bellboy
explains the hotel’s mealtimes or other information. Finally the bellboy offers the
user additional information, like, entertainment, touristic places, leisure and so on.

Just as the architecture is a theory about what is common to cognition, the con-
tent in any particular model is a theory about the knowledge the agent has that
contributes to the behavior. For our AiE-Agent to act like a bellboy, we will have
to give it many different kinds of knowledge. Before our model can dialog its first
time, we must find some way to represent and process bellboy’s knowledge in Soar.
In Soar this structure provides a means for organizing knowledge as a sequence of
decisions through a problem space. Some concrete examples of which are:
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Fig. 2 Show the participants in our scenario in their usual locations and roles

- K1: Knowledge of the objects in the game. e.g. Lobby, front office, elevator,
rooms, bar.

- K2: Knowledge of abstract events and particular episodes. e.g. What the user had
mentioned in his previous interaction with the bellboy.

- K3: Knowledge of the rules of the game. e.g. Interaction with the bellboy.
- K4: Knowledge of objectives. e.g. Give information of the hotel’s services,

leisure, mealtimes and transport.
- K5: Knowledge of actions or methods for attaining objectives. e.g. Chase,

Evade,Surround, tell jokes.
- K6: Knowledge of when to choose actions or methods. e.g. If the user don’t need

information, stop the dialog and go away.
- K7: Knowledge of the component physical actions. e.g. What to express (facial

expressions) while dialogue

This list incorporates many different kinds of knowledge that our model must in-
clude: knowledge about things in the world (K1 and K2) and knowledge about ab-
stract ideas (K3 and K4), knowledge about physical actions (K7) and knowledge
about mental actions (K5), even knowledge about how to use the other kinds of
knowledge (K6).

4.3 Behavior System

If we try to imagine (and draw) all the choices Sacarino might have to make during
a game, given all the circumstances under which they might arise, we are quickly
overwhelmed. Sacarino must make his decisions with respect to the situation at
the moment. At the highest level of abstraction,as seen in Fig. 3, the AiE-Agent
switches between different operating modes based on events. He starts in Exploring
mode, and switches to Interaction mode once the Avatar position is known (and
there is still enough battery). If at any point in time the mood status is negative or the
interaction level is low, he switches to standby mode. Otherwise, Surrounding is the
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Fig. 3 The bellboy strategy

best strategy. In the event that the battery is low, if the location of the recharge station
is known, the bellboy chooses to switch to recharge mode. Otherwise, it is best to
continue Exploring, hoping to find a recharge station soon. When the charge is full,
the bellboy switches back to whatever he was doing before he was interrupted. The
mode changes are announced by sending corresponding events: when Exploring is
entered, the explore event is sent, when Interaction is entered, interact event is sent,
etc. The motor system is not explained in this work, this first phase is to model the
correct behavior of a bellboy robot in this virtual environment.

5 Conclusions

Our decision of design a virtual agent is based on the modern conception of agent,
while in the past software agents and robots have usually been seen as distinct arti-
facts of their respective domains, the modern conception is, in fact, to consider them
as particular instances of the same notion of agent, an autonomous entity capable
of reactive and pro-active behavior in the environment it inhabits. Our technique
combines a form of cognitive modeling, based on the most development architec-
ture in the literature, Soar, with emotions to influence decision making. In this paper
we present a novel technique to produce intelligent behavior of an agent by inter-
acting with the environment (simulated specific scenario) and the user. We model
this interaction between the guest and a bellboy robot through a programming by-
demonstration interface. Our technique produces virtual character behavior that can
be quickly adopted when playing the game by non-expert users. Our method is a test
bed of the ROBOTEL project a real-world application within hotel environment.
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A Legal View of Ambient Assisted Living 
Developments 

J.P. Pedraza, M.A. Patricio, A. De Asís, and J.M. Molina* 

Abstract. In this paper, a legal approach to Ambient Assisted Living is considered. 
A general framework for context-aware applications is presented and a general view 
of legal principles to be considered in this framework. The analysis of a specific ap-
plication of AAL, developed in a previous work, allows understanding these princi-
ples in a real development and the applicability for designing AAL applications.  

Keywords: AAL, Context Applications, User Identification, Social Guarantees, 
Privacy and Human Rights. 

1   Introduction 

The concept of Ambient Intelligent (AmI) includes the contextual information but 
expand this concept to the ambient surrounding the people. So, electronic or digi-
tal part of the ambience (devices) will often need to act intelligently on behalf of 
people. It is also associated to a society based on unobtrusive, often invisible in-
teractions amongst people and computer-based services taking place in a global 
computing environment. Context and context-awareness are central issues to am-
bient intelligence [1]. AmI has also been recognized as a promising approach to 
tackle the problems in the domain of Assisted Living [2]. Ambient Assisted  
Living (AAL) born as an initiative from the European Union to emphasize the im-
portance of addressing the needs of the ageing European population, which is 
growing every year as [3]. The program intends to extend the time the elderly can 
live in their home environment by increasing the autonomy of people and assisting 
them in carrying out their daily activities. Several prototypes encompass the func-
tionalities mentioned above: Rentto et al. [4], in the Wireless Wellness Monitor 
project, have developed a prototype of a smart home that integrates the context  
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information from health monitoring devices and the information from the home 
appliances. Becker et al. [5] describe the amiCa project which supports monitoring 
of daily liquid and food intakes, location tracking and fall detection. The PAUL 
(Personal Assistant Unit for Living) system from University of Kaiserslautern [6] 
collects signals from motion detectors, wall switches or body signals, and inter-
prets them to assist the user in his daily life but also to monitor his health condi-
tion and to safeguard him. There are also several approaches with a distributed  
architecture like AMADE [7] that integrates an alert management system as well 
as automated identification, location and movement control systems. 

All these approaches are promising applications from an engineering point of 
view, but, no legal aspects are considered in the development. Clearly, an impor-
tant point is the necessity to identify the users of these systems. Two different ap-
proaches could be considered, one approach is based in the cooperation of the user 
to be identified and another one is based in the non-cooperative environment (for 
example in surveillance applications). Biometric technology has legal implications 
because it has the potential to reveal much more about a person than just their 
identity. For instance, retina scans, and other methods, can reveal medical condi-
tions. Thus biometric technology can be a potential threaten to privacy [8]. Euro-
pean and American judges [9] have categorized privacy as taking three distinct 
forms. These includes [10]: a) physical privacy or freedom from contact with 
other people; b) decisional privacy or the freedom of the individual to make pri-
vate choices about the personal and intimate matters that affect her without undue 
government interference and c) informational privacy or freedom of individual to 
limit access to certain personal information about oneself.  Obviously, biometrical 
technology is related with the a) and c) issues. Biometric identification, of course, 
is not a new technology. Introduced more than a century ago, fingerprint technol-
ogy is perhaps the most common biometric identification technique. Thus the  
social risk [11] associated to this technology is not new. However, technological 
advances, among other factors [12], have increased the social risk associated to 
technique because: a) they have reduced the social tendency to reject its use; b) 
they have allowed their widespread use [13] and c) they have enabled to obtain 
more sensitive information on the subject. 

In this work, authors review legal consideration in biometric identification to 
propose a set of legal principles on a general context aware framework. Finally a 
real application is studied from these principles. 

2   Legal Consideration in Biometric User Identification  

States and stakeholders should make further efforts to ensure that biometrical ap-
plications are monitored and the rights and freedoms of individuals are respected 
[14]. In particular, they should take into account, inter alia: the legal nature of re-
lations (public or private) and the characteristics of the devices (ability to obtain 
sensitive information): 

a) Private Relations (Private Users and Private Services) [15]. Because most bio-
metric scanning will result from private sector activities where the user voluntarily 
gives up information, legal privacy concerns will usually be implicated to ensure  
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informed consent and the transparency with the data subject. This is achieved pro-
viding them with the information about the systems and granting the right to access 
to personal data and, where appropriate, the right to have it deleted or rectified or 
blocked if they are inaccurate or have been unlawfully processed [16]. 

b) Public Relations (Private/Public Users and Public Services). In this context, 
the social guarantees, depends on the particular case and the results of legal test of 
the “balancing interests” [17][18]. There are common principles to “balancing in-
terest” test: proportionality and reasonableness. 

The principle of proportionality requires that measures implemented should be 
appropriate for attaining the objective pursued and must not go beyond what is 
necessary to achieve it. The reasonableness of a measure is therefore to be ad-
judged in the light of the nature and legal consequences of the relevant remedy 
and of the relevant rights and interests of all the persons concerned. 

Also in this field, States shall ensure that appropriate procedures guaranteeing 
the dignity and privacy of the applicant, in particular, the protection of personal 
data. The States concerned shall closely monitor the implementation of the social 
guarantees, including: a) the general information on features and uses of systems; 
b) all the technical and organizational security measures required to protect per-
sonal data against accidental or unlawful destruction or accidental loss, alteration, 
unauthorised disclosure or access, and all other unlawful forms of processing the 
personal data; c) the collection and transmission of biometric identifiers; d) any 
processing of personal data must be lawful and fair to the individuals concerned; 
whereas, in particular, the data must be adequate, relevant and not excessive in re-
lation to the purposes for which they are processed; whereas such purposes must 
be explicit and legitimate and must be determined at the time of collection of the 
data; whereas the purposes of processing further to collection shall not be incom-
patible with the purposes as they were originally specified; e) in all cases the level 
of security shall be adapted to the sensitive nature of the data; f) in general, the 
techniques taken to ensure compliance with data protection provisions and provide 
a mechanism for citizens to access, control, and verify their information. Society 
as a whole needs to be aware of the obligations and rights that are applicable in re-
lation to the use of biometric applications. Therefore it makes sense to create a 
regulatory model for the collection, use and dissemination of biometric informa-
tion. In that regard, there’re several options like laissez faire approach,  
self-regulation, public regulation [19][20][21]. Under a laissez faire regime, no au-
thority requires businesses to disclose their biometric policies to consumers. 
Therefore, it would be difficult for customers to comprehensively weigh the alter-
natives. The self regulation is not sufficient because entails one big drawback: the 
lack of enforcement. The last alternative deals with binding legislation with effec-
tive, proportionate and dissuasive sanctions for infringements. 

3   Regulatory Model for AAL Developments 

A generic framework of an AAL Application consists of three layers as shown 
in Figure 1. At the bottom of the Model is the Location/Monitor Layer, which is 
responsible for processing sensory information received by a collection of  
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heterogeneous sensors into useful information for Context-Aware services. The 
set of sensors that monitor the activity of individuals are often organized in so-
called sensor networks. With this sensory information, the Context Layer aims 
to answer the questions previously raised. Therefore, it is necessary to process 
and model information through the “Physical Context Manager” module. This 
module, in turn, is able to interact with the sensory layer in order to select cer-
tain preferences in the operation of the sensors. An AAL application should 
adapt its sensory information dynamically to the needs of users, taking into ac-
count a wide range of users and situations they may encounter. Through the 
“Logical Context Manager” module, the system is capable of adapting Context-
Aware sensory information based on knowledge about their needs and character-
istics, stored in what is called “Personal Profile”. This profile or logical context 
can be obtained directly through inputs by the user preferences, or by interaction 
with the environment observed from the sensory system. With the merger of the 
logical and physical context information, the system is able to obtain the Con-
text-Aware "User Model". The “User Model” plays a critical role in Context-
Aware systems, since it embodies, on the one hand, the high-level semantic 
knowledge of actions of the user received from the sensory system; on the other, 
the user preferences, as well as its capabilities and limitations. Among these 
limitations, we may include information on their cognitive and sensorial level, 
or physical disabilities (for instance, elderly or handicapped people). Finally, 
once established "User Model", the Context Layer has a "Reasoning System" 
module capable of inferring and accommodating the needs of services to the fi-
nal users in the field of a specific Context-Aware application. 

 

Fig. 1 Abstract Model of Context-Aware Applications 

Identification and personalization are essential features of AAL services. The 
contextual framework needs a biometric scheme with the following features: (a) 
multibiometric: which combines several sources of biometric information (traits, 
sensors, etc.) with the aim of mitigating the inherent limitations of each source, 
obtaining a more reliable and accurate system; (b) highly transparent, highly  
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accepted, and low intrusive, using biometric traits that can be acquired even with-
out any cooperation of the user (e.g. face, voice) and well socially accepted (like 
the handwritten signature); (c) able of inferring human activity and analyzing user 
emotions, therefore significantly focused on services customization. These re-
quirements affect directly to many legal aspects that should the considered before 
the development of industrial applications, to be used in the private sector or pub-
lic sector. A generic legal framework of a Context-Aware Application should be 
composed by principles and fundamental rules, taking into account: (a) Central 
axiological elements: The protection of human dignity, fundamental rights and in 
particular the protection of personal data, are the key issues of regulatory model; 
(b) Principles: This regulatory model and a range of implementing measures needs 
to be adopted to complete the legal framework, should duly take into account 
some general principles. From our point of view, the general principles that should 
be taken into account could resume in the following ones: 

1. Public objective driven vs. technology driven: the legal treatment for context-
aware applications should not be ‘technology-driven’, in the sense that the al-
most limitless opportunities offered by new technologies should always be 
checked against relevant human rights protection principles and used only inso-
far as they comply with those principles. 

2. Proportionality: requires that measures implemented should be appropriate for 
attaining the objective pursued and must not go beyond what is necessary to 
achieve it. The use of biometrics should not in principle be chosen if the objec-
tive can also be reached using other, less radical means. 

3. Reasonability: reasonableness of a measure is therefore to be adjudged in the 
light of the nature and legal consequences of the relevant remedy and of the 
relevant rights and interests of all the persons concerned. 

4. Data governance:  is a useful principle that covers all legal, technical and or-
ganizational means by which organizations ensure full responsibility over the 
way in which data are handled, such as planning and control, use of sound 
technology, adequate training of staff, compliance audits, etc.  

5. Human rights protection by design: human rights protection requirements 
should be an integral part of all system development and should not just be 
seen as a necessary condition for the legality of a system. 

6. Best Available Techniques: shall mean the most effective and advanced stage 
in the development of activities and their methods of operation which indicate 
the practical suitability of particular techniques for providing in principle the 
basis for ITS applications and systems to be compliant with Human rights pro-
tection requirements. 

7. Precautionary: where there is scientific uncertainty as to the existence or extent 
of risks to human rights, the institutions may take protective measures without 
having to wait until the reality and seriousness of those risks become fully  
apparent. 

8. Technology neutrality: regulatory framework must be flexible enough to cover 
all techniques that may be used to provide context-aware applications. 
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4   An AAL Case of Study 

Several AAL developments have been carried out in our laboratory, a complete 
description could be consulted in [22][23][24]. In these applications, the provi-
sioning of the services occurs automatically in the Context Engine as the right 
context is found to each user: Role, Zone, Location, etc… For example, a grand-
mother sitting in a wheelchair with who’s carrying a WiFi device and who usually 
take her medications every day, so the following rule is defined and discovered by 
the system: 

Scenario I:  Intelligent Home + Elderly + Taking Medication 
Event part: When Rose Mary, the grandmother of the family,  

carrying a PDA is detected in the TV room, 
Condition part: (and) it is the first time in the day, 
Action part: (then) turn on the device, and send a MEDICATION’S 

ALERT. 

The following rule is evaluated in order to offer the appropriate services to the 
elderly woman who is in the TV room. The intelligent home is able to know the 
location of each person at home (using cameras or wifi), identify each one (using 
cameras or wifi), correspond each mobile device with people who carry out, and 
apply context-rules to inform each user. In this simple example, some legal con-
sideration should be done, following the principles of the proposed regulatory 
model (section 4): 

1. Public objective driven vs. technology driven: the device could offer higher 
level functionalities in an automatic way but considering public goal and “the 
principle of the independence of will”, the device should be configured in 
order to capture the information defined by the user. 

2. Proportionality: the identification system does not need a personal recognition 
based on cameras only the identification of the device is necessary. 

3. Reasonability: in this application the message send to the user could be turn 
off (other applications need to be always turn on, for example, in a hospital 
the message should send to medical assistance to be considered in any case ). 

4. Data governance: the whole system is under personal data privacy law. 
5. Human rights protection by design: user should be able to configure the way 

in which the alarm is showed in order to avoid the publicity of the personal 
situation to other people at home. 

6.  Best Available Techniques: the designed devices should consider the 
minimum effort from the user and a low cost. 

7. Precautionary: the technology involved should be tested to avoid healthy 
problems as to interfere with medical devices. 

8. Technology neutrality: the functionalities should be open to any device with 
similar technology. 

These legal principles define the deployment of the system and technology and 
devices to be used, they impose several requirements on software development 
and they bring a new way to define AAL applications. 
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An Intelligent Tutoring System Oriented to the 
Integration of People with Intellectual Disabilities 
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Abstract. The development of Intelligent Tutoring Systems (ITS) based on mo-
bile platforms offers new perspectives for a better integration of people with intel-
lectual disabilities. The LAGUNTXO System aims to achieve the performance of 
human tutors. Due to the wide diversity related to a person with disabilities, an in-
telligent structure that may achieve a convenient tutoring system configuration for 
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each case has been incorporated. With an appropriate design of the structure and 
architecture of this task handler, it is very easy to operate by stakeholders. An 
automaton-based mechanism has been performed to technologically adapt the 
large amount of possibilities related to the interaction between people with dis-
abilities, the task that is going to be made autonomously by users, and the mobile 
system elements. In this paper, LAGUNTXO architecture, operational ways, heu-
ristic evaluation and a pilot study with final users are presented. 

Keywords: People with intellectual and physical disabilities, Intelligent Tutoring 
System, Integration enhancement. 

1   Introduction 

Integrating people with disabilities into working and social environments is one of 
the main issues in applying Information and Communication Technologies (ICTs) 
into the Assistive Technology field. Particularly, it is necessary to pay special at-
tention to the integration problem of people with intellectual disabilities. The ori-
gin of this project lies in a request of GUREAK ARABA S.L. (GRUPO 
GUREAK), a company that works in the integration of people with disabilities.  

Computer aided systems have been successfully applied in many fields [1]. In-
telligent Tutoring Systems (ITSs) are computer-based instructional systems with 
models of instructional content that specify what to teach, and teaching strategies 
that specify how to teach [2, 3]. The ITS monitors the learner performance to de-
termine the student's mastery on certain topics or tasks and how to satisfy their re-
quirements by selecting the most appropriate pedagogical strategy and content to 
be taught. Intelligent Tutoring Systems working into mobile platforms are an ap-
propriate response to one of the main problems of people with disabilities: their 
integration into social and working environments [4]. These devices are designed 
to reach the user adaptation and to obtain an interaction that allows overcoming 
personal disabilities, for increasing the performance, individual autonomy, work-
ing capability, personal safety and a healthy environment in workplaces [5]. 

At the moment, the project has been carried out by a multidisciplinary re-search 
group with researchers from different fields such as Computing, Psychology, 
Medicine, and Engineering. These studies have also caused several works with so-
cial environment associations and companies devote to the industrial integration of 
people with disabilities. The level of success achieved within the project life is de-
scribed in detail in the next sections. Section 2 describes in detail the architecture 
of LAGUNTXO SYSTEM. Section 3 shows results that have been obtained from 
the heuristic evaluation and a pilot study with final users. Finally, some conclu-
sions and future work are shown in section 4. 

2   Architecture of LAGUNTXO System 

The LAGUNTXO system has been developed for the purpose of enhancing the in-
tegration of people with intellectual disabilities into their working and social  
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environments. It has to achieve the performance of human tutors, going a further 
step than those classical tutoring systems [3] by dealing not only with the manage-
ment of the tasks to be performed but also with the broad diversity of people with 
cognitive disabilities. Hence, the designed LAGUNTXO prototype has been struc-
tured in four main sub-systems: the Task Management System (TMS), the Intelli-
gent Tutoring System in Mobile Platform (ITS-MP), the Intelligent Dialog System 
(IDS), and the Human Emotions Analysis System (HEAS). The Task Management 
System (TMS) has been developed to overcome the lack of suitable tools that deal 
properly with the broad diversity of people with disabilities when defining the tasks 
to be performed.  

 

 
Fig. 1 (a) Structure of the TMS, (b) Structure of the ITS-MP 

In this work, a system that provides the possibility of personalized configura-
tion has been created: it handles any possible case in separate profiles due to the 
diversity of the disabled people collective. 

The TMS is composed by three modules where the information is divided in the 
following parts: Tasks to carry out, Ergonomic characteristics and Users’ personal 
information: to prevent accidents and emotional blockage situations for avoiding 
personal and physical damage. 

In the TMS (Figure 1.a) this information is organized in several databases or re-
positories which can be continuously updated by users, tutors, caregivers and rela-
tives. Moreover, the TMS has been designed to allow a comfortable and simple 
configuration, giving to users an easy way to build the profile that will be loaded 
into ITS-MP (Figure 1.b). In this sense, TMS has inside an automaton-based 

(a) 

(b) 
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images, videos, texts, etc., configuring the skeleton of the task. There exist two 
types of states. For interconnecting states, different transitions, defined by the 
stakeholders, have been created. The program is user-friendly, reliable, usefulness, 
agreeable, with a clear interface to be used by people with low computing knowl-
edge. These interfaces are presented on tables or menus, depending on handled data 
(Figure 2).activated. Looking at ITS-MP in Figure 1b, and due to the characteristics 
of the people who will use these devices, it is absolutely necessary to design an in-
terface that shows the following features: friendly, comfortable, flexible and ergo-
nomically adapted to their characteristics. The main objective of this project lays in 
providing these users with a cognitive tool that contributes to the improvement of 
their autonomy, quality of life as well as help in the occupational health and safety 
management. Another objective is to integrate a task management into the portable 
device. To improve this, intelligent technologies based on fuzzy systems are used 
[2]. The basic structure of ITS-MP is based on rules and on an automaton mecha-
nism to communicate with all sub-system of the ITS, similar to the mechanism pre-
viously detailed. An interface example can be seen at Figure 2c. It shows several 
screens where users may select the next subtask step by audio-video messages. 

3   Evaluation 

3.1   Heuristic Evaluation 

Heuristic evaluation is a well-known and used usability evaluation method. To ap-
ply this technique, a group of experts must evaluate the fulfilment of a set of prin-
ciples (or heuristics) by the user interface of the system to be evaluated [6]. In this 
sense, a Heuristic Evaluation has been carried out on the user interface of LA-
GUNTXO system. The evaluation process has been divided in two parts. First, the 
user interface of the tutor generator was evaluated using the set of heuristics pro-
posed by Pierotti [7]. Second, the user interface of a concrete tutor was evaluated 
in a mobile phone, using the eight heuristics principles defined by Bertini [8]. A 
ninth heuristic was incorporated to evaluate learnability, as it is considered an im-
portant issue for LAGUNTXO system. Each heuristic principle was composed by 
a set of subheuristics that evaluators had to evaluate by following the Severity 
Ranking Scale (SRS) proposed by Nielsen [6], which ranks the potential usability 
errors according to their importance. 

A total of 12 experts participated in the evaluation from different fields such as 
Computing, Psychology, Medicine, and Engineering. Every expert evaluated both 
ITS-TMS and ITS-MP systems, each of them using its corresponding set of heu-
ristics and subheuristics. The procedure established that every expert had to pass 
all the heuristic and their corresponding subheuristics to the user interface. For 
every subheuristic, as a first step, experts had to check whether it was applicable 
or not to the user interface been studied. In case the subheuristic was applicable, 
the experts had to rank it according to Nielsen’s SRS, ranging from 0 (no usability 
problem at all) to 4 (usability catastrophe). Not applicable subheuristics have not 
been represented in the results of the evaluation as the focus was set on identifying 
potential usability errors on applicable subheuristics.  



644 A. Conde et al.
 

 

Fig. 3 Percentages of Cosmetic, Minor and Major usability problems found for ITS-TMS 
(a) and ITS-MP (b) 

In order to normalize the results, values have been divided into three groups. 
Every group has been represented regarding its percentage for every subheuristic, 
so their relevance for every subheuristic can easily be seen in the figure. A first 
group was composed by subheuristics that are not considered as potential usability 
errors and the ones considered as cosmetic problems; this group has been repre-
sented in the figure with blue color. On the other hand, brown color represented 
the subheuristics identified as minor usability problems. Finally, major and catas-
trophic usability problem have been represented by using green color in the figure. 

Figure 3 shows the results of the heuristic evaluation for both ITS-TMS and 
ITS-MP systems. Results show that studied systems have achieved a remarkable 
usability level. Even if there still are a number of major usability issues to solve, 
their amount is significantly low compared to the amount of subheuristics applica-
ble on both studied user interfaces. Moreover, the sets of heuristics employed 
comprised 292 and 48 subheuristics respectively and have been based on solid 
foundations found in literature. This fact indicates that performed evaluation has 
been complete enough to ensure the validity of employed sets of heuristics and 
subheuristics. Besides, according to Nielsen [6], a number of five expert evalua-
tors is enough to discover a relevant amount of usability problems in a user inter-
face. In this sense, the amount of experts involved in the evaluation ensures that a 
relevant number of usability problems belonging to the user interface have been 
identified in the evaluation process. 

3.2   Pilot Test 

So as to test a first version of the ITS, we developed a prototype which has been 
used with people with intellectual disabilities and with people in risk of exclusion, 
both in working and collective environments. This prototype has been integrated 
into a mobile phone, as shown in Fig. 4. For evaluation purposes a module that 
collects data of the use of the tutor was developed. Initially, 14 users participated 
in the test: 7 people were chosen in indoor working places, and other 7 in a flat 
dedicated to the learning of daily life skills.  
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Fig. 4 An user of the ITS by a mobile phone 

From the beginning of each test the implication of users and caregivers or 
working trainers was sought. Different indicators covering both subjective and ob-
jective parameters were created and measured during the test.  

This allowed the project team to evaluate the usability of the tools taking into 
account the efficacy and efficiency of the tool and the satisfaction of the people 
implicated in the test. With relation to objective indicators (Table1), results show 
that tutor help was mainly used during first days and that performance is rapidly 
enhanced when using the tutor. Both caregivers/human tutors and researchers in-
volved in this work expressed a remarkable satisfaction and considered it very 
useful. It is worth mentioning the short cycle of use and that it is used even outside 
the workinghours. 

Table 1 Evaluation items and (b) subjective and (c) objective indicators 

Type What Work activities  
  User Initial/final interviews and questionnaires 

Subjetive Satisfaction Trainer Initial/final interviews and questionnaires 
  Client Final interviews 
 Efficiency Trainer Number of calls 

Objetive  and client Number of questions 
 Efficacy Trainer % os success in tasks 

 
Subjective Indicators 

Attribute User Trainer Client 
Satisfaction Very 

high 
High High 

Usefulness Very 
high 

High High 

Improve the train-
ing 

High Moderate  

Improve the auton-
omy 

High Moderate  

Improve speed Low Low  
Reduce errors high Moderate  

 

Objetive Indicators 
Task per-
formance 

Most suc-
cessfully 
finished 

Questions Few/first 
days 

Phone Calls Few first 
days 
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5   Concluding Remarks and Future Outlines 

A Due to the wide casuistic of the people with intellectual disabilities a friendly, 
comfortable, flexible and ergonomically adapted Intelligent Tutoring System into 
mobile platforms has been designed. A prototype called LAGUNTXO has been 
developed (free software under GNU license). It works as an active distributed 
support system, and allows compensating user disabilities through task program-
ming, facilitating suspension and resuming of tasks, offering help in blockage 
situations.  

Heuristic evaluation and pilot tests indicate a high level of satisfaction of both 
the users and the stakeholders. On the one hand, it is increasing the users’ auton-
omy, improving their training and the quality of their work. On the other hand, 
stakeholders have a new and easily configurable tool that reduces the time they 
have to dedicate in training.  

Moreover, the job made so far has offered an opportunity to establish a solid 
link of communication between the social world of disabled people, caregivers 
and trainers, and the technological world of researchers. This link is leading to 
improve the knowledge and to overcome the gap between these two often sepa-
rated worlds. In these sense, work is already being done to fulfil the new chal-
lenges that the project collaboration is generating. Complementary tools are being 
integrated in the system to improve its usefulness and to include the system within 
an ambient intelligence architecture. These tools are based on pattern matching 
(images and speech), human emotional feeling analysis, contextual information 
deployment (GPS, networking), and Artificial Intelligent (AI) techniques, giving 
the system the capacity of dynamic adaptation to the learning process. 
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Ministerio de Ciencia y Tecnología, project TSI2006-14250-C02-01, and the Spanish Min-
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An Automatic Programming ACO-Based Algorithm for
Classification Rule Mining

Juan Luis Olmo, José Mara Luna, José Raúl Romero, and Sebastián Ventura

Abstract. In this paper we present a novel algorithm, named GBAP, that jointly uses
automatic programming with ant colony optimization for mining classification rules.
GBAP is based on a context-free grammar that properly guides the search process of
valid rules. Furthermore, its most important characteristics are also discussed, such
as the use of two different heuristic measures for every transition rule, as well as the
way it evaluates the mined rules. These features enhance the final rule compilation
from the output classifier. Finally, the experiments over 17 diverse data sets prove
that the accuracy values obtained by GBAP are pretty competitive and even better
than those resulting from the top Ant-Miner algorithm.

1 Introduction

Data Mining (DM) entails the process of applying specific algorithms for extracting
comprehensible, non-trivial and useful knowledge from data. The DM classification
task aims to obtain a set of classification rules (a classifier) from a training data set.
Once the classifier is built, one can apply these rules to other uncategorized data in
order to label each instance with one of the predefined classes. The performance of
the classifier is typically measured with the accuracy obtained when applying the
classifier to a separate test set.

Support vector machines and neural networks have demonstrated to be accurate
solutions to build classifiers. However, they have the disadvantage of generating
non-linear classifiers. In constrast, logic based algorithms (i.e., decision trees and
rule-based classifiers) provide more interpretability, but they are not as accurate as
the previous methods [7].
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Ant Colony Optimization (ACO) [4] is a nature-inspired optimization meta-
heuristic based in the behavior and organization of ant colonies in their search for
food. Ant algorithms have been successfully applied to a broad range of domains,
including the extraction of classification rules in DM. For example, Ant-Miner, orig-
inally proposed by Parpinelli and colleagues [10], was the first algorithm based in
ACO applied to the classification task. Ant-Miner follows a sequential-covering ap-
proach and has become a top algorithm in this field.

Furthermore, automatic programming is a method that uses search techniques
to construct automatically a program that solves a given problem automatically,
without requiring the user to know the structure of the solution. In fact, the problem
is solved by simply specifying the goals to be reached. Typical examples of this
method are Genetic Programming (GP) [2, 8] and Ant Programming (AP) [11],
which uses ACO as search technique. The former has demonstrated that is capable
to provide good performance for the design of classifiers, but the latter has never
been used to tackle classification problems.

In this work we explore the application of an AP algorithm for classification rule
mining. Thus, our proposal generates a rule-based classifier, which is composed of a
set of classification rules that take the form IF <antecedent> THEN <consequent>.
Our algorithm aims to construct accurate but also comprehensible classifiers, and
first results show that it achieves good performance in terms of accuracy.

The remainder of the paper is organized as follows. In the next section we de-
scribe the proposed algorithm. Section 3 explains the experiments carried out and
the data sets employed. In Section 4 we discuss the results obtained. Finally, some
concluding remarks and ideas for future work are provided in Section 5.

2 The GBAP Algorithm

In this section we introduce Grammar Based Ant Programming (GBAP) algorithm.
Roughly speaking, GBAP follows a grammar guided automatic programming

approach. This kind of systems are restricted by a defined grammar to ensure that
any solution found is syntactically valid. The goal of GBAP is to obtain a classifier
for a given data set, instead of a generic solution that could be applied to other
data sets. This classifier takes the form of a decision list where discovered rules are
sorted in descending order by fitness, and the bottom rule added to the classifier,
which corresponds to the majority class in the data set, acts as default rule.

In ACO-based algorithms there must be an environment where ants cooperate
each other. In GBAP, this environment is defined by the search space comprising
all the possible expressions or programs that can be derived from the grammar. The
space of states adopts the form of a derivation tree, and the path followed by the
artificial ant could be seen as the sequence of derivation steps that leads the ant to a
final state or solution.

In next sections we explain how classification rules are represented, presenting
also a detailed pseudocode and description of the main characteristics of GBAP.
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2.1 Rules Encoding

GBAP follows the ant=rule (i.e., individual=rule) approach [5]. Notice that once
the ant is created, it just represents the antecedent of the new rule. In Section 2.2 we
will analyze how the consequent is properly assigned to the rule.

GBAP prescribes a context-free grammar for the representation of the individu-
als, as shown in Figure 1. Notice that this grammar is expressed in prefix notation
and should be always derived from the left. It implies that each transition from a
state i to another state j is triggered after applying a production rule to the first
non-terminal symbol of the state i. This design decision was taken because of per-
formance reasons, in order to expedite the calculations neccessary to compute the
rule fitness.

Fig. 1 Context-free grammar used in GBAP, defined by G = (V,Σ ,R,S). Notice that any pro-
duction rule consists of a left hand side (LHS) and a right hand side (RHS). The LHS always
refers to a non-terminal symbol that might be replaced by the RHS of the rule (composed of
a combination of terminal and non-terminal symbols).

2.2 Pseudocode and Main Characteristics of GBAP

An important characteristic of GBAP is the incremental generation of the space of
states. In fact, depending on both the problem addressed and the number of deriva-
tions from the grammar permitted, it may be unfeasible to keep in memory the whole
space of states. We therefore follow an incremental build approach in which as the
ants are created we store the states they visit. This requires that each ant stores first
the followed path. For this reason, the initial space of states is empty and all the
possible transitions have the same amount of pheromones.

Another important characteristic of the algorithm proposed is that it considers
two complementary heuristic measures. A first one is the cardinality of the produc-
tion rules (Pcard), and it is used due to the shape adopted by the space of states. This
measure increases the probability of choosing transitions that lead to a greater num-
ber of solutions, and it is based on the cardinality measure proposed in [6]. When
initializing the grammar in the algorithm, a cardinality table for the maximum num-
ber of derivations allowed is computed per each production rule. Given a state i and
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Algorithm 1. High level pseudocode of GBAP

Require: numberO f Generations,numberO f Ants
1: Initialize space of states, starting up the grammar
2: Create the classifier
3: for i = 0 to i = numberO f Generations do
4: Create list ants ←{}
5: for j = 0 to j = numberO f Ants do
6: ant ← Create new ant
7: Store ant’s path states in the space of states
8: Evaluate ant, computing its fitness for each available class in the data set
9: Add ant to the list ants

10: end for
11: Do niching algorithm, assigning the consequent to the ants and establishing the classifier

rules
12: for each ant in ants do
13: if f itness > threshold then
14: Update pheromone rate in the path followed by ant proportionally to its fitness
15: end if
16: end for
17: Evaporate the pheromone rate along the whole space of states
18: Normalize values of pheromones
19: end for
20: Establish the default rule in the classifier
21: predictiveAccuracy ← Compute the predictive accuracy obtained by the classifier when run-

ning over the test set
22: return predictiveAccuracy

all its possible subsequent states, the value of this heuristic for each possible transi-
tion is defined as the ratio between the number of solutions that can be successfully
reached if the ant goes to the destination state applying this transition, and the num-
ber of all possible solutions that can be reached from the source state. Notice that
this heuristic measure is only taken into account for intermediate transitions.

A second one is the information gain (G(Ai)). It is only used in transitions involv-
ing the application of production rules that imply the selection of attributes of the
problem domain (i.e., < COND >:= operator−attribute−value). This measure is
similar to the one used by the Ant-Miner algorithm.

The use of both heuristic measures affects the creation process of new ants, when
they move to the next state of their path. The transition rule will assign a probability
to each available next state. In case of derivations that are not able to reach any final
state in a number of steps less than or equal to the maximum number of derivations
remaining, a probability equal to zero will be assigned and, in consequence, the ant
will not select such a movement.

The probability that a given ant moves from a state i to another valid state j is
defined by the following equation:

Pi j =
ηαi j · τβi j

Σ j
i=0η

α
i j · τβi j

(1)



An Automatic Programming ACO-Based Algorithm for Classification Rule Mining 653

where α is the heuristic exponent, β is the pheromones exponent and η is computed
as G(Ai)+ Pcard (at least one of the two components must be equal to zero).

The fitness function that GBAP uses in the training stage for measuring the qual-
ity of the ants is the Laplace accuracy [3], which is defined as:

f itness = LaplaceAccuracy =
1 + TP

k + TP+ FP
(2)

where T P and FP stands for true positives and false positives, respectively, and k
refers to the number of classes in the data set.

Concerning the assignment of the consequent, GBAP follows a niching approach
analogous to that employed in [1], whose purpose is to evolve different multiple
rules for predicting each class in the data set while preserving the diversity. De-
pending on each dataset and in the distribution of the instances by class, it is often
not possible for a rule to cover all instances of a class and therefore it is necessary
to discover additional rules for predicting this class. The niching algorithm takes
care of it but it does not overlap with instances of another class. In addition, it is
appropriate when removing redundant rules.

In the niching algorithm developed every instance in a data set is called a token,
for which all ants in the colony will compete to capture. First of all GBAP computes
an array of k fitness values per individual, one for each class (assuming that the
respective class is assigned as consequent to the individual). Then, the following
steps are repeated for each class: first, the ants are sorted by their respectively class
fitness in descending order. Second, each ant tries to take as many tokens as it covers
in case of tokens that belong to the computing class and also if the token has not
been seized by other ant previously. Finally, the ant’s adjusted fitness for this class
is computed as:

ad justedFitness = f itness · numberO fCapturedTokens
numberO fClassTokens

(3)

Once the k adjusted fitnesses have been calculated, the consequent assigned to each
ant corresponds to the one that reports the best adjusted fitness. To conclude, indi-
viduals that have an adjusted fitness greater than zero –and consequently cover at
least one instance of the train set– are added to the classifier.

Finally, regarding the pheromone update, if the quality of an ant is greater than
a threshold value, then a delayed pheromone update over the path of this ant takes
place. The threshold value has been fixed to 0.5 with the aim that bad solutions will
never incluence the environment. The reinforcement is based on the quality of the
solution encoded by the ant:

τi j(t + 1) = τi j(1−ρ)+ τi j ·Q · f itness (4)

where τ represents the amount of pheromones in the transition from the state i to
the state j; ρ , the evaporation rate; and Q is the parameter that permits to vary the
influence of the reinforcement.
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3 Data Sets and Preprocessing

This section describes the data sets used for the experimentation, as well as the
preprocessing steps performed.

GBAP algorithm has been tested with many diverse data sets from the well-
known UCI1 machine learning repository. In fact, the data sets selected for the ex-
periments present varied dimensionality, and some of them include missing values,
while other do not, as shown in Table 1.

Table 1 Data sets description

DATASET MISSING VALUES INSTANCES ATTRIBUTES CLASSES

Continuous Binary Nominal

Hepatitis yes 155 6 13 0 2
Sonar no 208 60 0 0 2
Breast-c yes 286 0 3 6 2
Heart-c yes 303 6 3 4 2
Ionosphere no 351 33 1 0 2
Horse-c yes 368 7 2 13 2
Breast-w yes 699 9 0 0 2
Diabetes no 768 0 8 0 2
Credit-g no 1000 6 3 11 2
Mushroom yes 8124 0 0 22 2
Iris no 150 4 0 0 3
Wine no 178 13 0 0 3
Balance-scale no 625 4 0 0 3
Lymphography no 148 3 9 6 4
Glass no 214 9 0 0 6
Zoo no 101 1 15 0 7
Primary-tumor yes 339 0 14 3 21

During the preprocessing stage we performed the following two actions using the
Weka Machine Learning library2. Firstly, data sets comprising missing values were
preprocessed replacing these values with the mode (in case of nominal attributes)
and the arithmetic mean (in case of numerical attributes) of the entire data set [9].
Secondly, data sets with numerical attributes were properly discretized in order to
only deal with categorical attributes [12].

Regarding the algorithm evaluation, we applied a stratified 10-fold cross-vali-
dation, so that the prediction performance is considered as the average accuracy over
these 10 folds. In the stratified 10-fold cross-validation the entire data set is splitted
into 10 mutually exclusive partitions, P1,...,Pk, containing approximately the same
number of patterns, and the same proportion of classes than the original data set.

1 All data sets can be reached from the UCI website at
http://archive.ics.uci.edu/ml/datasets.html

2 The Weka library is publicly available at
http://www.cs.waikato.ac.nz/ml/index.html

http://archive.ics.uci.edu/ml/datasets.html
http://www.cs.waikato.ac.nz/�ml/index.html
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Table 2 Predictive accuracy(%) comparative results

Dataset GBAP Ant-Miner

Hepatitis 82,17 79,17
Sonar 81,98 74,70
Breast-c 71,40 73,12
Heart-c 82,84 76,62
Ionosphere 93,02 87,41
Horse-c 82,97 84,38
Breast-w 96,50 92,13
Diabetes 75,80 72,84
Credit-g 70,79 70,36
Mushroom 98,26 97,06
Iris 96,67 95,33
Wine 97,01 92,08
Balance-scale 75,49 68,09
Lymphography 81,00 77,69
Glass 69,13 64,43
Zoo 95,60 83,85
Primary 37,91 35,30

Then, 10 different experiments were executed using
⋃

j �=i Pj as the training set at the
ith-experiment and Pi as the test set.

4 Results

Experiments compare the performance of GBAP against Ant-Miner, in terms of pre-
dictive accuracy, over the data sets listed in Table 1. More specifically, Ant-Miner was
used in all executions –10 per dataset– with its default parameters. For the GBAP al-
gorithm its configuration parameters were set to: number of ants = 20, number of
generations = 100, max number of derivations = 15, initial pheromone amount = 1.0,
evaporation rate = 0.05, min pheromone amount = 0.1, Q = 1.0, alpha = 0.4, and
betha = 1.0.

Table 2 summarizes the results obtained, where each row shows the data set tested
and the resulting average accuracy (in %) for both algorithms. Best results per algo-
rithm and dataset are highlighted in bold typeface.

As can be seen, GBAP obtains best results in approximately 88% of cases. We
also analyzed the statistic significance of the obtained results applying the non-
parametric Wilcoxon pair-test, and the results (z = 3.195, p < 0.001) proved that
there are significant differences with a probability of 99%, where GBAP is signifi-
cantly more accurate than Ant-Miner.
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5 Conclusions and Future Work

In this paper we presented a novel automatic programming algorithm based in ACO
restricted by the use of a context-free grammar for mining classification rules from
diverse data sets. The proposal is supported by a two-sided heuristic function that
guides the search process of the valid solutions, as well as the chance of modifying
the complexity of rules mined by simply varying the number of derivations allowed
for the grammar.

In this work we have compared the performance of GBAP against Ant-Miner in
17 different data sets publicly available. The obtained results prove that the former
is significantly more accurate than the latter. As future work we plan to apply other
problem-dependent heuristic measures. We also will explore the consideration of
adding new functionality to deal with continuous attributes and adapting the current
algorithm to the multi-objective approach.

Acknowledgments. This work has been supported by the Regional Government of Andalucia
and Ministry of Science and Technology, projects TIC-3720 and TIN2008-06681-C06-03.
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Energy Cost Reduction in the Synchronization of a Pair
of Nonidentical Coupled Hindmarsh-Rose Neurons

A. Moujahid, A. D’Anjou, F. Torrealdea, and F.J. Torrealdea

Abstract. Many biological processes involve synchronization between nonequiva-
lent systems, i.e, systems where the difference is limited to a rather small parameter
mismatch. The maintenance of the synchronized regime in this cases is energetically
costly [1]. This work studies the energy implications of synchronization phenom-
ena in a pair of structurally flexible coupled neurons that interact through electrical
coupling. We show that the forced synchronization between two nonidentical neu-
rons creates appropriate conditions for an efficient actuation of adaptive laws able
to make the neurons structurally approach their behaviours in order to decrease the
flow of energy required to maintain the synchronization regime.

1 Introduction

When a given oscillator moves freely on its natural attractor its oscillatory regime
consists of a balanced exchange of energy between the system and its environment
that occurs spontaneously through the divergent components of the systems struc-
ture without concurrence of any additional device. If, on the other hand, the system
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is forced to synchronize to a different guiding system its oscillatory regime occurs
on an unnatural region of the state space where there is a nonzero net average ex-
change of energy with its environment. This net flow of energy per unit time requires
the concurrence of a coupling device that includes an external source of energy. This
flow of energy is necessary to maintain the synchronized regime and constitutes a
cost for the synchronization process [1]. This consumption of energy can be re-
duced if the guided system itself adapts its structure to become closer to the one of
the guiding system [3]. Ideally, if the systems become identical their joint dynamics
is attracted toward a regime of zero error in the variables.

Many biological processes involve synchronization between different members of
the same family of systems that have similar, although not identical, values of some
distinctive parameters. This work studies the energy implications of synchronization
phenomena in a pair of structurally flexible coupled neurons that interact through
electrical coupling. We show that the forced synchronization between two noniden-
tical neurons creates appropriate conditions for an efficient actuation of adaptive laws
able to make the neurons structurally approach each other in order to decrease the
flow of energy required to maintain the synchronization regime. The neuron has been
modelled by a four-dimensional Hindmarsh-Rose model [6, 7, 8, 9, 10]. This model
is described by the following equations of movement:

ẋ = ay + bx2− cx3 −dz+ ξ I,
ẏ = e− f x2 − y−gw,
ż = m(−z+ s(x + h)),
ẇ = n(−kw+ r(y + 1)),

(1)

where a,b,c,d,ξ , I,e, f ,g,m,s,h,n,k,r, and l are the parameters that govern the dy-
namics of the neural system. The variable x is a voltage associated to the membrane
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Fig. 1 Time series and 3D projections of the dynamical variables x(t), y(t), z(t), w(t) of the
four-dimensional Hindmarsh-Rose neuron model



Energy Cost Reduction in the Synchronization of Nonidentical Coupled Neurons 659

potential, variable y although in principle associated to a recovery current of fast
ions has been transformed into a voltage, variable z is a slow adaptation current
associated to slow ions, and variable w represents an even slower process than vari-
able z [11]. I is a external current input, and is the main parameter we used to
control the modes of spiking and bursting activity of the model. For the numerical
results of this work we fix the parameters to the values a = 1, b = 3.0(mV)−1,
c = 1(mV )−2, d = 0.99MΩ , ξ = 1MΩ , e = 1.01mV , f = 5.0128(mV)−1, g =
0.0278MΩ , m = 0.00215, s = 3.966μS, h = 1.605mV , n = 0.0009, k = 0.9573,
r = 3.0μS, l = 1.619mV .

Figure 1 shows a chaotic time series of the four variables. The complexity
achieved by the incorporation of a slow variable w that increases the realism of
the description of slow Calcium currents can be observed in the projections of the
attractor on the (x,y,z), (x,y,w) and (x,z,w) axes.

In Sec. 2 we report the energy-like function associated to a four-dimensional
Hindmarsh-Rose model. Sec. 3 briefly summarizes the adaptation mechanism we
used to adapt the structure of the postsynaptic neuron, and presents computational
results of the synchronization process of two electrically nonidentical coupled neu-
rons. We consider that the presynaptic (sending) neuron always signal in a chaotic
regime, while the postsynaptic (receiving) neuron is set to its quiescent state at a
low value of its external current. In a first stage, the postsynaptic neuron has been
forced to synchronize with the presynaptic one, then we initiate an adaptive process
that adapts some parameters of the postsynaptic neuron to ones of the presynaptic
neuron. We have analysed the energy dissipation of the receiving neuron during the
synchronization process without and with structural adaptation.

2 Four-Dimentional Hindmarsh-Rose Model Energy

In the Hindmarsh-model given by Eq. (1) the energy function H(x) is given by [2]

H =
p
a
(

2
3

f x3 +
msd −gnr

a
x2 + ay2)+

p
a
(

d
ams

(msd −gnr)z2 −2dyz+ 2gxw) (2)

where p is a parameter. As in the model time is dimensionless and every adding term
in Eq.(2) has dimensions of square voltage, function H is dimensionally consistent
with a physical energy as long as parameter p has dimensions of conductance. In
this paper we fix parameter p to the arbitrary value p = −1S. The minus sign has
been chosen to make consistent the outcome of the model with the usual assumption
of a demand of energy associated with the repolarization period of the membrane
potential and also with its refractory period (see Fig. 2).

And the corresponding energy derivative Ḣ is given by [2]

Ḣ =
2p
a

⎛
⎜⎜⎝

f x2 + msd−gnr
a x + gw

ay−dz
d

ams (msd −gnr)z−dy
gx

⎞
⎟⎟⎠

⎛
⎜⎜⎝

bx2 − cx3 + ξ I
e− y

msh−mz
nrl−nkw

⎞
⎟⎟⎠ (3)
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Fig. 2 (a) Action potentials, (b) energy and (c) energy derivative for the Hindmarsh-Rose
model neuron. (d), (e) and (f) Details of the action potential, energy and energy derivative
associated to two spikes.

is also dimensionally consistent with a dissipation of energy. As the states of an
isolated HindmarshRose neuron are confined to an attractive manifold the range of
possible values of its energy is recurrent and the long term average of its energy
derivative is zero.

This energy and energy derivative functions are used to evaluate the energy con-
sumption of the neuron in isolation and also when it is connected to other neurons
through electrical synapses, and provide the basis for all the computational results
presented in this work. The procedure followed to find this energy function has been
reported in detail in [1].

Figure 2 (a) shows a series of action potentials (variable x in the model neuron).
Fig. 2(b) and Fig. 2(c) show both energy and energy derivative corresponding to that
action potentials. Fig. 2(e) and Fig. 2(f) show detail of energy and energy deriva-
tive associated to a train of two action potentials. For each action potential it can
be appreciated (see Fig. 2(e,f)) that the energy derivative is first negative, dissipa-
tion of energy while the membrane potential depolarizes during the rising period
of the spike, and then positive, contribution of energy to repolarize the membrane
potential during its descending period. During the refractory period between the two
spikes the energy derivative remains slightly positive, still demanding energy, until
the onset of the following action potential.

3 Synchronization Energy of Two Electrically Coupled Neurons

In this section we analyze the energy aspects of the synchronization of two non-
identical neurons coupled by an electrical synapse. The presynaptic neuron is set in
the chaotic spiking-bursting regime corresponding to an external current I1 = 3.024.
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While the postsynaptic neuron is set to its quiescent state at a low value I2 = 0.85 of
its external current. The two neurons are coupled unidirectionally according to the
following equations:

ẋi = ayi + bx2
i − cx3

i −dzi + ξ Ii + Ki(x j − xi),
ẏi = e− f x2

i − yi −gwi,
żi = m(−zi + s(xi + h)),
ẇi = n(−kwi + r(yi + 1)),

(4)

where K1 = 0 and K2 ≥ 0 is the coupling strength. i, j = 1,2; i �= j are the indices
for the neurons. Note that the coupling affects only the first variables x2 of the post-
synaptic neuron.

The coupling scheme given in Eq. 4 can be written in general terms as follows:

ẏ = f (y, p)
ẋk = f (xk,q)+ K(y− xk),

(5)

where p and q stand for the parameters of the presynaptic and postsynaptic neurons,
and xk(t) indicates the states of the postsynaptic neuron when the coupling strength
is set to k. Notice that K(y− xk) is the coupling interface required in order to be
physically able to implement the coupling of both neurons ẋ = f (x) and ẏ = f (y).

If the coupling strength K is large enough as to make the errors in the variables
e = xk − y small, an operational law that adapts the parameters of the postsynaptic
neuron to the ones of the presynaptic neuron is given by [3]

ėp
i = −

[
∑n

l=1

(
∂ fl(xk,q)

∂qi

)
(y,p)

el

]
(6)

where ep = q− p denotes the vector of parameter errors, and the summation is over
every component of the vector field f . The above law is general and can be used to
find specific adaptive laws to any kind of homochaotic systems provided they are
coupled through a feedback scheme of large enough coupling strength.

In the following we analyse the change in the balance of energy of the postsy-
naptic neuron when its external current parameter is governed by an adaptive law in
order to reach the nominal value of the external current in the presynaptic neuron.
The adaptation law has been implemented following Eq. 6. For this experiment, we
have used a coupling strength with value k = 5. We started the adaptation procedure
at t = 100 and registered data between t = 50 and 200 for proper observation of the
evolution of both energy and energy derivative during the process. The registrated
values has been averaged over a convenient length of time in order to avoid large
fluctuations. The dissipated energy (energy derivative) has been averaged over five
units of time, while the proper energy has been averaged over ten units of time.

Figure 3 shows the average values of both energy and energy derivative per unit
time. In Fig. 3 (a) we can see that in a first stage (t < 100), the receiving neuron is
forced to synchronize with the sending neuron, and oscillates in an unnatural region
of the state space characterized by an average energy of about 66 (arb. units), and a
nonzero energy derivative average of about 14 (arb. units), ie, a nonzero net average
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Fig. 3 (a) Average over ten units of time of the energy per unit time. (b) Average over five
units of time of the energy derivative per unit time. Adaptation of the external current I2 begin
at t = 100. The coupling strength is set to value k = 5.

exchange of energy with its environment (see Fig 3 (b)). After adaptation take place,
the two neurons become structurally close each other, and enter in a completely
synchronized regime of balanced exchange of energy between the system and its
environment corresponding to zero value of energy derivative (Ḣ = 0).

To illustrate the ability of this adaptive laws to decrease the energy dissipation,
we have computed, for the receiving neuron, the average energy and average en-
ergy dissipation over a convenient length of time at different values of the coupling
strength ranging from K = 0 to K = 2. The adaptation run at time t = 100.

Figure 4 shows average over ten units of time of the energy per unit time at
different values of the coupling strength ranging from k = 0 to k = 2. It can be
seen that before the adaptation occurs (t < 100), and for low value of the coupling
strength not sufficient to induce a certain degree of synchrony, the receiving neuron

Fig. 4 Average over five units of time of energy per unit time of the receiving neuron at
different values of the coupling strength K. Adaptation of the external current I2 begin at
t = 100.
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shows a waving average energy pattern. This oscillating regime of energy average
disappears once the adaptation process start, and decreases to low values. For high
values of the coupling strength, the receiving neuron is forced to synchronize with
the sending neuron and moves in a region of state space where the average of its
energy is greater than that of the sending neuron. When the coupling strength is large
enough as to make the errors in the variables small, and as soon as the adaptation
process starts the average energy quickly decreases to values corresponding to the
average energy of the sending neuron.

Fig. 5 (a) Average over ten units of time of of energy derivative per unit time of the receiving
neuron at different values of the coupling strength K. (b) and (c) show respectively the average
of energy derivative of the receiving neuron (solid line) and the sending neuron (dash line) as
a function of the coupling strength with and without structural adaptation. Adaptation of the
external current I2 begin at t = 100.

Figure 5 shows average over five units of time of the energy derivative per unit
time at different values of the coupling strength ranging from k = 0 to k = 2. When
K = 0, ie, no guidance at all, the receiving neuron moves on its natural region of state
space and its averaged dissipated energy is zero. As soon as the coupling device is
connected the average energy derivative per unit time becomes negative, that is, it
start to dissipate on average an energy that the coupling device will have to provide
in order to maintain the forced regime. The required energy increases with coupling
strength as it can appreciated in Fig.5 (c). Once the adaptation process starts the
average energy derivative quickly decreases to zero, reflecting the fact the receiving
neuron has become structurally so close to the sending neuron that they can reach a
regime of identical synchronization.
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4 Conclusion

This paper analyze the energy aspects of the forced synchronization between two
noidentical electrically coupled neurons. We have considered that the presynaptic
neuron always signal in a chaotic regime, while the postsynaptic neuron is set to its
quiescent state. Under these conditions to keep the synchronized regime requires a
net flow of energy that can be costly to maintain. We have shown that this energy
cost can be reduced notably if the postsynaptic neuron is able to adapt its structure
in order to approach the dynamics of the presynaptic neuron. Biological structures
are particularly flexible in adapting their parameters and the mechanism of adap-
tation introduced in this work could make some the required collective behaviors
energetically less costly.
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A Color Transformation for Robust Detection of Color 
Landmarks in Robotic Contexts 

Ramón Moreno, Manuel Graña, and Alicia d'Anjou* 

Abstract. We present in this work a robust color transformation which has been 
applied succesfully to natural scenes allowing the fast and precise segmentation of 
regions corresponding to color landmarks under uncontrolled lightning. The 
process is grounded in the the Dichromatic Reflexion Model (DRM) and the prop-
erties of the RGB space.  

Keywords: Reflection, Color Transformation. 

1   Introduction 

Robust and fast detection of color regions is one of the typical artificial vision 
problems. Given our color perception, color clustering is not an appropriate ap-
proach most of the times. Among the various color spaces, the HSV and CIE 
L*a*b [1] are the ones closest to human perception. We work on the RGB space, 
where the DRM model is defined [2]. 

The need to detect color regions steems from its conventional use in signaling: 
red for danger, blue and green for informative, yelow for danger advice. Also Red, 
Green and Blue are the basic colors in the RGB space unit cube. All the remaining 
colors are represented as linear combinations of these colors.  

In robotic contexts, working on artificial environments, we must benefit from this 
information source by the robust detection of signaling symbols drawn in the basic 
colors. A critical problem is removing the reflections in the image, which interfere 
with the observed surface. The two goals of the color image processes are identified 
as: efficient color detection and reflection removal. We present an efficient solution 
to these problems on the RGB space, using the idea of Specular Free images [3,6]. 

In the following, section 2 presents a brief explanation of the DRM model and 
its justification in the RGB space. We present our method in section 3. We present 
some experimental results in section 4. We give our conclusions and further work 
lines in section 5. 
                                                           
*Ramón Moreno . Manuel Graña . Alicia d'Anjou 
University of the Basque Country UPV/EHU, Spain 
Grupo de Inteligencia Computacional 
http://www.ehu.es/ccwintco 
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2   Some Properties of the RGB Cube and the DRM 

Human chromatic perception is the resul of biological evolution along millions of 
years. The mental interpretation of colors is subject to subjective aspects: philosophi-
cal, cultural and evolution. We can say that the human beings have developed individ-
ual color perception traits. However we have a consensus on the basic color interpreta-
tion which is represented in the color space used for their representation. The HSV 
color space is one that matches the human perception better than the RGB space. The 
pair Hue-Saturation defines the chromatic space, while V is the light intensity.  

2.1   Some Properties of RGB 

The most used color space is RGB. From the computational point of view, and the 
artficial vision one, the RGB space has the following interesting properties:  

1. It is the default color representation space for all the machines, from 
perception (Bayer's mosaic) up to the monitor visualization.  

2. The vertices of the unit RGB cube represent the primary colors (red, 
blued, green), the secondary colors (yellow, cyan, magenta) and the 
black and white colors. The ones most used in signalization.  

3. The reflections or brights are characterized in the RGB cube for its 
proximity to the black-white diagonal.  

4. The Dichromatic Reflection Model (DRM) has been defined in the 
RGB space. 

2.2   Dichromatic Reflection Model (DRM) 

The DRM was introduced by Shafer [2], explaining each point of the observed 
surface as the sum of two components: a diffuse component D and an specular 
component S, as can be appreciated in figure [1]. The diffuse component refers to 
the chromatic properties of the observed surface, while the specular component 
refers to the light color. Reflections in the surface have a great content of the spe-
cular component.  

Algebraically, DRM is expressed as  where  and 
 are weighting values for the diffuse and specular components, respectively, 

and their values are in the range between 0 and 1. Therefore, a surface with homo-
geneous chromatic features can be expressed as the sum of two colors, its own and 
the illumination color. In figure 1 the shadowed region represents the convex 
region of the plane containing all the possible colors expressed by the above 
equation. For an scene with several colors, it will be expressed as 

, where D depends on the spatial localization . However, 
still S is independent of the spatial localization , assuming that the illumination 
chromaticity is constant for all the scene. Finally, the complete model is expressed 
as  where both chromaticities depend on the 
spatial localization: several surface and illumination colors.  
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Fig. 1 Dichromatic Reflection Model 

2.3   RGB Features from the DRM Point of View 

The DRM expresses the color of each pixel as the sum of a difuse and specular 
components. Most authors assume a uniform illumination as a problem simplifica-
tion. This simplification is correct, because most of the times the illumination 
color is close to the pure white. However, working in constant illumination chro-
maticity, we can obtain it used several methods [4,5]. 

We can classify image pixels into: 

• Diffuse pixels: showing the observed surface color, with an almost 
null specular component.  

• Specular pixels: whose specular component is much bigger than the 
diffuse component.  

Placement of difuse and specular pixels is qualitative different in the RGB cube. 
Let us focus on the proximity of pixels to the black-white cube diagonal, defined 
as : , , ;  where 0,0,0  and 1,1,1  . Given a 
uniform color region, without any specular component, its representation in the 
RGB cube would be a line, the diffuse chromaticity line for this region. However, 
due to noise, it appears as an elongated point cloud. 

Given a uniform color region, with high specular component, from the DRM 
point of view, it must appear as a line parallel to line  or approaching it. Again, 
due to noise, an elongated pint cloud appears. Specular image regions have RGB 
representations far from the color space origin.  

Finally, a uniform color region (color constancy) with some non negligible spe-
cular component must show a V shape. The point cloud beginning in the coordi-
nate origin and go away from line  contain the diffuse points, while the ones 
close to it are the specular ones. Using this knowledge, we can penalize the specu-
lar component and magnify the diffuse component.  
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3   Method 

Being interested in pure color regions, we expect their color representation in the 
RGB cube far from the line  . On the other hand, we want to penalize specular 
regions, those close to line  and far from the coordinate system origin.  

A main feature of line  is that the three components of its points are equal ; , , 0,1 . For pixels close to this region, we ; , , 0,1 .  As the pixels fall away from this line, the differences among 
their components are greater. We use this difference as the intensity of the 
processed image. As we want to preserve the chromatic information, only the 
intensity is modified, boosting the diffuse pixels and nullifying the specular pixels. 
The new intensity of the pixels is computed as difference between the maximum 
and minimum of their RGB components: 

, , , ,  

This intensity replaces the V component in the HSV representation, thus preserv-
ing the chromatic content of the pixel. We show in algorithm 1 an implementation 
in SciLab. 

Algorithm 1 SF2 

//I is a RGB image 
// IR is the transformed image 
 
Function IR = SF2(I) 
 New_Intensity = (max(I,3) – min(I,3)); 

Imghsv = rgb2hsv(I); 
Imghsv(:,:,3) = New_Intensity; 
IR = rgb2hsv(Imghsv); 

Endfunction 

3.1   Application 

The SF2 image, the one obtained after the described transformation, is characte-
rized by the absence of reflections, substituted by dark spots. Also the difuse re-
gions are boosted in the image. With an straightforward analysis we can find all 
the diffuse regions.  

4   Experiments 

We have performed experiments in three different contexts: first the detection of 
markers in real scenes, other with synthetic images, and the last about the detec-
tion of robots in real time. All the results can be viewed in the following web 
address: http://www.ehu.es/ccwintco/index.php/SMC 
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4.1   Mark Detection 

The definition of the experiment is as follows: 

1. Context: 
a) Place: a lab corridor, with artificial illumination of diverse intensity 

and uniform color. 
b) Markers are DIN A4 sheets of different colors: red, cyan, yelow and blue. 
c) Standard webcam Phillips SPC 900NC/00. 

2. Experiment: From each image (recorded in a MPEG file) we find the SF2 
images, and there we find the markers. 

In figure 5 we have thre images from the described scenario. The ones on the left 
are the closest ones to the camera, the ones on the right are the farthest ones. No-
tice variations in illumination along the corridor. In figure 3 we show the SF2 
images as follows: left corresponding to the middle one in figure 5 , middle after 
the analysis of the intensity and to the right a zoom of the previous one, showing 
that one mark is missing. In table 1 we show the detections performed on each 
mark, where 'x' means good detection and '+' incomplete detection. 

 

 

Fig. 2 Natural images 

 

 

Fig. 3 SF2 images 

Table 1 Measures 
 

Milestone 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Distance 
in meters 

2,6 4 6 8.4 10.8 12.8 14.5 17.3 20.7 26.2 31.7 36 41.9 46 50 

Label 1 x x x x x x x x x x  x + x  
Label 2 x x x x x x +         
Label 3 x x x x x x x x x x x x + X  
Label 4 x x x x x x x x x +      
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Other methods for the removal of the specular component are based on iterative 
methods that render them unsuitable for real time processing. In the future we will 
work on the color constancy problem and the color edge detection from the DRM 
point of view.  
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Low Quality Data Management for Optimising Energy
Efficiency in Distributed Agents

Jose R. Villar, Enrique de la Cal, and Javier Sedano

Abstract. Energy efficiency represents one of the main challenges in the engineer-
ing field. The benefit of the energy efficiency is twofold: the reduction of the cost
owing to the energy consumption and the reduction in the energy consumption due
to a better design minimising the energy losses. This is particularly true in real world
processes in the industry or in business, where the elements involved may be con-
sidered as distributed agents. Moreover, in some fields like building management
systems the data are full of noise and biases, and the emergence of new technologies
-as the ambient intelligence can be- degrades the quality data introducing linguistic
values. In this contribution we propose the use of the novel genetic fuzzy system
approach to obtain classifiers and models able to manage low quality data to im-
prove the energy efficiency in intelligent distributed systems. We will introduce the
problem and some of the challenging fields are to be detailed. Finally, a brief review
of methods considering the low quality data is related.

Keywords: Genetic Fuzzy Systems, Low quality data, Energy Efficiency, Building
Automation.

1 Introduction

Analysing and optimising energy efficiency in processes has shown a promising
field in different areas such as electric energy distribution [18, 29], energy saving
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and sharing [5], efficient design and operation [2, 14], modeling and simulation [6],
etc. In these areas, the main problem varies from how to fulfil the electric energy
demand with the lowest cost or with the minimum line losses [18] to obtaining
better models and controllers in order to better simulate or share the energy be-
tween distributed devices [6]. In general, the energy efficiency can take advantage
of the multi-agent architecture, distributing the control and the optimisation deci-
sions among all the intelligent devices [3, 27]. In what follows, the field related with
daylight dimming control in building management systems- is to be analysed for the
sake of simplicity, although the main conclusions can be extended to any other area.

Building Management Systems (BMS), also known as Building Automation Sys-
tems, are responsible for integrating all the automated systems in a building like the
heating and ventilation automated control systems (HVACS), or the lighting and
dimming control, etc. In a lighting control system (see Fig. 1), the lighting system
controller is the software responsible for co-ordinating the different islands and of
integrating the information from the BMS. In each island, a controller establishes
the operation conditions of all the controlled ballasts according to the sensor mea-
surements and the operation conditions given by the lighting system controller.

Building

Management

System Software

Building management system network

Lighting system

controller

Ballast

Sensor

Light controller

Fig. 1 The schema of a lighting control system. Each island includes a closed loop controller
with the controlled gears, the luminosity sensors, the presence sensors, etc. The lighting sys-
tem controller is responsible for the integration of all the islands.

In the literature of lighting control systems, the development of wireless sensor
networks represents the main area of research [7, 17], introducing distributed sen-
sors and deploying them, i.e., through web services. Researches related with simu-
lation issues [6], sensor processing and data improvement [8], the effect of daylight
in the energy efficiency [11] are also studied in depth in the literature. Moreover,
the improvement in the energy efficiency and its measurement have been analysed
in [11, 14, 16, 19].
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Nevertheless, there is a lack in the use of all the information within the data
gathered from the processes or the data sets. This meta-information is related with
the low quality data due not only to the non stochastic noise or the precision of
the sensors, but also due to the emergence of new technologies such as ambient
intelligence and user profiles, which could be linguistic information. Genetic fuzzy
systems (GFS) have been used in optimising energy saving and sharing in HVACS
[1], but to our knowledge no GFS have been applied in lighting control systems. In
our opinion, the use of GFS could improve the issues related with energy sharing
and efficiency in distributed systems. We propose using the GFS able to deal with
the meta-information to achieve a better the decision making process in the energy
sharing among distributed agents -hence obtaining a better energy efficiency- and in
the design of energy efficiency measures considering the low quality data.

In this research we propose the use of GFS for improving the energy efficiency
in distributed systems taking advantage of the meta-data due to low quality data.
We introduce a novel method for learning GFS with low quality data and then we
propose how these methods can be deployed. We propose that a better decision
making process and modeling through GFS can be carried out if the uncertainty in
the data is managed. The remainder of this manuscript is as follows. First, a review
of the literature concerned with considering the low quality data in modeling and
in designing indexes is shown. Then, several different proposals for including low
quality data are detailed. Finally, conclusions and future work are presented.

2 Issues in Low Quality Data Management

The need for algorithms able to face low quality data is a well-known fact in the
literature. Several studies have presented the decrease in the performance of crisp
algorithms as uncertainty in data increases [9, 25].

On the other hand, [15] analyses the complexity nature of the data sets in order
to choose the better Fuzzy Rule Based System. Several measures are proposed to
deal with the complexity of the data sets and the Ishibuchi fuzzy hybrid genetic
machine learning method is used to test the validity of the measures. This research
also concludes in the need to extend the proposed measures to deal with low quality
data.

With low quality data we refer to the data sampled in presence of non stochastic
noise or obtained with imprecise sensors. It is worth noting that all the sensors and
industrial instrumentation can be regarded as low quality data. In our opinion, one
of the most successful researches in soft computing dealing with low quality data is
detailed in [4, 21]. In these works the mathematical basis for designing vague data
awareness genetic fuzzy systems -both classifiers and models- is shown. The low
quality data are assumed as fuzzy data, where each α−cut represents an interval
value for each data.

Finally, it is worth pointing out that the fitness functions to train classifiers and
models are also fuzzy valued functions when faced with low quality data. Hence the
learning algorithms should be adapted to such fitness functions [24].
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The ideas and principles previously shown have been used in several applications
with low quality data, with both realistic and real world data sets. [22] deals with
the learning of fuzzy rule-based models with backfitting algorithms when the pres-
ence of missing data and discrepancies between the truth and the sampled data are
included in the data set. Moreover, a filter-type feature selection, based on the Battiti
mutual information feature selection method, is detailed in [23]. In this research a
fuzzy extension of the mutual information measure is shown. A real world appli-
cation is presented in [28], where the GPS measurements are considered inherently
fuzzy data. A GFS is used to filter measurements and, thus, obtain a lower upper
bound for the trajectory of a vehicle.

3 Enhancing the Energy Efficiency in Distributed Agents with
Low Quality Data Management

As introduced in the previous sections, the use of the meta-information included
in the data could improve the energy efficiency in processes, specifically, when the
process is distributed among agents. The meta-information includes not only mea-
surements -i.e., measurements from sensors- but also the precision of the sensors,
their calibration, the non stochastic noise, etc. It is worth noting that non stochastic
noise is the typical noise found in real world processes. On the other hand, multi-
agent systems have been successfully employed in improving the energy efficiency
in heating systems [20, 26], but always dealing with crisp data. We propose the use
of GFS able to deal with quality data to enhance the energy efficiency in distributed
agents. Three different examples of future work are outlined below.

3.1 Obtaining Models for Simulation of Lighting Systems

Simulation of lighting systems has been widely studied, some of them to improve
the energy efficiency [6, 11, 19], while others are related to design comfort envi-
ronments [13]. A lighting system simulation needs to analyse the light in a room
to avoid the dark zones. A simulation will use models to estimate the values of the
light any ballast produces, the output from the light sensors, etc. To our knowledge,
no model has been obtained including the meta-information due to low quality data
and, thus, the effect of the daylight and other variables are introduced artificially
-i.e., by including such information within the input data set.

In our opinion, the use of GFS to obtain models for simulation of lighting systems
would help in the integration of the meta-information. The use of GFS allows de-
termining behaviour laws and interpretability of the phenomena. Moreover, if low
quality data is included in obtaining the models of the lights, the sensors and the
controllers, then the inputs to the models are not crisp data but low quality data.
Therefore, the models should consider the ideas outlined in the previous section.
Specifically, the GFS learning algorithms must deal with fuzzy inputs and non-crisp
fitness functions, the fitness functions must be fuzzy valued functions.
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Fig. 2 The lighting system to simulate. Different places for the light sensor are proposed. The
light measured will differ from one case to another.

Let us consider one simple case. Let us suppose the simulation of the lighting
system shown in Fig. 2. It is clear that the shorter the distance to the windows the
higher the daylight influence in the light measurements. The daylight should be
estimated when no daylight sensors are available, from the inner light sensors,which
are also influenced by the gears. Discriminating the daylight will be better when the
meta-information from each sensor is considered than when it is not. Finally, we can
introduce the multi-agent theory in the simulation design in order to represent the
diversity of islands in the system. In the case of the example, each luminary, sensor
and controller can act as an agent, behaving independently from each other.

3.2 Improving the Control Decisions in Lighting

As in the former case, several studies can be found in the literature concerning
with the lighting control systems. It can be said that the luminance is the controlled
variable when control loops are studied [14], or that the energy efficiency is the
variable to be optimised when BMS are analysed [10]. To the best of our knowledge,
the study of lighting control systems does not consider both variables at the same
time.

We assert that the control decisions in lighting systems can take advantage of
the meta-information aware GFS and of the multi-objective techniques to develop
controllers. The use of low quality data and fuzzy fitness functions in their learning
will produce more general case knowledge bases, so they can be applied in different
scenarios; that is, the controllers are to be more robust. Moreover, the performance
of lighting control systems with more than one objective should also be analysed. In
fact, including more control variables could in practice penalise the control action
response by introducing delays or steady state errors: the benefit is that the control
action can afford a more energy efficient system. Finally, it is interesting to mention
that energy efficiency measures can be extended to include meta-information. These
extended measures can then be used as fitness functions in the learning of GFS.
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3.3 Computer Assisted Decision Making

The more the information given the better the decisions are. As stated above, the
meta-information has not been considered in the design of computer aided decision
making assistants. On the other hand, the decision making process can be carried
out by means of a GFS; the interpretability and robustness of the decision rules -the
GFS knowledge base- represents a challenge in the literature. It is worth noting that
in the decision making process the variables can be of numeric, crisp or linguis-
tic types. Examples of each type are the measurements from sensors, the different
levels obtained through thresholds or a set of possible values from human-machine
interfaces; all of this information could be noisy or ambiguous.

We propose to include the meta-information -in the form of low quality data-
in the learning of the knowledge bases of the GFS. The objective is twofold. On
the one hand, the knowledge base will be robust due to the awareness of the noise
in the numeric and crisp variables. On the other hand, as it will consider linguistic
variables and their interpretability, will be made easier the integration of emergent
technologies such as the ambient technologies.

Lastly, let us consider again the lighting control system shown in Fig. 1. If the
energy efficiency in the whole system must be enhanced, then the energy efficiency
in each island should also be accomplished. But as there are some objectives and
restrictions fixed in each island, the problem can be viewed as a multi-agent system
problem for which the energy efficiency must be improved on behalf of the man-
agement system while each agent should optimise its own objectives. In this case,
we show that the three examples given in this section are highly related.

4 Conclusions

Improving the energy efficiency represents a challenge in the real world appli-
cations, especially distributed systems within building management systems. The
higher the human interaction in field the higher relevance of intelligent techniques
that consider the meta-information and interpretability. Meta-information refers to
the information that is present in a process but rarely considered, such as the data
non-stochastic noise or the sensor precision and calibration, but also the ambiguity
in the linguistic and crisp data. Meta-information can be presented as low quality
data.

GFS have been found valid in energy efficiency, but have also been extended to
manage interval and fuzzy data. Interval and fuzzy data are mechanisms to represent
the low quality data. In this work the extended GFS to manage fuzzy data is pro-
posed to be used in the energy efficiency improvement. To illustrate the idea, three
different cases are outlined, which represent the future work to be developed. We
expect that fuzzy data awareness GFS will outperform the modeling and simulation
process, but also the energy issues in distributed agents.
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Interactive Multimedia Tabletops (IMT) for
Casual Users

Andoni Beristain Iraola and Manuel Graña Romay

Abstract. In this paper Interactive Multimedia Tabletops are introduced,
commonly denoted as tabletops. This natural Human Computer Interface
uses the analogy of a conventional table, in order to permit collaborative
work in the same physical space. Software applications for tabletops target
two very different kind of scenarios and users. On one hand simple tasks
oriented to casual users, and on the other hand more complex tasks oriented
to professional environments. This paper focuses on tabletops designed for
casual users from the physical aspect to the software applications.

1 Introduction

The current trend on computing devices and digital communication means is
to blend in the environment, which is related to the concept of system ubiq-
uity [25]. Human Computer Interaction (HCI) methods have remained almost
unalterable in the last twenty years, and also the configuration of CPU box,
screen, keyboard and mouse has not changed. The Interactive Multimedia
Tabletop configuration is proposed as a step with much improved ergonomics
for certain applications, mainly for two interaction paradigms: first the man-
agement of multimedia data, including Content Based Information Retrieval
(CBIR) [3], organization and visualization and editing; and then the collective
work by groups of people, sharing and manipulating multimedia information
simultaneously.

An Interactive Multimedia Tabletop, commonly known as tabletop is the
computer interface to an underlying computer system. It has the external
appearance of a table shaped furniture, with some kind of video display on its
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horizontal surface, where the graphical user interface (GUI) or Tangible User
Interface (TUI) [5, 10, 12] is presented. Users interact with the virtual objects
on the GUI/TUI by means of natural interaction methods like speech, hand
gestures, multitouch or physical objects. Some systems are also multimodal.
Following the idea of ubiquity, multimedia plays an important role on the
aesthetics of the GUI/TUI, in order to distinguish Tabletops from ordinary
computers. Tabletops are also focused on the visualization and manipulation
of multimedia files, like videos, pictures, 3D, animations and sound.

Applications in Tabletops are either oriented to casual users, where sim-
plicity of the interaction is more important than the language richness, or
oriented to expert users, which do an intensive use of the system and an
initial learning stage is feasible.

Fig. 1 Some tabletop systems

Tabletops provide several advantages over traditional computer systems.
Tabletops allow users to interact face to face, acting as a mediator for com-
munication and sharing data items, promoting a cooperative working envi-
ronment for the completion of a common task [1, 19], both locally but also
with other teams geographically distant [23, 17], thus, IMT are not restricted
to small groups nor isolated environments.

2 Review

Research on Interactive Multimedia Tabletops is quite recent, for several rea-
sons: (a) because multimedia data management was not generalized until
the last half of the 90s1 decade, (b) increased computational complexity im-
plied by the need of natural interaction, and (c) the recent appearance of key
technologies to support it, e.g. multitouch surfaces.

An example of systems designed in the 1980s decade is the VIDEOPLACE
[14], which consists of a vertical screen where objects were projected, and the
silhouette of the users was captured using a camera. The horizontal version
of VIDEOPLACE was called VIDEODESK.
1 http://en.wikipedia.org/wiki/Computer_graphics
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Developed in the early 90s, DigitalDesk [26] consists of a physical desk
with a camera and projector over it. The system projects images on the desk
and was able to detect real objects, perform OCR, and recognize some hand
gestures realized over the desk. Its design included the possibility to perform
network interactions. The VideoDraw and Video Whiteboard [21, 22] allowed
collaborative drawing among different users using virtual blackboards. The
TeamWorkStation [11] combined the concepts of real and virtual desk. The
DOLPHIN system [20] was composed of a vertical blackboard and an op-
tical pencil to interact with it, which is able to interpret the strokes made
to interact with the virtual objects in the blackboard graphical interface.
Another system that made use of the stylus as interaction method was
described in [4]. Early use of physical actuators for the interaction was
demonstrated in the Active Desk [6], where “bricks” were used in a painting
application.

Most of the recent IMT designs involve multitouch interaction. The most
common multitouch techniques are based on Frustrated Total Internal Reflec-
tion (FTIR) and Capacitive Effects. FTIR are usually used in combination
with one or more video projectors for display, while the Capacitive Effect is
mainly used in systems whose displays are LCD screens.

Hand gesture recognition, is scarcely proposed as a mean of interaction
in the latest systems. On the contrary, physical actuators are used by many
systems. Moreover, in some systems the tabletop itself can even move the
actuator [16].

Most of the latest research works about IMT focus their efforts on GUI
improvement and the adaptation of current conventional software to the IMT
paradigm, aiming towards simultaneous interaction between multiple users,
locally and/or remotely [12, 23]. These works are not innovative on the tech-
nical aspects of the interaction method chosen.

Voice interaction is limited to a handful of research works. An interesting
research work, [2] is an example of combination of voice and multitouch on an
IMT, as well as an additional vertical screen that can be used to see remote
users working in another connected IMT, by means of a camera integrated
in the vertical screen.

3 IMT for Casual Users

This kind of IMT are focused on occasional interaction by any kind of user,
in environments of great flow of people. Therefore, naturalness and simplicity
of use are the most important design features. These requirements include
the use of interaction methods and languages which are easy to learn or they
do not even require any kind of learning and are also difficult to forget. In [8]
several IMT from nine exhibitions are reviewed.
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3.1 Perception of Naturalness Is Not Universal

The most important factor when designing the interaction method for these
IMT kind is naturalness, but this feature rarelyis covered in the literature.
Common sense gives people clues about how to interact with an object. This
in fact means that several factors, namely the object external appearance, the
object usage context, previous user interaction experiences and sociocultural
aspects, make people feel an interaction method with a specific object more
natural than others.

According to the Ecological Approach based on the work by Gibson
[9], which defends that psychology should be the study of the interaction
among people and with their environment, and its adaptation to the Human-
Computer Interaction (HCI) context[18, 15, 7, 24, 27, 13], interaction natural-
ness depends on the object use context, and the interaction is determined by
the Ecological Constraints and the Affordances. The Ecological Constraints
are real world structures which guide people actions. And the Affordances
are the objects attributes which permit people to know how to use them.
Some people for example are reluctant to wear, grab or touch objects that
have been previously used by many other people. And intrusive devices can
also produce rejection, like fingerprint or eye recognition devices.

3.2 Interaction Languages for Casual Users

The interaction protocol followed with the IMT can be specified and treated
as a language, we can define its lexicon, grammar and semantics. The most
important aspects to have into account when defining an interaction language
for an IMT focused on casual users those related to the ease with which the
user can start interacting efficiently with the system: short learning time and
persistence in the mind of the user (once learned, never forgotten). This is
achieved using an intuitive and simple language which follows a simple logic
without ambiguities.

Natural interaction languages are those with natural lexicon, grammar
and semantics in the sense that they are immediately inspired in culturally
accepted facts. These interaction languages include the voice communication
using natural language. Of course, natural interaction languages are the most
adequate for casual users. They can extrapolate their common life knowledge
into the interaction with the system and the learning process can have the
form of a game very easily. The combination with physical actuators can
contribute with the haptic feeling to the naturalness of the interaction, but
unfortunately the IMT GUI can not modify the actuators, except from very
specific cases like [16].

Besides naturalness, simplicity is another design goal. Simplicity avoids
overloading interaction elements (lexicon, grammar) with meanings, and thus
avoids ambiguities. Users can accept and learn faster simple and clean inter-
action languages.
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3.3 Guiding the User on the Interaction Possibilities

In the case of the casual users, the interaction capabilities perceived by the
user must be complete, in the sense of being able to perform a successful
interaction, from the first contact with the IMT. The main goal is to guide the
user to interact with the IMT immediately, and give him clues to discover all
the remaining interaction possibilities gradually so his interaction experience
is as full as possible.

One strategy to perform such a user guidance, consists on the use of a short
visual and optional tutorial, in the form of a game with increasing difficulty,
showing part of the interaction possibilities available, and helping the user to
develop his mental model of the IMT. Once the tutorial is finished, the user
would be able to infer the rest of the possibilities. This is a kind of disguised
training process, which should not be necessary for very natural interaction
languages, but which in fact can be very effective in realistic environments.

Other strategy consists on letting the user interact freely with the IMT.
Meanwhile, the user behavior is studied to offer suitable suggestions about
how to fulfill the task the user is trying to accomplish, according to the IMT
inference system. This user behavior analysis and modeling adds complexity
to the underlying IMT computational intelligence system which performs
pattern recognition, planning, and other intelligent tasks. Moreover, this kind
of systems can be annoying to the user, because it may provide non required
suggestions, be silent when needed, it can be intrusive in the normal work of
the user.

The use of information posters around the IMT can provide a first context
about the interaction possibilities available. Although this kind of help is
useful to provide a first impression about the IMT, it is not enough, unless
extensive information is provided. This approach reduces the naturalness of
the interaction, and it is limited to very basic information. However, careful
design of the information posters may be very attractive to the users, which
is something valuable in the case of the casual users.

3.4 Interaction Naturalness Measures for Casual User
IMT

It is necessary to have naturalness measures to evaluate in advanced the
potential success possibilities of an IMT for casual users in terms of user
acceptance. With that in mind, two measures are proposed.

• Time Period Required to Master the Interaction: It is defined as the time
period required to achieve an efficient interaction, which means to acquire
the ability to perform a task with the minimum resources possible. The
shorter this time period is, the more natural the interaction method is.
A comparison with conventional alternatives like the keyboard and mouse
can be used as measure.
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• IMT Occupancy Rate: It is a measure of the acceptation or rejection of an
IMT by users. It is defined as the time period when the IMT has been in
use divided by the time period when people has been in the proximity of
the IMT. This measure ranges from zero to one and the bigger this value
is, the bigger the acceptance of this IMT is.

4 Conclusions

Interactive Multimedia Tabletops are a new tool for collective work envi-
ronments and also for information retrieval in public places. This two en-
vironments have very different requirements. While in work environments
productivity and efficiency are the most important characteristics, in public
places the most important is that interaction must be easy and enjoyable,
and an special effort must be put in making the IMT appealing and avoiding
any kind of rejection. Therefore a first distinction has been done between
IMT focused on regular and casual users.

IMT make use of natural interaction methods, which usually involves the
use of hand gestures, physical object manipulation and natural language, i.e.
speech. Most of this kind of interaction methods have been reviewed in the
context of IMT .

Aesthetics both in the GUI/TUI workspace and the hardware’s external
appearance receive a special attention, and ubiquity issues are also present.
And multimedia data is the main kind of data manipulated on them. Ev-
erything is devoted to natural and easy interaction and to break the barrier
between users and computers.

The two main design objectives for casual user focused tabletops are: being
aesthetically appealing to maximize the acceptance of the system, avoiding
any contempt, and the naturalness/simplicity of the interaction.

The new multiple simultaneous user interaction models are a challenge
to the design of virtual object interaction and collaboration. There is still a
lot of work to do in user group management and technical aspects both in
hardware and software, but this is a research area which has received much
interest.
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Emotion Elicitation Oriented to the Development of a 
Human Emotion Management System for People with 
Intellectual Disabilities 
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Abstract. The integration of people with intellectual disabilities into working and 
social environments is one of the main issues in applying Information and Com-
munication Technology (ICT) into Assistive Technology field. In order to solve 
this problem, the use of Intelligent Tutoring Systems (ITSs) is a fact among the at-
tendance community. Human Emotion Management System (HEMS) enhances 
the performance of ITSs. In this work a HEMS is included in a new ITS system 
(LAGUNTXO) which adds user affective information. People with intellectual 
disabilities and elderly need physical and intellectual support. This may be 
achieved by a HEMS which attempts to solve critical situations, like those pre-
sented in blockage stages. In this paper, new methods and material to analyze and 
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classify human emotions and corresponding elicited emotions have been tested. 
This study has provided finding emotional changes which give the opportunity of 
detecting blockage situations in people with disabilities. The evaluation results of 
the created elicitation material and methods indicate a high level of accuracy with 
respect to others classically presented in the literature. 

Keywords: Intelligent Tutoring System, Human Emotion Management System, 
Human Emotion Elicitation Database. 

1   Introduction 

This paper presents new results in assessing a Human Emotion Management Sys-
tem (HEMS). In the framework of a research line about integrating people with 
disabilities into working and social environments, our research group is develop-
ing an Intelligent Tutoring Systems (ITSs) which includes a General Task Man-
agement System (GTMS) functionality to optimize the ITS performance. HEMS is 
included into the GTMS as a tool for analysis, evaluation and identification of 
human emotions. 

The HEMS has been created in order to improve the ITS performance by meas-
uring and adding user emotion information [1][2][3]. People with intellectual dis-
abilities as the elderly people need physical and intellectual support. This may be 
achieved by a HEMS which attempts to solve critical situations, as those presented 
in blockage stages. Frequently, people with intellectual disabilities have blockage 
situations where they cannot take a decision or answer to a stimulus. Typically, 
these situations appear either when they are anxiously, or when they suffer a panic 
attack, or when the requirements are further than they can do. In many cases, the 
main objective is detecting emotional changes, instead of classifying emotions, in 
order to attend these situations before beginning. 

In section 2, human emotion survey and analysis is presented. Next, human 
emotion testing methodologies and emotion experimentation profiles in an ex-
perimental stage frame are shown. In section 4 evaluation results of the created 
elicitation material and methods are presented. Finally, some concluding remarks 
and future outlines are pointed out. 

2   Human Emotion Analysis 

According to Cañamero [4], human emotion entails distinctive integrated ways of 
perceiving and assessing situations, processing information, and modulating and 
prioritizing actions. To this respect, emotions can be seen as different ‘cogni-tive 
modes’ that have a ‘global’ and synchronized influence in our perceptual, cogni-
tive, bodily and behavioural relation with the external world. Achieving this in 
computational affective architectures involves a number of challenges, many of 
them largely unexplored, such as the next ones: Which aspects of cognition need 
to be placed in ITS architectures to be able to speak of ‘cognitive mode’? What 
mechanisms are required to implement different effects of various emotions? How 
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can computational and assistive devices take into account cultural and individual 
differences in the synthesis of emotions as ‘cognitive modes’? These notions are 
closely related in multiple ways and different assistive device architectures have 
implemented them.  

Emotion can be understood as “an impulse that induces the action”, causing 
automatic reaction behaviours to the environmental stimulus. From the point of 
view of Psychology, emotion is a feeling expressed by a physiologic function like 
facial reactions, cardiac pulse and behavioural reactions like blockage situations, 
aggressions, crying, etc. However, many times the individual masks their  
emotions as a result of a cultural learning process (“socialized emotions”). Spe-
cifically, people with intellectual disabilities cover their emotions by mean of un-
predictable emotional stages. In such cases, the emotional socialized response 
does not correspond with the pure emotional response because the individual ob-
scures the situations (predictable and non predictable environments). 

2.1   Modelling Emotions Physiologically Perceivable 

In a perceivable emotion physiological answers like facial reactions or pulse in-
clude conduct reactions like blockage situation, aggression, crying, etc. The use of 
automatic systems of direct measurement like physiological cameras, microphones 
or sensors will allow detecting and measuring emotion in a trustworthy way.  
Human interaction includes emotional information of the interlocutors that is 
transmitted explicitly through the language and implicitly through nonverbal 
communication. The nonverbal information, that frequently it is transmitted by 
means of corporal gestures, attitudes, face, modulations of the voice, expressions, 
etc., are of great importance in the human communication, since it has a great ef-
fect on the communicative disposition of the interlocutors and on the intelligibility 
of the speech. Nevertheless, it has been appraised that these characteristics that are 
associated to the interpersonal relations also appear in the communication with the 
computers.  But, how can the computer detect the mood of the user? Lang et al. 
suggest that there are 3 systems implied in the expression of the emotions and 
could serve like indicators to detect the user emotions: Verbal information (user’s 
auto-report on the perceived emotion), Conduct (registry of face and gesture ex-
pressions and paralinguistic parameters of the voice), Psycho-physiological an-
swers (registry of cardiac rate, conductance of the skin, electro-brain answer, 
etc.)[5]. 

Therefore, a computer based system which registers and recognizes user’s emo-
tions will be necessary, to determine which basic emotions go away to measure 
and which are their subjective or verbal, related to conduct and psycho- physio-
logical. For classifying emotions there is not an established model. According to 
some authors, human emotions are restricted to 6, although in some cases it is pos-
sible to find experimental results classifying more than 15 emotions. This may 
cause confusion in the development of an automatic emotion recognition system. 
Furthermore, while one would expect a set of basic emotions to be consistently 
recognized across cultures—in other words, being universal—evidence suggests 
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that there is minimal universality at least in the recognition of emotions from fa-
cial expressions [2]. 

In this work, a preliminary experimental stage has been defined for classifying 
emotions where an adapted brief self-report Emotion Regulation Questionnaire 
with 12 emotions is used. In order to increase the participant perceptions this ques-
tionnaire enquires new emotions. 

2.2   Modelling Emotions Physiologically Non-perceivable 

When a person camouflages emotions due to cultural learning (socialized emo-
tions), a perceptible physiologic response is not produced and the classical emo-
tion measure system (cameras, microphones, lexical information, etc.) cannot be 
used, so a different measuring system should be developed, incorporating both in-
dividual artificial emotional patterns (emotional data bases of human emotional 
patterns) and emotional memories (data bases of human experiences). In these pat-
terns, the individuality of the people and the cultural components have to be con-
sidered. The system of measurement in this case will be composed, on the one 
hand, by artificial emotional patterns of individuals, and on the other hand, by 
emotional memories, being conditional on its answer to measure the emotion in an 
automatic learning based on human brain.   

Our ITS must be based on techniques of prediction, memorization and auto-
matic learning of human experiences. The introduction of artificial emotional ca-
pabilities in ITS systems will clearly improve them providing higher robustness 
when interacting with the environment. Therefore, first step is to obtain appropri-
ate human modelling and measurement of both perceptible and not perceptible 
emotions. In this work, Non Intrusive Intelligent Systems (NIIS) are created in or-
der to measure biological signals in people with intellectual disabilities taking pri-
vacy and ethical issues into account. 

3   Experimental Stage 

Our most recent works are focused on the study and control of human reactions. 
This is a very intricate topic, since it involves human emotion detection, it requires 
a complex sensor configuration, and it needs many arduous experiments in order 
to achieve reliable results. In general, the law forbids any kind of experimentation 
with people with intellectual disabilities in order to protect these vulnerable  
persons. Besides, the results obtained with a set of volunteers are difficult to  
extrapolate to any kind of user, including people with intellectual disabilities. In 
consequence, the design of the tests must be carried out with insight and with the 
collaboration of experts in this topic. 

Research is a profit for humanity by itself, and it contributes to the acquisition 
of new knowledge. Nevertheless, the possible benefits must be weighted up with 
the possible damages or abuses that might be committed while experimenting with 
human beings. The experiments must be carried out respectfully and with sheer 
consideration to the test users that participate in them. These restrictions are  
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positive, but the law recommends some extra restrictions for experimentation with 
people with limited autonomy.  

We would like to remark that despite everybody could benefit of the results of 
research on assistive technology, accessibility and intelligent environments, the 
participation of persons with disability in these research experiments are of lively 
interest, since these persons have many more difficulties of adaptation than other 
people, and they are more sensible to bad technological design. In the particular 
case of the people with intellectual disabilities, they also face a great risk of social 
exclusion, so any engineer involved in research related to persons must try to con-
sider their point of view. They are interesting for the research community, and 
they might accept this request for help with glad, but the caution must prevail 
when asking them for cooperation in a project. The humanistic and ethical view is 
absolutely imperative. This ethical point of view should be complemented with le-
gal considerations as well. For modelling human emotion, a previous study in 
laboratories producing emotion elicitation is relevant [4]. Thus, we have devel-
oped an elicitation video database based on video, and an experimental prototype 
of HEMS based on Machine Learning (ML) algorithms. 

4   Preliminary Results 

4.1   Elicitation Video Database 

Human emotion is a widely studied field on neuronal process theory, as well as 
sociology, and cognitive process theory. Many emotion elicitation techniques have 
been studied: Mental image reproductions, displaying emotional categorized films, 
displaying categorized slides, real-life techniques, autobiographical memories, 
hypnosis, facial postures, Velten mood induction technique, music, among others. 

Displaying emotional categorized films seems to achieve better results due to 
its dynamic profile [6]. Furthermore, it has been widely observed that emotional 
categorized films can elicit strong subjective and physiological changes. More-
over, the dynamic profile of this technique obtains an optimal artificial model of 
reality, conforming practical problems of real-life technique, and providing better 
procedures to comply with ethical issues. For that reasons, it seems to offer a very 
good technique to elicit emotion in laboratory, especially for specific emotional 
states. 

Films are effective stimuli to elicit emotions. A set of films to elicit specific 
emotions was developed in a previous study by Gross et al [6]. Nowadays, this set 
of films is been used as valid material in current studies.  In our work, some films 
were replaced for actual films. A first validation of these films (Gross) was made 
in order to test if those films were still valid in our society. After analyzing the re-
sults, we find that many of the films were not valid for different reasons: old films 
with bad imagine and sound quality; translation to our language was not effective; 
they were movies that many people saw and no longer come to move. We pre-
pared a database with more than 50 films, consulting film experts, owners from 
video clubs, internet forums and also looked for real facts where they gave more 



694 R. Martínez et al.
 

emotions than a film. We consult the work made by Stephens [7] and Schaefer [8] 
for analysing the methodology in their experiments. We took 20 video clips from 
our database. Furthermore, it was necessary to place a neutral video between 
films, so each person can recover its emotional basal level.  

The database was classified in 7 emotions. Subsequently, the films were 
mounted in three groups with 10 clips each one, where 3 of them repeated an used 
emotion. In order to organize appropriately the projection, it was necessary to 
avoid editing neither 2 clips with the same emotion, nor with the same valence [7]. 
Finally we obtained results with 45 volunteers and more than 1000 emotional an-
swers. Each answered questionnaire related to one emotional film was composed 
by a set of 16 emotional descriptions and the 3 scales: amusement, contentment 
and valence. 

We carried out a brief validation of the database in new experiments, against a 
subset of Gross and Real Films (Gross+RF). Figure 1 shows relevant conclusions 
in this validation. Analyzing the values related to Sadness, it can be observed that 
the video clips used in second set obtained better values in the emotional answer. 

 

Fig. 1 Validation of Sadness over Gross and Gross and Real Films sets 

Table 1 Description of the experiments 

 Per Num Film Num Real Scene N Instances 
Gross 5 13 1 61 

Gross+RF 7 7 2 62 
Gross+RF-SS 45 30 6 562 
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4.2   Evaluation 

In the supervised learning task, a classification problem has been defined where 
the main goal is to construct a model or a classifier able to manage the classifica-
tion itself with acceptable accuracy, in order to classify the emotional answer. 
With this aim, some variables are used for identification of different elements, the 
so called predictor variables. The basic problem of Machine Learning is concerned 
with the induction of a model that classifies a given object into one of several 
known classes. In order to induce the classification model, each object is described 
by a pattern of d features. For the current problem, each sample (emotional an-
swer) is composed by the set of 16 emotional descriptions, while the label value is 
one of the seven emotions identified. The single paradigms used in our HEMS 
which come from the family of Machine Learning (ML) are briefly introduced: 
C4.5, Multilayer Perceptron, Naive Bayes classifiers, KNN and Support Vector 
Machines. 

The above mentioned methods have been applied over the cross-validated data 
sets. Each instance corresponds to an emotional answer. Three experiments were 
carried out (Table 1). Gross and Gross+RF have been described in 4.1 and 
Gross+RF-SS is based on a subset extract from Gross+RF with similar size to 
Gross that has been created in order to compare appropriately the results. Table 2 
shows the classification results obtained using the whole set of variables, for 
Gross, Gross+RF and Gross+RF-SS respectively showing the total average  
for each classifier 10-fold cross-validation. Results show a good performance for 
most paradigms obtaining the best accuracy for SVM. On the other hand in 
Gross+RF and Gross+RF-SS the accuracies outperform the previous ones in more 
than 10%. It must also be highlighted that the new database improves the well 
classified rate for all the ML paradigms, as Table 2 shows. 

Table 2 10-fold cross-validation accuracy Gross, Gross+RF and Gross+RF-SS 

 Gross Gross+RF Gross+RF-SS 
KNN 44,26 79,03 74,55 

Multilayer Perceptron 77,04 79,23 74,33 
NB 67,21 70,96 63,87 

C4.5 63,93 69,35 69,57 
SVM 73,77 83,87 78,46 

5   Concluding Remarks and Future Outlines 

A new Human Emotion Management System structure is been designed in order 
to introduce non-perceivable human emotions at the ITS. As a result of the work, a 
HEMS prototype has been developed. This management system will be integrated 
into a General Task Management System functionality which enhances our Intel-
ligent Tutoring System performance. Despite everybody could benefit of the  
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results of research on assistive technology, accessibility and intelligent environ-
ments, the participation of people with disabilities in these research experiments 
will be of lively interest, since these persons have many more difficulties of adap-
tation than other people, and they are more sensible to bad technological design.   

In this work, new methods and material to analyze and classify human emo-
tions, and corresponding elicited emotions have been tested. This study has pro-
vided finding emotional changes which give the opportunity of detecting blockage 
situations in people with disabilities. The evaluation results of the created elicita-
tion material and methods indicate a high level of accuracy with respect to others 
classically presented in the literature. Finally, new studies are going to be per-
formed in the future taking new affective resources into account. 
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Acoustic Phonetic Decoding Oriented to Multilingual 
Speech Recognition in the Basque Context 

N. Barroso, K. López de Ipiña, and A. Ezeiza* 

Abstract. The development of Large Vocabulary Continuous Speech Recognition 
systems involves issues as: Acoustic Phonetic Decoding, Language Modelling or 
the development of appropriated Language Resources. In the state of the art, new 
techniques for reusing Language Resources of more resourced related languages is 
becoming of great interest, and there is also a growing interest on Multilingual 
systems. This paper describes the initial experiments on multilingual recognition 
and cross-lingual adaptation carried out in order to create a robust Multilingual 
Speech Recognition system for the Basque context. The interest on Multilingual 
Systems arouses because there are three official languages in the Basque Country 
(Basque, Spanish, and French), and there is much linguistic interaction among 
them, even if Basque has very different roots than the other two languages. 

Keywords: Automatic Speech Recognition, Multilingual System, Large Vocabu-
lary Continuous Speech Recognition. 

1   Introduction 

Automatic Speech Recognition (ASR) is a broad research area that absorbs many 
efforts from the research community. Indeed, many applications related to ASR 
have progressed quickly in recent years, but these applications are generally very 
language-dependent. Therefore, the development of a robust system is a much 
tougher task for under-resourced languages, even if they count with powerful lan-
guages beside it. The development of Large Vocabulary Continuous Speech  
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Recognition systems involves issues as: Acoustic Phonetic Decoding, Language 
Modelling or the development of appropriated Language Resources (figure 1).  

Since the main goal of our project is the development of ASR systems in the 
Basque context, it was essential to create resources and tools for all the languages 
spoken by the potential users.  

 

Fig. 1 Scheme of the process of Speech Recognition 

Thus, there were many difficulties in the case of Spanish and French, but the 
hardest obstacle to overcome was the development of resources and tools for the 
multilingual system and for Basque. Nevertheless, there is growing interest in mi-
nority languages such as Basque, even taking into account the challenge that has 
to be faced in these cases. Many respectable ideas have been developed on Basque 
Speech Recognition [1], and nowadays there are some Language Resources de-
veloped for Basque [2] that encourage further research. And although there is 
much work to do with Basque Speech Recognition alone, the interest on Multilin-
gual Systems arouses in the Basque Country because there are three official  
languages in use (Basque, Spanish, and French), and there is much cross-lingual 
interaction between them, even if Basque has very different roots than the other 
two languages. Indeed, the speakers tend to mix words and sentences in the three 
languages in their discourse, and the acoustic interactions between the three  
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languages and between the Basque dialects are fairly interesting from the re-
searchers' point of view.  

One of the fields that have shown most interest in Automatic Speech Recogni-
tion is the Mass Media communication. Most of the mass media in Basque  
Country use Spanish, French, and/or Basque, and many of them have shown their 
interest in the development of Index Systems for their media. Thus, the three lan-
guages have to be taken into account to develop an efficient Speech Recognition 
system in this field. Many projects have been developed with several European 
languages [3], but Basque has fewer resources than many of them. In order to de-
crease the negative impact that the lack of resources has in this area, the alterna-
tive surges in the form of cross-lingual Acoustic Modelling [4]. Wheatley et al. [5] 
already suggested the idea to train phoneme models for a new language using 
other languages and they implemented a number of different metrics for measur-
ing similarities among cross-language phonetic models. The idea behind cross-
lingual speech recognition is to transfer existing resources of Acoustic Models to a 
target language without using a speech database in this target language [6]. This 
way the usage of a complete speech database in the target language can be 
avoided. Therefore, it seems an interesting alternative for Basque language, and 
this paper tackles this issue developing a baseline Acoustic-Phonetic Decoder for 
each of the three languages in order to compare them and to facilitate further ex-
periments on cross-lingual Acoustic Modelling.  

Therefore our first goal to deal with the development of a Multilingual Large 
Vocabulary Continuous Speech Recognition (MLVCSR) system in Basque con-
text will be create a robust Acoustic Phonetic Decoding (APD) system based on 
the allophone set of the three languages (Spanish, French and Basque). This sys-
tem will decode the acoustic signal in series of allophonic acoustic units. 

2   Phonetic Features of the Languages 

The analysis of the features of the languages chosen is a crucial issue because they 
have a clear influence on both the performance of the APD and on the vocabulary 
size of the system. In order to develop the APD, an inventory of the sounds of 
each language was necessary. Table 1 summarises the sound inventories for the 
three languages expressed in the SAMPA notation. Each sound would be taken 
into account in the phonetic transcription tools used in the training process. 

In order to get an insight of the phonemes system of these three languages, we 
would like to remark some of the features mentioned above. In the one hand, 
Basque and Spanish have very similar vowels if not the same. The Basque lan-
guage itself has many odd occurrences of other vocals, but many of them have 
fallen into disuse or they are used only in very local environments. For example, 
only Basque speakers from the Northern side (bilingual Basque and French speak-
ers) are used to pronouncing the Basque “@” (i.e. Sorrapürü). This vowel's pro-
nunciation is between the Basque vocals “u” and “i”. In comparison to Basque or 
Spanish, French has a very much richer vocal system, but it is fair to say that some 
of their older forms have fallen into disuse too. Anyway, they keep on being  
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different to those in Basque or Spanish, especially in the case of nasal vowels. In 
the other hand, some of the consonants that are rare in French such as “L” (i.e. 
Feuille) are very common in Basque or Spanish. Therefore, a cross-lingual Acous-
tic Model could be very useful in these cases. Another special feature in this ex-
periment is the richness of affricates and fricatives present in Basque. These 
sounds will be very difficult to differ and the cross-lingual approach won't work 
for them, but it has to be said that even native Basque speakers don't make differ-
ences between some affricates and fricatives. Consequently, the Acoustic decoder 
would have difficulties in these cases and further Language Modelling would be 
needed in order to get accurate results. Finally, some sounds that are differentiated 
theoretically are very difficult to model, and many state-of-the-art approaches 
cluster these cases as the same sound. This is the case of the plosives in the three 
languages; there is little acoustic difference between “b”, “B”, “p”, and “P” de-
pending on the context, and the Language Model should be able to manage the 
ambiguity derived of not separating those phonemes in this first stage.  

 

Table 1 Sound Inventories for Basque, French and Spanish in the SAMPA notation 

Sound Type Basque French Spanish 
Plosives p b t d k g c p b t d k g p b t d k g 

Affricates ts ts´ tS  ts 
Fricatives gj jj f B T D s s´ 

S x G Z v h 
f v s z S Z gj jj F B T D s x 

G 
Nasals m n J m n J N m n J 
Liquids l L r rr l R l L r rr 

Vowel glides w j w H j w j 
Vowels i e a o u @ 

 
i e E a A O o u y 

2 9 @ 
e~ a~ o~ 9~, 

i e a o u 

3   Description of the Language Resources 

The basic resources used in this work have been mainly provided from two 
Broadcast News sources [7]. On the one hand, the Basque Public Radio-
Television group (EITB) has provided us with videos of their Broadcast News in 
Basque and Spanish. In the other hand, Infozazpi irratia, a new trilingual (Basque, 
French, and Spanish) digital radio station which currently emits only via Internet 
has provided audio and text data from their news bulletins.  

The speech database described in [8] had to be transcribed orthographically, 
even when some scripting data existed for Infozazpi irratia files. Thus, the XML 
label files were created manually. The XML files include information of distinct 
speakers, noises, and sections of the speech files. The transcriptions for Basque 
also include morphological information such as each word’s lemma and Part-Of-
Speech tag. Resources Inventory is described in Table 2.  



APD Oriented to Multilingual Speech Recognition in the Basque Context 701
 

Table 2 Resources Inventory: Broadcast News (video, audio), Transcription of broadcast-
XML, Text databases and Lexical elements 

Language Broadcast 
Video 

 

Broadcast  
Audio 

Transcription 
XML-FILE 

Textual 
Database 

EU 6:37 18 12 8M 

FR - 2:58 2:58 2M 

ES 9:35 12:34 12:34 4M 

Total 16:12 33:12 33:12 14M 

4   Experimentation 

The first step in the experiments was the extraction of features for the training and 
test of the models. Features normally used can be grouped in two ways: spec-
tral/energy features, and static/dynamic features. Spectral features are aimed at 
modelling the spectral envelope, where it is expected to be the maximum phonetic 
information. Several sets of parameters have been tested taken into account the 
high level of noise in the signal. Finally a set of 13 Mel Frequency Cepstral and 
energy and their dynamic components have been selected; the frame period was 
10 milliseconds. The FFT uses a Hamming window and the signal had first order 
pre-emphasis applied using a coefficient of 0.97. The filter-bank had 26 channels 
and 12 MFCC coefficients (HTK[9]). Each allophonic acoustic unit will be model 
by a Semi-Continuous Hidden Markov Model (HMM) (HTK).  

The first test we performed consisted in the evaluation of the accuracy of the 
developed APD system. In other words, we tried to determine the allophonic rec-
ognition accuracy using just the acoustic models, without any other kind of lexical 
or grammatical restriction. The second set of tests consisted in trying to determine 
if it was possible to improve the accuracy selecting the data that threw best results 
instead of using great amounts of inaccurate data, and the third experiment set 
combines the three acoustic-phonetic decoders and triphonemes models in order to 
improve the recognition in Basque using cross-lingual adaptation. 

The obtained results in the first set of experiments are presented in Figure 2 
(Accuracy) for the three languages. It is obvious that the allophone recognition 
rate is much better for Spanish and Basque than for French. This can be explained 
with two main reasons: on the one hand, the simple vowel structure in Basque and 
Spanish eases the overall recognition of phonemes. On the other hand, the mean 
noise level in French is also higher and the training data amount is smaller being 
critical in same cases as affricates. 

The second set of test has consisted in ranking the sentences ordered by they er-
ror rate in this case with data sets that suit the training task of the decoder better. 
Specifically, the experiments have been done with the sentences that have a rec-
ognition rate over 30%, 40%, 50% and 60% respectively. The sentences that have 
a recognition rate lower than 30% are in most of the cases noisy or confuse sen-
tences that mislead the training of the system. Paradoxically, when less data is  
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Fig. 2 Results of the experiments clustered by sound types 

expected to perform worse because of the Recognition techniques employed, the 
well selected sentences train better recognizers for many of the allophones, and in 
some cases they outperform the wider data sets (see figure 3).  

Finally, a third set of experiments have been developed trying to apply cross-
lingual techniques and triphonemes. The use of triphonemes improves previous 
results accuracy around %8 and cross-lingual techniques around %3. 
 

 

Fig. 3 Accuracy with different data sets 
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The poor results in some cases (plosives, affricates) could be due to the fact that 
the covariance matrixes used in the classification are singular (small training set) 
and, therefore, it turns out impossible to find the inverse matrix. In ongoing works 
we will use several methods to improve and smooth the covariance matrixes:  
LOOC estimation method, Bayesian LOOC estimation method (BLOOC) and 
mix-LOOC estimation method [10,11,12]. 

5   Concluding Remarks 

The final goal of the project is to develop a Multilingual Large Vocabulary Con-
tinuous Speech Recognition (MLVCSR) system in Basque context for Spanish, 
French and Basque. In order to develop a real-life multi-purpose system that could 
be useful for difficult recognition tasks, we have chosen a Broadcast News Speech 
Database with many speakers, environments, and noises.  

Several Languages Resources have been developed to train and test all the 
modules of the system. On the one hand, the Basque Public Radio-Television 
group (EITB) has provided us with videos of their Broadcast News in Basque and 
Spanish. In the other hand, Infozazpi irratia, a new trilingual (Basque, French, and 
Spanish) digital radio station which currently emits only via Internet has provided 
audio and text data from their news bulletins. 

A first prototype of Acoustic Phonetic Decoding (APD) system has been devel-
oped. This system decodes appropriately the acoustic signal in series of allophonic 
acoustic units for the three languages: Spanish, French and Basque. Obtained re-
sults will be improved in our ongoing work with several methods to calculate and 
smooth the covariance matrixes when the training sets are small. New cross-
lingual methodologies and robustness methods will be also used. 

Acknowledgements. This work has been partially supported by the Basque Goverment, 
SAIOTEK 2007 plan and from the Spanish Ministerio de Ciencia y Tecnología, project 
TSI2006-14250-C02-01. 
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A Computer-Aided Decision Support System for 
Shoulder Pain Pathology 

K. López de Ipiña, M.C. Hernández, M. Graña, E. Martínez, and C. Vaquero* 

Abstract. A musculoskeletal disorder is a condition of the musculoskeletal system 
which consists in that part of it is injured continuously over time. Shoulder disor-
ders are one of the most common musculoskeletal cases attended in primary health 
care services. Shoulder disorders cause pain and limit the ability to perform many 
routine activities and affect about 15-25 % of the general population. Several 
clinical tests have been described to aid diagnosis of shoulder disorders. However, 
the current literature acknowledges a lack of concordance in clinical assessment, 
even among musculoskeletal specialists. In this work a Computer-Aided Decision 
Support (CADS) system for Shoulder Pain Pathology has been developed. The 
paper presents the medical method and the development of the database and the 
(CADS) system based on several classical classification paradigms improve by 
covariance estimation methods. Finally the system was evaluated by a medical 
specialist. 

Keywords: Musculoskeletal disorders, Shoulder Pain, Computer-Aided Decision 
Support system, Machine Learning. 
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1   Introduction 

A musculoskeletal disorder is a condition of continuous injure over time of a part 
of the musculoskeletal system. The disorder occurs when the body part is called 
to work harder, stretch farther, impact more directly or otherwise function at a 
greater level than it is prepared for. The immediate impact may be minute, but 
when it occurs repeatedly the accumulated trauma may cause damage [1,2,3]. As 
reported by recent assessments, especially those made by the Dublin Foundation 
for the Improvement of Living and Working conditions in its fourth report, Mus-
culoskeletal disorders (MSDs) are the most common work-related health problem 
in Europe, affecting to millions of workers. Across the EU27, 25% of workers 
complain of backache and 23% report muscular pains. Although it is not clear to 
what extent MSDs are caused by work, their impact on working life is huge. 
MSDs can interfere with activities at work, and can cause a reduction in produc-
tivity, an increase in sick leave, and chronic occupational disability. MSDs are 
caused mainly by manual handling, heavy physical work, awkward and static 
postures, repetition of movements and vibration. Also, attention should be given 
to “lack of physical activities” during working time (derived from growing use of 
visual display units and of automated systems resulting in prolonged sitting at the 
work place) which has been identified by the European Agency for Safety and 
Health at Work as an emerging risk. As reported also by this Agency, the risk of 
MSDs can increase with the pace of work, low job satisfaction, high job de-
mands, job stress and working in cold environments [1,2]. The consequences de-
rived from MSD are quite costly, not only in unmessurable human costs in the 
form of suffering and functional impairments, but also in economical costs. As 
reported by the European Agency for Safety and Health at Work, MSDs are the 
biggest cause of absence from work in practically all Member States. In some 
states, MSDs account for 40% of the costs of workers’ compensation, and cause a 
reduction of up to 1.6% in the gross domestic product (GDP) of the country  
itself. MSDs reduce companies’ profitability and add to the social costs of  
governments.  

Shoulder disorders (SD) are one of the most common primary care muscu-
loskeletal presentation and often recurrence or chronic symptoms may occur in a 
significant proportion of patients. Shoulder disorders cause pain, limit the ability 
to perform many routine activities, and can significantly disrupt sleep. Self-
reported prevalence of shoulder pain is estimated at around 25% in the general 
population. Shoulder pain may arise from elsewhere, so it is important to enquire 
about the general health of the patient and symptoms arising from the neck, upper 
limbs, axilla and chest.  

In the next decade, Computer-Aided Decision Support (CADS) applications for 
various diagnostic tasks will be developed and then implemented in clinical envi-
ronments. To date, the majority of CADS applications focus on a limited number 
of important oncology tasks, mostly related to lung, breast, and colon cancers.  
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Opportunities exist to expand the scope of CADS applications for organ systems 
and pathologies previously ignored. For example, new CADS applications for ad-
vanced musculoskeletal diagnosis could improve the accuracy and efficiency of 
human observers, potentially leading to improved patient care. An area of particu-
lar interest is orthopaedic imaging [4].  

The next section presents the medical method to design the database and the 
CADS system proposed in this paper. Section 3 describes in detail the database. 
Section 4 shows results that have been obtained from the classification systems 
applied to the database and the expert evaluation. Finally, some conclusions and 
future work are given in section 5. 

2   Medical Method 

Shoulder Pain (SP) is one of the most frequent pathologies of the locomotors sys-
tem, being nowadays the third reason of consultation in Primary care, and manag-
ing to affect 15-25 % of the adult population. Nevertheless, despite of this impact 
in the literature it can appreciate a clear disparity of criteria not only in the used 
terms but also in prediction factors, or in the used treatments. Several clinical tests 
(e.g. Hawkins, Neer, Yergason, Speed) have been described to aid diagnosis of 
shoulder disorders. However, research acknowledges a lack of concordance in 
clinical assessment, even between musculoskeletal specialists [3,5].  

In the etiology, it seems clear that the main reasons are mechanical, though di-
verse factors of risk have considered, as the age, the feminine sex, the physical re-
petitive work, psychological factors etc. The clinical history is not very effective in 
the accomplishment of the diagnosis. Regarding to the clinical signs in the explora-
tion the existing ones are numerous, and the evidence shows that those test that has 
high sensibility, has small specificity, recommending their combination.  Inside 
nowadays medicine trend based on the evidence, several guides of clinical practice 
for the managing of the shoulder pain have been developed. Among them we can 
find the developed one for the American Academy of Orthopedic Surgeons, which 
contemplates six differential diagnoses of the shoulder pain: pathology of the rota-
tor cuff, frozen shoulder, instability glenohumeral, degenerative osteoarthritis 
glenohumeral, alteration of the joint acromioclavicular and fibromialgia. 

Nevertheless the developed one for Duke's University of sports medicine, sim-
plifies this differential diagnosis to four entities: impingement of the rotation cuff, 
frozen shoulder, instability glenohumeral and degenerative osteoarthritis. There-
fore there is no unanimity among the different reasons of shoulder pain. Thus in 
this work, we have rejected those reasons that are diagnosed well by the causative 
mechanism, as fractures or luxations, or by the image as the degenerative os-
teoarthritis. Anyway, they are complex diagnoses and they are overlapped in nu-
merous occasions [3,5,6].  
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3   Description of the Database 

We have selected a sample of 200 patients directed to the Rehabilitation Service for 
SP. There have been included those patients who after the valuation in consultation 
have been diagnosed of frozen shoulder, syndrome subacromial (impingement), 
and rotation cuff pathology. There have been excluded the fractures, the luxations, 
the above-mentioned pain and the degenerative osteoarthritis glenohumeral, be-
cause their  diagnosis is mainly  radiological.  

In the first consultation, we realize the data collection that allows realize a more 
approximate diagnosis of the pain causes. The collected information is: age, sex, 
dominance of the arm, characteristics of the pain and its intensity by  an analogical 
visual scale, received treatments, limitation of the mobility and its measure by go-
niometry, existence of previous history, type of work, sports activity.  

In the exploration the mobility has been gathered to articulate by goniometry, 
the muscular force, and diverse maneuvers for the exploration of the shoulder 
(empty can test, Hawkins-Kennedy, crossed adducing, apprehension test and 
subescapular test) [3,5]. These variables have been parameterized to be measured 
and analyzed in posterior studies. We have gathered some 50 patients diagnosed 
of syndrome subacromial, some 50 with frozen shoulder and some 50 with diag-
nosis of rotator cuff pathology. 

The database (ACCESS) has been created with SP files from the Txagorritxu's 
Hospital consists of about 200 files catalogued in 4 different diagnoses: 1) Rotator 
Cuff Anomaly, 2) SubAcromial Syndrome, 3) frozen Shoulder and 4) Subacromial 
Syndrome and Rotator Cuff Anomaly. The obtained database is a database bal-
anced for the four classes and labeled and codified in octal system as: 1, 2, 4 and 
5.  On the other hand files of not common analogous pathologies were also used 
obtaining 6 types of different diagnoses.   

The database has been divided in two independent subsets, the first one for 
training and the other for test, constituted by 70 not diagnosed cases. The diagno-
ses qualify in 6 classes. Table 1 shows the number of sample cases for every type 
of diagnosis. 

We have a set of training of about 100 samples, each of which has 30 character-
istics. Each of these attributes or characteristics has been identified and the appro-
priate range has been assigned (Table 2). 

Table 1 Number of samples of the 6 classes used for training 

 Number of 
 samples 

Class1 30 
Class2 20 
Class3 5 
Class4 25 
Class5 27 
Class6 5 
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Table 2 Identification and range for the 30 attributes of the database elements 

Attribute Att. Name Range  
Attribute0 Edad [1,2,3] 
Attribute1 Sexo [1,2] 
Attribute2 Hombre [1,2] 
Attribute3 dInicio [1,2] 
Attribute4 dCronicidad [1,2] 
Attribute5 dDesencad [1,2,3] 
Attribute6 Dcantidad Ŗ 
Attribute7 Dnocturno Boolean 
Attribute8 tratamientos [1,2,3] 
Attribute9 Movilidad Boolean 
Attribute10 Previa Boolean 
Attribute11 Trabajo [1,2,3,4] 
Attribute12 Deporte Boolean 
Attribute13 ampflexion [1,2,3] 
Attribute14 amaflexion [1,2,3,4] 
 

 Attribute Att. Name Range 
Attribute15 amarotacione [1,2,3,4] 
Attribute16 amprotacione [1,2,3,4] 
Attribute17 amarotacioni [1,2,3,4] 
Attribute18 amprotacioni [1,2,3,4] 
Attribute19 Ritmo [0,1,2] 
Attribute20 dolorBM Boolean 
Attribute21 Bmaflexion [1,2,3,4,5] 
Attribute22 bmaabduccio [1,2,3,4,5] 
Attribute23 bmarotacione [1,2,3,4,5] 
Attribute24 bmarotacioni [1,2,3,4,5] 
Attribute25 Hawkins Boolean 
Attribute26 Jobe Boolean 
Attribute27 Subescapular Boolean 
Attribute28 acromicroclav Boolean 
Attribute29 Cervical boolean 

4   Experimentation 

We have tested several classification methods: MLE (Maximum Likelihood Esti-
mation), MDM (Minimum Distance to Means), FIS (Fisher’s Linear Discrimi-
nant), QDF (Quadratic Discriminant Function), KNN (K-Nearest Neighbor), DT 
(Decision Trees) and two different approaches of SVM (Support Vector Ma-
chines), SVM1 and SVM2. The above mentioned methods have been applied over 
the data training set. In Table 3 it can see the values of the IRATIO index for the 
selected methods. This value gives the classification accuracy percentage. Results 
show a good performance for most methods obtaining the best accuracy for 
SVM2. It must also be highlighted that MLE and QDF obtain very poor results as 
Table 3 shows. 

Table 3 IRATIO validation index and partition number  for several training methods 

Txagorritxu Method Partition 
Shoulder Pain IRATIO Train Number 

MLE 7,25 2 
MDM 46,38 6 

FISHER 73,91 6 
QDF 7,25 2 
KNN 71,01 5 
DT 81,16 5 

SVM1 95,65 15 
SVM2 97,10 15 
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Fig. 1 Analysis of the validation index of the found partitions by the selected methods (Ta-
ble 3): Accuracy, Recall, False positive and Precision 

A study of the validation index over the partitions found by the selected method 
is detailed below. The analyzed indexes are: Accuracy, Recall, False positive and 
Precision.  Figure 1 confirms the tendency showed in Table 3. The poor results ob-
tained by some of the algorithms comes from the small number of partitions dis-
tinguished (Table 3). This is due to the fact that the covariance matrixes used in 
the classification are singular and, therefore, it turns out impossible to find the in-
verse matrix. Following we will carry out a new experiment with several me-thods 
to improve the covariance matrix: MLE, FIS and QDF. The new selected methods 
are:  LOOC estimation method, Bayesian LOOC estimation method (BLOOC) 
and mix-LOOC estimation method [7,8,9]. 

Table 4 IRATIO validation index for the covariance matrix estimation methods 

Txagorritxu  Shoulder Pain  
 MLE IRATIO FIS IRATIO QDF IRATIO 

LOOC1 28,99 62,32 27,54 
LOOC2 37,68 65,22 37,68 
BLOOC1 75,36 52,17 72,46 
BLOOC2 76,81 59,42 73,91 
mLOOC1 37,68 62,32 37,68 
mLOOC2 47,83 57,67 47,83 
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Fig. 2 Analysis of the validation index of the found partitions by the selected methods (Ta-
ble 4): Accuracy, Recall, False positive and Precision 

The above mentioned methods have been applied over the data training set. In 
Table 4 it can see the values of IRATIO index for the selected methods. New 
methods improve the rates obtained in Table 3. Figure 2 shows also a best ten-
dency for all validation index.  

Finally, a diagnosis evaluation was carried out with the developed system based 
on the classification optimum method. In this evaluation the independent test (70 
cases) was used. The obtained results were supervised by the medical specialist 
who demonstrates a high degree of satisfaction not only with regard to the visual 
information provided by the automatic support system but also for the diagnosis 
results over the test cases. The system has obtained good performance in both su-
pervised and non-supervised modes and results are very close to the diagnosis of 
the specialist. The specialist prefers in any case the results obtained in supervised 
mode. 

5   Concluding Remarks 

Shoulder disorders are one of the most common primary care musculoskeletal 
presentations and affect to around 25% of the general population. Several clinical 
tests have been described to aid diagnosis of shoulder disorders. However, re-
search acknowledges a lack of concordance in clinical assessment, even among 
musculoskeletal specialists. The work presents a Computer-Aided Decision Sup-
port (CADS) system for Shoulder Pain Pathology.  
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The paper deals with the medical method and the development of the database 
and the (CADS) system based on several classical classification paradigms im-
prove by covariance estimation methods. The system obtains good performance in 
both supervised and non-supervised modes and results are very close to the diag-
nosis of the specialist. The specialist prefers in any case the results obtained in su-
pervised mode. 

In future outlines, new covariance estimation methods will be developed and 
the system will be also improved with new non-supervised methods. 
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Unsupervised Visualization of SQL Attacks by 
Means of the SCMAS Architecture 

Álvaro Herrero, Cristian I. Pinzón, Emilio Corchado, and Javier Bajo∗ 

Abstract. This paper presents an improvement of the SCMAS architecture aimed 
at securing SQL-run databases. The main goal of such architecture is the detection 
and prevention of SQL injection attacks. The improvement consists in the incorpo-
ration of unsupervised projection models for the visual inspection of SQL traffic. 
Through the obtained projections, SQL injection queries can be identified and 
subsequent actions can be taken. The proposed approach has been tested on a real 
dataset, and the obtained results are shown. 

Keywords: Multiagent System for Security, Neural Projection Models, Unsuper-
vised Learning, Database Security, SQL Injection Attacks. 

1   Introduction 

Over the last years, one of the most serious security threats to databases has been 
the SQL injection attack [1]. In spite of being a well-known type of attack, the 
SQL injection remains at the top of the published threat list [2]. The solutions pro-
posed so far seem insufficient to block this type of attack because the vast major-
ity of them are based on centralized mechanisms [3], [4] with little capacity to 
work in distributed and dynamic environments. Furthermore, the detection and 
classification mechanisms proposed by these solutions lack the learning and adap-
tation capabilities for dealing with attacks and variations of the attacks that may 
appear in the future. 
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This work presents a novel multiagent solution for anomaly visualization. The 
proposed multiagent system (MAS) is composed of agents with specialized abili-
ties to detect and predict SQL injection attacks [5]. Most of the agents are focused 
on data monitoring and analysis. However, it is necessary to incorporate a new 
agent type with projection ability for anomaly visualization. This agent incorpo-
rates different projection models for data visualization, with the aim of notably 
improving the function of the MAS. As stated in [6], scant attention has been giv-
en to visualization in the security field, although visual presentations help opera-
tors and security managers to interpret large quantities of data. Several attempts 
have been made to apply connectionist models to the field of security, mainly 
based on a classificatory standpoint. A complementary approach is followed in 
this work, in which the main goal is to provide a data projection to visually iden-
tify SQL injection attacks. This idea has been previously applied in the field of 
Network Intrusion Detection [7]. 

The rest of the paper is structured as follows: Section 2 introduces the MAS ar-
chitecture. Section 3 describes the unsupervised projection models. Section 4 
shows the experimental results and, finally, Section 5 presents the obtained con-
clusions and the future work. 

2   A Multiagent Solution for SQL Anomaly Visualization 

The Structure Query Language (SQL) constitutes the backbone of many Data-
base Management Systems (DBMSs), especially relational databases. It carries 
out information handling and database management, but it also facilitates build-
ing a type of attack that can be extremely lethal. SQL injection attacks are a po-
tential threat at the application layer of the TCP/IP protocol stack. Although this 
type of attack has been the subject of many studies; it continues to be one of the 
most frequent attacks over the Internet. SQL injection occurs when the intended 
effect of the SQL sentence is changed by inserting SQL keywords or special 
symbols [1]. 

To deal with such attacks, the SCMAS architecture [5] has been upgraded by 
including a new type of agent named “Visualizer”, which provides the capacity of 
visualization. Its main function is to complement the classification of SQL attacks 
through visualization facilities. As a result, this new agent contributes to improv-
ing  the classification performance of SCMAS. The SCMAS architecture proposes 
a novel strategy to block SQL injection attacks through a distributed approach 
based on the capacities of the SQLCBR agents, which are a particular type of 
CBR-BDI agents [8]. The architecture has been divided into four levels so that the 
specific tasks are assigned according to the degree of complexity. The different 
types of agents located at the different levels of the SCMAS architecture can be 
described as: 

• Sensor: captures datagrams, orders TCP fragments to extract the request’s SQL 
string and executes a syntactic analysis of the request’s SQL string. 
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• FingerPrint: performs a pattern matching of known attacks.  
• DBPattern: updates and adds new patterns to the pattern database. 
• Anomaly: this core component of the architecture carries out a classification of 

SQL strings through detection anomalies. It integrates a case based reasoning 
(CBR) mechanism. 

• Manager: is responsible for the decision-making, evaluation and coordination 
of the overall operation of the architecture.  

• Forecaster: predicts attacks by considering user behavior. 
• LogUser: updates the profile of application users. 
• DB: is responsible for executing queries to the database once the requests are 

classified as legal, and getting the results.  
• Interface: facilitates the interaction between a human expert in charge of secu-

rity and the SCMAS architecture. It can be run on mobile devices. 
• Visualizer: this is the new type of agent proposed in this work for upgrad-

ing the SCMAS architecture. It applies different projection models for 
visualizing the SQL-related data, whose features are described in section 
4.1. As a consequence of that, the SQL injection attacks can be visually 
identified. 

Fig. 1 depicts the upgraded SCMAS architecture, incorporating the Visualizer 
agent and showing the different layers and their respective agents. 

 

Fig. 1 Upgraded SCMAS architecture 
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3   Unsupervised Projection Models 

Projection models are used as tools to identify and remove correlations between 
problem variables, which enable us to carry out dimensionality reduction,  
visualization or exploratory data analysis. In this study, some unsupervised statis-
tical and neural projection models, namely Principal Component Analysis (PCA) 
[9], Curvilinear Component Analysis (CCA) [10], and Cooperative Maximum 
Likelihood Hebbian Learning (CMLHL) [11] have been applied, comparing their 
results. 

PCA [9] is a standard statistical technique for compressing multidimensional 
data; it can be shown to give the best linear compression of the data in terms of 
least mean square error. PCA describes the variation in a set of multivariate data 
in terms of a set of uncorrelated variables each of which is a linear combination of 
the original variables. Its goal is to derive new variables, in decreasing order of 
importance, which are linear combinations of the original variables and are uncor-
related with each other. 

CCA [10] is a nonlinear dimensionality reduction method. It was developed as 
an improvement on the Self Organizing Map (SOM) [12], trying to circumvent the 
limitations inherent in some linear models such as PCA. CCA is performed by a 
self-organised neural network calculating a vector quantization of the submanifold 
in the data set (input space) and a nonlinear projection of these quantising vectors 
toward an output space. As regards its goal, the projection part of CCA is similar 
to other nonlinear mapping methods, as it minimizes a cost function based on in-
terpoint distances in both input and output spaces. Quantization and nonlinear 
mapping are separately performed: firstly, the input vectors are forced to become 
prototypes of the distribution using a vector quantization method, and then, a 
nonlinear mapping of the input vectors is built. 

CMLHL [11] extends the MLHL model [13] that is a neural implementation of 
Exploratory Projection Pursuit (EPP) [14]. The statistical method of EPP linearly 
projects a data set onto a set of basis vectors which best reveal the interesting 
structure in data. CMLHL extends the MLHL model by adding lateral connections 
[11], which have been derived from the Rectified Gaussian Distribution [15]. 
Then, CMLHL finds the independent factors of a data set capturing some type of 
global ordering in the data.  

Considering an N-dimensional input vector ( x ), and an M-dimensional output 

vector ( y ), with ijW being the weight (linking input j  to output i ), then 

CMLHL can be expressed as: 

1. Feed-forward step: ixWy
1j

jiji ∀=∑
=

N

,                                                              (1) 

2. Lateral activation passing: ( ) ( )[ ]+−+=+ Aybτ(t)yty ii 1                         (2) 
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3. Feedback step: ∑
=

∀−=
M

i
iijjj jyWxe

1

,                                                           (3) 

4. Weight change: ( ) 1||.. −=Δ p
jjiij eesignyW η                                              (4) 

Where: η  is the learning rate, τ  is the “strength” of the lateral connections, b  

the bias parameter, p  a parameter related to the energy function [11], [13] and 

A  is a symmetric matrix used to modify the response to the data [11]. The effect 
of this matrix is based on the relation between the distances separating the output 
neurons. 

4   Experimental Results 

To check the proposed Visualizer agents, several unsupervised projection models 
(introduced in section 2) have been applied to a real dataset containing samples of 
the target attacks.  

In the projections shown in this section, normal queries are depicted as circles 
(‘O’), while anomalous ones are depicted as crosses (‘+’). This “class” informa-
tion is used only for visualizations purposes. The projection models are not pro-
vided with such information while being trained as they are based on unsupervised 
learning. 

4.1   Dataset 

A web application with access to a database was developed to check the proposed 
approach. The web application manages a virtual store where different interfaces 
are available to carry out queries on the database. MySQL 5.0 was selected as the 
DBMS to support the web application. Once the database had been created, legal 
queries were sent from the designed user interfaces. These requests were filtered 
to avoid redundancy and only legal SQL queries were gathered to generate the 
dataset. However, in the case of malicious queries, the dispatch of the queries was 
automated using the tool SQLMap 0.5 [16]. This tool is able to fingerprint an ex-
tensive DBMS back-end, retrieve remote DBMS databases, usernames, tables, and 
columns, enumerate entire DBMS, read system files, and much more taking ad-
vantage of web application programming security flaws that lead to SQL injection 
vulnerabilities. Although the SQLMap 0.5 tool generates a wide variety of mali-
cious queries by using different strategies of attack, these queries were also fil-
tered to remove any similar SQL string previously stored.  

The dataset was formed by a set of 1,000 entries for legal and malicious que-
ries. Finally, for the classification process and application of the projection mod-
els, the SQL strings were syntactically analyzed, storing in the dataset the fields 
described in Table 1. 
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Table 1. Dataset fields obtained from the syntactic analysis of SQL queries 

Field Description Type (Values) 
Affected_table Number of tables affected by the query Int (n tables) 
Affected_field Number of fields  affected by the query Int (n fields) 
Command_type Type of declared command in the query Int (0-3) 
Word_GroupBy Number of repetitions of Group By clause Int (n clause) 
Word_Having Number of repetitions of Having clause  Int (n clause) 
Word_OrderBy Number of repetitions of Order By clause  Int (n clause) 
Numer_And Number of repetitions of the And Operator Int (n ops) 
Numer_Or Number of repetitions of the Or Operator Int (n ops) 
Number_literals Number of Literal in the SQL string Int (n literals) 
Number_LOL Number of declared Expressions Literal-

Operator-Literal in the SQL String 
Int (n exprs) 

Length_SQL_String Length of the SQL String Int (n chars) 

4.2   Experiments 

The visualization capability of the Analyzer agent was tested by applying its pro-
jection models (PCA, CCA and CMLHL) to the aforementioned dataset. Fig. 2 
shows the PCA and CMLHL projections of this dataset.  

  

a) PCA projection. b) CMLHL projection. 

Fig. 2 Projections of the analysed dataset 

The PCA projection (Fig. 2.a) is able to depict some structure of the analyzed 
dataset. Although these two first principal components amount to 99.7% of data 
variance, the depicted structure is not related with the normal/anomalous separa-
tion of data. That is, normal queries (circles) and anomalous queries (crosses) are 
mixed up in most of the groups that can be identified in Fig. 2.a. 

Fig. 2.b shows the CMLHL projection of the analyzed dataset. Several clusters 
can be identified in this figure, most of them having a kind of internal organization 
differentiating normal queries from anomalous ones. 
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Fig. 3 CCA projection of the analysed dataset 

Finally, CCA was applied to the dataset, as can be seen in Fig. 3. This projec-
tion model is able to depict the data in a way that most normal queries can be 
grouped, excluding the anomalous ones. Some normal and anomalous queries are 
overlapped, what would be considered as false positives/negatives.  

From this experimental setup, we can conclude that CCA provides the best pro-
jection of the dataset under analysis, outperforming PCA and CMLHL. The CCA 
projection (Fig. 3) allows the visual identification of anomalous queries, as most 
of them can be distinguished from normal traffic. 

5   Conclusions and Future Work 

This paper presents a novel solution based on a new hierarchical MAS for visual-
izing SQL traffic. It allows the detection of SQL injection attacks by differentiat-
ing them from normal SQL queries. This solution combines the advantages of 
MASs, such as autonomy and distributed problem solving, with the visualization, 
learning and adaptation capabilities of unsupervised neural projection models. The 
proposed approach solves one of the lacks of the SCMAS architecture: the visuali-
zation of the data in an effective and intuitive way. Further work will focus on the 
combination of the new visualization abilities with the classification process  
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Assessing Knowledge Management in the Power Sector 
through a Connectionist Model 

Álvaro Herrero, Lourdes Sáiz, and Emilio Corchado∗ 

Abstract. It has been proven that Artificial Intelligence, in general, and Artificial 
Neural Networks, in particular, can be successfully applied to problems in the 
field of Knowledge Management (KM). One such problem is the identification 
and assessment of a company’s KM status. Nowadays the importance of KM to 
organisational survival and for the maintenance of competitive strength is widely 
acknowledged. Several connectionist models for the assessment and analysis of 
KM status are proposed and applied in this work. These models account for the 
specific features of a company in the Energy sector/Power sector: a dynamic, es-
sential service and one of the basic pillars that supports the so-called “welfare 
state”, constituting an established strategic sector in any globalized economy. 

Keywords: Knowledge Management, Exploratory Projection Pursuit, Maximum 
Likelihood Hebbian Learning, Energy/Power Sector. 

1   Introduction 

This study of Knowledge Management (KM) centres its attention on the design, 
organisation and application of innovative and creative ways of resource manage-
ment, and in particular, those of a more intangible nature [1], [2] until recently left 
out of traditional business management models. It contributes value to the firm, 
insofar as that refers to “knowing how to use” resources, rather than merely pos-
sessing them, which can achieve satisfactory management of the stock of knowl-
edge that is already held or that may be developed by a firm. 
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The application of KM involves the deployment of a set of procedures that al-
low a firm, on a case-by-case basis, to acquire, capitalize, retain, transfer, and use 
its strategic knowledge [3]. In essence, the purpose of KM is to identify, acquire, 
transform, develop, disseminate, use and preserve knowledge that is relevant to 
achieve specific short and long-term objectives, preferably for the development of 
new opportunities [4].  

On this point, we should set out the differences in terms of "datum", "informa-
tion " and "knowledge". Data are located in the world, and knowledge is held by 
the agents (people/organisations). Information is the nexus between both. Knowl-
edge that is acquired, broadened, reviewed, contrasted and used by people in the 
firm, throughout their working life, is of the greatest value to the organization. 
Knowledge not only represents the cause, but the result, the outcome and the suc-
cess of the business activity. In addition, its wealth lies in the variety of knowl-
edge that the firm can amass, apply and develop in its day-to-day activities, along 
with the social or collective nature of the knowledge, given that a firm’s knowl-
edge is not merely a juxtaposition of the individual knowledge of its employees, 
but a construct that emerges from the events experienced by the firm and its work-
ing methods, organizational routines and common values, developed over time. 

The identification of knowledge in the form of patterns that exist across dimen-
sional boundaries in high dimensional datasets is a challenging task. Such patterns 
may become visible if changes are made to the spatial coordinates. Projection 
models perform such changes by projecting high-dimensional data onto a lower 
dimensional space in order to identify “interesting” directions in terms of a spe-
cific index or projection. These indexes or projections are, for example, based on 
the identification of directions that account for the largest variance of a dataset –
which is the case of Principal Component Analysis (PCA) [5], [6] or the higher 
order statistics such as the skew or kurtosis index -which is the case of Explora-
tory Projection Pursuit (EPP) [7]. Having identified the most interesting projec-
tions, the data is then projected onto two or three dimensions, which allows its 
structure to be examined with the naked eye. In this study, several projection 
models are applied as a KM tool to the Energy/Power Market. 

The rest of this paper is organized as follows. Section 2 overviews KM in the 
Energy/Power sector, while Section 3 describes the main connectionist model ap-
plied in this work. Section 4 presents the experimental domain and the results 
from different unsupervised models. Finally, section 5 arrives at general conclu-
sions and describes future work. 

2   Knowledge Management in the Energy/Power Market 

The energy sector in the Spanish economy has quite specific features that more 
than justify the design and application of management models based on the 
knowledge of the people that constitute the firms in this industry.  

Among its special characteristics, the sector’s close relationship with a coun-
try’s industrialization process may be highlighted, its strategic value, with strong 
"trickle-down effects" for other industries and economic activities, and its ten-
dency to behave according to non-competitive market models. Moreover, energy 
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is implicit in one of the basic pillars that supports the so-called "welfare state", 
constituting an established strategic sector in any globalized economy.  

Owing to the high degree of energy dependence observed in Spain and in Span-
ish firms, and the broad typology of problems that arise, the efficient application 
of KM systems is of even greater interest, in order to achieve the correct genera-
tion of knowledge, and its transmission, use and adaption to change, which will 
ensure a satisfactory and reliable supply of electricity. At the same time, the en-
ergy sector holds associated knowledge, values that underpin its organizational 
culture, part of its know-how and technical and organizational capacity, which are 
unique and are not found in other sectors. Along with this, a great part of the 
knowledge and ability needed to develop the work in an effective and, above all, 
in a safe way can only be acquired within the sector. A great amount of this 
knowledge and these abilities need years of training and experience.  

The introduction of a KM model in energy firms [8], [9], will enable key, sec-
tor-specific knowledge and abilities to be identified. It will facilitate their correct 
generation and complete application, the inventory of expert people, the retention 
and capitalization of experience and “know how”, beyond that held by the expert, 
sharing and transfer between the people involved and the need for training and 
updating, arising from new needs that appear every day, such as regulatory re-
quirements, improvements in technical capacities or greater operative experience. 

3   Connectionist Projection Model 

The solution proposed in this paper applies an unsupervised neural model called 
Cooperative Maximum Likelihood Hebbian Learning (CMLHL) [10], [11]. It is 
based on Maximum Likelihood Hebbian Learning (MLHL) [10], [12]. Consider-
ing an N-dimensional input vector ( x ), and an M-dimensional output vector ( y ), 

with ijW being the weight (linking input j  to output i ), then CMLHL can be ex-

pressed as: 

1. Feed-forward step: ixWy
1j

jiji ∀=∑
=

N

,                                                              (1) 

2. Lateral activation passing: ( ) ( )[ ]+−+=+ Aybτ(t)yty ii 1                         (2) 

3. Feedback step: ∑
=

∀−=
M

i
iijjj jyWxe

1

,                                                           (3) 

4. Weight change: ( ) 1||.. −=Δ p
jjiij eesignyW η                                               (4) 

Where: η  is the learning rate, τ  is the “strength” of the lateral connections, b  

the bias parameter, p  a parameter related to the energy function [10], [11], [12] 

and A  a symmetric matrix used to modify the response to the data [11]. The ef-
fect of this matrix is based on the relation between the distances separating the 
output neurons. 
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4   Case Study 

The empirical study presented in this work is based on the analysis of a set of data 
related to the introduction of KM in an energy sector firm, using projection meth-
ods. The data sample totals 229 representative records (samples) on the status of 
critical knowledge and its management in the firm under study. 

Each record covers information on the task or function assigned to each em-
ployee and the knowledge that is needed to carry out that task correctly. The tasks 
are analyzed according to their degree of difficulty, their impact on the business, 
who receives their results and the way in which they are received. In contrast, the 
characteristics of the knowledge under study are difficulty of transfer, its impor-
tance to the work, whether it is documented, the knowledge level of the expert, the 
degree to which it is known and shared with other employees, the method used to 
transfer it and the urgency of its acquisition, in case of a shortfall or a lower level 
than that required being reached. It should be pointed out that because of the type 
of firm under study, the parameters on the degree of documentation and the 
knowledge level held were not discriminatory, which is to say, the necessary key 
knowledge is held within the firm and is documented. 

In this study, the objective of the analysis is to cross-reference the data against 
common characteristics or parameters, from both the tasks and their associated 
knowledge, in order to construct a representative map of tasks and the key knowl-
edge and their immediate visualization, according to their situation on the map. 
All of that will serve to take more accurate decisions when setting up a KM sys-
tem in harmony with the firm’s selected strategy. 

4.1   Description of the Problem under Study 

The data sample under study amounts to 229 records that correspond to a total of 
120 tasks/functions and 142 critical pieces of knowledge gathered from among the 
employees of a firm. This dataset represents the knowledge state of the firm and, 
once the data is processed and the corresponding conclusions drawn, these lead to 
proposals for actions that need to be taken in relation to retention, protection and 
capitalization of key knowledge for the competitiveness of the business. 

For each of the tasks, the knowledge state comprises the aforementioned infor-
mation referring to the degree of difficulty associated with its execution, the set of 
knowledge that is applied, its impact on key aspects of the firm, who will receive 
the result of carrying out each task and how it will be received. This set of data is 
completed with the detail and the characteristics presented by the knowledge that 
is assigned to each task and the data relating to the receptor of the knowledge. 
Thus, the following features are gathered for each piece of knowledge:  

• Level of knowledge acquired, ranging from 1 (not enough) to 4 (expert). 
• Difficulty of the knowledge, ranging from 1 (lowest) to 5 (highest). 
• Receptors of the knowledge, generating 4 binary features (sec-

tion/department/company/external partners). 
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• Documented or otherwise, binary values: 1 (documented) and 0 (undocu-
mented). 

• Importance to the task, ranging from 1 (medium) to 5 (critical). 
• Urgency of knowledge transfer, ranging from 1 (6 months) to 5 (immediate). 
• Difficulty of knowledge transfer, ranging from 1 (low) to 5 (high).  
• Method of transfer, generating 6 binary features (Written/Oral/On-the-job ob-

servation/Training/Inactive/Practicing). 
• Number of people that share the knowledge.  
• Receptor required training level, ranging from 0 (none) to 2 (university degree). 
• Consequence of knowledge absence, ranging from 1 (lowest) to 5 (highest). 

As a result, 24 features for each one of the records are included in the dataset. 

4.2   Experiments and Results 

CMLHL was applied in order to analyse the dataset described above and to iden-
tify its inner structure. The best CMLHL projection is shown in Fig. 1. 

 

Fig. 1 CMLHL projection 

The following interesting conclusions may be drawn from the position of the 
points (knowledge-tasks) on the projection. Starting with the “Importance of 
knowledge to the task”, of the three possible options -indispensable, important and 
average- it may be seen that the points that are found in the upper third of the pro-
jection come under the heading of “indispensable”, the central positions represent 
important knowledge and those in the lower third are of average importance. The 
results show that the largest part of the identified knowledge is either important or 
is of average importance. 

With regard to “Knowledge sharing” within the firm, it shows records that go 
from less to more; less dispersed knowledge is situated in the upper part of the 
projection and the most widely shared knowledge, in the lower part. Linking this 
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latter result with the former one, it may be concluded that the least important 
knowledge is the most widely shared, the contrary being true in the case of indis-
pensable knowledge.  

The variable “Difficulty of knowledge transfer” covers three possible values 
that are high, medium and low. High difficulty is represented by the points in the 
upper third of the projection, the central area covers knowledge of medium diffi-
culty and the points in the lower third represent knowledge of the lowest diffi-
culty. It may therefore be seen that most of the knowledge under analysis has a 
transfer difficulty of between medium and low, as well as presenting intermediate 
levels of importance and a high degree of sharing. 

The “Consequence of not holding the knowledge” provides information on the 
effects and their impact on the tasks due to a lack of necessary knowledge; on a 
barometer of serious, moderate and minor. Here, the distribution of the points re-
veals that the knowledge situated to the mid-left of the projection presents serious 
consequences, a parameter which changes as we move to the right. 

With regard to the characteristic that refers to “Urgency for knowledge trans-
fer”, three possible responses were foreseen that are ‘immediate’, ‘six-months’ 
and ‘over six-months’. CMLHL allows us to observe a vertical trend by which the 
upper positions reflect an immediate urgency, which moving down to the centre 
drops to 6 months, and continues to drop down to lower levels, reaching the low-
est value, which is over 6 months. Examining the conclusions reached up until this 
point, this last point on the urgency of transfer shows that critical knowledge is the 
least shared, presents the greatest difficulty in its transfer and, in addition, is re-
vealed to be of immediate urgency. For its part, knowledge of average importance 
neither presents as much difficulty, nor is such a short time required for its transfer 
and, furthermore, the analysis revealed that it is more evenly shared than the other 
types of knowledge.  

With regard to the “Method of knowledge transfer”, the positions of the points 
allow us to conclude very clearly that those on the left represent situations centred 
on “training” and “on-the-job observation”; knowledge that is more efficiently 
shared through “practicing” is positioned in the centre and the “written” and “oral” 
methods are positioned to the right. 

Integrating the earlier results on the areas in which the knowledge may be 
grouped (1A, 1B, 2A, 2B, 2C, 2D, 3A, 3B, 4A, 4B, 4C, 4D, 5A, 5B, 6A), accord-
ing to its position (Fig. 1), the earlier analysis may be complemented by looking at 
the features and consequences presented by the knowledge according to the posi-
tion in each of the aforementioned sets. 

The knowledge in group 1A is indispensable, there is a slight tendency to shar-
ing, whereas the consequences of its absence are high, the difficulty of transfer is 
equally high and the urgency of the knowledge that is not held is almost immedi-
ate. This set of data represents a weak situation with regard to sharing and diffu-
sion of knowledge within the firm.  

Something very similar may be said about the points that make up group  
1B, except that its difficulty of transfer is not so clearly appreciated and sharing is 
still less than in group 1A. Equally, such results represent situations in which 
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knowledge is lacking, and they hold negative consequences for the firm in the case 
of a lack of knowledge. 

Knowledge of average importance is found around the fringes of 2A, which is 
reasonably well shared, its difficulty of transfer is minor, as is the case for the  
urgency of its transfer and the consequences of a lack of knowledge are situated 
between serious and moderate. All the parameters, except the importance of 
knowledge, reveal a situation that is close to optimal. As shown in the comparison 
between groups 1A and 1B, in this case, the situations that 2B and 2C represent 
are almost identical to those described in 2A; in both the exception is given by the 
degree of importance attributed to knowledge that is a little greater, and the same 
may be said for the difficulty of its transfer. 

Group 2D brings together the strategic knowledge for the tasks, which is not 
however shared between the employees; its difficulty being high and its urgency 
of transfer serious. This group reveals the need to adopt the necessary means to 
capitalize and share key knowledge, either through training, practicing with the 
expert, overlapping activities with the others or temporarily changing activities. 

Groups 3A and 3B coincide in that they both have indispensable and important 
knowledge, although these are more evenly shared in 3A, and likewise the diffi-
culty is lower and its urgency of transfer is minor. The consequences of a lack of 
knowledge are presented at almost the same level, which is medium.  

Less importance is given to knowledge in Group 4A: it is shared, the difficulty 
of transfer is low and the urgency for the knowledge is not immediate. Thus, the 
study reveals that the consequences of a lack of knowledge, where applicable, 
reach an intermediate value. The records found in groups 4B and 4C, both repre-
sent very similar situations: 4C has a slightly better situation with respect to the 
importance of knowledge for the task, but a worse one with respect to lower val-
ues for sharing knowledge and better results under the heading of difficulty of 
transfer. The group 4D, has notably better results for the quality of knowledge, but 
worse results for its sharing and difficulty of transfer with respect to 4C. 

Group 5A contains a single point that can be considered an outlier, while group 
5B brings together knowledge of medium importance for the tasks that is fully 
shared, and that has a transfer difficulty of almost zero and the lowest possible ur-
gency. The consequences of its absence are very minor. It is verging on an optimal 
situation. In contrast, knowledge is more important in 5C, although it is also 
shared and the difficulty of its transfer is a little greater.  

Finally, group 6A brings together the most important but not indispensable 
knowledge, which is largely shared within the firm, whereas its difficulty and  
urgency of transfer reach lower values and the consequences of its absence are 
minor. 

4.3   Comparative Study 

For comparative purposes, some other projection techniques, namely PCA (see 
section 4.3.1) and MLHL (see section 4.3.2), were applied to the previously de-
scribed dataset. The obtained projections are shown in Fig. 2. 
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a) PCA projection. a) MLHL projection. 

Fig. 2 Projections of the analysed dataset 

 

As can be seen in Fig. 2.a, the PCA [5] [6] projection  is able to identify a gen-
eral structure of the dataset consisting of 3 main groups (1A, 2A, and 3A). After 
analysing the samples in each one of these groups, it can be concluded that only 
the feature "Number of people that share the knowledge" in the original dataset 
was taken into account when projecting that structure. This feature provides the 
greatest variance in the dataset and, as a result, PCA has identified it as the first 
principal component.  

As can be seen in Fig. 2.b, the MLHL projection is not as good as the CMLHL 
projection (Fig. 1), as it shows the inner structure of the dataset less clearly. 
MLHL provides a sparse projection of the data but sharply defined groups can not 
be identified as in the case of CMLHL. 

5   Conclusions and Future Work 

An assessment of KM is especially critical in the Energy/Power sector. This work 
has proposed a tool based on a connectionist model for the assessment and analy-
sis of the KM status in a company which takes the specific features of the En-
ergy/Power sector into account. As can be seen in section 4.2, the CMLHL model 
enabled KM managers to describe the KM status of a power company. This can be 
used to analyse and consequently improve the KM process of the whole company. 
It has been also shown that CMLHL outperforms PCA and MLHL in obtaining 
the most useful projection of a given dataset for KM purposes. 

Future work will focus on the upgrade of the proposed model to automate the 
proposals to improve the KM status by applying different techniques in a Hybrid 
Artificial Intelligence System. 
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Garćıa, Maŕıa N. Moreno 295
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Garćıa-Cabrera, Carlos 591
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Gómez-López, G. 77
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Rodŕıguez, Sara 69, 173
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Sánchez-Pi, Nayat 493
Santaolaya-Salgado, René 1
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Spenger, Christian 477
Stachowiak, Agnieszka 267, 277

Tapia, Dante I. 183, 501
Tatur, M. 529



734 Author Index

Tejedor, Javier 419
Torrealdea, F. 657
Torrealdea, F.J. 657
Treur, Jan 461
Trigueros, Elsa 331
Tsolaki, Magda 477
Tunnard, Catherine 477
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