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Abstract. The Web is progressively becoming a multimedia content delivery 
platform. This trend poses severe challenges to the information retrieval theories, 
techniques and tools. This chapter defines the problem of multimedia information 
retrieval with its challenges and application areas, overviews its major technical 
issues, proposes a reference architecture unifying the aspects of content processing 
and querying, exemplifies a next-generation platform for multimedia search, and 
concludes by showing the close ties between multi-domain search investigated in 
Search Computing and multimodal/multimedia search.  
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1   Introduction  

The growth of digital content has reached impressive rates in the last decade, fuelled 
by the advent of the so-called “Web 2.0” and the emergence of user-generated 
content. At the same time, the convergence of the fixed-network Web, mobile access, 
and digital television has boosted the production and consumption of audio-visual 
materials, making the Web a truly multimedia platform. 

This trend challenges search as we know it today, due to the more complex nature 
of multimedia with respect to text, in all the phases of the search process: from the 
expression of the user’s information need to the indexing of content and the 
processing of queries by search engines.  

This Chapter gives a concise overview of Multimedia Information Retrieval 
(MIR), the long-standing discipline at the base of audio-visual search engines, and 
connects the research challenges in this area to the objectives and research goals of 
Search Computing. 

MIR amplifies many of the research problems at the base of search over textual 
data. The grand challenge of MIR is bridging the gap between queries and content: 
the former are either expressed by keywords, like in text search engines, or, by 
extension, with non-textual samples (e.g., an image or a piece of music). Unlike in 
text search engines, where the query has the same format of content and can be 
matched almost directly to it, query processing in MIR must fill an enormous gap. To 
understand if an image, video or piece of music is relevant to some keyword, it is 
necessary to extract the hidden knowledge buried inside the aural and visual 
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resources, a multi-sensorial recognition problem that in nature living organisms took 
quite a long time to solve.  

Not surprisingly, MIR research revolves around the problem of extracting, 
organizing and making available for querying the knowledge present inside media 
assets. This problem is far from being solved in general, but many effective 
techniques have been devised for special cases, typically for the extraction of specific 
“features” from specific non-textual resources. Applications like music mood 
classification and similarity matching, face recognition, video optical character 
recognition are examples of these techniques, already deployed in commercial 
multimedia search solutions. 

Since giving the full account of MIR research goes beyond the limits of this 
Chapter, we have organized the illustration so as to give a flavor of the essential 
themes. After exemplifying the numerous applications that motivate the growing 
interest in MIR (Section 1.1), Section 2 overviews the principal research topics in the 
development of a MIR solution: from the acquisition of content (Section 2.1), to its 
normalization for the purpose of processing (Section 2.2), to the extraction of the 
features useful for searching and their organization by means of suitable indexes 
(Section 2.3), to the languages and algorithms for processing queries (Section 2.4), to 
the problem of presenting search results (Section 2.5).  

The variety of MIR solutions available can be abstracted by a common 
architecture, which is the subject of Section 3; a MIR system can be seen as an 
infrastructure for governing two main processes: the content process, treated in 
Section 3.1, comprises all the steps necessary to extract indexable features (called 
metadata) from multimedia elements; the query process, overviewed in Section 3.2, 
includes all the steps for executing a user’s query. 

The link between the content process and the query process is represented by 
metadata, which encode the knowledge that the MIR system is able to extract from 
the media assets, index and use for answering queries. Given that no single universal 
standard still exists for MIR metadata, Section 4 overviews some of the most popular 
formats that have been proposed in different application domains. How to extract such 
metadata from audiovisual data is the subject of Section 5, which presents a bird’s 
eyes view of some feature extraction approaches for audio, image, and video content. 
This is the area where current research is most active, because the problem of 
understanding the content of non-textual data is far from being solved in a general 
way. In Section 6, we also provide an overview of the different query languages used 
in MIR, which go from simple keyword queries to structured languages. 

To make the Chapter more concrete, Section 7 mentions a number of research and 
commercial MIR systems, where the architecture and techniques described in the 
preceding Sections have been put to work. 

We conclude the Chapter with an outlook (in Section 8) of what lessons can be 
mutually learnt by researchers in MIR and Search Computing. As in MIR, Search 
Computing relies on a well balanced mix of offline content preparation (the wrapping 
and registration of heterogeneous data sources) and smart query processing; 
moreover, the presentation of multimedia search results requires smart solutions for 
easing the interpretation of complex results sets, which exhibit sophisticated internal 
structure, and a spatial as well as temporal distribution. MIR systems, pioneers of a 
search technology that goes beyond textual Web pages, may be an interesting source 
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of inspiration for the multi-domain content integration, query processing, and result 
presentation challenges that Search Computing is facing. 

1.1   Motivations, Requirements and Applications of Multimedia Search 

“Finding the title and author of a song recorded with one’s mobile in a crowded 
disco”; “Locating news clips containing interviews to President Obama and accessing 
the exact point where the Health Insurance Reform is discussed”; “Finding a song 
matching in mood the images to be placed in a slideshow”. These are only a few 
examples of what multimedia information retrieval is about: satisfying a user’s 
information need that spans across multiple media, which can itself be expressed 
using more than one medium. 

The requirements of a MIR application bring to the extreme or go beyond the 
problems faced in classical text information retrieval [37]: 

• Opacity of Content: whereas in text IR the query and the content use the same 
medium, MIR content is opaque, in the sense that the knowledge necessary to 
verify if an item is relevant to a user’s query is deeply embedded in it and must 
be extracted by means of a complex pre-processing (e.g., extracting speech 
transcriptions from a video). 

• Query Formulation Paradigm: as for traditional search engines, keywords 
may not be the only way of seeking for information: for instance, queries can be 
expressed by analogy, submitting a sample of content “similar” to what the user 
is searching for. In MIR, content samples used as queries can be as complex as 
an image, a piece of music, or even a video fragment. 

•  Relevance Computation: in text search, relevance of documents to the user’s 
query is computed as the similarity degree between the vectors of words 
appearing in the document and in the query (modulo lexical transformations). In 
MIR, the comparison must be done on a much wider variety of features, 
characteristic not only of the specific medium in which the content and the 
query are expressed, but even of the application domain (e.g., two audio files 
can be deemed similar in a music similarity search context, but dissimilar in a 
topic-based search application). 

MIR applications requirements have been extensively addressed in the last three 
decades, both in the industrial and academic fields. As a consequence, MIR is now a 
consolidated discipline, adopted into a wide variety of domains [41], including: 

• Architecture, real estate, and interior design (e.g., searching for ideas). 
• Broadcast media selection (e.g., radio channel [58], TV channel). 
• Cultural services (history museums [11], art galleries, etc.). 
• Digital libraries (e.g., image catalogue [69], musical dictionary, bio-medical 

imaging catalogues [4], film, video and radio archives [52]). 
• E-Commerce (e.g., personalized advertising, on-line catalogues [53]). 
• Education (e.g., repositories of multimedia courses, multimedia search for 

support material). 
• Home Entertainment (e.g., systems for the management of personal multimedia 

collections [27], including manipulation of content, e.g. home video editing [2], 
searching a game, karaoke). 



138 A. Bozzon and P. Fraternali 

• Investigation (e.g., human characteristics recognition [22], forensics [40]). 
• Journalism (e.g. searching speeches of a certain politician [25] using his name, 

his voice or his face [23]). 
• Multimedia directory services (e.g. yellow pages, Tourist information, Geographical 

information systems). 
• Multimedia editing (e.g., electronic news service [16], media authoring). 
• Remote sensing (e.g., cartography, ecology [81], natural resources management). 
• Social (e.g. dating services, podcast [54] [56]).  
• Surveillance (e.g., traffic control, surface transportation, non-destructive testing 

in hostile environments). 

2   Challenges of Multimedia Information Retrieval 

Multimedia search engines and their applications operate on a very heterogeneous 
spectrum of content, ranging from home-made content created by users to high value 
premium productions, like feature film video. The quality of content largely 
determines the kind of processing that is possible for extracting information and the 
kind of queries that can be answered. This Section overviews the main challenges in 
the design of a MIR solution, by following the lifecycle of multimedia content, from 
its entrance into the system (acquisition), to its preparation for analysis 
(normalization), to the extraction of metadata necessary for building the search engine 
indexes (indexing), to the processing of a user’s query (querying) and, finally, to the 
presentation of results (browsing). 

2.1   Challenge 1: Content Acquisition 

In text search engines, content comes either from a closed collection (as, e.g., in a 
digital library) or is crawled from the open Web. In MIR, multimedia content can be 
acquired in a way similar to document acquisition: 

• By crawling the Web or local media repositories. 
• By user’s contribution or syndicated contribution from content aggregators. 

Additionally, multimedia content can also come directly from production devices 
directly connected to the system, such as scanners, digital cameras, smartphones, or 
broadcast capture devices (e.g., from air/cable/satellite broadcast, IPTV, Internet TV 
multicast, etc.). 

Besides the heterogeneity of acquisition sources and protocols, also the size of 
media files make the content ingestion task more complicated, e.g., because the 
probability of download failures increases, the cost of storing duplicates or near 
duplicates becomes less affordable, and the presence of DRM issues on the 
downloaded content is more frequent.  

As for textual data, but even more critical in the case of audiovisual content, is the 
capability of the content ingestion subsystem to preserve or event enhance the 
intrinsic quality of the downloaded digital assets, e.g., by acquiring them at the best 
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resolution possible, given the bandwidth limitations, and preserving all the available 
metadata associated with them. 

Metadata are textual descriptions that accompany a content element; they can range in 
quantity and quality, from no description (e.g., Webcam content) to multilingual data  
(e.g., closed captions and production metadata of motion pictures). Metadata can be found: 

• Embedded within content (e.g., video close captions or Exchangeable image file 
format (EXIF) data embedded in images). 

• In surrounding Web pages or links (e.g., HTML content, link anchors, etc). 
• In domain-specific databases (e.g., IMDB [72] for feature films). 
• In ontologies (e.g., like those listed in the DAML Ontology Library [71]). 

The challenge here is building scalable and intelligent content acquisition systems, 
which could ingest content exploiting different communication protocols and 
acquisition devices, decide the optimal resolution in case alternative representations 
are available, detect and discard duplicates as early as possible, respect DRM issues, 
and enrich the raw media asset with the maximum amount of metadata that could be 
found inside or around it. 

2.2   Challenge 2: Content Normalization 

In textual search engines, context is subjected to a pipeline of operations for preparing it 
to be indexed [3]; such pre-processing includes parsing, tokenization, lemmatization, and 
stemming. With text, the elements of the index are of the same nature of the constitutive 
elements of content: words. Multimedia content needs a more sophisticated pre-
processing phase, because the elements to be indexed (called “features” or “annotations”) 
are numerical and textual metadata that need to be extracted from raw content by means 
of complex algorithms.  

The processing pipeline for multimedia data is therefore longer than in text search 
engines, and can be roughly divided in two macro steps: content normalization 
(treated in this Section) and content analysis (treated in the next Section).  

Due to the variety of multimedia encoding formats, prior to processing content for 
metadata extraction, it is necessary to submit it to a normalization step, with a twofold 
purpose: 1) translating the source media items represented in different native formats 
into a common  representation format (e.g., MPEG4 [49] for video files), for easing 
the development and execution of the metadata extraction algorithms; 2) producing 
alternative variants of native content items, e.g., to provide freebies (free sample 
copies) of copyrighted elements or low resolution copies for distribution on mobile or 
low-bandwidth delivery channels (e.g., making a  3GP version [70] of video files for 
mobile phone fruition). The challenge here is to devise the best encoding format for 
addressing the needs of analysis algorithm and easing the delivery of content at 
variable quality, without exploding the number of versions of the same item to be 
stored in the search engine. 

2.3   Challenge 3: Content Analysis and Indexing 

After the normalization step, a multimedia collection has to be processed in order to 
make the knowledge embedded in it available for querying, which requires building 
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the internal indexes of the search engine. Indexes are a concise representation of the 
content of an object collection, constructed out of the features extracted from it; the 
features used to build the indexes must be both sufficiently representative of  
the content and compact to optimize storage and retrieval. 

Features are traditionally grouped into two categories: 

• Low level features: concisely describe physical or perceptual properties of a 
media element (e.g., the colour or edge histogram of an image). 

• High level features: domain concepts characterizing the content (e.g., extracted 
objects and their properties, geographical references, etc.). 

As in text, where the retrieved keywords can be highlighted in the source document, 
also in MIR there is the need of locating the occurrences of matches between the 
user’s query and the content. Such requirement implies that features must be extracted 
from a time continuous medium, and that the coordinates in space and time of their 
occurrence must be extracted as well (e.g., the time stamp at which a word occurs in a 
speech audio file, the bounding-box where an object is located in an image, or both 
pieces of information to denote the occurrence of an object in a video). 

Feature detection may even require a change of medium with respect to the original 
file, e.g., the speech-to-text transcription. 

Content analysis and indexing are the prominent research problem of MIR, as the 
quality of the search engine depends on the precision at which the extracted metadata 
describe the content of a media asset: after introducing the global scheme of the 
content analysis process in Section 3.1, we devote Section 4 to the various ways in 
which features (also called metadata) can be represented and Section 5 to the 
algorithms for computing them. 

2.4   Challenge 4: Content Querying 

Text IR starts from a user’s query, formulated as a set of keywords, possibly 
connected by logical operators (AND, OR, NOT). The semantics of query processing 
is text similarity: both the text files and the query are represented into a common 
logical model (e.g., the word vector model [64]), which supports some form of 
similarity measure (e.g., cosine similarity between word vectors). 

In MIR, the expression of the user’s information need allows for alternative query 
representation formats and matching semantics. Examples of queries can be: 

• Textual: one or more keywords, to be matched against textual metadata 
extracted from multimedia content. 

• Mono-media: a content sample in a single media (e.g., an image, a piece of 
audio) to be matched against an item of the same kind (e.g., query by music or 
image similarity, query by humming) or of a different medium (e.g., finding the 
movies whose soundtrack is similar to an input audio file). 

• Multi-media: a content sample in a composite medium, e.g., a video file to be 
matched using audio similarity, image similarity, or a combination of both. 

Accepting in input queries expressed by means of non-textual samples requires real-
time content analysis capability, which poses severe scalability requirements on MIR 
architectures. Another implication of non-textual queries is the need for the MIR 
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architecture to coordinate query processing across multiple dedicated search engines: 
for example, an image similarity query may be responded by coordinating an image 
similarity search engine specialized in low-level features matching and a text search 
engine, matching high-level concepts extracted from the query (e.g., object names, 
music gender, etc). 

The grand challenge of MIR query processing is in part the same as for textual IR: 
retrieving the media objects more relevant to the user’s query with high precision and 
recall. MIR adds the specific problem of content-based queries, which demand 
suitable architectures for analysing a query content sample on the fly and matching its 
features to those stored in the indexes. We devote Section 3.2 to a brief overview of 
the query process. 

2.5   Challenge 5: Content Browsing 

Unlike data retrieval queries (such as SQL or XPATH queries), IR queries are 
approximate and thus results are presented in order of relevance, and often in a 
number that exceeds the user’s possibility of selection. Typically, a text search engine 
summarizes and pages the ranked results, so that the user can quickly understand the 
most relevant items. 

In MIR applications, understanding if a content element is relevant poses 
additional challenges. On one side, content summarization is still an open problem 
[5]: for example, a video may be summarized in several alternative ways: by means of 
textual metadata, with a selection of key frames, with a preview (e.g., the first 10 

 

 

Fig. 1. Visual and aural time bars in the interface of the PHAROS search platform [10] 
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seconds), or even by means of another correlated item (e.g., the free trailer of a 
copyrighted feature film). The interface must also permit users to quickly inspect 
continuous media and locate the exact point where a match has occurred. This 
can be done in many ways, e.g., by means of annotated time bars that permit  
one to jump into a video where a match occurs, with VCR-like commands, and 
so on.  

Figure 1 shows a portion of the user interface of the PHAROS multimedia search 
platform [10] for accessing video results of a query: two time bars (labelled “what we 
hear”, “what we see”) allow one to locate the instant where the matches for a query 
occur in the video frames and in the audio, inspect the metadata that support the 
match, and jump directly to the point of interest. 

The challenge of MIR interfaces is devising effective renditions (visual, but also 
aural) that could convey both the global characteristics of the result set (e.g., the 
similarity distribution across a result collection) and the local features of an individual 
result item that justify the query match. 

3   The MIR Architecture 

The architecture of a MIR system [9] can be described as a platform for 
composing, verifying, and executing search processes, defined as complex 
workflows made of atomic blocks, called search services, as illustrated in Figure 2. 
At the core of the architecture there is a Process Execution Engine which is a 
runtime environment, optimized for the scalable enactment of data-intensive and 
computation-intensive workflows made of search services. A search service is a 
wrapper for any software component that embodies functionality relevant to a MIR 
solution. 

The most important categories of MIR workflows are Content Processes, which 
have the objective of acquiring multimedia content from external sources (e.g. from 
the user or a from video portal) and extracting features from it; and the Query 
Processes, which have the objective of acquiring a user’s information need and 
computing the best possible answer to it. Accordingly, the most important categories 
of search services are content services, which embody functionality relevant to 
content acquisition, analysis, enrichment, and adaptation; and query services, which 
implements all the steps for answering a query and computing the ranked list of 
results. 

Examples of content services can be: algorithms for extracting knowledge from 
media elements, transducers for modifying the encoding format of media files; 
examples of query services, instead, are: query disambiguation services for 
inferring the meaning of ambiguous information needs, or social network analysis 
services for inferring the preferences of a user and personalizing the results of a 
user’s query.1 

                                                           
1 In Figure 2 metadata are given in output to the content owner. They enrich the processed 

content and thus increase its value, and thus can be used by the content owner for publishing 
purposes or for building a separate query processing solution. 
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Fig. 2. Reference architecture of a MIR system 

3.1   The Content Process 

A content process (as the one schematized in Figure 3) aims at gathering multimedia 
content and at elaborating it to make it ready for information retrieval. A MIR 
platform may host multiple content processes, as required for elaborating content of 
different nature, in different domains, for different access devices, for different 
business goals, etc. 

The input to the process is twofold: 

• Multimedia Content (image, audio, video). 
• Information about the content, which may include publication metadata 

(HTML, podcast [55], RSS [62], MediaRSS [45], MPEG7, etc), quality 
information (encoding, user’s rating, owner’s ratings, classification data), access 
rights (DRM data, licensing, user’s subscriptions), and network information 
(type and capacity of the link between the MIR platform and the content source 
site - e.g., access can be local disk-based, remote though a LAN/SAN, a fixed 
WAN, a wireless WAN, etc). 

The output of the process is the textual representation of the metadata that capture the 
knowledge automatically extracted from the multimedia content via content 
processing operations. The calculated metadata are integrated with the metadata 
gathered by the content acquisition system (shown as an input in Figure 3), which are 
typically added to the content manually by the owner or by the Web users (e.g., as 
tags, comments, closed captions, and so on). Section 4 and Section 5 respectively 
provide a discussion on the state of the art of metadata vocabularies and analysis 
techniques for extracting metadata from multimedia assets.  
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Fig. 3. Example of a MIR Content Process 

A content process can be designed so as to dynamically adapt to the external 
context, e.g., as follows: 

• By analyzing the content metadata (e.g., manual annotations) to dynamically 
decide the specific analysis operators to apply to a media element (e.g., if the 
collection denotes indoor content, a heuristic rule may decide to skip the 
execution of outdoor object detection). 

• By analyzing the access rights metadata to decide the derived artefacts to extract 
(e.g., if content has limited access, it may be summarized in a freebie version for 
preview) 

• By analyzing the geographical region where the content comes from  
(e.g., inferring the location of the publisher may allow the process to apply 
better heuristic rules  for detecting the language of the speech and call the proper 
speech-to-text transcription module). 

• By understanding the content delivery modality (e.g., a real-time stream of a 
live event may be indexed with a faster, even if less precise, process for 
reducing the time-to-search delay interval).  

3.2   The Query Process 

A MIR Query process (like the one schematized in Figure 4) accepts in input 
information need and formulates the best possible answer from the content indexed in 
the MIR platform. 

The input of the query process is an information need, which can be a keyword or a 
content sample. The output is a result set, which contains information on the objects 
(typically content elements) that match the input query. The description of the objects 
in the result set can be enriched with metadata coming from sources external to the 
MIR platform (e.g., additional metadata on a movie taken from IMDB, or a map 
showing the position of the object taken from a Geographical Information System). 
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Fig. 4. Example of a MIR Query Process 

A collateral source of input is the query context, which expresses additional 
circumstances about the information need, often implicit. Well-known examples of 
query context are: user preferences, past users’ queries and their responses, access 
device, location, access rights, and so on. The query context is used to adapt the query 
process: for instance, it can be used to expand the original information need of the 
user with additional keywords reflecting her preferences, to disambiguate a query 
term based on the application domain where the query process is embedded, or to 
provide the best shape of results for the current user. 

Queries are classified as mono-modal, if they are represented in a single medium 
(e.g., a text keyword, a music fragment, an image) or multi-modal, if they are 
represented in more than on medium (e.g., a keyword AND an image). As for Search 
Computing, also in MIR queries can be classified as mono-domain, if they are 
addressed to a single search engine (e.g., a general purpose image search engine like 
Google Images [26] or a special purpose search service as Empora [20] garments 
search), or multi-domain, if they target different, independent search services (e.g., a 
face search service like Facesaerch [23] and a video search service like Blinkx [7]). 
Table 1 exemplifies the domain and mode classification of queries. 

Table 1. Examples of Mono/Multi modal, Mono/Multi domain queries in a MIR system 

 Mono Domain Multi Domain 
Mono Modal Find all the results that match a given 

keyword; Find all the images similar 
to a given image. 

Find theatres playing movies acted 
by an actor having the voice similar 
to a given one. 

Multi Modal Find all videos that contain a given 
keyword and that contain a person 
with a face similar to a given one. 

Find all CDs in Amazon with a cover 
similar to a given image.  

4   Metadata 

The content process produces a description of the knowledge extracted from the 
media assets, possibly integrated with information gathered during the content 
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acquisition phase. This articulated knowledge must be represented by means of a 
suitable formalism: the current state of the practice in content management presents a 
number of metadata vocabularies dealing with the description of multimedia content 
[24]. Many vocabularies allow the description of high-level (e.g., title, description) or 
low-level features (e.g., colour histogram, file format), while some enable the 
representation of administrative information (e.g., copyright management, authors, 
date). In a MIR system, the adoption of a specific metadata vocabulary depends on its 
intended usage, especially for what concerns the type of content to describe. In the 
following we illustrate a few relevant and diverse examples that cover the main 
metadata format categories. 

MPEG-7 [42] is an XML vocabulary that represents the attempt from ISO to 
standardize a core set of audio-visual features and structures of descriptors and their 
(spatial/temporal) relationships. By trying to abstract from all the possible application 
domains, MPEG-7 results in an elaborate and complex standard that merges both 
high-level and low-level features, with multiple ways of structuring annotations. 
MPEG7 is also extensible, so to allow the definition of application-based or  
domain-based metadata. 

Dublin Core [19] is a 15-element metadata vocabulary (created by domain experts 
in the field of digital libraries) intended to facilitate discovery of electronic resources, 
with no fundamental restriction on the resource type. Dublin Core holds just a small 
set of high-level metadata and relations (e.g. title, creator, language, etc…), but its 
simplicity made it a common annotation scheme across different domains. It can be 
encoded using different concrete syntaxes, e.g., in plain text, XML or RDF. 

MXF (Material Exchange Format) [17] is an open file format that wraps video, 
audio, and other bit streams (called "essences"), aimed at the interchange of audio-
visual material, along with associated data and metadata, in devices ranging from 
cameras and video recorders to computer systems for various applications used in the 
television production chain. MXF metadata address both high-level and 
administrative information, like the file structure, key words or titles, subtitles, editing 
notes, location, etc. Though it offers a complete vocabulary, MXF has been intended 
primarily as an exchange format for audio and video rather than a description format 
for metadata storage and retrieval.  

Exchangeable Image File Format (EXIF) [31] is a vocabulary adopted by digital 
camera manufacturers to encode high-level metadata like date and time information, 
the image title and description, the camera settings (e.g., exposure time, flash), the 
image data structure (e.g., height, width, resolution), a preview thumbnail, etc. By 
being embedded in picture raw contents, EXIF metadata is now a de-facto standard 
for image management software; to support extensibility, EXIF enables the definition 
of custom, manufacturer-dependent additional terms.  

ID3 [32] is a tagging system that enriches audio files by embedding metadata 
information. ID3 includes a big set of high-level (such as title, artist, album, genre) 
and administrative information (e.g. the license, ownership, recording dates), but a 
very small set of low-level information (e.g. BPM). ID3 is a worldwide standard for 
audio metadata, adopted in a wide set of applications and hardware devices. However, 
ID3 vocabulary is fixed, thus hindering its extensibility and usage as format for  
low-level features. 
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Other examples of multimedia-specific metadata formats are SMEF [67] for video, 
IPTC [34] for images, and MusicXML [61] for music. In addition, several communities 
created some domain-specific vocabularies like LSCOM [39] for visual concepts, IEEE 
LOM [36] for educational resources, and NewsML [34] for news objects. 

5   Techniques for Content Processing 

The content process described in Figure 3 aims at creating a representation of the 
multimedia collection suitable for indexing and retrieval purposes. The techniques 
applied for analysing content are application dependent, and relate both with the 
nature of the processed items and with the aim of the applications. The content 
process is not exclusive of MIR, but also applies classical text-based IR systems. The 
processing of text is a well-understood activity which embodies a standard sequence 
of operations (language detection, spell checking, correction and variant resolution, 
lemmatization, and stop-word removal), which convert documents into a canonical 
format for a more efficient indexation [3].  

MIR systems deal with more complex media formats, like audio, video and 
images, and therefore require a more articulated analysis process to produce the 
metadata needed for indexing. In essence, a MIR content process can be seen as an 
acyclic graph of operators, in which each operator extracts different features from a 
media item, possibly with the help of the metadata previously extracted by other 
already executed operators. The various operators embody diverse algorithms for 
content analysis and feature extraction, which are the subjects of the research 
challenges briefly introduced in Section 2.3.  

The operations that constitute the MIR content process can be roughly classified in 
three macro categories: transformation, feature extraction, and classification, based 
on the stage at which they occur in the analysis process and on the abstraction level of 
the information they extract from the raw content: 

• Transformation: this kind of operation converts the format of media items, for 
making the subsequent analysis steps more efficient or effective. For instance, a 
video transformer can modify an MPEG2 movie file to a format more suitable 
for the adopted analysis technologies (e.g., MPEG); likewise, an audio converter 
can transform music tracks encoded in MP3 to WAV, to eliminate compression 
and make content analysis simpler and more accurate. 

• Feature Extraction: calculates low-level representations of media contents, i.e. 
feature vectors, in order to derive a compact, yet descriptive, representation of a 
pattern of interest [14]. Such representation can be used to enable content based 
search, or as input for classification tasks. Examples of visual features for 
images are colour, texture, shape, etc. [28]; examples of aural features for music 
contents are loudness, pitch, tone (brightness and bandwidth), Mel-filtered 
Cepstral Coefficients, etc. [76]. 

• Classification: assigns conceptual labels to content elements by analyzing their 
raw features; the techniques required to perform this operations are commonly 
known as machine learning. For instance, an image classifier can assign to 
image files annotations expressing the subject of the pictures (e.g., mountains, 
city, sky, sea, people, etc.), while an audio file can be analyzed in order to 
discriminate segments containing speech from the ones containing music. 
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Table 2. Content analysis techniques in MIR systems 

Audio Analysis Image Analysis Video Analysis 
Audio segmentation [44]: to 
split audio track according to 
the nature of its content. For 
instance, a file can be 
segment according to the 
presence of noise, music, 
speech, etc. 

Semantic Concept extraction 
[38]: the process of 
associating high-level 
concepts (like sky, ground, 
water, buildings, etc.) to 
pictures. 

Scene detection [59]: 
detection of scenes in a video 
clip; a scene is one of the 
subdivisions of a play in 
which the setting is fixed, or 
that presents continuous 
action in one place [60]. 

Audio event identification 
[57]: to identify the presence 
of events like gunshots and 
scream in an audio track. 

Optical character 
recognition [6]: to translate 
images of handwritten, 
typewritten or printed text 
into an editable text. 

Video text detection and 
segmentation [50]: to detect 
and segment text in videos in 
order to apply image OCR 
techniques. 

Music genre (mood) 
identification [12] [46]: to 
identify the genre (e.g., rock, 
pop, jazz, etc.) or the mood 
of a song. 

Face recognition and 
identification [75] [82]: to 
recognize the presence of a 
human face in an image, 
possibly identifying its 
owner. 

Video summarization [5]: to 
create a shorter version of a 
video by picking important 
segments from the original. 

Speech recognition [21]: to 
convert words spoken in an 
audio file into text. Speech 
recognition is often 
associated with Speaker 
identification [51], that is to 
assign an input speech signal 
to one person of a known 
group 

Object detection and 
identification [80]: to detect 
and possibly identify the 
presence of a known object 
in the picture. 

Shot detection [15]: detection 
of transitions between shots. 
Often shot detection is 
performed by means of 
Keyframe segmentation [13] 
algorithms that segment a 
video track according to the 
key frames produced by the 
compression algorithm. 

 
Arbitrary combinations of transformation, feature extraction, and classification 
operations can result in several analysis algorithms. Table 2 presents a list of 14 
typical audio, image, and analysis techniques; the list is not intended to be complete, 
but rather to give a glimpse on the analysis capabilities currently available for MIR 
systems. To provide the reader with a hook to the recent advancements in the 
respective fields, each analysis technique is referenced with a recent survey on the 
topic. The techniques shown in Table 2 can be used in isolation, to extract different 
features from an item. Since the corresponding algorithms are probabilistic, each 
extracted feature is associated with a confidence value that denotes the probability 
that item X contain feature Y. To increase the confidence in the detection, different 
analysis techniques can be used jointly to reinforce each other. Using the example of 
the movie file, the fact that in a single scene both the face and the voice of a person 
are identified as belonging to an actor “X” can be considered as a correlated event, so 
to describe the scene as “scene where actor X appears” with a high confidence.  The 
cross reinforcement of analysis techniques is called annotation fusion: multiple 
features extracted from media are fused together to yield more robust classification 
detection [43]. For instance, multiple content segmentation techniques (e.g., shot 
detection and speaker’s turn segmentation) can be combined in order to achieve better 
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video splitting; voice identification and face identification techniques can be fused in 
order to obtain better person identification. Typically, the use of multiple techniques 
simultaneously can be computationally expensive, thus limiting this solution to such 
domains where accuracy in the content descriptions is more important than indexing 
speed. 

6   Examples of MIR Query Languages 

In MIR, a user’s query is matched against the representation of content provided by 
one (or more) of the metadata formats described in Section 4. Given such a variety of 
data representations, there is not a standardized query language for MIR systems, as 
every retrieval framework provides its own proprietary solution. For such a reason, 
several proposals for a unified MIR query language have emerged in the last years, 
and this Section will provide an overview. 

Given that multimedia objects are usually described textually, a natural choice for 
the query language is exploiting mature text retrieval techniques: for instance, free-
text or keyword-based search, context queries, Boolean queries, pattern queries [3], or 
faceted queries [63].  

Even if based on a conventional IR query languages, though, a query language for 
MIR must comply with additional requirements typical of aural and visual media 
types or of specific application domains [29]: 

• Schema independence: given the multitude of metadata representation 
formats, a query language should not rely on a specific schema. 

• Arbitrary search scope granularity: the query language must allow search of 
information both in the whole media object and in chunks thereof. 

• Media objects as query conditions: a MIR query language should support 
content-based queries, in one of two ways: 1) providing a media object to use 
as a query condition and the information about the algorithm to use for its 
on-the-fly analysis; 2) providing a set of previously calculated low-level 
features to use as a query condition. 

• Arbitrary similarity measure: the query language should enable the flexible 
representation of arbitrary ranking functions, so to suite application-specific 
needs. 

The last two decades have witnessed to a lot of efforts in the definition of more 
expressive and structured query languages, designed specifically for multimedia 
retrieval. Among the most recent efforts, POQLMM [30], is a general purpose query 
language for object oriented multimedia databases exposing arbitrary data schema. 
MuSQL [78] is a music structured query language, composed of a schema definition 
sub-language and a data manipulation sub-language. In [35], authors propose a query 
language for video retrieval enabling queries at both image and semantic levels, for 
retrieving videos with both exact matching and similarity matching. 

One of the latest attempts in providing a unified language for MIR is 
represented by the MPEG Query Format [1]. MPQF is part of the MPEG-7 
standard, and provides a standardized interface for MIR systems based on the 
XML metadata representation formats. MP7QF derives from the well-known set of 
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XML-based query languages (e.g., XPath and XQuery), from which it inherits both 
the syntax and the semantics. MP7QF provides a rich set of multimedia query 
types (e.g., QueryByMedia, QueryByDescription, QueryByFreeText, SpatialQuery, 
TemporalQuery, QueryByXQuery, etc.), and specifies a set of precise output 
parameters describing the response of a multimedia query request by allowing the 
definition of the content as well as structure of the result set. MP7QF can also be 
extended with novel query operators. For instance, in [79] authors introduce the 
SpatioTemporalOperator. 

7   Examples of Research and Commercial MIR Solutions 

In this Section we overview a number of research projects that have prototyped the 
architecture and techniques of a MIR solution, as well as a sample of commercial 
systems that enable querying multimedia content. 

7.1   European and Regional Research Projects 

PHAROS [10] is an Integrated Project of the Sixth Framework Program (FP6) of the 
European Community. PHAROS has developed an extensible platform for MIR, 
based on the automatic annotation of multimedia content of different nature: audio, 
images and video. PHAROS content annotation process has a plug-in architecture: the 
content process can be defined (with a proprietary tool) and deployed in a distributed 
manner, possibly incorporating external components, invoked as web services. On top 
of the PHAROS platform two showcase applications, one for fixed Internet and one 
for mobile networks, have been prototyped. 

VITALAS [18] is an FP6 Research Project which has implemented a prototype 
system for the intelligent access to multimedia professional archives. VITALAS was 
conceived as a B2B tool to develop and validate technologies applicable to large 
consumer-facing MIR search engines. The main objective is to enable scalable cross-
media indexing and retrieval, as well as methods for content aggregation through the 
automatic extraction of metadata. VITALAS has produced a prototype implementation 
of automatic annotation algorithms, visual interfaces for searching in large audio-visual 
archives, and search personalization techniques.   

THESEUS [73] is an ongoing German research program aimed at developing a 
new Internet-based infrastructure to better exploit the knowledge available on the 
Internet. To this end, application-oriented basic technologies and technical standards 
are being developed and tested. For instance, the THESEUS project created and 
supports the Open Source project SMILA [66] (Semantic Information Logistics 
Architecture), a reliable, standardized industrial strength enterprise framework for 
building searches solutions to various kinds of information (i.e. accessing 
unstructured information). Since June 2008, SMILA is an official project of the 
Eclipse Foundation.  

Quaero [74] is a French collaborative research and development program that 
aims at developing multimedia and multilingual indexing, processing, and 
management tools to build general public search applications on large collections of 
multimedia information (multilingual audio, video, text, etc.). The challenge of 
Quaero is to integrate search and indexing components with audio/images/video 
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processing techniques, semantic annotation methodologies and automatic machine 
translation technologies, with a specific focus on improving the quality and relevance 
of these later technologies and techniques.  

7.2   Examples of Commercial MIR Systems 

Midomi [47] is an example of audio processing technologies applied to music search 
engine. The interface allows users to upload voice recordings of public songs, and 
then to query such music files by humming or whistling. Another similar application 
is Shazam [65]. Shazam is a commercial music search engine that enables users to 
identify tunes using their mobile phone. The principle consists in using its mobile 
phone to record a sample of few seconds of a song from any source (even with bad 
sound quality) and the system returns the identified song with the necessary details: 
artist, title, album, etc. Similar systems for music search are also provided by BMat 
[8]. Voxalead™ [77] is an audio search technology demonstrator implemented by 
Exalead to search in TV news, radio news, and VOD programs by content. The 
system uses a third-party speech-to-text transcription module transcribe political 
speeches in several languages.  

The field of image search technologies also appears to be mature. Google Images 
[26] and Microsoft Bing [48], for instance, now offer a ”show similar images” 
functionality, thus proving the scalability of content-based image search on the Web. 
Other notable examples of image MIR engine are Tiltomo [68], which also performs 
search according to the image theme, and SAPIR [33], a search engine developed 
within the homonymous EU-founded project which also provide geographic and 
video search. Blinkx [7] is another example of search engine on videos and audios 
streams. Blinkx, like Voxalead™, uses speech recognition to match the text query to 
the video or audio speech content. Blinkx represents an example of mature video MIR 
solution as they claim to have over 30 million hours of video indexed. 

8   Conclusion and Perspectives 

In this chapter we presented the problem of Multimedia Information Retrieval, 
highlighting its challenges, major technical issues, and application areas, and we 
proposed a reference architecture unifying the aspects of content processing and 
querying. Then, we provided a survey on the existing research and commercial 
solution for multimedia search, showing the existence of several mature MIR 
technologies, products, and services.  

In a context where the production of content has become massive thanks to the 
availability of cheap and high-quality recording devices, MIR solutions represent a 
fundamental tool for the access to content collections.  

MIR systems could benefit from the Search Computing approach in various ways: 

• At the architecture level, a MIR system is often implemented on top of a set of 
distributed Web services, each specialized in a different content analysis 
and/or query processing technique. In such a distributed scenario, MIR query 
processing resembles the computation of a multi-domain query: the query 
“find news clips where President Obama discusses the Health Insurance 
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Reform could be resolved by joining the results, ranked by confidence, of two 
metadata sources, one capable of locating the face of President Obama in a 
video and one able to process the text transcriptions to identify the topic of a 
discussion. 

• At the user interface level, the Liquid Query paradigm could be used to enable 
the exploration of large multimedia collection. The user could start with a 
focused query (e.g., a keyword query on the text transcripts of news clips) and 
then expand the query by joining other metadata sources, exposed as service 
interfaces: e.g., looking for other videos featuring the same speaker, or 
produced by the same media agency. 

On the other hand, MIR can also extend the capabilities of Search Computing systems 
by enabling new ways of matching and ranking in multi-domain queries. For instance: 

• MIR Systems as Domain-Specific Search Engines: MIR systems can be 
adopted in Search Computing as a special category of ranked search services: 
for instance, in a multi-domain query for a market analysis application, a text 
transcription search engine could be wrapped as a service interface for selecting 
and ranking news clips according to the probability that they deal with a given 
company, provided in input as a keyword. 

• MIR Operations as Query Operators: including non-textual content items as 
query conditions can enrich the expressive power of Search Computing systems. 
For instance, users can express their information need as images or audio files, 
leaving to the analysis and annotation operations the task of extracting, in a 
textual form, the concept to use as a join condition (e.g., the name of a person 
given an image of its face). Even more interestingly, a multi-domain query 
could directly exploit content similarity to compute joins: in a trip planning 
multi-domain query, the destinations could be joined to the result of the query 
based on their similarity to the user’s favourite beach, supplied in input as an 
image. 
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